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This volume contains the papers presented at the 47th International Colloquium on Automata, Languages and Programming (ICALP 2020), held virtually, hosted by the Saarland Informatics Campus in Saarbrücken, Germany, during July 8–11, 2020. ICALP is a series of annual conferences of the European Association for Theoretical Computer Science (EATCS), which first took place in 1972. ICALP 2020 was co-located with the 35th Annual ACM/IEEE Symposium on Logic in Computer Science (LICS 2020).

The conference was affected by the outbreak of COVID-19, which had an enormous impact across the world and the ICALP community was no exception. The original plan had been to hold ICALP 2020, in conjunction with LICS 2020 at Peking University in Beijing, China. When it became clear that this would not be possible due to travel restrictions that were being imposed, and after intensive discussions between the ICALP and LICS steering committees, together with the PC chairs and conference chairs, it was decided to re-locate the conferences to Saarbrücken. Eventually, keeping the safety, health and well-being of ICALP participants as a top priority, it was decided to hold ICALP 2020 entirely online. We are very grateful to the organizers in Beijing and Saarbrücken and to all members of the theoretical computer science community for their flexibility and adaptability in this difficult situation. This first online ICALP is an experiment forced on us by the situation and will no doubt offer many lessons for the future.

For 15 years, the ICALP conference ran with three tracks. This has been the subject of much deliberation in the ICALP community in recent years and the decision was taken, with ICALP 2020, to return to a two-track format. Topics previously included in Track C have been incorporated into Track A. This year, the ICALP program consisted of the following two tracks:

- Track A: Algorithms, Complexity, and Games.
- Track B: Logic, Semantics, Automata and Theory of Programming.

In response to the call for papers, a total of 470 submissions were received: 347 for Track A and 123 for Track B. Each submission was assigned to at least three Program Committee members, aided by 857 external subreviewers. The committees decided to accept 138 papers for inclusion in the scientific program: 102 papers for Track A and 36 for Track B. The selection was made by the Program Committees based on originality, quality, and relevance to theoretical computer science. The quality of the manuscripts was very high indeed, and many deserving papers could not be selected.

The EATCS sponsored awards for both a best paper and a best student paper in each of the two tracks, selected by the Program Committees. The best paper awards were given to the following papers:

**Track A:** Paweł Gawrychowski, Shay Mozes, and Oren Weimann. *Minimum cut in $O(m \log^2 n)$ time.*

**Track B:** David Barozzini, Lorenzo Clemente, Thomas Colcombet and Paweł Parys. *Cost automata, safe schemes, and downward closures.*

The best student paper awards, for papers that are solely authored by students, were given to the following papers:

**Track A:** Aditya Potukuchi. *A spectral bound on hypergraph discrepancy.*

**Track B:** Erik Paul. *Finite sequentiality of finitely ambiguous max-plus tree automata.*
Apart from the contributed talks, ICALP 2020 included invited presentations by Stefan Kiefer (Oxford University), Robert Krauthgamer (The Weizmann Institute of Science) and Virginia Vassilevska Williams (MIT). There were also two invited talks joint with LICS 2020: by Jerôme Leroux (Bordeaux University) and Andrew Chi-Chih Yao (Tsinghua University). This volume contains all the contributed papers presented at the conference, papers that accompany the invited talks of Andrew Yao and Stefan Kiefer, and an abstract of the invited presentation of Robert Krauthgamer.

The program of ICALP 2020 also included presentations of the EATCS Award 2020 to Mihalis Yannakakis, the Gödel Prize 2020 to Robin A. Moser and Gábor Tardos, the Presburger Award 2020 to Dmitriy Zhuk, and the EATCS Distinguished Dissertation Awards to Josh Alman, Sándor Kisfaludi-Bak, and Jakub Tarnawski.

The following workshops were held as satellite events of ICALP and LICS 2020 on July 6–7, 2020:

- Algorithmic Aspects of Temporal Graphs (AATG),
- Fine-Grained and Parameterized Approximation Algorithms (FG-PAAW),
- Verification of Infinite-State Systems (INFINITY),
- Logic and Computational Complexity Workshop (LCC 2020),
- Logic Mentoring Workshop (LMW),
- Programming Research in Mainstream Languages (PRiML).

We wish to thank all authors who submitted extended abstracts for consideration, the Program Committees for their scholarly effort, and all the referees who assisted the Program Committees in the evaluation process. We are also grateful to the Conference Co-Chairs Xiaotie Deng and Holger Hermanns and all the support staff of the Organizing Committee for organizing ICALP 2020: to our colleagues in Peking University, led by Xiaotie Deng, for their organizational efforts in the originally planned location in Beijing, and to the colleagues from Saarbrücken, led by Holger Hermanns, who generously accepted the challenging task of organizing the conference at short notice, and who were then ready to run the conference online. Finally, we are grateful to all members of the TCS community who offered their support in this difficult situation.

We wish to thank CPEC — Center for Perspicuous Computing and Saarland University in Saarbrücken for their generous support for the conference.

We would like to thank Anca Muscholl, the Chair of the ICALP Steering Committee, for her continuous support and Paul Spirakis, the president of EATCS, for his generous advice on the organization of the conference.
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Abstract
In the Bitcoin system, miners are incentivized to join the system and validate transactions through fees paid by the users. A simple “pay your bid” auction has been employed to determine the transaction fees. Recently, Lavi, Sattath and Zohar [8] proposed an alternative fee design, called the monopolistic price (MP) mechanism, aimed at improving the revenue for the miners. Although MP is not strictly incentive compatible (IC), they studied how close to IC the mechanism is for iid distributions, and conjectured that it is nearly IC asymptotically based on extensive simulations and some analysis. In this paper, we prove that the MP mechanism is nearly incentive compatible for any iid distribution as the number of users grows large. This holds true with respect to other attacks such as splitting bids. We also prove a conjecture in [8] that MP dominates the RSOP auction in revenue (originally defined in Goldberg et al. [5] for digital goods). These results lend support to MP as a Bitcoin fee design candidate. Additionally, we explore some possible intrinsic correlations between incentive compatibility and revenue in general.
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1 Introduction

Bitcoin, and more broadly blockchain systems, rely on the willingness of honest players to participate in the system. A good blockchain system should have simple, practical designs with suitable security guarantees against cheating. The incentive compatibility (IC) concept which seeks to incentivize the participants to be truthful is playing an increasingly central role in the design of distributed financial systems.

Recently, Lavi, Sattath and Zohar [8] started a study of the subject of Bitcoin Fee Market design. In this market, there are two kinds of players: the users who have transaction records that need to be certified and registered in the bitcoin system, and the miners who create new blocks to include the transactions and get them certified. Each user declares the maximal amount she is willing to pay for her transaction, and the miners use a mechanism to decide which transactions to include and how much fee to charge each user. A primary focus of their study is the Monopolistic Price (MP) mechanism, which is a natural and practical mechanism, although not IC in the strict sense (see Section 2 below). Their extensive simulations indicate that the mechanism does not deviate too much from being IC for most iid distributions, as the number of users n grows large. An analysis was given for the special case of discrete distributions of finite size. They suggest that MP might be a good alternative to the “pay your bid” auction, which is subject to low bids and revenue. It is posed as a conjecture that the MP mechanism is nearly-IC for general iid distributions.
We will prove that MP is nearly-IC for any iid distribution as \( n \) grows large, thus mathematically validating the strong simulation results obtained in [8]. Note that the standard IC criterion (in auction market) only addresses one kind of attack, namely, the reporting of an untruthful bid value. There are other possible attacks by Bitcoin users: for example, in the *multiple strategic bids* (MSB) attack discussed in [8], a user could gain advantage by splitting his transaction into several transactions and bidding separately. This strategy could even enable a losing transaction to be included in the block. We will also prove the nearly-IC conjecture for MP with respect to the MSB attack.

We consider another mechanism, called the RSOP (Random Sampling Optimal Price) auction, which was first defined by Goldberg et al. [5] in the digital goods context and shown to be truthful. We prove that the RSOP revenue is always dominated by the MP revenue, as conjectured in [8]. In fact, the revenue difference can be arbitrarily large for some distributions, prompting us to look more deeply into possible correlation between IC and revenue in general (Theorem 6-8).

The contributions of the present paper are two-fold. First, we prove the Monopolistic Price mechanism to be nearly-IC, confirming the previous strong experimental data. This holds true against the MSB attack as well. We also show MP to dominate the RSOP auction in revenue. These results lend support to MP as a Bitcoin fee design candidate. Secondly, the methodology used in our proofs involves sophisticated mathematical analysis. It demonstrates that theoretical computer science can provide powerful tools to complement system design for blockchains. Finally, we believe that the emerging area of incentive compatible blockchain design is an exciting research area with many intriguing problems to solve, for theorists and system designers alike.

**Related Work.** The basic model for Bitcoin fee market introduced in [8] in fact resembles the maximum revenue problem for *Digital Goods* as considered by Goldberg et al. [4][5]. The MP mechanism is similar to the optimal omniscient auction in [5]. However, The Bitcoin fee market differs from digital goods in its additional features: such as the auctioneer may delete or insert bids, or the users may split bids. This makes the Bitcoin fee design a rich and relevant new research subject for auction theory and mechanism design. Among those work closely related to the current subject include Babaioff et al. [1], Kroll et al. [7], Carlsten et al. [3], Bonneau [2], Huberman et al. [6]. To formulate meaningful incentive models, there is much research work in Bitcoin which provides important ingredients for consideration. A more complete survey of related work can be found in [8, Section 1.3].

### 2 Review of the Models and Known Results

For background, we first review some Bitcoin fee models and mechanisms previously considered. A *miner* acts as a monopolist who offers \( n \) users to include their transactions in the miner's next block for a fee. Each user \( i \) has one transaction that needs this service and is willing to pay a fee up to some value \( v_i \). The miner’s problem is to design a mechanism to extract good revenue. The standard Bitcoin mechanism in use is a pay-your-bid system, where the miner simply takes the highest bids to fill the capacity of the block. This mechanism may not receive good revenue, since some bidders may not reveal the true value of the fees they are willing to pay. In view of this, some alternative mechanisms are proposed in [8] and their security properties considered, which we will review below.
2.1 The Monopolistic Price (MP) Mechanism

Suppose user \( i \) bids \( v_i \) for \( 1 \leq i \leq n \). Sort \( v_1, \ldots, v_n \) into a decreasing sequence \( b_1 \geq b_2 \geq \cdots \geq b_n \). Consider the expression \( k \cdot b_k \) and let \( k^*(v) \) be the \( k \) maximizing \( k \cdot b_k \) over all \( k \) (in case of ties, \( k^* \) is taken to be the maximal one). The miner will include all users with the highest bids \( b_1, b_2, \ldots, b_{k^*(v)} \) and simply charge each one of them the same fee \( b_{k^*(v)} \). Call this the monopolistic price \( p^{\text{mono}}(v) = b_{k^*(v)} \). This mechanism gives the miner revenue \( MP(v) = k^* \cdot b_{k^*(v)} \), which is obviously the maximum revenue obtainable if all accepted bids must be charged a single price.

The above MP Mechanism is not truthful. To analyze how serious the non-truthfulness can be, consider the following model. For any user \( i \) with bid \( v_i \) and the vector of bids \( v_{-i} = (v_1, \ldots, v_{i-1}, v_{i+1}, \ldots, v_n) \) of the other users, let

\[
p^{\text{honest}}(v_i, v_{-i}) = p^{\text{mono}}(v_i, v_{-i}), \quad \text{and} \quad p^{\text{strategic}}(v_{-i}) = \min\{v_i | p^{\text{mono}}(v_i, v_{-i}) \leq v_i\}.
\]

The temptation for user \( i \) to shade her bids can be measured by the discount ratio \( \delta_i \) defined as:

\[
\delta_i(v_i, v_{-i}) = \begin{cases} 
1 - \frac{p^{\text{strategic}}(v_{-i})}{p^{\text{mono}}(v_i, v_{-i})} & \text{if } v_i \geq p^{\text{strategic}}(v_{-i}), \\
0 & \text{otherwise}.
\end{cases}
\]

This ratio captures the gain a user can obtain by bidding strategically (instead of truthfully). Assume all true values \( v_i \) are drawn iid from some distribution \( F \) on \([0, \infty)\). Two measures are defined: the worst-case measure and the average case one. For the former, let

\[
\delta_{\text{max}}(v) = \max_i \delta_i(v_i, v_{-i}),
\]

\[
\Delta_n^{\text{max}} = E_{(v_1, \ldots, v_n) \sim F}[\delta_{\text{max}}(v)].
\]

For the latter, let

\[
\Delta_n^{\text{average}} = E_{(v_1, \ldots, v_n) \sim F}[\delta_i(v_i, v_{-i})].
\]

Clearly, for every \( F \) and \( n \), we have \( \Delta_n^{\text{max}} \geq \Delta_n^{\text{average}} \), since \( \delta_{\text{max}}(v) \geq \delta_i(v_i, v_{-i}) \) for any \( v \). For the special case of discrete distributions of finite size, the following is known.

**Theorem A** ([8, Theorem 2.3]). For any distribution \( F \) with a finite support size, \( \lim_{n \to \infty} \Delta_n^{\text{max}}(F) = 0 \). (This implies also \( \lim_{n \to \infty} \Delta_n^{\text{average}}(F) = 0 \) for such \( F \).)

Based on extensive simulations done for a variety of distributions, it was conjectured that MP is nearly IC for general iid distributions as \( n \) gets large.

**Nearly IC Conjecture for MP**

1. For any distribution \( F \), \( \lim_{n \to \infty} \Delta_n^{\text{average}}(F) = 0 \). Specifically \( \Delta_n^{\text{average}}(F) = O\left(\frac{1}{n}\right) \).
2. If \( F \) has a bounded support, \( \lim_{n \to \infty} \Delta_n^{\text{max}}(F) = 0 \). Specifically \( \Delta_n^{\text{max}}(F) = O\left(\frac{1}{n}\right) \).
3. There exists a distribution \( F \) with an unbounded support such that \( \lim_{n \to \infty} \Delta_n^{\text{max}}(F) > 0 \).

In the \( O \)-notation above, the constants may depend on \( F \). The main purpose of our paper is to settle the Nearly IC Conjecture for MP in the positive (see Theorem 1–3).
A stronger attack, called the Multiple Strategic Bids (MSB) attack was also raised in [8]. They observed that a user could gain advantage by splitting his bid into several transactions with separate bids; this strategy could enable a losing transaction to be included in the block. We note that, under this strategy,
\[
p_{\text{multi}}(v_{-i}) = \min \left\{ u \cdot v_i^{(1)} \geq \cdots \geq v_i^{(u)} \geq p_{\text{mono}}(v_i^{(1)}, \ldots, v_i^{(u)}, v_{-i}) \right\},
\]
\[
\delta_i(v_i, v_{-i}) = \begin{cases} 
1 - \frac{p_{\text{multi}}(v_{-i})}{p_{\text{honest}}(v_i, v_{-i})} & \text{if } v_i \geq p_{\text{multi}}(v_{-i}), \\
0 & \text{otherwise}.
\end{cases}
\]

We show that the Nearly IC Conjecture for MP remains true under the MSB attack (see Theorem 4) as conjectured in [8].

2.2 The Random Sampling Optimal Price (RSOP) Auction

We consider another mechanism, called the RSOP (Random Sampling Optimal Price) auction, first defined by Goldberg et al. [5] in the digital goods context.

\begin{definition} \text{(RSOP auction)} \end{definition}

Upon receiving \( n \) bids \( v = (v_1, \ldots, v_n) \), the auctioneer randomly partitions the bids into two disjoint sets \( A \) and \( B \), and computes the monopolistic price for each set: \( P_{A_{\text{mono}}} \), \( P_{B_{\text{mono}}} \) (with the monopolistic price for an empty set being set to 0). Finally, the set of winning bids is \( A' \cup B' \), where \( A' = \{ i \in A : v_i \geq P_{B_{\text{mono}}} \} \) and \( B' = \{ i \in B : v_i \geq P_{A_{\text{mono}}} \} \). The bidders in \( A' \) each pays \( P_{B_{\text{mono}}} \), and the bidders in \( B' \) each pays \( P_{A_{\text{mono}}} \).

Note the revenue obtained in this auction is
\[
\text{RSOP}(v) = |A'| \cdot P_{B_{\text{mono}}} + |B'| \cdot P_{A_{\text{mono}}}.
\]

\begin{theorem} \text{(Goldberg et al. [5])} \end{theorem}

The RSOP auction is truthful. For any \( v = (v_1, \ldots, v_n) \) with \( v_i \in [1, D] \) (where \( D \) is a constant) for all \( i \), we have
\[
\lim_{n \to \infty} \max_{v} \frac{\text{MP}(v)}{\text{RSOP}(v)} = 1.
\]

In [8], several variants of RSOP were examined and simulation carried out which led to the following conjecture.

**Dominance Conjecture of MP over RSOP.** [8, Conjecture 5.4]

For any \( v \) and all choices of \( A \) and \( B \), the RSOP revenue is at most the monopolistic price revenue. That is, \( \text{RSOP}(v) \leq \text{MP}(v) \).

The MP Dominance Conjecture has relevance to the robustness of RSOP against adding false bids or deleting bids by the auctioneer (see discussions in [8]). In the present paper we prove the MP Dominance Conjecture to be true.

3 Main Results

In this paper we settle the Nearly-IC Conjecture (even allowing for the MSB attack) and the MP Dominance Conjecture mentioned above: the former in Theorem 1–4, and the latter in Theorem 5. Additionally, we investigate the possible correlation between incentive compatibility and revenue. In this regard, we demonstrate that distributions with unbounded support can exhibit different characteristics from the bounded ones, and these findings will be presented in Theorems 6–8.
3.1 Nearly Incentive Compatibility of MP

We prove the Nearly-IC Conjecture, part (1)-(3), in Theorems 1-3 respectively. Let the Inverse distribution Inv be defined as $Pr_{Inv}(X > x) = \frac{1}{x}$ for $x \in [1,\infty)$.

- **Theorem 1.** For any distribution $F$ on bounded support, $\lim_{n \to \infty} \Delta_{n}^{\max}(F) = 0$.
- **Theorem 2.** For any distribution $F$, $\lim_{n \to \infty} \Delta_{n}^{\average}(F) = 0$.
- **Theorem 3.** For $F = Inv$, $\lim_{n \to \infty} \Delta_{n}^{\max}(F) > c$ for all $n$, where $c > 0$ is some absolute constant.

- **Theorem 4.** With respect to the MSB attack, the MP mechanism is nearly incentive compatible, i.e., Theorems 1-2 are still valid.

- **Remark.** The proof of Theorem 4 uses similar techniques as Theorems 1-2 and will be omitted in this paper. We remark that Theorem 1 can be refined to show that $\Delta_{n}^{\max}(F) = O(\frac{1}{n})$ where $\beta > 0$ is a constant independent of $F$, while the constant in the $O$-notation is $F$-dependent.

3.2 The Effect of IC on Revenue

The following theorem settles the Dominance Conjecture of MP over RSOP.

- **Theorem 5.** For any $v$, $RSOP(v) \leq MP(v)$.

Theorem B of Goldberg et al. [5] says that, RSOP yields asymptotically the same revenue as the MP mechanism when the distribution $F$ has a bounded support $[1,D]$. We point out that this is not always true when $F$ has infinite support. For the distribution $F = Inv$, MP can extract infinite revenue versus a finite amount by RSOP.

- **Theorem 6.** For $F = Inv$,

$$\lim_{n \to \infty} \frac{1}{n} E_{v_1, \ldots, v_n \sim F}[MP(v)] = \infty, \text{ while}$$

$$\lim_{n \to \infty} \frac{1}{n} E_{v_1, \ldots, v_n \sim F}[RSOP(v)] = 1.$$

One may ask, could the revenue gap between MP and RSOP be attributable to the fact that RSOP is IC while MP drastically deviates from IC (as demonstrated in Theorem 3)? In other words, could the property derived in Theorem 3, $\lim_{n \to \infty} \Delta_{n}^{\max}(F) > c$, be a necessary condition for any mechanism to achieve infinite revenue on $F = Inv$? The following theorem shows that this is not the case.

Let $n \geq 1$ and $M$ be a fee mechanism for $n$ bidders. For a bid vector $v = (v_1, \cdots, v_n)$, let $\delta_{\max}(M,v)$ be the maximum of $\delta_i(v_i, v_{-i})$ for any $i$ when $M$ is applied to $v$. Let $\Delta_{n}^{\max}(M,F) = E_{v_1, \ldots, v_n \sim F}[\delta_{\max}(M,v)]$. Also, let $M(v)$ denote the revenue collected by $M$.

- **Theorem 7.** For any $n$ and $\epsilon > 0$, there exists a fee mechanism $M$ for $n$ users such that $\Delta_{n}^{\max}(M,Inv) \leq \epsilon$ and $E_{v_1, \cdots, v_n \sim Inv}[M(v)] = \infty$.

Note that $\delta_{\max}$ and $\Delta_{n}^{\max}$ are not the only ways to quantify a mechanism’s closeness to being incentive compatible. Two standard ways to define being $\epsilon$-close to IC (or more generally, to Nash equilibrium) are
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(1) Additively $\epsilon$-close: $p(v_i, v_{-i}) - p_i^*(v_{-i}) \leq \epsilon$,

(2) Multiplicatively $\epsilon$-close: $p(v_i, v_{-i}) - p_i^*(v_{-i}) \leq \epsilon(v_i - p(v_i, v_{-i}))$,

where $p_i^*(v_{-i})$ is defined as the minimum bid value $u$ for user $i$ that would allow her to be among the winners when the bid vector is $v = (u, v_{-i})$.

We will show that, adopting the “multiplicatively $\epsilon$-close” definition, one can obtain nearly IC mechanisms that derive infinite revenue under the distribution $F = Inv$.

Let $M$ be any IC mechanism (such as RSOP). For any bid vector $v$, let $p_i(v)$ be the fee paid by user $i$ (if $i$ is a winner), and $u_i(v) = v_i - p_i(v)$ be the utility. For any $0 \leq \epsilon < 1$, let $M_\epsilon$ be the mechanism that uses the same allocation rule as $M$, with the fee modified to be $p_i'(v) = p_i(v) + \frac{\epsilon}{1+\epsilon} u_i(v)$. The following theorem is easy to prove.

**Theorem 8.**

(a) $M_\epsilon$ is multiplicatively $\epsilon$-close to IC;

(b) $\lim_{n \to \infty} \frac{1}{n} E_{v \sim F}[R_{M_\epsilon}(v)] = \lim_{n \to \infty} \frac{1}{n} E_{v \sim F}[R_M(v)] + \frac{\epsilon}{1+\epsilon} \lim_{n \to \infty} \frac{1}{n} E_{v \sim F}(\sum_i u_i(v))$.

Theorem 8 implies that RSOP can be easily modified to become a multiplicatively $\epsilon$-close-to-IC mechanism such that, like MP, its revenue is infinite under $F = Inv$.

We will prove Theorems 1-3, 5 in the following sections. The proof for the Multiple Strategic Bids model of Theorem 4 is similar in essence to the basic model, and hence will be omitted. We also leave out the proofs of Theorem 6-8.

### 4 An Overview of the Proof for Theorem 1

Theorem 1 is the most difficult to prove. In this section we give some intuition and an overview of the proof.

Let $F$ be a distribution over $[0, D]$. Let $v_1, \ldots, v_n$ be generated according to iid $F$, and denote by $b_1 \geq b_2 \geq \cdots \geq b_n$ the sorted list of the $v_i$’s. By Claim A9 in [8], $\delta_{\text{max}}(b) = \delta_1(b_1, b_{-1})$, i.e. the maximum discount ratio is achieved by the user with the highest bid. This leads immediately to a necessary condition on $w$, the optimal strategic bid by the highest bidder, as we state below.

**Lemma 1 (Optimal Strategic Bid (OSB) Condition).** Let $k^* = k^*(b)$. If $\delta_{\text{max}}(b) \geq \eta$, where $0 < \eta \leq 1$, then there exists $w \in [0, (1-\eta)b_{k^*}]$ such that $i_w \cdot w \geq k^* \cdot b_{k^*} - D$, where $i_w$ is defined by $b_{i_w} \geq w > b_{i_{w+1}}$.

Lemma 1 states that, in order to have a sizable $\eta$, there has to exist a $w$ some distance away from $b_{k^*}$ such that $i_w \cdot w$ is only a constant $D$ smaller than the sampled maximum $R(b) = k^* \cdot b_{k^*}$. We will prove Theorem 1 by showing that a random $b$ is stochastically unlikely to satisfy the OSB necessary condition.

As a start, we prove Theorem 1 when the distribution $F$ has a unique $a_0 > 0$ where $A = \sup_b a(1 - F(a))$ is achieved. The law of large number implies that, for large $n$, every $w \leq a_0(1 - \frac{\epsilon}{2})$ satisfies $i_w \cdot w < (A - \rho)n$ (where $\rho$ is some fixed constant) with overwhelming probability. Coupled with the fact $b_{k^*} - a_0 = O\left(\frac{1}{\sqrt{n}}\right)$ and $k^* \cdot b_{k^*} = A \cdot n + O(\sqrt{n})$ probabilistically, we see that the OSB condition in Lemma 1 cannot hold. Hence we have shown Theorem 1 for the case when $\sup_a a(1 - F(a))$ has a maximum achieved at a unique point $a = a_0$. 
The above argument does not apply when \( \sup_{\alpha}(1 - F(\alpha)) \) achieves maximum value at multiple points. As an extreme case, consider the Inverse distribution modified as follows:

\[
I_{\text{Inv}(D)}(x) = \begin{cases} 
1 - \frac{1}{x} & \text{for } 1 \leq x < D, \\
1 & \text{for } x = D.
\end{cases}
\]

In this case, \( x(1 - I_{\text{Inv}(D)}(x)) = 1 \) for all \( 1 \leq x < D \).

Hence the challenge is to prove that, even for extreme cases like the above, the OSB condition in Lemma 1 cannot be met except with vanishingly small probability. At the top level, we wish to show that, in any two subintervals \( I, J \subseteq [0, D] \) separated by a non-negligible distance, the maximum values \( A_I = \max\{ j \cdot b_j \mid b_j \in I \} \) and \( A_J = \max\{ j \cdot b_j \mid b_j \in J \} \) cannot achieve perfect correlation to allow \( |A_I - A_J| = O(1) \) except with negligible probability for large \( n \). This claim takes a non-trivial proof since intervals \( A_I \) and \( A_J \), being taken from the sorted version \( b \), are correlated to a certain degree.

Before proving Theorem 1, we first recast Lemma 1 in an new form which does not reference the quantity \( w \). The main advantage of Lemma 1A is that, the condition now refers only to the quantities \( b_1, \ldots, b_n \), thus making it easier to analyze how likely the condition can be satisfied stochastically.

**Lemma 1A (Optimal Strategic Bid (OSB) Condition).** Let \( k^* = k^*(b) \) and \( 0 < \eta < 1 \). If \( \delta_{\max}(b) \geq \eta \), then there exists \( b_j \in [0, b_\eta \cdot (1 - \frac{1}{2}\eta)] \) such that \( j \cdot b_j \geq k^* \cdot b_{k^*} - \frac{2D^2}{\eta \cdot b_{k^*}} \).

**Proof.** Take the \( w \) as specified in Lemma 1. The following constraints are satisfied: write \( i = i_w \) and \( B = k^* \cdot b_{k^*} \), then

\[
\begin{align*}
&b_{k^*} - \eta \cdot b_{k^*} \geq w, \\
i \cdot w \geq B - D.
\end{align*}
\]

Let \( \Delta_j = b_{k^*} - b_j \) for \( j \in \{i, i + 1\} \). Let \( 0 \leq \lambda < 1 \) such that \( w = \lambda b_i + \lambda' b_{i+1} \) where \( \lambda' = 1 - \lambda \). It is easy to verify from Eq. (1), (2) that

\[
\begin{align*}
&\lambda \Delta_i + \lambda' \Delta_{i+1} \geq \eta \cdot b_{k^*}, \\
&\lambda(i \cdot b_i) + \lambda'((i + 1) b_{i+1}) \geq B - D.
\end{align*}
\]

Note that Eq. (4) implies

\[
\max\{i \cdot b_i, (i + 1) b_{i+1}\} \geq B - D.
\]

We now prove Lemma 1A.

**Case 1.** If \( \Delta_i > \frac{1}{2} \eta \cdot b_{k^*} \), then choose \( j \in \{i, i + 1\} \) depending on which gives the larger \( j \cdot b_j \).

This \( j \) satisfies Lemma 1A, as a consequence of Eq. (1) and (5).

**Case 2.** \( \Delta_i \leq \frac{1}{2} \eta \cdot b_{k^*} \). Eq. (3) implies \( \lambda' D \geq \frac{1}{2} \eta \cdot b_{k^*} \), and thus

\[
\lambda' \geq \frac{\eta \cdot b_{k^*}}{2D}.
\]

From Eq. (4) and the fact \( i \cdot b_i \leq B \), we have

\[
\lambda'((i + 1) b_{i+1}) \geq \lambda' B - D.
\]

Using Eq. (6), we obtin

\[
(i + 1) b_{i+1} \geq B - \frac{2D^2}{\eta \cdot b_{k^*}}.
\]

Taking \( j = i + 1 \) satisfies Lemma 1A.
5 Proof of Theorem 1

For simplicity of presentation, we assume that $F$ has support $[1, D]$. Without loss of generality, we can assume that $F(x) < F(D) = 1$ for any $x < D$. Some additional arguments are needed for the general case $[0, D]$; we omit them here.

We will demonstrate that for a random $b$, the condition stated in Lemma 1A occurs with probability at most $O(\frac{(\log n)^2}{\sqrt{n}})$. That is, stochastically, the pair $(b_j, b_{k*})$ with the stated property rarely exists. First some notation. Let $H_F(x) = P_{z \sim F \{z \geq x\}} = 1 - F(x-)$. To start the proof, we pick a point $D_1 \in [1, D]$ with the following properties:

- **P1**: $(D_1, D)$ is a forbidden zone for $b_{k*}$. Precisely, for a random $b$, the probability of $b_{k*} \in (D_1, D)$ is $e^{-\Omega(n)}$.
- **P2**: $P_{z \sim F \{x \in [D_1, D]\}} > 0$.

**Fact 1.** $D_1$ exists.

**Proof.** Let $\alpha_{\text{max}}$ be the maximal $\alpha$ achieving $\sup_{\alpha} \{\alpha \cdot H_F(\alpha)\}$.

- **Case 1.** If $\alpha_{\text{max}} = D$, then $(D_1, D)$ is empty and $P_{z \sim F \{x \in [D_1, D]\}} = D \cdot H_F(D) > 0$.
- **Case 2.** If $\alpha_{\text{max}} < D$, then choose any $D_1 \in (\alpha_{\text{max}}, D)$. Choose $\Delta = \frac{1}{2}(D_1 - \alpha_{\text{max}})$. Then for large $n$, the probability of $b_{k*} \in [0, \alpha_{\text{max}} + \Delta]$ is $1 - e^{-\Omega(n)}$, satisfying P1. We also have $P_{z \sim F \{x \in [D_1, D]\}} \geq 1 - F(D_1) > 0$, thus satisfying P2.

Divide $[1, D_1]$ into disjoint intervals of length $\epsilon$, that is, write $[1, D_1] = \bigcup_{\ell=1}^{m} I_\ell$ where $I_\ell = [1 + (\ell - 1)\epsilon, 1 + \ell\epsilon)$ for $1 \leq \ell < m$, and $I_m = [1 + (m - 1)\epsilon, 1 + m\epsilon]$. Take a random $b$, which is the sorted list of iid $v_1, \ldots, v_n \sim F$. Let $A_{\text{max}}^{\text{max}}$ denote the random variable max$\{i \cdot b_i | b_i \in I_\ell\}$. Let $A_{\text{max}}^{\text{max}}_{\ell+1}$ denote the random variable max$\{i \cdot b_i | b_i \in I_{\ell+1} \cup \cdots \cup I_m\}$. Let $W_{\ell}$ denote the event that

$$ A_{\text{max}}^{\text{max}}_{\ell+1} - \frac{D^2}{\epsilon} \leq A_{\text{max}}^{\text{max}} \leq A_{\text{max}}^{\text{max}}_{\ell+1}. $$

Now note that, for $\delta_{\text{max}}(b) > 2\epsilon$, the OSB condition for $(B_j, b_{k*})$ in Lemma 1A can hold only if either 1) $b_j \in I_\ell$ and $b_{k*} \in I_{\ell+2} \cup \cdots \cup I_m$ for some $\ell$, or 2) $b_{k*} \in (D_1, D]$.

**Lemma 2.** $Pr\{\delta_{\text{max}}(b) > 2\epsilon\} \leq \sum_{\ell=1}^{m-2} Pr\{W_{\ell}\} + e^{-\Omega(n)}$.

**Proof.** Immediate from property P1 and Lemma 1A.

The rest of this section is devoted to the proof of the following lemma, which indicates that $A_{\text{max}}^{\text{max}}$ and $A_{\text{max}}^{\text{max}}_{\ell+1}$ are not correlated to be nearly identical.

**Lemma 3 (Weak Correlation Lemma).** For each $1 \leq \ell \leq m - 2$, $Pr\{W_{\ell}\} = O(\frac{(\log n)^2}{\sqrt{n}})$.

There are two cases to consider.

- **Case 1.** $Pr_{z \sim F \{x \in I_{\ell+1}\}} > 0$;
- **Case 2.** $Pr_{z \sim F \{x \in I_{\ell+1}\}} = 0$.

We give the proof of Case 1. The proof for Case 2 uses the same general idea, and will only be sketched with details omitted here. Assume we have Case 1. Let $G$ be the distribution (normalized) when $F$ is restricted to the interval $L \equiv I_{\ell+1} \cup I_{\ell+2} \cup \cdots \cup I_m \cup [D_1, D]$. Let

$$ \rho_0 = Pr_{z \sim G \{x \in I_{\ell+1}\}} > 0, $$

and

$$ \rho_1 = Pr_{z \sim G \{x \in [D_1, D]\}} > 0. $$

Consider the generation of a random $b$ in the following alternative (but equivalent) way.
Phase 1. Generate a random integer $N$ so that

$$Pr\{N = s\} = \binom{n}{s} q^s (1 - q)^{n-s}$$

for $0 \leq s \leq n$, where $q = Pr_{x \sim F}\{x \in L\}$.

Phase 2. Generate $n - N$ iid random numbers $v_1, \ldots, v_{N-n} \sim F|_{I_1 \cup \ldots \cup I_ℓ}$, and sort them into decreasing order $b_{N+1}, b_{N+2}, \ldots, b_n$. (Note that $A_{n}^{max}$ is already determined after the completion of Phase 2.)

Phase 3. Generate $v_1, v_2, \ldots, v_N \sim G$ one number at a time. After step $t$, we sort the numbers $v_1, v_2, \ldots, v_t$ into decreasing order $b_1^{(t)} \geq b_2^{(t)} \geq \cdots \geq b_t^{(t)}$. Let

$$A^{(t)} = \max\{i \cdot b_i^{(t)} | b_i^{(t)} \in I_{t+2} \cup I_{t+3} \cup \cdots \cup I_m\}.$$

At time $t = N$, $A^{(N)}$ is exactly the same random variable as $A_{n}^{max} > (t+1)$.

We prove two facts below, from which Lemma 3 follows immediately.

Fact 2. In Phase 1, $N \geq \frac{1}{2} q n$ with probability $1 - e^{-\Omega(n)}$.

Proof. Chernoff’s bound.

After Phase 1 and 2, we have $N$ and $K = A_{n}^{max}$ decided. To prove Lemma 3 we only need to show that, in Phase 3, there is enough randomness so that $A^{(N)}$ is unlikely to have a value within an additive constant $\frac{D_2^2}{e}$ to $K$.

Let us examine the evolution of $A^{(t)}$ as a random process of infinite length. The random sequence $A^{(t)}$ satisfies $A^{(0)} = 0$, and

$$A^{(t)} = \begin{cases} A^{(t-1)} & \text{with probability } \rho_0, \\ A^{(t-1)} + 1 & \text{with probability } \rho_1, \\ A^{(t-1)} & \text{otherwise,} \end{cases}$$

for $t \geq 1$.

Fact 3. At $t = N$, we have

$$Pr\{|A^{(N)} - K| < \frac{D_2^2}{e}\} = O\left(\left(\frac{\log N}{\sqrt{N}}\right)^2\right) = O\left(\frac{(\log n)^2}{\sqrt{n}}\right).$$

Proof Sketch. Let $s$ be the total number of times in the above process when either the second or third selection is made by $A^{(t)}$, for $1 \leq t \leq N$. Let $A^{(1)}, A^{(2)}, \ldots, A^{(ℓ)}$ be the projected sequence. Note $E(s) = (1 - \rho_0)N$, Var$(s) = Θ(N)$, and in fact $Pr\{s = u\} = O\left(\frac{1}{\sqrt{N}}\right)$ for any $u$. Relabel $A^{(t)}$ as $B^{(t)}$, and consider the random sequence $B^{(1)}, B^{(2)}, \ldots$. Let $B^{(i)}, B^{(i+1)}, \ldots, B^{(ℓ)}$ be the portion of the sequence in the range $[K - \frac{D_2^2}{e}, K + \frac{D_2^2}{e}]$. It is easy to verify that, for the random sequence $B^{(1)}, B^{(2)}, \ldots$,

$$Pr\{i' - i + 1 \geq \frac{D_2^2}{e}(\log N)^2\} = O(N^{-\log N}).$$

(7)

To see this, note that there is at least a constant $ϕ = \frac{\rho_1}{1 - \rho_0}$ probability to increase the next $B^{(j)}$ value by $1$ (or more). Thus, to increase the value by $\frac{D_2^2}{e}$, it takes only $\frac{D_2^2}{e} \frac{1}{ϕ}$ steps on average, rarely requiring a $(\log N)^2$ factor more steps.

As $Pr\{s = u\} = O\left(\frac{1}{\sqrt{N}}\right)$ for any $u$, we conclude that $Pr\{B^{(s)} \in [K - \frac{D_2^2}{e}, K + \frac{D_2^2}{e}]\} \leq O\left(\frac{(\log n)^2}{\sqrt{n}}\right)$. This completes the proof of Case 1.
In Case 2, \( Pr_x \sim F \{ x \in I_{\ell+1} \} = 0 \). We have lost the source of randomness critical for the above argument since \( \rho_0 = 0 \). Yet the source of randomness can be obtained by splitting \( I_\ell \) into \( I'_\ell \cup I''_\ell \) suitably, so that \( I''_\ell \) does not contain any \( b_j \) with \( j \cdot b_j \) anywhere close to the level of \( A_{max}^{\ell+1} \). (This will rely critically on the fact \( Pr_x \sim F \{ x \in I_{\ell+1} \} = 0 \).) We omit here the details of implementing this plan, as well as the necessary handling of discontinuities in distribution \( F \). This finishes the proof of Lemma 3 and thus Theorem 1. \( \square \)

6 Proof of Theorem 2

Proof. For any \( 1 > \epsilon > 0 \), we show that
\[
\Delta_n^{\text{average}}(F) \leq \epsilon
\]  
for all sufficiently large \( n \). First pick \( D > 0 \) such that \( F(D) > 1 - \epsilon/3 \). Take \( n \) iid \( v_i \sim F \) and let \( q_{n,m} \) be the probability of exactly \( m \) of the \( v_i \)'s falling into \( [0,D] \). Let \( \epsilon' = \epsilon/2 \). By the law of large numbers, there exists \( N_1 \) such that for all \( n \geq N_1 \),
\[
\sum_{m \leq (1-\epsilon')n} q_{n,m} < \epsilon/6.
\]  
Consider the distribution \( G \), obtained from restricting \( F \) to \( [0,D] \). By Theorem 1, there exists \( N_2 > 0 \) such that
\[
\Delta_m^{\text{average}}(G) < \epsilon/3 \quad (10)
\]
for all \( m > N_2 \). We are now set for proving Theorem 2. By definition of \( \Delta_n^{\text{average}} \), we have
\[
\Delta_n^{\text{average}}(F) \leq \sum_{m > (1-\epsilon)n} q_{n,m} \left[ \frac{m}{n} \Delta_m^{\text{average}}(G) + \frac{n-m}{n} \right] + \sum_{m \leq (1-\epsilon)n} q_{n,m}.
\]
Using Eq. (9)-(10), we obtain for all \( n > \max\{N_1,N_2\} \),
\[
\Delta_n^{\text{average}}(F) \leq \left( \frac{\epsilon}{3} + \epsilon' \right) + \frac{\epsilon}{6} = \epsilon.
\]
This proves Eq. (8) and Theorem 2. \( \square \)

7 Proof of Theorem 3

Consider \( n \) iid random variables \( v_1, \ldots, v_n \) distributed according to the Inverse distribution \( \text{Inv} \), and let \( b_1 \geq \cdots \geq b_n \) be their sorted sequence. Let \( \lambda = 40 \), \( \lambda' = 1 \), and let \( T_n \) be the event \( (b_1 > \lambda n) \land (b_2 < \lambda' n) \). Let \( V_n \) be the event \( (\max_{2 \leq i \leq n} i \cdot b_i \leq \lambda n) \). Theorem 3 is an immediate consequence of the following two lemmas.

► Lemma 4. If \( v \) satisfies event \( T_n \land V_n \), then \( \delta_{max}(v) \geq 1 - \frac{\lambda'}{\lambda} \).

► Lemma 5.
\[
Pr[T_n \land V_n] \geq \frac{1}{\lambda} e^{-\frac{\lambda}{2}} - 4 e^{-\frac{\lambda}{2}}.
\]
Lemma 4 and 55 imply
\[
\Delta_n^{\text{max}}(\text{Inv}) \geq c, \quad \text{where}
\[
c = (1 - \frac{\lambda'}{\lambda}) \cdot \left( \frac{1}{\lambda} e^{-\frac{\lambda}{2}} - 4 e^{-\frac{\lambda}{2}} \right) > 0.
\]
This proves Theorem 3.
To prove Lemma 4, note that when $T_n \land V_n$ occurs, the highest bidder has a monopolistic price $b_1$ and a strategic price less than $\lambda n$. Thus for the highest bidder $i$, we have $\delta_i(v) \geq 1 - \frac{\lambda n}{T_n} \geq 1 - \frac{\lambda}{X}$. This proves Lemma 4.

Lemma 5 follows from the following facts:

**Fact 4.** $Pr\{T_n\} \geq \frac{1}{X} e^{-\frac{2\lambda}{n}}$.

**Proof.**

$$Pr\{T_n\} = \left(\frac{n}{1} \right) \frac{1}{\lambda n} \left(1 - \frac{1}{\lambda n}\right)^{n-1} \geq \frac{1}{X} e^{-\frac{2\lambda}{n}}.$$

**Fact 5.** $Pr\{V_n|T_n\} \leq 2 e^{-\frac{\lambda}{2}}$.

**Proof.** Let $y_1, \ldots, y_n$ be iid distributed according to $G$, where for $t \in [1, n]$,

$$Pr_{z \sim G}\{z > t\} = \frac{1}{1 - \frac{1}{n}} \left(\frac{1}{t} - \frac{1}{n}\right).$$

Define $Y_n^{\text{max}} = \max_{1 \leq i \leq m}\{i \cdot b_i\}$, where $b_1 \geq \cdots \geq b_n$ is the sorted sequence of $y_1, \ldots, y_n$.

Clearly,

$$Pr\{V_n|T_n\} \leq Pr\{Y_n^{\text{max}} \geq \lambda n\}.$$

To prove Fact 5, it suffices to prove:

$$Pr\{Y_n^{\text{max}} \geq \lambda n\} \leq 2 e^{-\frac{\lambda}{2}}. \quad (11)$$

For any $t \geq 1$, let $M_t$ be the number of $y_i$'s satisfying $y_i \geq t$, and $B_t$ be the event that $t \cdot M_t \geq \frac{\lambda n}{2}$. Let $t_k = \frac{1}{\log n}$ for $1 \leq k \leq \lfloor \log_2 n \rfloor$. As the event $Y_n^{\text{max}} \geq \lambda n$ implies $\forall 1 \leq k \leq [\log_2 n] B_{t_k}$, we have

$$Pr\{Y_n^{\text{max}} \geq \lambda n\} \leq \sum_{i=1}^{\lfloor \log_2 n \rfloor} Pr\{B_{t_k}\}. \quad (12)$$

Observe that $E(M_t) = (1 - \frac{1}{n}) \frac{\lambda n}{t}$. Using Chernoff’s bound, we have

$$Pr\{B_{t_i}\} \leq e^{-\frac{\lambda}{2} \frac{t_i}{n}}. \quad (13)$$

Equation (11) follows from (12) and (13) immediately. This completes the proof of Fact 5 and Theorem 3.

**8 Proof of Theorem 5**

Without loss of generality, we assume that $A, B$ are non-empty and that $p_A^{\text{mono}} \leq p_B^{\text{mono}}$. Let $A$ consist of $y_1 \geq \cdots \geq y_m$ and $B$ consist of $z_1 \geq \cdots \geq z_t$, with $y_s = p_A^{\text{mono}}$ and $z_t = p_B^{\text{mono}}$. Let $A' = \{y_1, y_2, \ldots, y_s\}$ and $B' = \{z_1, z_2, \ldots, z_t\}$ be the winners from $A$ and $B$ respectively. By definition of RSOP,

$$y_s \leq z_t,$$

$$t'z_t' \leq l z_l.$$
It follows that

\[ R_{SO}(v) = t'y + s'z \leq t'z + s'z \leq tz + s'z. \]

Now by definition \( R(v) \geq (t + s')z \), Theorem 5 follows.
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1 Introduction

Markov decision processes (MDPs) are a standard model for dynamic systems that exhibit both stochastic and controlled behavior [13]. MDPs play a prominent role in numerous domains, including artificial intelligence and machine learning [16, 15], control theory [3, 1], operations research and finance [4, 14], and formal verification [8, 2]. In an MDP, the system starts in the initial state and makes a sequence of transitions between states. Depending on the type of the current state, either the controller gets to choose an enabled transition (or a distribution over transitions), or the next transition is chosen randomly according to a defined distribution. By fixing a strategy for the controller, one obtains a probability space of runs of the MDP. The goal of the controller is to maximize the probability of a given objective (some set of desired runs), or, more generally, to optimize the expected value of a random variable (some real-valued function on runs).

The type of strategy needed to satisfy an objective optimally (or \( \varepsilon \)-optimally) is called the strategy complexity of the objective. There are different types of strategies, depending on whether one can take the whole history of the run into account (history-dependent; (H)), or whether one is limited to a finite amount of memory (finite memory; (F)) or whether decisions are based only on the current state (memoryless; (M)). Moreover, the strategy
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type depends on whether the controller can randomize (R) or is limited to deterministic choices (D). The simplest type MD refers to memoryless deterministic strategies. Markov strategies are strategies that base their decisions only on the current state and the number of steps in the history or the run. Thus they use infinite memory, but only in a very restricted form by maintaining an unbounded step counter.

For finite MDPs, there exist optimal MD-strategies for many (but not all) objectives [5, 6, 7, 13], but the picture is more complex for countably infinite MDPs [11, 12, 13]. For example, given some objective, consider the set of all states for which there exists a strategy that achieves the objective with positive probability. If the MDP is finite then this set is finite and thus there exists some minimal nonzero value, which can often be exploited for the construction of an optimal strategy. These methods do not carry over to infinite MDPs. Here it is possible, even for reachability objectives, that every state has a strategy that achieves the objective with positive probability, but no state, except the target itself, can achieve it almost surely. Such phenomena appear already in infinite-state Markov chains like the classic gambler’s ruin problem with unfair coin tosses in the player’s favor (0.6 win, 0.4 lose):

The probability of ruin is always positive, but less than 1 in every state except the ruin state itself; cf. [9, Chapter 14]. Another difference to finite MDPs is that optimal strategies need not exist, even for qualitative objectives like reachability or parity. Even if there is a sequence of strategies whose success probabilities converge to 1, there may not exist a strategy with success probability equal to 1. This motivates the investigation of ε-optimal strategies, which are those strategies such that no other strategy has a success probability that is more than ε higher.

In this paper we restrict ourselves to MDPs with countable state space. Certain theorems such as Theorem 3 are known to be false for MDPs with uncountably many states, see [12]. Uncountable MDPs in general have been studied less, and the underlying measure theory is more complicated.

We aim at providing an introduction to a toolkit for the construction of memoryless or “low-memory” optimal and ε-optimal strategies for certain qualitative objectives like reachability and safety. We will illustrate that these techniques can be combined to construct strategies for more general objectives.

2 Preliminaries

A probability distribution over a countable set S is a function \( f : S \rightarrow [0, 1] \) with \( \sum_{s \in S} f(s) = 1 \). We write \( \mathcal{D}(S) \) for the set of all probability distributions over S.

Markov decision processes. In this paper we study Markov decision processes (MDPs) over countably infinite state spaces. Formally, an MDP \( \mathcal{M} = (S, S_\circledast, S_\circledcirc, \rightarrow, P) \) consists of a countable set \( S \) of states, which is partitioned into a set \( S_\circledast \) of controlled states and a set \( S_\circledcirc \) of random states, a transition relation \( \rightarrow \subseteq S \times S \), and a probability function \( P : S_\circledcirc \rightarrow \mathcal{D}(S) \).

If \( (s, s') \in \rightarrow \), we call \( s' \) a successor of \( s \). We assume that every state has at least one successor. The probability function \( P \) assigns to each random state \( s \in S_\circledcirc \) a probability distribution \( P(s) \) over its set of successor states. A sink is a subset \( T \subseteq S \) closed under the \( \rightarrow \) relation. An MDP is acyclic if the underlying directed graph \( (S, \rightarrow) \) is acyclic. It is finitely branching if every state has finitely many successors and infinitely branching otherwise. An MDP without controlled states \( (S_\circledast = \emptyset) \) is a Markov chain.
Strategies and Probability Measures. A run \( \rho \) is an infinite sequence \( s_0s_1 \cdots \) of states such that \( (s_i, s_{i+1}) \in \rightsquigarrow \) for all \( i \in \mathbb{N} \). A partial run is a finite prefix of a run. A strategy is a function \( \sigma: S^*S_0 \to \mathcal{D}(S) \) that assigns to partial runs \( \rho s \in S^*S_0 \) a distribution over the successors of \( s \).

A strategy \( \sigma \) and an initial state \( s_0 \in S \) induce a standard probability measure on sets of infinite runs, see, e.g., [10]. Such measurable sets of infinite runs are called events or objectives. We write \( P_{\mathcal{M},s_0}(E) \) for the probability of an event \( E \subseteq s_0S^\omega \) of runs starting from \( s_0 \). We may drop the subscript \( \mathcal{M} \) when it is understood.

Objectives. Given a set \( T \subseteq S \) of states, the reachability objective \( \text{Reach}(T) \) is the set of runs that visit \( T \) at least once; and the safety objective \( \text{Safety}(T) \) is the set of runs that never visit \( T \). Parity objectives are defined via a color function \( \text{Col}: S \to \mathbb{N} \) with finite range. The corresponding parity objective is the set of runs such that the largest color that occurs infinitely often along the run is even. We call a parity objective a \( C \)-parity objective if \( \text{Col}(S) \subseteq C \), i.e., the set of colors is restricted to \( C \). Büchi and co-Büchi objectives are common names for \( \{1, 2\} \)- and \( \{0, 1\} \)-parity objectives, respectively.

Optimal and \( \varepsilon \)-optimal Strategies. Given an objective \( E \), the value of state \( s \) in an MDP \( \mathcal{M} \), denoted by \( \text{val}_{\mathcal{M},s}(E) \), is the supremum probability of achieving \( E \), i.e., \( \text{val}_{\mathcal{M},s}(E) \overset{\text{def}}{=} \sup_{\sigma \in \Sigma} P_{\mathcal{M},s}(E) \) where \( \Sigma \) is the set of all strategies. We may drop the subscript \( \mathcal{M} \) when it is understood. For \( \varepsilon > 0 \) and a state \( s \in S \), we say that a strategy is \( \varepsilon \)-optimal if \( P_{\mathcal{M},s}(E) \geq \text{val}_{\mathcal{M},s}(E) - \varepsilon \). A 0-optimal strategy is called optimal. An optimal strategy is almost surely winning if \( \text{val}_{\mathcal{M},s}(E) = 1 \).

Strategy Classes. Strategies \( \sigma: S^*S_0 \to \mathcal{D}(S) \) are in general randomized (R) in the sense that they take values in \( \mathcal{D}(S) \). A strategy \( \sigma \) is deterministic (D) if \( \sigma(\rho) \) is a Dirac distribution for all partial runs \( \rho \in S^*S_0 \). A strategy is called memoryless (M) or positional if it only depends on the current state; i.e., a memoryless strategy can be given by a function \( \sigma: S_0 \to \mathcal{D}(S) \). Thus, the simplest strategies are MD strategies, which are both memoryless and deterministic (and thus can be given by a function \( \sigma: S_0 \to S \)).

We also consider strategies with memory, but we do not formalize this here. After each transition such a strategy updates its memory mode depending on the taken transition and the previous memory mode. To choose a successor of a controlled state, the strategy can use its memory and the current state but not the partial run that led to the current state. Every strategy can be viewed as a strategy with memory (by using partial runs as memory modes).

For example, \( k \)-bit strategies use (at most) \( k \) bits of memory; they have (at most) \( 2^k \) memory modes. Markov strategies use infinite memory but only as a step counter; such strategies depend only on the current state and the number of steps taken so far. A \( k \)-bit Markov strategy can use both \( k \) bits and an (unbounded) step counter.

3 Constructing MD Strategies

In this section we illustrate some techniques to construct MD strategies. We mostly focus on reachability objectives, which we use as a running example. But many ideas apply also to other objectives.
Figure 1 Optimal strategy for reachability may not exist. Here, as in all pictures, we depict controlled states as squares, and random states as circles.

3.1 Reduction to a Finite Case

Suppose we have a (countable) MDP $M = (S, S_0, S_C, \rightarrow, P)$, and we are interested in the reachability objective $\text{Reach}(T)$, i.e., we would like to reach a target set $T \subseteq S$.

If $S$ is finite, the situation is as good as it could be:

Lemma 1 (optimal MD strategies in finite MDPs). Let $M = (S, S_0, S_C, \rightarrow, P)$ be an MDP, and consider the reachability objective $\text{Reach}(T)$ for some $T \subseteq S$. If $S$ is finite then there exists a single MD strategy $\sigma$ that is optimal for every start state $s$ at the same time; formally, $P_s^\sigma(\text{Reach}(T)) = \text{val}_s(\text{Reach}(T))$ for all $s \in S$.

Spelled out, Lemma 1 says that, if the state space is finite, we can fix for each controlled state an outgoing transition in a way that maximizes the probability of reaching the target for every state. The assumption of a finite state space is so powerful that Lemma 1 generalizes from reachability to parity objectives. In fact, even in finite parity games, where some controlled states are controlled by a player who wants to maximize the probability of achieving the parity objective, and the remaining controlled states are controlled by a player who wants to minimize the probability of achieving the parity objective, both players have optimal MD strategies for all states [17, Theorem 1].

Lemma 1 does not hold without the assumption of $S$ being finite, as optimal strategies may not exist, let alone optimal MD strategies. Indeed, consider the MDP in Figure 1. The controlled states are those in the leftmost column. Suppose you start in the bottom-left state and you would like to reach the target $T$ consisting only of the bottom-right state. The higher you climb the ladder of states in the left column, the bigger you can make the probability to reach $T$, but eventually you have to turn right and hope for the best. We have $\text{val}_s(\text{Reach}(T)) = 1$ for all controlled states $s$, i.e., we can get the probability of reaching $T$ arbitrarily close to 1. But we cannot make that probability equal to 1: there is no strategy that reaches $T$ with probability 1.

Recall that a strategy $\sigma$ is called $\varepsilon$-optimal for $s$ if $P_s^\sigma(\text{Reach}(T)) \geq \text{val}_s(\text{Reach}(T)) - \varepsilon$. The following lemma says that every state has $\varepsilon$-optimal MD strategies:

Lemma 2 (non-uniform $\varepsilon$-optimal MD strategies). Let $M = (S, S_0, S_C, \rightarrow, P)$ be an MDP, and consider the reachability objective $\text{Reach}(T)$ for some $T \subseteq S$. For every $\varepsilon > 0$ and every $s \in S$ there exists an MD strategy $\sigma$ that is $\varepsilon$-optimal for $s$; formally, $P_s^\sigma(\text{Reach}(T)) \geq \text{val}_s(\text{Reach}(T)) - \varepsilon$. 

The set $S'$ consists of those states that are reachable from $s$ within at most $n$ steps. Due to finite branching, $S'$ is finite. For $n$ large enough, $S'$ probably suffices to reach the target.

**Proof.** First assume that $\mathcal{M}$ is finitely branching. Fix $s \in S$ and $\varepsilon > 0$, and let $\tau$ be an arbitrary (i.e., not necessarily MD) strategy with $P^\tau_s(\text{Reach}(T)) \geq \text{val}_s(\text{Reach}(T)) - \frac{\varepsilon}{2}$. Define a modified reachability objective $\text{Reach}_i(T)$ which means reaching $T$ in exactly $i$ steps. Then we have:

$$\sum_{i=0}^{\infty} P^\tau_s(\text{Reach}_i(T)) = P^\tau_s(\text{Reach}(T)) \geq \text{val}_s(\text{Reach}(T)) - \frac{\varepsilon}{2}$$

It follows that we can pick a number $n$ large enough so that $\sum_{i=0}^{n} P^\tau_s(\text{Reach}_i(T)) \geq \text{val}_s(\text{Reach}(T)) - \varepsilon$. From state $s$, in at most $n$ steps, strategy $\tau$ can only use a finite subset $S' \subseteq S$, as $\mathcal{M}$ is finitely branching; see Figure 2. That means, $\tau$ manages to reach $T$ with probability at least $\text{val}_s(\text{Reach}(T)) - \varepsilon$ even when it is restricted to the sub-MDP with state space $S'$ (think of leaving $S'$ as losing). But by Lemma 1 this finite sub-MDP has an optimal MD strategy $\sigma$. We may extend the definition of $\sigma$ outside of $S'$ in an arbitrary way. Then, in $\mathcal{M}$, we have $P^\tau_s(\text{Reach}(T)) \geq \text{val}_s(\text{Reach}(T)) - \varepsilon$, as desired.

The assumption that $\mathcal{M}$ is finitely branching can be satisfied using a simple construction: replace every infinitely branching controlled state

![Diagram of a state transition graph](attachment:image.png)

by
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A similar construction works for random states. Then, construct an MD strategy, as above, from an arbitrary $\varepsilon$-optimal strategy in the new finitely branching MDP. Any MD strategy can be transferred back to the original infinitely branching MDP. ▶

3.2 **Ornstein’s Plastering Technique**

Ornstein [12] proved in 1969 a uniform version of Lemma 2. That is, for every $\varepsilon > 0$ there exists a single MD strategy that is $\varepsilon$-optimal for all states:
Theorem 3 ([12], uniform $\varepsilon$-optimal MD strategies). Let $M = (S, S_\square, S_\circ, \rightarrow, P)$ be an MDP, and consider the reachability objective $\text{Reach}(T)$ for some $T \subseteq S$. For every $\varepsilon > 0$ there exists a single MD strategy $\sigma$ that is $\varepsilon$-optimal for every start state $s$ at the same time; formally, $P^\sigma_{M, s}(\text{Reach}(T)) \geq \text{val}_s(\text{Reach}(T)) - \varepsilon$ for all $s \in S$.

Ornstein actually proved a stronger statement with multiplicative instead of additive error; i.e., Theorem 3 also holds with $\text{val}_s(\text{Reach}(T)) - \varepsilon$ replaced by $\text{val}_s(\text{Reach}(T)) \cdot (1 - \varepsilon)$.

Proof of Theorem 3. We follow Ornstein’s proof [12]. Without loss of generality, we assume that $T$ is a sink. Recall that an MD strategy $\sigma$ can be viewed as a function $\sigma : S_\square \rightarrow S$ such that for all $s \in S_\square$, the state $\sigma(s)$ is a successor state of $s$. Starting from the original MDP $M$ we successively fix more and more controlled states, by which we mean select an outgoing transition and remove all others. While this is in general an infinite (but countable) process, it defines an MD strategy in the limit. Visually, we “plaster” the whole state space by the fixings.

Put the states in some order, i.e., $s_1, s_2, \ldots$ with $S = \{s_1, s_2, \ldots\}$. The plastering proceeds in rounds, one round for every state. Let $M_i$ be the MDP obtained from $M$ after the fixings of the first $i-1$ rounds (with $M_1 = M$). In round $i$ we fix controlled states in such a way that

(A) the probability, starting from $s_i$, of reaching the target $T$ using only random and fixed controlled states is not much less than the value $\text{val}_{M_i, s_i}(\text{Reach}(T))$; and

(B) for all states $s$, the value $\text{val}_{M_i+1, s}(\text{Reach}(T))$ is almost as high as $\text{val}_{M_i, s}(\text{Reach}(T))$. The purpose of goal (A) is to guarantee good progress towards the target when starting from $s_i$. The purpose of goal (B) is to avoid fixings that would cause damage to the values of other states.

Now we describe round $i$. Consider the MDP $M_i$ after the fixings from the first $i-1$ rounds, and let $\varepsilon_i > 0$. Recall that we wish to fix a part of the state space so that $s_i$ has a high probability of reaching $T$ using only random and fixed controlled states. By Lemma 2 there is an MD strategy $\sigma$ such that $P^\sigma_{M_i, s_i}(\text{Reach}(T)) \geq \text{val}_{M_i, s_i}(\text{Reach}(T)) - \varepsilon_i^2$. Fixing $\sigma$ everywhere would accomplish goal (A), but potentially compromise goal (B). So instead we are going to fix $\sigma$ only for states where $\sigma$ does well: define

$$G \overset{\text{def}}{=} \{s \in S \mid P^\sigma_{M_i, s}(\text{Reach}(T)) \geq \text{val}_{M_i, s}(\text{Reach}(T)) - \varepsilon_i\}$$

and obtain $M_{i+1}$ from $M_i$ by fixing $\sigma$ on $G$. (Note that $\sigma$ does not “contradict” earlier fixings, because in the MDP $M_i$ the previously fixed states have only one outgoing transition left.) See Figure 3 for an illustration.

We have to check that with this fixing we accomplish the two goals above. Indeed, we accomplish goal (A): by its definition strategy $\sigma$ is $\varepsilon_i^2$-optimal from $s_i$, so the probability of ever entering $S \setminus G$ (where $\sigma$ is less than $\varepsilon_i$-optimal) cannot be large:

$$P^\sigma_{M_i, s_i}(\text{Reach}(S \setminus G)) \leq \varepsilon_i$$  (1)

In slightly more detail, this inequality holds because the probability that the $\varepsilon_i^2$-optimal strategy $\sigma$ enters a state whose value is underachieved by $\sigma$ by at least $\varepsilon_i$ can be at most $\varepsilon_i$. We give a detailed proof of (1) in Section 5.1. It follows from the $\varepsilon_i^2$-optimality of $\sigma$ and from (1) that we have $P^\sigma_{M_i, s_i}(\text{Reach}(T) \land \neg \text{Reach}(S \setminus G)) \geq \text{val}_{M_i, s_i}(\text{Reach}(T)) - \varepsilon_i - \varepsilon_i^2$. So in $M_{i+1}$ we obtain for all strategies $\sigma^i$:

$$P^\sigma_{M_{i+1}, s_i}(\text{Reach}(T)) \geq \text{val}_{M_i, s_i}(\text{Reach}(T)) - \varepsilon_i - \varepsilon_i^2$$  (2)
Figure 3 The blue area has been fixed in the first $i - 1$ iterations. The smaller ellipse is the set $G$, where strategy $\sigma$ does well. The red area will be fixed using $\sigma$. Under $\sigma$, a run that starts from $s_i$ is likely to lead to the target $T$ without ever leaving $G$.

We also accomplish goal (B): the difference between $M_i$ and $M_{i+1}$ is that $\sigma$ is fixed on $G$, but $\sigma$ performs well from $G$ on. So we obtain for all states $s$:

$$\text{val}_{M_{i+1},s}(\text{Reach}(T)) \geq \text{val}_{M_i,s}(\text{Reach}(T)) - \varepsilon_i$$

(3)

In slightly more detail, this inequality holds because any strategy in $M_i$ can be transformed into a strategy in $M_{i+1}$, with the difference that once the newly fixed part $G$ is entered, the strategy switches to the strategy $\sigma$, which (by the definition of $M_{i+1}$) is consistent with the fixing and (by the definition of $G$) is $\varepsilon_i$-optimal from there. We give a detailed proof of (3) in Section 5.2. This completes the description of round $i$.

Let $\varepsilon \in (0, 1)$, and for all $i \geq 1$, choose $\varepsilon_i \overset{\text{def}}{=} \frac{\varepsilon}{2} \cdot 2^{-i}$. Let $\sigma$ be an arbitrary MD strategy that is compatible with all fixings. (This strategy $\sigma$ is actually unique.) It follows that $\sigma$ is playable in all $M_i$. Consider an arbitrary state $s_i$. Then it follows from (3) that the value $\text{val}_{M_{i+s_i}}(\text{Reach}(T))$ is not much lower than $\text{val}_{M_{i+s_i}}(\text{Reach}(T))$, and from (2) that $\sigma$ realizes most of this value, implying for all $i \geq 1$:

$$P_{\sigma, M_{i+s_i}}(\text{Reach}(T)) \geq \text{val}_{M_{i+s_i}}(\text{Reach}(T)) - \varepsilon$$

(4)

We give a detailed proof of (4) in Section 5.3. Thus, the MD strategy $\sigma$ is $\varepsilon$-optimal for all states.

Remark 4. Instead of $\text{Reach}(T)$ the proof above also works for many other objectives, including so-called tail events. See Section 3.3 for more discussion about tail events.

3.3 Lévy’s Zero-One Law

Consider a Markov chain $M = (S, \emptyset, S_0, \rightarrow, P)$, i.e., an MDP without controlled states. Recall that an event is a set of runs $s_0 s_1 \cdots$. For example, in the Markov chain

we may define an event $E$ as the set of all runs that start in state 0 and revisit state 0 exactly once. Starting in state 1, the probability of ever visiting state 0 can be calculated to be $\frac{1}{2}$. It follows that, starting in state 0, the probability of $E$ is $\frac{1}{2} \cdot (1 - \frac{1}{2}) = \frac{1}{4}$; formally, $P_0(E) = \frac{1}{4}$. There are two ways of failing to satisfy $E$: one is to never revisit state 0, the other is to revisit
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For the event $E$ (exactly one revisit to state 0), three sample runs starting from state 0 are depicted, along with their values $X^E_1, \ldots, X^E_9$. The partially covered "green" run revisits state 0 for a second time, causing $0 = X^E_7 = X^E_8 = \ldots$ Lévy’s zero-one law asserts that $X^E_i$ almost surely converges to 0 or 1.

Figure 4

It more than once. It is because of the latter that for any given finite prefix of a run, we can never be sure that $E$ will hold. For example, if the run starts with 010123, then we have already revisited state 0 and it is unlikely that we will ever do so again: the probability is only $\frac{1}{2} \cdot \frac{1}{2} \cdot \frac{1}{2} = \frac{1}{8}$. So, given this prefix 010123, the probability of satisfying $E$ is $\frac{7}{8}$. However, in this example, no matter what prefix is given, the probability of satisfying $E$ cannot be 1.

Let us define a sequence of random variables, $X^E_1, X^E_2, \ldots$, so that each $X^E_i$ maps a run $\rho$ to the probability that event $E$ will be satisfied, given the prefix of $\rho$ of length $i$. For example, if $\rho = 010123234 \ldots$, then we previously discussed that $X^E_1(\rho) = \frac{1}{4}$ and that $X^E_6(\rho) = \frac{7}{8}$. It is (a consequence of) Lévy’s zero-one law that the sequence $X^E_1, X^E_2, \ldots$ converges to 0 or 1 almost surely (see also Figure 4):

▶ Theorem 5 (Lévy’s zero-one law for Markov chains). Let $\mathcal{M} = (S, \emptyset, S_\infty, \rightarrow, P)$ be a Markov chain, $s_0 \in S$, and $E$ an event of runs starting in $s_0$. We have $\lim_{i \to \infty} X^E_i \in \{0, 1\}$ (and hence this limit exists) almost surely; more formally:

$$
\mathbb{P}_{s_0} \left\{ \rho \mid \lim_{i \to \infty} X^E_i(\rho) \in \{0, 1\} \right\} = 1.
$$

Moreover, up to a null set of runs, the limit is 1 for those runs satisfying $E$, and 0 for those runs not satisfying $E$.

As a consequence, the probability of $E$ is equal to the probability that the limit is 1.

For tail objectives $E$, Lévy’s zero-one law becomes simpler and clearer. A tail objective is an objective whose occurrence is independent of any finite prefix. The objective $E$ from the example above is not a tail objective because the number of revisits to state 0 may change if we cut off or add a finite prefix. For an example of a tail objective, suppose that the states of an arbitrary Markov chain are classified as accepting and non-accepting states. The Büchi objective consists of those runs that visit accepting states infinitely often. Büchi is a tail objective: for any run we can cut off or add any finite prefix without changing whether the run satisfies Büchi. We can also view reachability objectives as tail objectives, provided that the target is a sink, which is often a harmless assumption.

1 It is conventional to write $X^E_i$ for $X^E_i(\rho)$ if the run (such as a random run produced by $\mathcal{M}$) is understood.
For tail objectives $E$, the random variable $X_i^E$ depends only on the $i$th visited state (and not also on the first $i-1$ states as in the general case), and for any run $s_1s_2s_3\cdots$ we have $X_i^E = \mathbb{P}_{s_i}(E)$. For a tail objective $E$ and any state $s$, a picture analogous to Figure 4 would show each occurrence of state $s$ on the same height, independently of the partial run leading up to the occurrence. As a consequence of Lévy’s zero-one law, for any tail objective $E$, the events

$$E \quad \text{and} \quad \left\{s_1s_2\cdots \mid \lim_{i \to \infty} \mathbb{P}_{s_i}(E) = 1 \right\}$$

are equal up to a null set. \hfill (5)

This can be used, in conjunction with Ornstein’s Theorem 3 about uniform $\varepsilon$-optimal MD strategies, to construct almost surely winning MD strategies:

▶ Theorem 6 ([12], uniform almost surely winning MD strategies). Let $\mathcal{M} = (S, S_0, S_\text{c}, \rightarrow, P)$ be an MDP, and consider the reachability objective $\text{Reach}(T)$ for some $T \subseteq S$. Let $S_0 \subseteq S$ be the set of states from which there exists an almost surely winning strategy. Then there exists a single MD strategy $\sigma$ that is almost surely winning for all $s \in S_0$ at the same time; formally, $\mathbb{P}_s^\sigma(\text{Reach}(T)) = 1$ for all $s \in S_0$.

Proof. Obtain from $\mathcal{M}$ an MDP $\mathcal{M}_0$ by restricting the state space to $S_0$ and eliminating all transitions that leave $S_0$. In $\mathcal{M}_0$ all states have an almost surely winning strategy, as an almost surely winning strategy may never enter a state that does not have an almost surely winning strategy. By Theorem 3 there exists, for $\mathcal{M}_0$, a uniform $\frac{1}{2}$-optimal MD strategy $\sigma$. Then $\mathbb{P}_{\mathcal{M}_0,s}^\sigma(\text{Reach}(T)) \geq \frac{1}{2}$ holds for all states. For any run $s_0s_1\cdots$ in $\mathcal{M}_0$ we have $\mathbb{P}_{\mathcal{M}_0,s_i}^\sigma(\neg\text{Reach}(T)) \leq \frac{1}{2}$ for all $i$; in particular, the sequence $(\mathbb{P}_{\mathcal{M}_0,s_i}^\sigma(\neg\text{Reach}(T)))$ does not converge to 1. Using (5) for $E = \neg\text{Reach}(T)$, we obtain for all $s \in S_0$ that $\mathbb{P}_s^\sigma(E) = 0$, hence, $\mathbb{P}_s^\sigma(\text{Reach}(T)) = 1$. ▶

3.4 The Flag Construction

We now move from reachability to co-Büchi objectives: here, a subset of states are marked as “bad”, and the goal is to visit bad states only finitely often. Co-Büchi is more general than both reachability and safety objectives: for reachability, make the target a sink and mark all other states as bad; for safety, make the states to be avoided a sink and mark them as bad.

In this section we focus on almost surely winning strategies, and we will argue that for co-Büchi objectives almost surely winning strategies can be chosen MD. However, this does not always hold for infinitely branching MDPs, as the example in Figure 5 shows. Therefore, we assume in the rest of the section that the MDP is finitely branching. We will show:

▶ Theorem 7 ([11]). Let $\mathcal{M} = (S, S_0, S_\text{c}, \rightarrow, P)$ be a finitely branching MDP, and consider a co-Büchi objective $\text{co-Büchi}(B)$ for some set $B \subseteq S$ of bad states. Let $S_0 \subseteq S$ be the set of states from which there exists an almost surely winning strategy. Then there exists a single MD strategy $\sigma$ that is almost surely winning for all $s \in S_0$ at the same time; formally, $\mathbb{P}_s^\sigma(\text{co-Büchi}(B)) = 1$ for all $s \in S_0$.

In order to prove Theorem 7, a safety strategy may appear promising: in each state minimize the probability of ever visiting a bad state again. The appeal of a safety strategy is twofold:

- If a safety strategy succeeds in never visiting a bad state again, then clearly it visits bad states only finitely often.

- A safety strategy can be chosen uniformly MD (in finitely branching MDPs): in every controlled state pick the successor with the best value.\footnote{Such an approach for constructing an optimal strategy does not work for reachability or more general objectives: intuitively, this approach cannot guarantee “progress” towards the goal.}
How to Play in Infinite MDPs
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- Figure 5 In infinitely branching MDPs with co-Büchi objectives, almost surely winning strategies cannot always be chosen MD. In the MDP above, the bad state is marked red. There exists an almost surely winning strategy, but it requires memory in order to choose $r_i$ for ever higher $i$.
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- Figure 6 In this MDP (with bad states marked red), a safety strategy always chooses the right outgoing transition, chasing after the ever smaller chance of entering a safe sink state without re-entering any bad state. Starting from the leftmost state, the probability that this strategy achieves the co-Büchi objective is less than 0.72. The “opposite” strategy, which always returns to the leftmost state, succeeds almost surely.

But a safety strategy alone does not suffice for co-Büchi, as the example in Figure 6 shows. In the following proof we construct an almost surely winning MD strategy for co-Büchi by combining an MD strategy for safety with an MD strategy for reachability.

**Proof sketch of Theorem 7.** Similarly as in the proof of Theorem 6, we can assume without loss of generality that for all states there exists an almost surely winning strategy. We will show that there exists a single MD strategy that is almost surely winning for all states.

We have mentioned previously that there exists an MD uniformly optimal safety strategy $\sigma_{safe}$, i.e., for each state, $\sigma_{safe}$ minimizes the probability of ever revisiting a bad state. For $x \in [0, 1]$ define $Safe(x) \subseteq S$ as the set of states with safety level at least $x$. By safety level we mean the probability of never visiting another bad state, assuming $\sigma_{safe}$ is played. See Figure 7 for an abstract visualization. We fix $\sigma_{safe}$ in $Safe(\frac{1}{3})$, i.e., in the following we will only consider strategies that are compatible with $\sigma_{safe}$ in $Safe(\frac{1}{3})$, see the right side of Figure 7.

After this fixing, every state still has an almost surely winning strategy. Indeed, consider any state and its almost surely winning strategy before the fixing. We modify the strategy as follows. First we play it as before, but if and when we reach $Safe(\frac{1}{3})$, we switch to $\sigma_{safe}$. Now the probability is at least $\frac{1}{3}$ that we never visit a bad state again and thus also achieve the co-Büchi objective. If we do visit a bad state again, we revert to a strategy that is almost surely winning from that bad state in the original MDP. We follow that strategy until we
A safety strategy entails not to pick successor states with smaller safety level, so grey transitions are not used. Right: The optimal safety strategy $\sigma_{safe}$ is fixed for the states with safety level at least $\frac{2}{3}$.

A safety strategy entails not to pick successor states with smaller safety level, so grey transitions are not used. Right: The optimal safety strategy $\sigma_{safe}$ is fixed for the states with safety level at least $\frac{2}{3}$.

possibly reach $\text{Safe}(\frac{1}{3})$ again. At this point we switch again to $\sigma_{safe}$, thus forever avoiding the bad states with a fresh chance of at least $\frac{1}{3}$. Continuing in this way, we win almost surely. Note that this strategy is not MD, as we have to remember in which phase we are: at any point we either follow a winning strategy of the original MDP, or follow $\sigma_{safe}$. We have merely argued here that having fixed $\sigma_{safe}$ in $\text{Safe}(\frac{2}{3})$ has not done any harm.

Before we define an MD strategy for the rest of the state space, consider a state $s \in \text{Safe}(\frac{2}{3})$, i.e., $s$ has an even higher safety level of at least $\frac{2}{3}$. Since $\text{Safe}(\frac{2}{3}) \subseteq \text{Safe}(\frac{1}{3})$, the MD strategy $\sigma_{safe}$ has been fixed there. Two things might happen starting at $s$ (see the left side of Figure 8): either the run remains in $\text{Safe}(\frac{2}{3})$ forever and never visits a bad state; or it eventually leaves $\text{Safe}(\frac{1}{3})$ (or even visits a bad state). The second case (leaving $\text{Safe}(\frac{1}{3})$ or visiting a bad state) cannot have a very large probability: after all, we start with safety level at least $\frac{2}{3}$, so if the safety level is very likely to drop below $\frac{1}{3}$, we were not very safe to start with. Doing the maths shows that the probability of the second case is at most $\frac{1}{2}$. So starting from $\text{Safe}(\frac{2}{3})$, the probability of avoiding bad states forever is at least $\frac{1}{2}$, no matter what strategy is played outside of $\text{Safe}(\frac{1}{3})$. 
We still need to define an MD strategy for the part of the state space with safety level less than \( \frac{1}{3} \). Our ambition is to define it so that from every state we reach almost surely \( \text{Safe}(\frac{2}{3}) \), see the right side of Figure 8. If we succeed in this goal, then we achieve the co-Büchi objective almost surely, because every time we reach \( \text{Safe}(\frac{2}{3}) \) we receive a fresh chance of \( \frac{1}{2} \) to avoid bad states forever, as just argued.

First we argue that for each state there is some strategy to reach \( \text{Safe}(\frac{2}{3}) \) almost surely. Recall that we have shown above that after the fixing in \( \text{Safe}(\frac{1}{3}) \) every state \( s \) still has a strategy \( \sigma_s \) to achieve the co-Büchi objective almost surely. We argue that \( \sigma_s \) reaches \( \text{Safe}(\frac{2}{3}) \) almost surely. Indeed, whenever a run is outside of \( \text{Safe}(\frac{2}{3}) \) there is a risk of more than \( \frac{1}{4} \) to visit a bad state. It follows that there is a risk of at least \( \frac{1}{3} \) to visit a bad state within a finite time horizon. Since \( \sigma_s \) almost surely achieves the co-Büchi objective, it must avoid that this risk materializes infinitely often. Hence \( \sigma_s \) almost surely reaches \( \text{Safe}(\frac{2}{3}) \).

Using Theorem 6 it follows that, in the MDP after having fixed \( \sigma_{\text{safe}} \) in \( \text{Safe}(\frac{1}{3}) \), there is uniform almost surely winning MD strategy \( \sigma_{\text{reach}} \) for \( \text{Reach}(\text{Safe}(\frac{2}{3})) \). In summary, here is our almost surely winning MD strategy for co-Büchi: in \( \text{Safe}(\frac{2}{3}) \) play \( \sigma_{\text{safe}} \), and elsewhere play \( \sigma_{\text{reach}} \). The key point is that these two MD strategies are not conflicting.

**Remark 8.** Generalizations of Theorem 7 are also considered in [11]:
1. A similar proof shows a version of Theorem 7 for \( \varepsilon \)-optimal strategies.
2. Theorem 7 generalizes to \{0, 1, 2\}-parity objectives, which also encompass Büchi objectives. The theorem further generalizes from almost surely winning to optimal strategies as follows: The set \( S_0 \subseteq S \) can be taken as the set of states from which there exists an optimal strategy (note that an almost surely winning strategy is optimal). Then there exists a single MD strategy that is optimal for all states in \( S_0 \).
3. Theorem 7 does not hold for \{1, 2, 3\}-parity objectives.

## 4 Markov Strategies and Generalizations

We describe a technique to prove the existence of \( \varepsilon \)-optimal Markov strategies (resp. Markov strategies with one extra bit of memory) for certain types of objectives, based on the work on Büchi objectives in [10].

**Obtaining Markov strategies via acyclic MDPs.** Markov strategies are strategies that base their decisions only on the current state and the number of steps in the history of the run from some initial state \( s_0 \). Thus they do use infinite memory, but only in a very restricted form by maintaining an unbounded step counter. Slightly more general are 1-bit Markov strategies that use one extra bit of extra memory in addition to a step counter.

The existence of \( \varepsilon \)-optimal (1-bit) Markov strategies for some objective \( \varphi \) on countable MDPs can be proven by first studying the strategy complexity of \( \varphi \) on acyclic MDPs, i.e., MDPs where the underlying transition graph is a directed acyclic graph (DAG). Note that a DAG is more general than a tree. If the transition graph is a tree with root \( s_0 \) then there always exist \( \varepsilon \)-optimal positional strategies for any objective, since the entire history is implicit in the current state. This does not hold for a DAG, since the same state \( s \) could be reached via (possibly infinitely many) different paths from \( s_0 \).

However, for every countable MDP \( \mathcal{M} \) with initial state \( s_0 \), there is a corresponding acyclic MDP \( \mathcal{M}' \) that encodes the step counter into the states, i.e., the states of \( \mathcal{M}' \) are of the form \((s, i)\) where \( s \) is a state of \( \mathcal{M} \) and \( i \in \mathbb{N} \) counts the number of steps. Then for every \( \varepsilon \)-optimal positional strategy for \( \varphi \) in \( \mathcal{M} \) there is a corresponding \( \varepsilon \)-optimal Markov strategy for \( \varphi \) in \( \mathcal{M} \), and vice-versa [10]. Thus, if \( \varepsilon \)-optimal positional strategies for \( \varphi \) exist in all
acyclic MDPs then $\varepsilon$-optimal Markov strategies for $\varphi$ exist in general countable MDPs. The reverse implication does not hold, however, since not all acyclic MDPs encode a step counter, e.g., if some state has infinite in-degree and can be reached from the initial state via paths of arbitrary length.

Acyclic and finitely branching MDPs have nice properties that make it easier to infer the existence of simpler $\varepsilon$-optimal strategies. In the following, we first observe the behavior of a general $\varepsilon$-optimal strategy, and then show how a 1-bit strategy can closely match it (for certain types of objectives).

**Observing the behavior of an $\varepsilon$-optimal strategy.** Consider an acyclic and finitely branching MDP with initial state $s_0$. (One could also have a finite set of initial states as in [10], but we use a single state to simplify the presentation.) Let $\sigma$ be an arbitrary $\varepsilon$-optimal strategy from the initial state $s_0$. We now observe its behavior, i.e., the induced runs. Let $\text{bubble}_k(\{s_0\})$ be the set of states that can be reached from the initial state $s_0$ within at most $k$ steps. This set is finite for every finite $k$, since our MDP is finitely branching. Note that, by acyclicity, any given run can visit a given finite set of states $X$ only finitely often (at most $|X|$ times). However, this does not imply that the probability of re-visiting $X$ must eventually become zero. E.g., it is possible that in the $i$-th state of some run the probability of re-visiting $X$ (in continuations of this run) is $2^{-i}$ (i.e., re-visiting $X$ remains always possible, but does not happen almost surely).

Still, a weaker property does hold in acyclic and finitely branching MDPs. It follows from acyclicity [10, Lemma 10] that, after a sufficiently large number of steps, runs are arbitrarily unlikely to visit any given finite set of states again. In particular this holds for the finite set $\text{bubble}_k(\{s_0\})$.

Formally, for every $k$ and $\delta > 0$ there exists some $l$ such that the probability of visiting $\text{bubble}_k(\{s_0\})$ after step $l$ is $\leq \delta$. By definition, states outside the set $\text{bubble}_k(\{s_0\})$ are reachable only after a number of steps that is strictly larger than $l$. Therefore, it is unlikely (probability $\leq \delta$) to visit $\text{bubble}_k(\{s_0\})$ again after some state $s \notin \text{bubble}_l(\{s_0\})$ has been visited for the first time.

These observations allow to define a decreasing sequence $\delta_i \defeq \varepsilon \cdot 2^{-i}$ of small errors and sufficiently large and increasing numbers $k_i$ and $l_i$ with $k_i < l_i < k_{i+1}$ for $i \geq 1$ such that for the finite sets $K_i \defeq \text{bubble}_{k_i}(\{s_0\})$ and $L_i \defeq \text{bubble}_{l_i}(\{s_0\})$ it is unlikely (probability $\leq \delta_i$) to visit $K_i$ after leaving $L_i$ (for the first time). I.e., runs like $\pi_2$ in Figure 9 are unlikely. However, the probability of leaving $K_i$ and later returning to $K_i$ (even multiple times) before leaving $L_i$ may be large.

Note that we still have a lot of freedom to choose the numbers $k_i$ and $l_i$. For the numbers $k_i$ we just need $l_i < k_{i+1}$. The minimal required size of $l_i$ depends on $k_i$, $\sigma$ and $\delta_i$, but $l_i$ can be chosen arbitrarily larger than this minimal size.

Let now $\text{SEQ}$ be the objective of never visiting a set $K_i$ after leaving $L_i$ (for the first time) for any $i \geq 1$. (I.e., $\text{SEQ}$ depends on the chosen numbers $k_i, l_i$.)

The strategy $\sigma$ is not only $\varepsilon$-optimal for the objective $\varphi$ from state $s_0$, but also $2\varepsilon$-optimal for the stronger objective $\varphi \land \text{SEQ}$, since $\sum_{i \geq 1} \delta_i \leq \varepsilon$.

**Constructing simpler strategies.** For certain types of objectives $\varphi$ (e.g., Büchi objectives), one can exploit this pattern of $\text{SEQ}$ to construct simpler (1-bit) $\varepsilon$-optimal strategies for $\varphi$ in acyclic and finitely branching MDPs. This then yields $\varepsilon$-optimal 1-bit Markov strategies in general finitely branching MDPs.
Suppose that \( \varphi \land \text{SEQ} \) can be decomposed into an infinite sequence of local sub-objectives \( \varphi_i \land \text{SEQ} \) such that, with arbitrarily high probability, satisfying \( \varphi_i \land \text{SEQ} \) in each finite set \( K_i \setminus K_{i-1} \) implies \( \varphi \land \text{SEQ} \) overall, and vice-versa. (E.g., if \( \varphi \) is a Büchi objective to visit a given set \( F \) infinitely often then \( \varphi_i \) is the objective to visit the subset of \( F \) inside \( K_i \setminus K_{i-1} \); cf. [10].) Note that the “vice-versa” part often depends on the fact that the numbers \( k_i \) can be chosen sufficiently large to get a sufficiently high probability of satisfying \( \varphi_i \) inside \( K_i \setminus K_{i-1} \).

Of course, not every objective \( \varphi \) can be decomposed in this way, e.g., in parity objectives, different runs can win by different colors and local conditions \( \varphi_i \) are insufficient.

Now suppose that in the MDP induced by the finite subspace \( K_i \) there exist \( \varepsilon \)-optimal positional strategies \( \sigma_i \) that attain a high probability of \( \varphi_i \) in \( K_i \setminus K_{i-1} \), and additionally maintain a high value w.r.t. future objectives \( \varphi_j \) in \( K_j \setminus K_{j-1} \) for all \( j > i \). I.e., \( \sigma_i \) has a high attainment for the local sub-objective without compromising future sub-objectives.

### One extra bit.

The above suggests a scheme to construct an \( \varepsilon \)-optimal positional strategy \( \sigma' \) for \( \varphi \land \text{SEQ} \) by playing each local positional strategy \( \sigma_i \) inside \( K_i \setminus K_{i-1} \).

However, this is not always sufficient. The problem is that, when playing in \( K_i \setminus K_{i-1} \), a run might temporarily go back into the set \( K_{i-1} \) (though not into the states that this particular run has previously visited, due to acyclicity). If this run has never yet left \( L_{i-1} \), then going back to \( K_{i-1} \) is allowed by \( \text{SEQ} \) and can be necessary (or even unavoidable). (In contrast, once one has left \( L_{i-1} \), it is possible to henceforth avoid \( K_{i-1} \) and still attain \( \varphi \) with high probability, as witnessed by the strategy \( \sigma_i \).) But back in \( K_{i-1} \) the strategy \( \sigma' \) would play \( \sigma_{i-1} \) towards objective \( \varphi_{i-1} \) (that had already been attained previously) instead of focusing on the current objective \( \varphi_i \). Although the run will inevitably (by acyclicity) exit \( K_{i-1} \) again, it might re-visit \( K_{i-1} \) many times, and thus switch the focus back to \( \varphi_{i-1} \) many times. I.e., the strategy \( \sigma' \) might attempt to re-attain the previous objective \( \varphi_{i-1} \) many times over, instead of permanently switching the focus to \( \varphi_i \) once \( \varphi_{i-1} \) has been attained once. Switching the focus back to the previous objective \( \varphi_{i-1} \) too often is wasteful and might damage the ability to attain future objectives \( \varphi_j \) for the \( j \geq i \) with high probability, e.g., due to a trade-off between current and future objectives. So this strategy \( \sigma' \) might not always succeed for objective \( \varphi \) (e.g., it cannot work for Büchi objectives [10]).
Instead we want the strategy to always focus on the next objective $\varphi_i$ after it has completed the previous objective $\varphi_{i-1}$. To this end, we need one extra bit of memory, called the mode bit, to distinguish two modes of playing: current-mode and next-mode. The mode bit is used to remember whether one has already attained $\varphi_i$ in $K_i \setminus K_{i-1}$. Upon attaining $\varphi_i$ in $K_i \setminus K_{i-1}$, one switches from current-mode to next-mode.

One interprets the content of the mode bit (0 or 1) differently for even and odd numbers $i$, so that the next-mode for $K_i \setminus K_{i-1}$ is the current-mode for $K_{i+1} \setminus K_i$ (and vice-versa). This means that if the strategy plays in next-mode in $K_i \setminus K_{i-1}$ then upon entering $K_{i+1} \setminus K_i$ it automatically switches to current-mode. Dually, if it plays in current-mode in $K_{i+1} \setminus K_i$ and temporarily goes back into $K_i \setminus K_{i-1}$ then it automatically switches to next-mode; cf. Figure 9. The strategy pursues different local goals, depending on the mode bit.

- In current-mode, it continues to focus on attaining $\varphi_i$ in $K_i$. Temporarily going back to $K_{i-1}$ does not change the focus on $\varphi_i$, because current-mode for $K_i$ is next-mode for $K_{i-1}$. By suitably choosing $\varphi_i$ and $k_i$, one can ensure with high probability that $\varphi_i$ is attained only in $K_i \setminus L_{i-1}$, i.e., after leaving $L_{i-1}$. So, since one has already left $L_{i-1}$ before this success, it is possible with high probability to avoid $K_{i-1}$ afterwards. In particular, after attaining $\varphi_i$ in $K_i \setminus L_{i-1}$ the strategy switches the mode-bit to next-mode. The value of the mode bit is the same for next-mode in $K_i$ and for current-mode in $K_{i-1}$. However, there is only a small danger of ever confusing these, since the probability of visiting $K_{i-1}$ after leaving $L_{i-1}$ is small.

- In next-mode, the focus is on leaving $K_i$ to reach $K_{i+1} \setminus K_i$ and attaining the next objective $\varphi_{i+1}$. In particular, upon entering $K_{i+1} \setminus K_i$ the mode bit is interpreted as current mode for $K_{i+1} \setminus K_i$. Moreover, it is then not a problem if the run temporarily goes back from $L_i \setminus K_i$ into $K_i$, because the focus remains on $\varphi_{i+1}$ (since current-mode in $K_{i+1}$ is next-mode in $K_i$).

By combining the positional strategies for the local objectives $\varphi_i$ with the extra mode bit, one obtains $\varepsilon$-optimal 1-bit strategies on all acyclic finitely branching MDPs. This yields 1-bit Markov strategies on general finitely branching MDPs by the argument above.

For Büchi objectives, one can encode infinite branching into finite branching by a gadget similar to the one used in the proof of Lemma 2. Moreover, the local strategies $\sigma_i$ can be chosen MD. Thus one obtains deterministic 1-bit Markov $\varepsilon$-optimal strategies. There is also a matching lower bound.

**Theorem 9** ([10], $\varepsilon$-optimal deterministic 1-bit Markov strategies for Büchi objectives). Given a countable MDP and a Büchi objective, for every $\varepsilon > 0$ and initial state $s_0$, there exists an $\varepsilon$-optimal deterministic 1-bit Markov strategy. Moreover, neither randomized Markov strategies nor randomized finite-memory strategies are sufficient.

**Remark 10.** The whole argument can, of course, be generalized. If the strategies for the local objectives $\varphi_i$ in acyclic MDPs are not positional but use finite memory, say $m$ bits, then one obtains $(m+1)$-bit Markov strategies in general MDPs.

### 5 Missing Proof Details

#### 5.1 Proof of Equation (1)

**Proof.** For a state $s \in S \setminus G$, define the event $L_s$ as the set of runs that leave $G$ such that $s$ is the first visited state in $S \setminus G$. Then we have:

$$P_{M,s}(\text{Reach}(S \setminus G)) = \sum_{s \in S \setminus G} P_{M,s}(L_s)$$

(6)
Since $T$ is a sink and using the Markov property:

$$P_{M_i,s_i}^\sigma(\text{Reach}(T)) = P_{M_i,s_i}^\sigma(\neg\text{Reach}(S \setminus G) \land \text{Reach}(T)) + \sum_{s \in S \setminus G} P_{M_i,s_i}^\sigma(L_s) \cdot P_{M_i,s_i}^\sigma(\text{Reach}(T))$$  \hspace{1cm} (7)

By the definition of $G$ it follows:

$$P_{M_i,s_i}^\sigma(\text{Reach}(T)) \leq P_{M_i,s_i}^\sigma(\neg\text{Reach}(S \setminus G) \land \text{Reach}(T)) + \sum_{s \in S \setminus G} P_{M_i,s_i}^\sigma(L_s) \cdot (\text{val}_{M_i,s_i}(\text{Reach}(T)) - \varepsilon_i)$$  \hspace{1cm} (8)

On the other hand, $\sigma$ is $\varepsilon_i^2$-optimal for $s_i$, hence:

$$P_{M_i,s_i}^\sigma(\text{Reach}(T)) \geq -\varepsilon_i^2 + \text{val}_{M_i,s_i}(\text{Reach}(T))$$

$$\geq -\varepsilon_i^2 + P_{M_i,s_i}^\sigma(\text{Reach}(T) \land \neg\text{Reach}(S \setminus G)) + \sum_{s \in S \setminus G} P_{M_i,s_i}^\sigma(L_s) \cdot \text{val}_{M_i,s_i}(\text{Reach}(T))$$  \hspace{1cm} (9)

By combining (8) and (9) we obtain:

$$\varepsilon_i^2 \geq \varepsilon_i \cdot \sum_{s \in S \setminus G} P_{M_i,s_i}^\sigma(L_s) = \varepsilon_i \cdot P_{M_i,s_i}^\sigma(\text{Reach}(S \setminus G)) \hfill \Box$$

### 5.2 Proof of Equation (3)

**Proof.** For a state $s' \in G$, define the event $E_{s'}$ as the set of runs that enter $G$ such that $s'$ is the first visited state in $G$. Fix any state $s \in S$ and any strategy $\sigma_i$ in $M_i$. We transform $\sigma_i$ into a strategy $\sigma_{i+1}$ in $M_{i+1}$ such that $\sigma_{i+1}$ behaves like $\sigma_i$ until $G$ is entered, at which point $\sigma_{i+1}$ switches to the MD strategy $\sigma$, which we recall is compatible with $M_{i+1}$ and is $\varepsilon_i$-optimal from $G$ in $M_i$. To show (3) it suffices to show that $P_{M_{i+1},s}^{\sigma_{i+1}}(\text{Reach}(T)) \geq P_{M_i,s}^\sigma(\text{Reach}(T)) - \varepsilon_i$. We have:

$$P_{M_{i+1},s}^{\sigma_{i+1}}(\text{Reach}(T)) = P_{M_{i+1},s}^{\sigma_{i+1}}(\neg\text{Reach}(G) \land \text{Reach}(T)) + \sum_{s' \in G} P_{M_{i+1},s}^{\sigma_{i+1}}(E_{s'}) \cdot P_{M_{i+1},s}^{\sigma_{i+1}}(\text{Reach}(T))$$

as $T$ is a sink

$$= P_{M_i,s}^\sigma(\neg\text{Reach}(G) \land \text{Reach}(T)) + \sum_{s' \in G} P_{M_i,s}^\sigma(E_{s'}) \cdot P_{M_i,s'}^\sigma(\text{Reach}(T))$$

Markov property

using def. of $\sigma_{i+1}$

Further we have for all $s' \in G$:

$$P_{M_i,s'}^\sigma(\text{Reach}(T)) \geq \text{val}_{M_i,s'}(\text{Reach}(T)) - \varepsilon_i$$

as $s' \in G$

$$\geq P_{M_i,s'}^\sigma(\text{Reach}(T)) - \varepsilon_i$$
Plugging this in above, we obtain:

\[
\mathbb{P}_{M,s}^{\sigma_i}(\text{Reach}(T)) \geq \mathbb{P}_{M,s}^{\sigma_i}(\neg\text{Reach}(G) \land \text{Reach}(T)) + \\
\sum_{s' \in G} \mathbb{P}_{M,s}^{\sigma_i}(E_{s'}) \cdot (\mathbb{P}_{M,s'}^{\sigma_i}(\text{Reach}(T)) - \varepsilon_i)
\]

\[
\geq \mathbb{P}_{M,s}^{\sigma_i}(\neg\text{Reach}(G) \land \text{Reach}(T)) + \\
\left( \sum_{s' \in G} \mathbb{P}_{M,s}^{\sigma_i}(E_{s'}) \cdot \mathbb{P}_{M,s'}^{\sigma_i}(\text{Reach}(T)) \right) - \varepsilon_i
\]

\[
= \mathbb{P}_{M,s}^{\sigma_i}(\text{Reach}(T)) - \varepsilon_i
\]

5.3 Proof of Equation (4)

Proof. For all \(i \geq 1\) we have:

\[
\mathbb{P}_{M,s}^{\sigma_i}(\text{Reach}(T)) \geq \text{val}_{M,s}^{\sigma_i}(\text{Reach}(T)) - \varepsilon_i - \varepsilon_i^2 \quad \text{by (2)}
\]

\[
\geq \text{val}_{M,s}^{\sigma_i}(\text{Reach}(T)) - 2\varepsilon_i \quad \text{as } \varepsilon_i < 1
\]

\[
\geq \text{val}_{M,s}^{\sigma_i}(\text{Reach}(T)) - \frac{\varepsilon}{2} \quad \text{choice of } \varepsilon_i
\]

\[
\geq \text{val}_{M,s}^{\sigma_i}(\text{Reach}(T)) - \sum_{j=1}^{i-1} \varepsilon_j - \frac{\varepsilon}{2} \quad \text{by (3)}
\]

\[
\geq \text{val}_{M,s}^{\sigma_i}(\text{Reach}(T)) - \varepsilon \quad \text{choice of } \varepsilon_j
\]
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Abstract

Given \( N \) instances \((X_1, t_1), \ldots, (X_N, t_N)\) of Subset Sum, the AND Subset Sum problem asks to determine whether all of these instances are yes-instances; that is, whether each set of integers \( X_i \) has a subset that sums up to the target integer \( t_i \). We prove that this problem cannot be solved in time \( \tilde{O}((N \cdot t_{\text{max}})^{1-\varepsilon}) \), for \( t_{\text{max}} = \max_i t_i \) and any \( \varepsilon > 0 \), assuming the \( \forall \exists \) Strong Exponential Time Hypothesis (\( \forall \exists \)-SETH). We then use this result to exclude \( \tilde{O}(n + P_{\text{max}} \cdot n^{1-\varepsilon}) \)-time algorithms for several scheduling problems on \( n \) jobs with maximum processing time \( P_{\text{max}} \), assuming \( \forall \exists \)-SETH. These include classical problems such as \( 1||\sum w_j U_j \), the problem of minimizing the total weight of tardy jobs on a single machine, and \( 2||\sum U_j \), the problem of minimizing the number of tardy jobs on two identical parallel machines.
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1 Introduction

The Subset Sum problem is one of the most fundamental problems in computer science and mathematics: Given \( n \) integers \( X = \{x_1, \ldots, x_n\} \subset \mathbb{N} \), and a target value \( t \in \mathbb{N} \), determine whether there is a subset of \( X \) that sums\(^1\) to \( t \). This problem appeared in Karp’s initial list of 21 NP-complete problems [24], and entire books have been devoted to it and to its closely related variants [25, 30]. Most relevant to this paper is the particular role Subset Sum plays in showing hardness for various problems on integers, essentially being

\(^1\) Note that we can ignore any numbers \( x_i > t \), so we will assume throughout the paper that \( \max(X) \leq t \).
the most basic such problem where hardness arises exclusively from the additive nature of the problem. In particular, in areas such as operations research, Subset Sum plays a similar role to that of 3-SAT, serving as the core problem used in the vast majority of reductions (see e.g. [9, 11, 15, 24, 28, 32]). Many important problems can be shown to be generalizations of Subset Sum (by easy reductions) including scheduling problems, Knapsack, and Bicriteria Shortest Path. The broad goal of this paper is to understand the fine-grained complexity of such important problems, and more specifically whether the complexity of such generalizations is the same as that of Subset Sum or higher.

While Subset Sum (and its generalizations) is NP-hard, it is well-known that it can be solved in pseudo-polynomial time \( O(t \cdot n) \) with the classical dynamic programming algorithm of Bellman [6]. Much more recently, this upper bound was improved to \( \tilde{O}(t + n) \) [7, 23, 27]; this is a significant improvement in the dense regime of the problem, e.g. if \( t = O(n^2) \) the new algorithms achieve quadratic as opposed to cubic time. Most recently, in the dense regime the fine-grained complexity of Subset Sum was essentially resolved under the Strong Exponential Time Hypothesis (SETH) by the authors of this paper [1] (the same lower bound was previously known under the incomparable Set Cover Conjecture [12]). SETH [21, 22] postulates that there is no \( O(2^{(1-\varepsilon)n}) \)-time algorithm for deciding the satisfiability of a \( k \)-CNF formula, for some \( \varepsilon > 0 \) independent of \( k \).

\begin{theorem}[Hardness of Subset Sum [1]]\end{theorem}

Assuming SETH, there is no \( \varepsilon > 0 \) and \( \delta < 1 \) such that Subset Sum on \( n \) numbers and target \( t \) can be solved in time \( O(t^{1-\varepsilon} \cdot 2^\delta n) \).

The lower bound given by Theorem 1.1 translates directly to several generalizations of Subset Sum, but does this yield tight lower bounds for the generalizations? Or can we prove higher lower bound for them? To answer this kind of question, the OR Subset Sum problem was introduced in [1]: Given \( N \) instances \( (X_1, t_1), \ldots, (X_N, t_N) \) of Subset Sum, determine whether at least one of these instances is a yes-instance; that is, whether there exists an \( i \in \{1, \ldots, N\} \) such that \( X_i \) contains a subset that sums up to \( t_i \). While it seems natural to assume that no algorithm can solve this problem faster than solving each of the \( N \) Subset Sum instances independently, it is not clear how to prove this. In fact, an \( O(N^{1/10} \cdot \max_i t_i) \) time algorithm for this problem does not directly break the lower bound for Subset Sum. Nevertheless, one can still show a tight lower bound by taking a somewhat indirect route: SAT does have a reduction to its OR variant, and then Theorem 1.1 allows us to reduce OR SAT to OR Subset Sum.

\begin{theorem}[Hardness of OR Subset Sum [1]]\end{theorem}

Assuming SETH, there are no \( \varepsilon, \delta > 0 \) such that there is an \( O(N^{1+\delta-\varepsilon}) \) time algorithm for the following problem: Given \( N \) Subset Sum instances, each with \( O_{\varepsilon, \delta}(\log N) \) integers and target \( O(N^\varepsilon) \), determine whether one of these instances is a yes-instance.

Thus, while Subset Sum admits\(^2\) \( \tilde{O}(n + t) \)-time algorithms [7, 23, 27], SETH rules time \( \tilde{O}(N + t) \) for OR Subset Sum. For example, when \( N = O(n) \) and \( t = O(n^2) \), Subset Sum can be solved in time \( O(n^2) \), but OR Subset Sum has a cubic lower bound according to the above theorem. This distinction was used in [1] to show a higher lower bound for a generalization of Subset Sum that is a particularly prominent problem in the operations research community, the Bicriteria Shortest Path problem [19, 41]: Given a graph \( G \) with edge lengths and edge costs, two vertices \( s \) and \( t \), and a budget \( B \), determine whether there is an \( s, t \)-path of total length at most \( B \) and total cost at most \( B \). While Theorem 1.1 immediately rules out time

\(^2\) The term \( \tilde{O}(\cdot) \) is used here and throughout the paper to suppress logarithmic factors.
While the OR variant in Theorem 1.2 is perfectly suited for showing lower bounds for Bicriteria Shortest Path and other problems of a similar type, there are others, such as the scheduling problems discussed below, whose type can only capture an AND variant: Given $N$ instances of Subset Sum, determine whether all are yes-instances. It is natural to wonder whether there is a fine-grained reduction from SAT to AND Subset Sum (either directly or indirectly, by first reducing to AND SAT). Intuitively, the issue is that SAT, Subset Sum, and their OR variants have an $\exists$ quantifier type, while AND SAT and AND Subset Sum have a $\forall \exists$ quantifier type. Reducing one type to another seems very challenging, but fortunately, a morally similar challenge had been encountered before in fine-grained complexity and resolved to some extent as follows.

First, we can observe that the reduction we are looking for is impossible under the Nondeterministic Strong Exponential Time Hypothesis (NSETH) which states that no non-deterministic $O(2^{(1-\epsilon)n})$-time algorithm can decide whether a given $k$-CNF is unsatisfiable, for an $\epsilon > 0$ independent of $k$. This hypothesis was introduced to show non-reducibility results. Intuitively, NSETH says that even though SAT is easy for nondeterministic algorithms its complement is not. Therefore, if for a certain problem both it and its complement are easy for nondeterministic algorithms then a reduction from SAT is impossible. Note that AND SAT, AND Subset Sum, and their complements admit efficient nondeterministic algorithms: to prove that the AND is “yes” we can guess a solution in each instance, and (for the complement) to prove that the AND is “no” we can guess the index of the instances that is “no”. (Notice that the latter is not possible for the OR variants.)

There are already conjectures in fine-grained complexity that can capture problems with a $\forall \exists$ type. In the “$2^n$ regime”, where SAT is faithfully represented by the Orthogonal Vectors (OV) problem which has an $\exists$ type, Abboud, Vassilevska Williams and Wang introduced a hardness hypothesis about the Hitting Set (HS) problem which is the natural $\forall \exists$ type variant of OV. This hypothesis was used to derive lower bounds that cannot (under NSETH) be based on OV or SETH, e.g. for graph median and radius [2, 3, 13] and for Earth Mover Distance [35], and was also studied in the context of model checking problems [18]. Going back to the “$2^n$ regime”, the analogous hypothesis, which implies the HS hypothesis, is the following.

**Hypothesis ($\forall \exists$-SETH).** There is no $0 < \alpha < 1$ and $\epsilon > 0$ such that for all $k \geq 3$ we can decide in time $O(2^{(1-\epsilon)n})$, given a $k$-CNF formula $\phi$ on $n$ variables $x_1, \ldots, x_n$, whether for all assignments to $x_1, \ldots, x_\alpha n$ there exists an assignment to the rest of the variables that satisfies $\phi$, that is, whether:

$$\forall x_1, \ldots, x_\alpha n \exists x_{\alpha n+1}, \ldots, x_n : \phi(x_1, \ldots, x_n) = 1.$$

---

3 Given two sets of $n$ binary vectors of dimension $O(\log n)$, decide whether there is a vector in the first set and a vector of the second set that are orthogonal. SETH implies that this problem cannot be solved in time $O(n^{2-\epsilon})$ [40], and essentially all SETH-based $n^2$ lower bounds go through this problem.

4 Given two sets of $n$ binary vectors of dimension $O(\log n)$, decide whether for all vectors in the first set there is an orthogonal vector in the second set. The Hitting Set Hypothesis states that this problem cannot be solved in time $O(n^{2-\epsilon})$ for any $\epsilon > 0$. 
Note that this hypothesis may also be thought of as the $\Pi_2$-SETH, where $\Pi_2$ is the second level of the polynomial hierarchy, and one can also think of higher levels of the polynomial hierarchy. Indeed, Bringmann and Chaudhury [8] recently proposed such a version, called Quantified-SETH, in which we can have any constant number $q \geq 1$ of alternating quantifier blocks, with a constant fraction of the variables in each block. Non-trivial algorithms for Quantified-SAT exist [37], but none of them can refute even the stronger of these hypotheses.

It is important to note that while $\forall\exists$-SAT is a strictly harder problem than SAT (as adding more quantifiers can only make the problem harder), in the restricted setting of $\forall\exists$-SETH, where there is a constant fraction of the variables in each quantifier block, the situation is the opposite! A faster algorithm for SAT does imply a faster algorithm for $\forall\exists$-SAT: exhaustively search over all assignments to the universally quantified $\alpha n$ variables and for each assignment solve SAT on $(1 - \alpha)n$ variables. A reduction in the other direction is impossible under NSETH. Therefore, $\forall\exists$-SETH is a stronger assumption than SETH, which explains why it is helpful for proving more lower bounds, yet it seems equally plausible (to us). In particular, it gives us a tight lower bound for AND Subset Sum which we will use to show higher lower bounds for scheduling problems.

\textbf{Theorem 1.3 (Hardness of AND Subset Sum).} Assuming $\forall\exists$-SETH, there are no $\varepsilon, \delta > 0$ such that the following problem can be solved in time $O(N^{1+\delta-\varepsilon})$: Given $N$ Subset Sum instances, each with $O(N^\varepsilon)$ integers and target $O(N^\delta)$, determine whether all of these instances are yes-instances.

Note that in comparison with the OR Subset Sum case (Theorem 1.2), the size of our instances is polynomial $O(N^\varepsilon)$ instead of logarithmic $O_{\delta, \varepsilon}(\log N)$. We leave it as an open problem whether this is inherent or Theorem 1.3 can be improved.

It follows from Theorem 1.3 that AND Subset Sum on $N$ instances, each on at most $s$ integers and with target at most $t$, cannot be solved in time $\tilde{O}(Ns + t(Ns)^{1-\varepsilon})$. We show that the same holds for the Partition problem, which is the special case of Subset Sum where the target is half of the total input sum. This is the starting point for our reductions in the next section.

\textbf{Corollary 1.4.} Assuming $\forall\exists$-SETH, there is no $\varepsilon > 0$ such that the following problem can be solved in time $\tilde{O}(Ns + t(Ns)^{1-\varepsilon})$: Given $N$ Partition instances, each with at most $s$ integers and target at most $t$, determine whether all of these instances are yes-instances.

\subsection{Scheduling lower bounds}

To exemplify the power of Theorem 1.3, we use it to show strong lower bounds for several non-preemptive scheduling problems that generalize Subset Sum. These problems include some of the most basic ones such as minimizing the total weight of tardy jobs on a single machine, or minimizing the number of tardy jobs on two parallel machines. Theorem 1.5 below lists all of these problems; they are formally defined in Section 3 and each requires a different reduction. To describe the significance of our new lower bounds more clearly, let us focus on only one of these problems, $P_2||\sum U_j$, for the rest of this section. The input to this problem is a set of $n$ jobs, where each job $J_j$ has a processing time $p_j$ and a due

\footnote{However, we remark that for the purposes of their paper as well as ours $\forall\exists$-SETH is sufficient; Quantified-SETH is merely mentioned for inspiration. They were motivated by understanding the complexity of the polyline simplification problem from geometry (which turns out to have a $\forall\exists$ type).}

\footnote{This is analogous to the “$n^2$ regime” where HS implies OV but not the other way, assuming NSETH.}
date $d_j$, and the goal is to schedule all jobs on two parallel machines so that the number of jobs exceeding their due dates is minimal. Let $P = \sum_j p_j$ and $P_{\text{max}} = \max_j p_j$ denote the sum of processing times and maximum processing time of the input jobs. Observe that $P \leq P_{\text{max}} \cdot n$.

The standard dynamic programming algorithm for this problem runs in $O(P \cdot n) = O(P_{\text{max}} \cdot n^2)$ time [29], and it is not known whether this running time is the best possible. Nevertheless, there is a well-known easy reduction from Subset Sum on numbers $x_1, \ldots, x_n$ to $P_2 || \sum U_j$ that generates an instance with total processing time $P = \sum x_i = O(n \cdot t)$ and $P_{\text{max}} = \max x_i = O(t)$. Thus, using Theorem 1.1, we can rule out $P^{1-\epsilon} \cdot 2^{o(n)}$-time and $P^{1-\epsilon} \cdot 2^{o(n)}$-time algorithms for $P_2 || \sum U_j$. However, this leaves open the possibility of $\tilde{O}(P_{\text{max}} + n)$-time algorithms, which would be near-linear as opposed to the currently known cubic algorithm in a setting where $P_{\text{max}} = \Theta(n)$ and $P = \Theta(n^2)$. One approach for excluding such an upper bound is to first prove the impossibility of an algorithm for Subset Sum with running time $\tilde{O}(\max_{x \in X} x + n)$. However, such a result has been elusive and is perhaps the most interesting open question in this context [4, 16, 17, 27, 33]. Instead, taking an indirect route, we are able to exclude such algorithms with an $\Omega(n + P_{\text{max}} n^{1-\epsilon})$ lower bound under $\forall\exists$-SETH by showing that $P_2 || \sum U_j$ can actually encode the AND of several Subset Sum instances. In particular, in the above regime we improve the lower bound from linear to quadratic.

**Theorem 1.5.** Assuming $\forall\exists$-SETH, for all $\epsilon > 0$, none of the following problems have $\tilde{O}(n + P_{\text{max}} \cdot n^{1-\epsilon})$-time algorithms:

- $1||\sum w_j U_j$, $1|\text{Rej} \leq R|\sum U_j$, $1|\text{Rej} \leq R|T_{\text{max}}$, and $1|r_j \geq 0, \text{Rej} \leq R|C_{\text{max}}$.
- $P_2||T_{\text{max}}$, $P_2||\sum U_j$, $P_2|r_j|C_{\text{max}}$, and $P_2|\text{level-order}|C_{\text{max}}$.

All problems listed in this theorem are direct generalizations of Subset Sum, and each one admits a $O(P \cdot n) = O(P_{\text{max}} \cdot n^2)$-time algorithm via dynamic programming [29, 36, 38].

We note that the distinction between running times depending on $P$ versus $P_{\text{max}}$ and $n$ relates to instances with low or high variance in their job processing times. In several experimental studies, it has been reported by researchers that the ability of scheduling algorithms to solve NP-hard problems deteriorates when the variance in job processing time increases (see e.g. [26, 31, 34]). Our results provide theoretical evidence for this claim by showing tighter lower bounds on the time complexity of several scheduling problems based on the maximum processing time $P_{\text{max}}$.

## 2 Quantified SETH Hardness of AND Subset Sum

In the following, we provide a proof for Theorem 1.3, the main technical result of the paper. For this, we present a reduction from Quantified $k$-SAT to AND Subset Sum which consists of two main steps. The first step uses a tool presented in [1] which takes a (non-quantified) $k$-SAT instance and reduces it to subexponentially many Subset Sum instances that have relatively small targets. The second step is a new tool, which we develop in Section 2.2, that takes many Subset Sum instances and reduces them to a single instance with only a relatively small increase of the output target.

### 2.1 Main construction

The following two theorems formally state the two main tools that are used in our construction. Note that for our purpose, the important property here is the manageable increase of the output target in both theorems. The proof of Theorem 2.1 can be found in [1], while the proof of Theorem 2.2 is given in Section 2.2.
Theorem 2.1 ([1]). For any \( \varepsilon > 0 \) and \( k \geq 3 \), given a \( k \)-SAT formula \( \phi \) on \( n \) variables, we can in time \( 2^n \cdot n^{O(1)} \) construct \( 2^n \) Subset Sum instances, each with \( O(n) \) integers and target at most \( 2^{(1+\varepsilon)n} \), such that \( \phi \) is satisfiable if and only if at least one of the Subset Sum instances is a yes-instance.

Theorem 2.2. Given Subset Sum instances \((X_1, t_1), \ldots, (X_N, t_N)\), denoting \( n = \max_i |X_i| \) and \( t = \max_i t_i \), we can construct in time \( (nN \log t)^{O(1)} \) a single Subset Sum instance \((X_0, t_0)\), with \( |X_0| = O(nN) \) and \( t_0 = t \cdot (nN)^{O(1)} \), such that \((X_0, t_0)\) is a yes-instance if and only if \((X_i, t_i)\) is a yes-instance for some \( i \in \{1, \ldots, N\}\).
Additionally, as analyzed above, the running time incurred by the reduction is bounded by
\[
O(2^{n_1} + \varepsilon_0 n_2 + O(1)) = O(2^{n_1} + \varepsilon_0 (1 + 2\varepsilon)n_2) = O(2^{\alpha n + \varepsilon(1 - \alpha)n}) = O(2^{(1 - \varepsilon)(1 - \alpha)n}).
\]
Hence, we can solve the quantified $k$-CNF formula $\phi$ in time $O(2^{1 - \min\{\varepsilon^2, (1 - \varepsilon)(1 - \alpha)\}n})$, which for sufficiently large $k$ violates $\forall\exists$-SETH.

Next, we infer Corollary 1.4 from Theorem 1.3.

**Proof of Corollary 1.4.** Fix any $\delta > 0$, and let $\varepsilon > 0$ to be chosen later. For given Subset Sum instances $(X_1, t_1), \ldots, (X_N, t_N)$, each with $O(N^\varepsilon)$ integers and target $O(N^\delta)$, our goal is to determine whether all of these instances are yes-instances.

For each $i$, we construct a Partition instance $(X_i^*, t_i^*)$ by setting
\[
X_i^* := X_i \cup \left\{ \left( \sum_{x \in X_i} x \right) + t_i, 2 \cdot \left( \sum_{x \in X_i} x \right) - t_i \right\}
\quad\text{and}\quad
m_i^* := \frac{1}{2} \sum_{x \in X_i^*} x.
\]
It is easy to see that the Partition instance $(X_i^*, t_i^*)$ is equivalent to the Subset Sum instance $(X_i, t_i)$. Indeed, the two additional items cannot be put on the same side of the partition, as their sum is too large. Putting them on different sides of the partition, it remains to split $X_i$ into a subset $Y_i \subseteq X_i$ summing to $t_i$ and the remainder $X_i \setminus Y_i$ summing to $(\sum_{x \in X_i} x) - t_i$, to obtain a balanced partition.

Observe that $|X_i^*| = O(|X_i|) = O(N^\varepsilon)$ and $t_i^* = O(|X_i| \cdot t_i) = O(N^{\delta + \varepsilon})$.

Now assume that we can solve AND Partition on $N$ instances, each with at most $s$ integers and target at most $t$, in time $O(Ns + t(Ns)^{1 - \varepsilon_0})$ for some $\varepsilon_0 > 0$. On the instances $(X_1^*, t_1^*), \ldots, (X_N^*, t_N^*)$, this algorithm would run in time
\[
\tilde{O}(Ns + t(Ns)^{1 - \varepsilon_0}) = \tilde{O}(N^{1 + \varepsilon} + N^{\delta + \varepsilon + (1 + \varepsilon)(1 - \varepsilon_0)}) = \tilde{O}(N^{1 + \varepsilon} + N^{1 + \delta + 2\varepsilon - \varepsilon_0}).
\]
Finally, we pick $\varepsilon := \min\{\delta/2, \varepsilon_0/3\}$ to bound this running time by $O(N^{1 + \delta - \varepsilon})$. This violates Theorem 1.3.

### 2.2 From OR Subset Sum to Subset Sum

We next provide a proof of Theorem 2.2, the second tool used in our reduction from Quantified $k$-SAT to Subset Sum. We will use the notion of average-free sets.

**Definition 2.3** ($m$-average-free set). A set of integers $S$ is called $m$-average-free if for all (not necessarily distinct) integers $s_1, \ldots, s_{m+1} \in S$ we have:
\[
s_1 + \cdots + s_m = m \cdot s_{m+1} \quad \text{implies that} \quad s_1 = \cdots = s_{m+1}.
\]

**Lemma 2.4** ([5]). Given $m \geq 2$, $M \geq 1$, and $0 < \varepsilon < 1$, an $m$-average-free set $S$ of size $M$ with $S \subseteq [0, m^{O(1/\varepsilon)}M^{1 + \varepsilon}]$ can be constructed in $M^{O(1)}$ time.

**Proof of Theorem 2.2.** Let $(X_1, t_1), \ldots, (X_N, t_N)$ be $N$ given Subset Sum instances, and write $t = \max_i t_i$ and $n = \max_i |X_i|$. We begin by slightly modifying these instances. First, let $t^* = (n + 1)t$, and add to each $X_i$ the integer $t^* - t_i$. Clearly, there is a subset of $X_i$ which sums up to $t_i$ if and only if there is a subset of $X_i \cup \{t^* - t_i\}$ that sums up to $t^*$. Next, we add at most $2(n + 1)$ copies of 0 to each instance, ensuring that all instances have the
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same number of integers $2(n + 1)$, and that any instance which has a solution also has one which includes exactly $n + 1$ integers. Note that these modifications only change $n$ by a constant factor, and $t$ by a factor $O(n)$, which are negligible for the theorem statement.

Therefore, with slight abuse of notation, henceforth we assume that we are given $N$ Subset Sum instances $(X_1, t_1), \ldots, (X_N, t_N)$ with $t_1 = \ldots = t_N = t$ and $|X_1| = \ldots = |X_N| = 2n$. Moreover, for any $i$ if there exists a subset $Y_i \subseteq X_i$ that sums up to $t$ then we can assume without loss of generality that $|Y_i| = n$.

We construct an $n$-average-free set $S = \{s_1, \ldots, s_N\}$, with $S \subseteq [0, N^2 \cdot n^{O(1)}]$, using Lemma 2.4. Let $S_{\text{max}} = \max_{s \in S} s$.

We are now ready to describe our construction of $(X_0, t_0)$. It will be convenient to view the integers in $(X_0, t_0)$ as binary encoded numbers, or binary strings, and to describe how they are constructed in terms of blocks of consecutive bits. Each integer will consist of seven blocks of fixed sizes. Starting with the least significant bit, the first block has $\lceil \log(t) \rceil$ bits and is referred to as the encoding block, the third block has $\lceil \log(n) \rceil$ bits and is referred to as the counting block, the fifth block has $\lceil \log(n \cdot S_{\text{max}}) \rceil = O(\log(n))$ bits and is referred to as the verification block, and the last block consists of a single bit. In between these blocks are blocks containing $\lceil \log(2nN) \rceil$ bits of value 0, whose sole purpose is to avoid overflows.

For each integer $x_{i,j} \in X_i$, we construct a corresponding integer $x_{i,j}^0 \in X_0$ as follows (here the “-”-characters are used only to differentiate between blocks, and have no other meaning):

$$x_{i,j}^0 = 0 | 0 \cdots 0 | s_i | 0 \cdots 0 | 0 \cdots 0 1 | 0 \cdots 0 | x_{i,j},$$

Additionally, for each $i \in \{1, \ldots, N\}$ we construct an integer $x_i^0 \in X_0$ associated with the instance $(X_i, t_i)$ as

$$x_i^0 = 1 | 0 \cdots 0 | n \cdot (S_{\text{max}} - s_i) | 0 \cdots 0 | 0 \cdots 0 | 0 \cdots 0 | 0.$$

The two sets of integers described above constitute $X_0$. To complete the construction of the output instance, we construct the target integer $t_0$ as

$$t_0 = 1 | 0 \cdots 0 | n \cdot S_{\text{max}} | 0 \cdots 0 | n | 0 \cdots 0 | t^*.$$

Note that $|X_0| = O(\sum_i |X_i|) = O(nN)$ and $t_0 = t \cdot (nN)^{O(1)}$, as required by the theorem statement. Furthermore, the time required to construct $(X_0, t_0)$ is $(nN \log t)^{O(1)}$.

We next argue that $(X_0, t_0)$ is a yes-instance if and only if $(X_i, t_i)$ is a yes-instance for some $i \in \{1, \ldots, N\}$. Suppose that there exists some $i \in \{1, \ldots, N\}$ and some $Y_i \subseteq X_i$ for which $\sum_{x_{i,j} \in Y_i} x_{i,j} = t$. By the discussion at the beginning of this proof, we can assume that $|Y_i| = n$. It is not difficult to verify that all integers in $Y_0 := \{x_{i,j}^0 : x_{i,j} \in Y_i\} \cup \{x_i^0\}$ sum up to $t_0$. Indeed, by construction, the bits in the encoding block of these integers sum up to $\sum_{x_{i,j} \in Y_i} x_{i,j} = t$, the bits in the counting block sum up to $n$, the bits in the verification block sum up to $n \cdot S_{\text{max}}$, and the last bit sums up to 1.

Conversely, assume that there is some subset $Y_0 \subseteq X_0$ with $\Sigma(Y_0) = \sum_{x \in Y_0} x = t_0$. Let $y_1, \ldots, y_m \in Y_0$ denote all integers of the form $x_{i,j}^0$ in $Y_0$, and let $x_{i_1,j_1}, \ldots, x_{i_m,j_m} \in X_1 \cup \cdots \cup X_M$ denote the integers that appear in the encoding blocks of $y_1, \ldots, y_m$. Observe that as $m \leq 2nM$, by our construction the highest bit in each overflow block of $\Sigma(Y_0)$ must be 0. It follows that we can argue in each of the encoding block, counting block, verification block, and last block separately. This yields:

1. $\sum_{j_{i_1,j_1}} x_{i_1,j_1} = t$, since if this sum is greater than $t$ then the second block of $\Sigma(Y_0)$ would not be all zeros, and if $\sum_{j_{i_1,j_1}} x_{i_1,j_1} < t$ then the encoding block of $\Sigma(Y_0)$ would not be $t$.
2. $m = n$, by a similar argument in the counting block.
3 Scheduling Lower Bounds

We next show how to apply Corollary 1.4 to obtain $\Omega(n + P_{\max} \cdot n^{1-\varepsilon})$ lower bounds for several scheduling problems. In particular, we provide a complete proof of Theorem 1.5 in a sequence of lemmas below, each exhibiting a reduction from AND Subset Sum (or rather AND Partition) to the scheduling problem at hand.

In each reduction, we start with $N$ Partition instances $(X_1, t_1), \ldots, (X_N, t_N)$; these are Subset Sum instances with $t_i = \frac{1}{2} \sum_{x \in X_i} x$. We write $s = \max_i |X_i|$ and $t = \max_i t_i$. We present reductions that transform these given instances into an instance $I$ of a certain scheduling problem, such that $I$ is a yes-instance if and only if $(X_i, t_i)$ is a yes-instance for all $i$. The constructed instance $I$ will consist of $n = O(Ns)$ jobs with maximum processing time $P_{\max} = O(t)$. Since Corollary 1.4 rules out time $O(Ns + t(Ns)^{1-\varepsilon})$ for AND Partition, it follows that the scheduling problem is not in time $O(n + P_{\max} \cdot n^{1-\varepsilon})$, for any $\varepsilon > 0$ assuming $\exists$-SETH.

For an instance $(X_i, t_i)$, we let $x_{i,j}$ denote the $j$-th integer in $X_i$.

3.1 Scheduling Notation and Terminology

In all scheduling problems considered in this paper, we are given a set of jobs $J_1, \ldots, J_n$ to be scheduled non-preemptively on one or two identical parallel machines. Each job $J_j$ has a processing time $p_j$, and according to the specific problem at hand, it may also have a due date $d_j$, a release date $r_j$, and a weight $w_j$. We always use the same subscript for the job and its parameters. A schedule consists of assigning each job $J_j$ a machine $M(J_j)$ and a starting time $S_j \in \mathbb{N}^{\geq 0}$. The completion time of job $j$ in a given schedule is $C_j = S_j + p_j$, and the makespan of the schedule is its maximum completion time $C_{\max} = \max_j C_j$. A schedule is feasible if no two distinct jobs overlap on the same machine; that is, for any pair of distinct jobs $J_j$ and $J_k$ with $M(J_j) = M(J_k)$ and $S_j \leq S_k$ we have $S_k \notin [S_j, C_j)$. Furthermore, when release dates are present, we require that $S_j \geq r_j$ for each job $J_j$.

A job $J_j$ is said to be tardy in a given schedule if $C_j > d_j$, and otherwise it is said to be early. For each job $J_j$, we let $U_j \in \{0, 1\}$ denote a Boolean variable with $U_j = 1$ if $J_j$ is tardy and otherwise $U_j = 0$. In this way, $\sum U_j$ denotes the number of tardy jobs in a given schedule, and $\sum w_j U_j$ denote their total weight. We let $T_j$ denote the tardiness of a job $J_j$ defined by $T_j = \max\{0, C_j - d_j\}$, and we let $T_{\max} = \max_j T_j$ denote the maximum tardiness of the schedule. Below we use the standard three field notation $\alpha | \beta | \gamma$ introduced by Graham et al. [20] to denote the various problems, where $\alpha$ denotes the machine model, $\beta$ denotes the constrains on the problem, and $\gamma$ is the objective function. Readers unfamiliar with the area of scheduling are also referred to [32] for additional background.
3.2 Problems on Two Machines

We begin by considering scheduling problems on two parallel identical machines, as here our reductions are simpler to describe. Recall that in this setting, a schedule consists of assigning a starting-time $S_j$ and a machine $M(J_j)$ to each input job $J_j$.

3.2.1 $P_2|\text{level-order}|C_{\text{max}}$

Perhaps the easiest application of Theorem 1.3 is makespan minimization on two parallel machines when level-order precedence constraints are present [14, 39]. In this problem, jobs only have processing-times, and they are partitioned into classes $J_1, \ldots, J_k$ such that all jobs in any class $J_i$ must be scheduled after all jobs in $J_{i-1}$ are completed. The goal is to find a feasible schedule with minimum makespan $C_{\text{max}} = \max_j C_j$.

Lemma 3.1. $P_2|\text{level-order}|C_{\text{max}}$ has no $\tilde{O}(n + P_{\text{max}} \cdot n^{1-\varepsilon})$-time algorithm, for any $\varepsilon > 0$, unless $\forall-P\text{-SETH}$ is false.

Proof. First recall that a single Partition instance $(X, t)$ easily reduces to an instance of $P_2||C_{\text{max}}$ (i.e., without precedence constraints on the jobs) by creating a job with processing time $x$ for each $x \in X$, and then setting the required makespan $C$ to be $C = t$. For reducing multiple Partition instances we can use the precedence constraints: For each instance $(X_i, t_i)$ of Partition, we create a class of jobs $J_i$ which includes a job $J_{i,j}$ for each $x_{i,j} \in X_i$ with processing time $p_{i,j} = x_{i,j}$. Then since all jobs in class $J_i$ must be processed after all jobs in $J_1, \ldots, J_{i-1}$ are completed, it is easy to see that the $P_2|\text{level-order}|C_{\text{max}}$ instance has a feasible schedule with makespan at most $C = \sum_i t_i$ if and only if each Partition instance is a yes-instance.

Indeed, if each $X_i$ has a subset $Y_i \subseteq X_i$ which sums up to $t_i = \frac{1}{2} \cdot \sum_j x_{i,j}$, then we can schedule all jobs $J_{i,j}$ associated with elements $x_{i,j} \in Y_i$ on the first machine (following all jobs associated with elements in $Y_1, \ldots, Y_{i-1}$), and all jobs $J_{i,j}$ associated with elements $x_{i,j} \notin Y_i$ on the second machine. This gives a feasible schedule with makespan at most $C$.

Conversely, a schedule with makespan at most $C$ must have the last job in $J_i$ complete no later than $\sum_{i=1}^k t_i$, for each $i \in \{1, \ldots, N\}$. This in turn can only be done if each $X_i$ can be partitioned into two sets that sum up to $t_i$, which implies that each $(X_i, t_i)$ is a yes-instance.

Starting from $N$ Partition instances $(X_1, t_1), \ldots, (X_N, t_N)$, each with at most $s$ integers and target at most $t$, our reduction constructs $n \leq N$s jobs with maximum processing time $P_{\text{max}} \leq t$. Therefore, any $\tilde{O}(n + P_{\text{max}} \cdot n^{1-\varepsilon})$-time algorithm for $P_2|\text{level-order}|C_{\text{max}}$ would yield an $\tilde{O}(Ns + t(Ns)^{1-\varepsilon})$-time algorithm for AND Partition, which contradicts Corollary 1.4, assuming $\forall-P\text{-SETH}$.

3.2.2 $P_2||T_{\text{max}}$ and $P_2||\sum U_j$

We next consider the $P_2||T_{\text{max}}$ and $P_2||\sum U_j$ problems, where jobs also have due dates, and the goal is to minimize the maximum tardiness and the total number of tardy jobs, respectively. The reduction here is very similar to the previous reduction. We create for each $i \in \{1, \ldots, N\}$, and each $x_{i,j} \in X_i$, a job $J_{i,j}$ with processing time $p_{i,j} = x_{i,j}$ and due date

$$d_{i,j} = d_i = \sum_{\ell=1}^i t_{i} = \frac{1}{2} \cdot \sum_{\ell=0}^i \sum_j x_{i,j}.$$  

Observe that for each $i \in \{1, \ldots, N\}$, all jobs $J_{i,j}$ can be scheduled early if and only if $X_i$ can be partitioned into two sets summing up to $t_i$. Thus, all jobs can be scheduled early if and only if all Partition instances are yes-instances. Note that this corresponds to both objective functions $T_{\text{max}}$ and $\sum U_j$ at value 0. Thus, using Corollary 1.4 we obtain:
Lemma 3.2. Both $P_2|\text{max} \tau_j$ and $P_2|\sum U_j$ have no $\tilde{O}(n + P_{\max} \cdot n^{1-\varepsilon})$-time algorithms, for any $\varepsilon > 0$, assuming $\forall\exists\text{-SETH}$.

3.2.3 $P_2|r_j \geq 0| C_{\max}$

Our final dual machine example is the problem of minimizing makespan when release dates are present, the classical $P_2|r_j \geq 0| C_{\max}$ problem.

Lemma 3.3. $P_2|r_j \geq 0| C_{\max}$ has no $\tilde{O}(n + P_{\max} \cdot n^{1-\varepsilon})$-time algorithm, for any $\varepsilon > 0$, unless $\forall\exists\text{-SETH}$ is false.

Proof. Let $(X_1, t_1), \ldots, (X_N, t_N)$ be $N$ instances of Partition. For each element $x_{i,j} \in X_i$ we create a job $J_{i,j}$ with processing time $p_{i,j} = x_{i,j}$ and release date $r_{i,j} = \sum_{t \leq i} t_i$. Note that there is a schedule for this instance with makespan $\sum_{i=1}^N t_i$, where each job is scheduled no earlier than its release date, if and only if each Partition instance is a yes-instance. Also note that the resulting instance has maximum processing time $P_{\max} = \max_i t_i$ and total number of jobs $n \leq N \cdot \max_j |X_j|$. As before, using Corollary 1.4 we can now rule out time $\tilde{O}(n + P_{\max} \cdot n^{1-\varepsilon})$, assuming $\forall\exists\text{-SETH}$.

3.3 Problems on One Machine

We next consider single machine problems. Obviously, a schedule in this case only needs to specify a starting time $S_j$ for each job $J_j$, and in case there are no release dates, a schedule can be simply thought of as a permutation of the jobs.

3.3.1 $1|| \sum w_j U_j$

One of the most classical single-machine scheduling problems which already appeared in Karp’s initial list of 21 NP-complete problems [24] is the problem of minimizing the total weight of tardy jobs. Here each job $J_j$ has a due date $d_j$ and weight $w_j$, and the goal is to minimize $\sum w_j U_j$.

Lemma 3.4. Assuming $\forall\exists\text{-SETH}$, there is no $\tilde{O}(n + P_{\max} \cdot n^{1-\varepsilon})$-time algorithm for $1|| \sum w_j U_j$, for any $\varepsilon > 0$.

Proof. Let $(X_1, t_1), \ldots, (X_N, t_N)$ be $N$ instances of Partition. For each $i \in \{1, \ldots, N\}$, and for each $x_{i,j} \in X_i$, we create a job $J_{i,j}$ with the following parameters:

- processing time $p_{i,j} = x_{i,j}$,
- weight $w_{i,j} = (N - i + 1) \cdot x_{i,j}$,
- and due date $d_{i,j} = d_i = \sum_{t=1}^i t_t$.

We argue that there is a schedule for all jobs $J_{i,j}$ with total weight of tardy jobs at most $W = \sum_{i=1}^N (N - i + 1) \cdot t_i$, if and only if each Partition instance $(X_i, t_i)$ is a yes-instance.

Suppose that each $X_i$ has a subset $Y_i \subseteq X_i$ which sums up to $t_i$. Let $E_i = \{J_{i,j} : x_{i,j} \in Y_i\}$ and $T_i = \{J_{i,j} : x_{i,j} \notin Y_i\}$ for $i \in \{1, \ldots, N\}$, and let $E = \bigcup_i E_i$ and $T = \bigcup_i T_i$. Then any schedule of the form $E_1, \ldots, E_N, T$, where the order inside each subset of jobs is arbitrary, schedules all jobs in $E$ early, and so the total weight of tardy jobs of such a schedule is at most the total weight of $T$ which is $w(T) = \sum_i w(T_i) = \sum_{i=1}^N (N - i + 1) \cdot t_i = W$.

Conversely, suppose there is a schedule for the jobs $J_{i,j}$ where the total weight of tardy jobs is at most $W$. Let $E_i$ denote the set of early jobs in the schedule with due date $d_i$, for $i = \{1, \ldots, N\}$, and let $E = \bigcup_i E_i$. Then as the total weight of all jobs is $2W$, we have $w(E) \geq W = \sum_i (N - i + 1) \cdot t_i$. By our construction, this can only happen if we have...
We argue that there is a schedule for all jobs if
\[ w(\mathcal{E}_i) \geq (N - i + 1) \cdot t_i \quad \text{for each } i \in \{1, \ldots, N\}, \]

which in turn can only happen if \( p(\mathcal{E}_i) \geq t_i \).

Since all jobs in each \( \mathcal{E}_i \) are early, we have \( p(\mathcal{E}_i) \leq t_i \), and so \( p(\mathcal{E}_i) = t_i \). It follows that for each \( i \in \{1, \ldots, N\} \), the set \( Y_i = \{ x_{i,j} : J_{i,j} \in \mathcal{E}_i \} = \{ p_{i,j} : J_{i,j} \in \mathcal{E}_i \} \) sums up to \( t_i \). Thus we have found a solution for each Subset Sum instance \((X_i, t_i)\), and so the lemma follows.

### 3.3.2 1|Rej ≤ R| \( \sum U_j \) and 1|Rej ≤ R| \( T_{\max} \)

In scheduling with rejection problems [38], jobs \( J_j \) are allowed not to be scheduled (i.e. rejected) at the cost of \( w_j \). Here we consider the case where the total cost of rejected jobs cannot exceed some prespecified bound \( R \). Under this constraint, the 1|Rej ≤ R| \( \sum U_j \) and 1|Rej ≤ R| \( T_{\max} \) problems focus on minimizing the number of tardy jobs \( \sum U_j \) and the maximum tardiness of any job \( T_{\max} \), respectively.

Note that there is a direct reduction from the 1|Rej ≤ R| \( \sum U_j \) problem to the 1|Rej ≤ R| \( \sum U_j \) and 1|Rej ≤ R| \( T_{\max} \) problems: An instance of 1|Rej ≤ R| \( \sum U_j \) has a schedule with total weight at most \( W \) if and only if there are jobs of total weight \( R = W \) that can be rejected so that all remaining jobs can be scheduled early. Thus, the lemma below immediately follows from Lemma 3.4 above.

**Lemma 3.5.** Assuming \( \exists\text{-SETH} \), both 1|Rej ≤ R| \( \sum U_j \) and 1|Rej ≤ R| \( T_{\max} \) have no \( \tilde{O}(n + P_{\max} \cdot n^{1-\varepsilon}) \)-time algorithms, for any \( \varepsilon > 0 \).

### 3.3.3 1|r_j ≥ 0, Rej ≤ R| \( C_{\max} \)

In this problem, each job \( J_j \) has a processing time \( p_j \), a release date \( r_j \), and a weight \( w_j \), and the goal is to find a schedule that rejects jobs with total weight at most \( R \) and minimizes the makespan of the remaining non-rejected jobs.

**Lemma 3.6.** There is no \( \tilde{O}(n + P_{\max} \cdot n^{1-\varepsilon}) \)-time algorithm for 1|r_j ≥ 0, Rej ≤ R| \( C_{\max} \), for any \( \varepsilon > 0 \), unless \( \exists\text{-SETH} \) is false.

**Proof.** Let \((X_1, t_1), \ldots, (X_N, t_N)\) be \( N \) instances of Partition. For each \( i \in \{1, \ldots, N\} \), and for each \( x_{i,j} \in X_i \), we create a job \( J_{i,j} \) with:
- processing time \( p_{i,j} = x_{i,j} \),
- weight \( w_{i,j} = x_{i,j} \cdot t_i \),
- and release date \( r_{i,j} = r_i = \sum_{u=1}^{i-1} t_u \).

We argue that there is a schedule for all jobs \( J_{i,j} \) with makespan at most \( C = \sum t_i \) that rejects jobs with cost at most \( R = \sum i \cdot t_i \) if and only if each Partition instance \((X_i, t_i)\) is a yes-instance.

Suppose that each \( X_i \) has a subset \( Y_i \subseteq X_i \) which sums up to \( t_i \). Let \( \mathcal{E}_i = \{ J_{i,j} : x_{i,j} \in Y_i \} \) and \( \mathcal{T}_i = \{ J_{i,j} : x_{i,j} \notin Y_i \} \) for \( i \in \{1, \ldots, N\} \), and let \( \mathcal{E} = \bigcup \mathcal{E}_i \) and \( \mathcal{T} = \bigcup \mathcal{T}_i \). Then any schedule of the form \( \mathcal{E}_1, \ldots, \mathcal{E}_N \), where the jobs in \( \mathcal{T} \) are respected, respects all release dates of jobs in \( \mathcal{E} \), and has makespan \( C_{\max} = \sum t_i = C \). Moreover, the total cost of the rejected jobs is \( w(\mathcal{E}) = \sum w(\mathcal{T}_i) = \sum_{i=1}^{N} i \cdot t_i = R \).

Conversely, suppose there is schedule for the jobs \( J_{i,j} \) that respects all release dates, rejects jobs with weight at most \( R \), and has makespan at most \( C \). Let \( \mathcal{E}_i \) denote the set of non-rejected jobs with release date \( r_i \), for \( i = \{1, \ldots, N\} \), and let \( \mathcal{E} = \bigcup \mathcal{E}_i \). Then as the total weight of all jobs is \( 2R \), we have \( w(\mathcal{E}) \leq R = \sum i \cdot t_i \). By our construction, this can only happen if we have \( w(\mathcal{E}_i) \geq i \cdot t_i \) for each \( i \in \{1, \ldots, N\} \), which in turn can only happen if \( p(\mathcal{E}_i) \geq t_i \). On the other hand, the release date \( r_{i+1} \) of jobs in \( \mathcal{E}_{i+1} \) can be respected only if \( p(\mathcal{E}_i) \leq r_{i+1} = \sum_{j=1}^{i} t_j \), and so \( p(\mathcal{E}_i) = t_i \). It follows that for each \( i \in \{1, \ldots, N\} \), the set \( Y_i = \{ x_{i,j} : J_{i,j} \in \mathcal{E}_i \} = \{ p_{i,j} : J_{i,j} \in \mathcal{E}_i \} \) sums up to \( t_i \). Thus, we have found a solution for each Subset Sum instance \((X_i, t_i)\), and so the lemma follows.
4 Conclusion

In this paper we considered the AND Subset Sum problem: Given $N$ instances of Subset Sum, determine whether all instances are yes-instances. We showed that the problem is essentially as hard as solving $N$ Subset Sum instances independently, and then used this result to strengthen existing lower bounds for several scheduling problems. Our research is closely related to the question of whether Subset Sum on input $(X, t)$ can be solved in time $O(\max_{x \in X} x + |X|)$, which is currently a central open problem in the area [4, 16, 17, 27, 33]. Our results answer this question in the negative for several generalizations of Subset Sum. We believe that the line of thought in this paper can provide other results in a similar vein.

Observe that almost all scheduling problems considered in this paper do not have a matching upper-bound of $\tilde{O}(P_{\text{max}} \cdot n)$ to the lower bound constructed in Section 3. The exception is $P_2|\text{level-order}|C_{\text{max}}$ which can be solved in time $O(P_{\text{max}} \cdot n)$ by using the known $O(P_{\text{max}} \cdot n)$-time Subset Sum algorithm [33] (or the faster algorithms given in [7, 27]) on each class of jobs $J_i$ separately. It would be very interesting to close the gap for other problems listed in Theorem 1.5. This could be done by either devising an $\tilde{O}(P_{\text{max}} \cdot n)$-time algorithm for the problem, or by strengthening our lower bound mechanism.
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1 Introduction

The blossoming field of fine-grained complexity is concerned with understanding the time complexity of basic computational problems in a precise way. The main approach is to hypothesize the hardness of a few core problems and then reduce them to a large number of other problems, establishing tight conditional lower bounds for them. A cornerstone finding in this field is that there is a class of more than ten problems that are all subcubic equivalent to the All-Pairs Shortest Paths (APSP) problem, in the sense that if any of them can be solved in truly subcubic $O(n^{3-\varepsilon})$ time (for some $\varepsilon > 0$) then all of them can. Most of the problems in this “APSP-class” are related to distance computations in graphs such as computing the radius of the graph or deciding if the graph contains a negative weight triangle (NWT). In this work, we investigate the fine-grained complexity of the natural
parity versions of such problems: are they easier, harder, or do they have the same time complexity? Depending on the problem, the natural parity version could have a different type; let us consider the two main types that will appear in this paper and illustrate them with examples.

- **Parity Computation:** The Radius-Parity problem asks whether the radius of the graph is even or odd. Similarly, the APSP-Parity problem asks to compute, for each pair of nodes, whether the distance between them is even or odd. This type is often natural for optimization problems.

- **Parity Counting:** The NWT-Parity problem asks if the number of negative triangles in the graph is even or odd, or equivalently, it asks to count the number of negative triangles modulo 2. Similarly, SAT-Parity asks if the number of satisfying assignments to a given formula is even or odd. This type is often natural for decision problems where we are looking for a solution satisfying a certain property.\(^1\)

The parity computation versions are clearly no harder than the original problem: If we know the radius exactly we also know its parity (if it is even or odd). In fact, sometimes knowing the parity can be much easier than computing the entire answer. For instance, while computing the maximum number of nodes in a matching requires super-linear time, knowing the parity is trivial (it is always 0). On the other hand, parity counting versions can make the problem much harder. A famous example is 2-SAT: the decision version takes linear time but the parity version is probably not in P [42]. Thus, in general, the natural parity version could be easier or harder than the original problem.

Various questions related to parity arose naturally in different contexts in computer science throughout the years. For instance, the SAT-Parity problem played a key role in the proof of Toda’s theorem [40], which is one of the earliest and most fundamental results in the large body of works on counting complexity [23]. There, parity counting problems are extensively studied, being of intermediate complexity between the decision problems and the counting problems (see e.g. [5, 8, 34, 41–44]). The first type of problems are less studied in terms of worst-case complexity but are morally related to hard-core predicates in cryptography [45] where it is desirable that the parity (least significant bit) of a function is hard to guess. The motivation for our work is twofold: (1) many of the parity versions are interesting on their own and we would like to know their complexity, and (2) this investigation could lead to a deeper understanding of the structure among the original (non-parity) versions.

### 1.1 Our Results

#### 1.1.1 The APSP Class

Our first set of results concern the APSP equivalence class. We have gone through the problems in this class from the works of [3, 20, 51] and tried to classify the complexity of their parity versions. Our first theorem shows that, with the notable exception of Negative Weight Triangle (NWT), all the parity versions are subcubic-equivalent to APSP and therefore also to the original (non-parity) problems. These problems and their parity versions are listed and defined in Table 1 together with our results for each of them and where they appear in the paper.

---

\(^1\) The parity counting version could be viewed simply as the parity computation version of the counting version of the problem, so the first type could be considered the “real” parity version. However, parity counting is widely referred to as the parity version in the literature.
<table>
<thead>
<tr>
<th>Problem</th>
<th>Definition</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Median</td>
<td>$\min_u \sum_v d(u, v)$</td>
<td>SE to APSP [3], Parity is SE to APSP (Sec. 2)</td>
</tr>
<tr>
<td>Wiener Index</td>
<td>$\sum_u \sum_v d(u, v)$</td>
<td>SE to APSP [20], Parity is SER to APSP (Sec. 3.2, 3.3)</td>
</tr>
<tr>
<td>Radius</td>
<td>$\min_u \max_v d(u, v)$</td>
<td>SE to APSP [3], Parity is SE to APSP (Sec. 8)</td>
</tr>
<tr>
<td>Sum of Eccentricities</td>
<td>$\sum_u \max_v d(u, v)$</td>
<td>SE to APSP, (Sec. 7), Parity is SER to APSP (Sec. 3.4)</td>
</tr>
<tr>
<td>Integer Betweenness Centrality</td>
<td>find the number of vertices pairs with a shortest path passing through a given vertex $x$</td>
<td>SE to APSP [3], (1 + $\varepsilon$)-approx. is SER to Diameter [3] Parity is SER to APSP (Sec. 3.5, 3.6)</td>
</tr>
<tr>
<td>Second Shortest Path</td>
<td>given vertices $s, t$, find the length of the second shortest $s$-to-$t$ path</td>
<td>SE to APSP [51], Parity is SE to APSP (Full version)</td>
</tr>
<tr>
<td>Maximum Subarray</td>
<td>given a matrix, find the maximum total value in a submatrix</td>
<td>SE to APSP [6, 39], Parity is SE to APSP (Full version)</td>
</tr>
<tr>
<td>APSP</td>
<td>Compute all distances $d(u, v)$</td>
<td>Parity is SE to APSP (Sec. 4)</td>
</tr>
<tr>
<td>Min-Plus Matrix Multiplication</td>
<td>given $n \times n$ matrices $A$ and $B$, compute the matrix $C$ where $C[i, j] = \min_k {A[i, k] + B[k, j]}$</td>
<td>SE to APSP (folklore), Parity is SE to APSP (Sec. 4)</td>
</tr>
<tr>
<td>Replacement Paths</td>
<td>for every edge $e$ on a shortest $s$-to-$t$ path, find the length of the shortest $s$-to-$t$ path that avoids $e$</td>
<td>SE to APSP [51], Parity is SE to APSP (Full version)</td>
</tr>
<tr>
<td>Negative Weight Triangle</td>
<td>determine if there is a triangle of total negative weight</td>
<td>SE to APSP [51], (1 + $\varepsilon$)-approx. Counting is SER to APSP [19]. Randomized reductions from APSP and 3SUM to Parity and Counting (Sec. 5.1, 5.2), Vertex Parity is SER to APSP (Sec. 3.1)</td>
</tr>
<tr>
<td>Zero Weight Triangle</td>
<td>determine if there is a triangle of total zero weight</td>
<td>Reduction from APSP and 3SUM [50], Randomized reduction to Parity and Vertex Parity (Sec. 3.1, 5.2)</td>
</tr>
</tbody>
</table>

**Theorem 1.** The following problems are subcubic-equivalent:
- All-Pairs Shortest Paths and its parity computation,
- Min-Plus Matrix Multiplication and its parity computation,
- Radius and its parity computation,
- Median and its parity computation,
- Wiener Index and its parity computation,
- Replacement Paths and its parity computation,
- Second Shortest Path and its parity computation,
- Vertex in Negative Weight Triangle and its parity computation,
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- Integer Betweenness Centrality and its parity computation,
- Maximum Subarray and its parity computation,
- Sum of Eccentricities\(^2\) and its parity computation.

This adds more than ten natural problems to the APSP-equivalence class. For all problems in Theorem 1, the reduction from the parity version to the original problem is straightforward (since they are parity computation rather than parity counting problems), while the reduction in the other direction is not. For instance, it is not at all clear how to establish the hardness of Median-Parity by reducing from Median to it. Instead, we find it much more convenient to start from NWT which is the canonical APSP-complete problem and the starting point for nearly all APSP-hardness reductions.

Some of our results take the known reductions from NWT and modify them to establish the hardness of the parity versions, e.g. for Median-Parity. Notably, reductions of this kind are deterministic. For other parity problems such as Wiener-Index it is more convenient to reduce from a parity version of NWT. However, (the most natural) NWT-Parity is a parity counting problem which makes it seem harder than NWT and therefore inappropriate as a starting point for reductions. Instead, we identify a different variant that we call NWT-Vertex-Parity (asking if the number of vertices that belong to a negative triangle is even or odd) which turns out to be subcubic-equivalent to NWT and a very useful intermediate problem. Reductions of this kind seem to require randomization.

Finally, we investigate the intriguing NWT-Parity problem. This is the modulo 2 version of the NWT-counting problem (asking for the number of negative triangles) that was recently studied by Dell and Lapinskas [19] in their work on the fine-grained complexity of approximate counting. With standard subsampling techniques, one can show that NWT reduces to NWT-Parity. But are they subcubic-equivalent? We show that such an equivalence would imply breakthroughs in fine-grained complexity, therefore suggesting that the parity version is strictly harder. Our next theorem shows that NWT-Parity can solve a problem that is considered strictly harder than APSP: the problem of deciding whether a graph has a Zero Weight Triangle (ZWT). As discussed below, if the same reduction can be shown between the original (non-parity) problems it would be a major breakthrough.

▶ Theorem 2. There is a deterministic subcubic-reduction from the Zero Weight Triangle Parity problem to the Negative Weight Triangle Parity problem.

The ZWT problem is considered one of the “hardest” \(n^3\)-problems since a subcubic algorithm for it would refute two of the main conjectures in fine-grained complexity: it would give a subcubic algorithm for APSP and a subquadratic algorithm for 3SUM [35, 50, 51]. The 3SUM Conjecture states that we cannot decide in truly subquadratic \(O(n^{2-\varepsilon})\) time if among a set of \(n\) numbers there are three that sum to zero. The class of problems that are 3SUM-hard contains dozens of problems mostly from computational geometry (see [24, 28] for a partial list), but also in other domains, e.g. [4, 29, 35]. One of the central open questions in the field is whether the APSP class and the 3SUM class can be unified; in particular, whether APSP is 3SUM-hard. One way to prove this is to reduce ZWT to APSP, and our result shows that NWT-Parity to NWT suffices:

▶ Corollary 3. If the Negative Weight Triangle Parity problem is subcubic-equivalent to the Negative Weight Triangle problem, then APSP is 3SUM-hard.

\(^2\) This natural problem was not considered before to our knowledge, but it is closely related to Median, Radius, and the other distance computation problems.
A more quantitative reason for supposing that ZWT is harder than NWT is that their current upper bounds, while all mildly-subcubic, are significantly far apart. All the problems in the APSP equivalence class can be solved in \( n^{3/2} \Omega(\sqrt{\log n}) \) time \[47\], which is faster than \( O(n^{3/\log c n}) \) for all \( c > 0 \). For ZWT, on the other hand, nothing better than \( O(n^{3/\log c n}) \) is known for a small \( c \leq 2 \), and even small improvements would lead to a faster mildly subquadratic algorithm for 3SUM beating the current fastest \( O(n^2(\log \log n)^2 / \log n) \) \[26\].

Dell and Lapinskas \[19\] achieve an \( n^{3/2} \Omega(\sqrt{\log n}) \) upper bound for the approximate counting version of NWT but not for exact counting. We show that even for the parity version such a result has breakthrough consequences for 3SUM. For NWT, this (conditionally) separates the counting and parity versions from the decision and approximate counting versions.

### Table 2

The other (non-APSP) problems. We denote subcubic (subquadratic) equivalent as SE (SQE) and as SER (SQER) when it is under a randomized reduction. As before, the parity version of problems that output a single (multiple) value(s) computes the parity of this value (all these values). The last problems is the only parity counting problem, in which the parity version asks for the parity of the number of vertices that do not belong to any negative triangle.

<table>
<thead>
<tr>
<th>Problem</th>
<th>Definition</th>
<th>Complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
<td>( \max_u \max_v d(u, v) )</td>
<td>Parity is SE to Diameter (Sec. 8)</td>
</tr>
<tr>
<td>Maximum Row Sum</td>
<td>( \max_u \sum_v d(u, v) )</td>
<td>Reduction from Co-Negative Triangle to Parity (Full version)</td>
</tr>
<tr>
<td>Reach Centrality</td>
<td>compute the maximum distance between a given vertex ( x ) and the closest endpoint of any shortest path passing through ( x )</td>
<td>SE to Diameter [3], Parity is SE to Diameter (Full version)</td>
</tr>
<tr>
<td>0/1-Knapsack</td>
<td>given items ( (w_i, v_i) ) and a weight ( t ), find a subset ( I ) that maximizes ( \sum_{i \in I} v_i ) subject to ( \sum_{i \in I} w_i \leq t )</td>
<td>SQER to Min-Plus Convolution, variants are SQE to Min-Plus Convolution [17,30], Parity is SQER to Min-Plus Convolution, variants are SQE to Min-Plus Convolution (Sec. 6)</td>
</tr>
<tr>
<td>Tree Sparsity</td>
<td>given a node-weighted tree, find the maximum weight of a subtree of size ( k )</td>
<td>SQE to Min-Plus Convolution [7,17], Parity is SQE to Min-Plus Convolution (Full version)</td>
</tr>
<tr>
<td>Min-Plus Convolution</td>
<td>given ( n )-length vectors ( A ) and ( B ), compute the vector ( C ) where ( C[k] = \min_{i+j=k} { A[i] + B[j] } )</td>
<td>Reduction to ASP and 3SUM [13,17], SQE to Parity (Sec. 4.2)</td>
</tr>
<tr>
<td>Maximum Consecutive Subsums</td>
<td>given an ( n )-length vector ( A ), compute the vector ( B ) where ( B[k] = \max_{i} { \sum_{j=0}^{k-1} A[i+j] } )</td>
<td>SQE to Min-Plus Convolution [17,31], Parity is SQE to Min-Plus Convolution (Sec. 4.3)</td>
</tr>
<tr>
<td>Co-Negative Triangle</td>
<td>find a vertex that does not belong to any negative triangle</td>
<td>Reduction to Diameter [10], Reduction to Maximum Row Sum Parity (Full version)</td>
</tr>
</tbody>
</table>

### 1.1.2 Other Classes

In our second set of results we ask whether parity computation problems are as hard also for problems that are outside the APSP class. We have gone through other fine-grained complexity results from the works of \[7,17,30,31\] and tried to establish the same results for the parity versions. All problems we consider are defined in Table 2 together with our results and where they appear in the paper. The general message is that, in all cases we considered, the same hardness reductions (if modified carefully) can establish the hardness of the (seemingly easier) parity version as well. We mention a few concrete examples.
In the context of distance computations in graphs, the central open question is whether the Diameter problem is subcubic equivalent to APSP. Meanwhile, Diameter has its own (smaller) equivalence class which includes problems such as Reach Centrality [3]. We prove that Diameter-Parity and Reach Centrality-Parity are subcubic equivalent to Diameter.

Another interesting problem in fine-grained complexity whose importance is rapidly increasing is the Min-Plus Convolution problem [17]. The naïve algorithm for this problem runs in $O(n^2)$ time, and a truly subquadratic $O(n^{2-\varepsilon})$ algorithm is conjectured to be impossible. This problem is one of the easiest $n^2$ problems since it can be reduced to both APSP (i.e. a subcubic algorithm for APSP yields a subquadratic algorithm for Min-Plus Convolution) and to 3SUM (an opposing situation to that of ZWT). This means that all of the APSP and 3SUM lower bounds can be based on this conjecture, but also that Min-Plus Convolution is unlikely to be equivalent to either of them (as it would imply a unification of the classes). Recently, a few other problems have been shown to be harder, e.g. [2], or subquadratic-equivalent to it, e.g. Maximum consecutive subsums [17,31], 0/1-Knapsack [17,30], and a $(1 + \varepsilon)$-approximation for Subset Sum [14]. We prove that these equivalences hold for the parity versions as well (except the latter problem for which we did not find a natural parity version). Our reduction from the Maximum consecutive subsums problem to its parity version in Section 4.3 is quite involved and it uses specific properties of the addition operator. One can obtain such a reduction indirectly and more easily via Min-Plus Convolution, however, we believe that our reduction gives more insight into the problem and into the usage of the addition operator.

**Theorem 4.** The following problems are subquadratic-equivalent:
- Min-Plus Convolution and its parity computation,
- Maximum Consecutive Subsums and its parity computation,
- 0/1-Knapsack and its parity computation,
- Tree Sparsity and its parity computation.

### 1.2 Related Work

While parity counting problems are extensively studied in classical complexity theory, the parity computation problems seem to have received less attention. In many cases, the standard NP-hardness reduction from SAT gives instances in which the solution is always either $k$ or $k - 1$, which directly implies the NP-hardness of the parity version as well. Some of the results in fine-grained complexity also have this property. For example, the quadratic hardness result for Diameter in sparse graphs [36] shows that it is hard to distinguish diameter 2 from 3 and immediately gives the same lower bound for parity. However, for many other problems, such as the ones we consider, this is not the case and a careful problem-specific treatment is required.

Theorem 2 and its corollaries conditionally separate NWT from its parity and counting versions. Such separations are famously known in classical complexity, e.g. for 2-SAT [42]. In fine-grained complexity, a (conditional) separation for a variant of the Orthogonal Vectors problem between near-linear time decision [48] and quadratic time exact counting [46] was recently achieved. Notably, the approximate counting version is also in near-linear time [19] and the parity version is open.

The parity counting version of the Strong Exponential Time Hypothesis was studied in a seminal paper on the fine-grained complexity of NP-hard problems [16]. The central question left open in that paper (and is still wide open, see [1]) is whether SAT can be reduced to Set-Cover in a fine-grained way; interestingly, the authors have shown such a reduction for the parity counting versions.
Exact and approximate counting problems have received a lot of attention in parameterized [15,22] and fine-grained complexity [18]. In a recent development, the \(k\)-Clique counting problem was shown to have worst-case to average-case reductions [9,25]. It is likely that our result for NWT-Parity can be extended to Negative Weight \(k\)-Clique Parity showing that it is as hard as Zero Weight \(k\)-Clique. The decision version of the latter problem was used as the basis for public-key cryptography schemes [32].

Due to the large amount of works on APSP-hardness and equivalences we did not manage to exhaustively enumerate all of them and investigate the complexity of the parity versions, e.g. for problems on stochastic context-free grammars [38] or dynamic graphs [4,37]. Still, we expect that the ideas in this work can be extended to show the hardness of those parity computation problems as well.

Besides parity computation and parity counting, there is a third natural type of parity problems where we take a problem and replace one of the operations (e.g. summation) with a parity. For example, the 3XOR problem is a variant of 3SUM where we are given a set of \(n\) binary vectors of size \(O(\log n)\) and are asked if there is a triple whose bit-wise XOR is all zero. 3XOR is the subject of study of several papers [11,12,21] and it seems just as hard as 3SUM but a reduction in either direction has been elusive [27].

1.3 Preliminaries

In all graph problems we assume that the graphs have \(n\) nodes and \(O(n^2)\) edges. In all the weighted problems we consider, we assume the weights are integers in \([-M,M]\) (and generally it is assumed that \(M = \text{poly}(n)\)).

Intuitively, a fine-grained reduction [49,51] from problem A with current upper bound \(O(n^a)\) to problem B with current upper bound \(O(n^b)\) is a Turing-reduction proving that if B is solvable in time \(O(n^{b-\varepsilon})\), for some \(\varepsilon > 0\), then A is solvable in time \(O(n^{a-\varepsilon'})\), for some \(\varepsilon' > 0\). More formally, an \((a,b)\)-fine-grained reduction from A to B is a (possibly randomized) algorithm solving A on instances of size \(n\) using \(t\) calls to an oracle for B on instances of sizes \(n_1, \ldots, n_t\), such that for all \(\varepsilon > 0\): \(\sum_{i=1}^{t}(n_i)^{b-\varepsilon} \leq n^{a-\varepsilon'}\) for some \(\varepsilon' > 0\). In this paper, unless otherwise stated, we assume that the reduction is randomized. A \((3,3)\)-fine-grained reduction is called a subcubic-reduction and two problems are called subcubic-equivalent if there are subcubic-reductions in both ways. Similarly, two problems are subquadratic-equivalent if there are \((2,2)\)-fine-grained reductions between them in both ways.

2 APSP to Median Parity

In this section, we show a subcubic reduction from the Negative Weight Triangle problem (hence also from APSP [51]) on a directed graph \(G\) with integral edge weights in \([-M,M]\) to Median Parity. We first describe the reduction of [3] from Negative Weight Triangle to Median and then modify it to become a reduction to Median Parity.

2.1 Negative Weight Triangle to Median [3]

The instance \(G'\) to the Median problem (illustrated in Figure 1) is an undirected graph constructed as follows. First, for any two (not necessarily different) vertices \(u,v\) if there is no edge \((u,v)\) in \(G\) then we add an edge \((u,v)\) of weight \(w(u,v) = 4M\) to \(G\) (this will not form a new negative triangle). Each vertex \(u\) of \(G\) has five copies in \(G'\) denoted \(u_A, u_B, u_B', u_C, u_C'\). Let \(H\) be a sufficiently large number (say \(H = 100M\)). For any two (not necessarily different)
vertices $u, v$ of $G$ we add the following edges to $G'$: $(u_A, v_B)$ of weight $3H + w(u, v)$, $(u_A, v_B')$ of weight $3H - w(u, v)$, $(u_A, v_C)$ of weight $6H - w(v, u)$, $(u_A, v_C')$ of weight $3H + w(v, u)$, $(u_A, v_A)$ of weight $H$, and $(u_B, v_C)$ of weight $3H + w(u, v)$.

![Figure 1](image) The graph $G'$ in the reduction from Negative Weight Triangle to Median.

Lemma 5 ([3]). $G$ does not contain a negative triangle iff the median of $G'$ is $(16n - 1)H$.

Proof. Consider first a vertex $u_X$ with $X \neq A$. We claim that the sum of distances $\sum_{v \in V(G')} d_{G'}(u_X, v)$ is at least $(19n - 5)H$. To see this, first observe that the sum is minimized when $X = B$. This is because shortest paths from vertices in $B'$ and $C'$ go through $A$, and because every $C$-to-$A$ distance is larger than any $B$-to-$A$ distance by at least $H$. We therefore focus on $X = B$: The distance from $u_B$ to $u_B$ is zero and the distance from $u_B$ to $v_B$ (for $v \neq u$) is at least $5H$ (since $H$ is large enough, $3H + w(u, t) + 3H + w(t, v) > 5H$), so the sum of distances from $u_B$ to all vertices of $B$ is $5H (n - 1)$. Similarly, for every vertex $v$ of $G$, the distances from $u_B$ to $v_A$, $v_B'$, $v_C$, $v_C'$ are at least $2H, 5H, 2H, 5H$ respectively. Overall, the sum of distances from $u_B$ is at least $(5n - 5)H + 2nH + 5nH + 2nH + 5nH = (19n - 5)H$.

Next consider a vertex $u_A$. Let $F(u, v) = \min \{0, \min_{t \in V(G)} \{w(v, u) + w(u, t) + w(t, v)\}\}$. Observe that $F(u, v) = 0$ if the edge $(v, u)$ is not part of any negative triangle in $G$, and $F(u, v) < 0$ otherwise. We claim that the sum of distances $\sum_{v \in V(G')} d_{G'}(u_A, v)$ is exactly $(16n - 1)H + \sum_{v \in V(G)} F(u, v)$. To see this, consider the distances from $u_A$. Distances to $v_A$, $v_B$, and $v_B'$ are $H$ (for $v \neq u$), $3H + w(u, v)$, and $3H - w(u, v)$ respectively. Over all such vertices the sum of the distances is therefore $(n - 1)H + 6nH = (7n - 1)H$. The distance to $C'$ is $3H + w(v, u)$ and the distance to $v_C$ is the minimum between $6H - w(v, u)$ (using a single edge) and $3H + w(u, t) + 3H + w(t, v)$ for some vertex $t$ (using two edges, through some $t_B$). Summing those two distances together, we get $9H + w(u, v) + \min_{t \in V(G)} \{-w(v, u), w(u, t) + w(t, v)\} = 9H + F(u, v)$. Overall, we get that $\sum_{v \in V(G')} d_{G'}(u_A, v) = (16n - 1)H + \sum_{v \in V(G)} F(u, v)$ as claimed. This implies that the median vertex must come from $A$ and that the median value is $(16n - 1)H$ iff every $F(u, v) = 0$ (i.e. $G$ does not contain a negative triangle).

2.2 Negative Weight Triangle to Median Parity

We now modify the above reduction so that it reduces to MEDIAN PARITY instead of MEDIAN. We assume $n$ is odd (otherwise add an isolated vertex to $G$). Let $Med$ be the value of the median of $G'$. We multiply all the edge weights of $G'$ by $4n$ (notice that this multiplies the

---

Notice the different order of the vertices.
We now show a probabilistic (one side error) reduction from $\text{NWT}$ to $\text{angle vertex of vertex participates in a negative triangle in } G$. For every loss of generality that the NWT instance $3.1 \ \text{APSP to Negative Triangle Vertex Parity}$ Eccentricities under randomized reductions. We then use $\text{of vertices that belong to a negative triangle is odd or even}$ is subcubic equivalent to $\text{In this section, we show that}$ and is therefore now at least $\text{multiplied the edge weights by}$ $\text{their shortest paths so their sum of distances is unchanged.}$ $\text{decreases by exactly}$ $(\text{edges } v_1, v_2, v_3)$ for every $v$ in $V(G)$ and edges $(u_1, v_3), (u_2, v_3), (u_3, v_1)$ for every $(u, v)$ in $E(G)$ with the property that there is a negative triangle in $G$ iff there is a negative triangle in the tripartite graph). The NTVP instance $G'$ is also undirected and is created as follows: Choose $V_1 \subseteq V(G)$ uniformly, and let $\overline{V} = V(G) \setminus V_1$. For every $u_1 \in V_1$ we add a vertex $u_2$, and let the union of all $u_2$ vertices be $V_2$. For every edge $(u_1, v_1)$ in $V_1 \times V_1$ we add the edge $(u_2, v_2)$ and for every edge $(u_1, v)$ in $V_1 \times \overline{V}$ we add the edge $(u_2, v)$. Notice that the graph induced by $\overline{V} \cup V_2$ is $G$, and the same for $\overline{V} \cup V_1$.

Since there are no edges between $V_1$ and $V_2$, every triangle is either in $\overline{V} \cup V_1$ or in $\overline{V} \cup V_2$. Furthermore, for every vertex $u_1 \in V_1$, if $u_1$ belongs to a negative triangle in $G$ then both $u_1$ and $u_2$ belong to negative triangles in $G'$, thus contributing $2$ (even) to the parity $\text{NTVP}(G')$

**3 Negative Triangle Vertex Parity**

In this section, we show that $\text{Negative Triangle Vertex Parity}$ (finding if the number of vertices that belong to a negative triangle is odd or even) is subcubic equivalent to APSP under randomized reductions. We then use $\text{Negative Triangle Vertex Parity}$ in order to establish a subcubic equivalence with the Parity versions of Wiener Index, Sum of Eccentricities, and Integer Betweenness Centrality.

**3.1 APSP to Negative Triangle Vertex Parity**

We now show a probabilistic (one side error) reduction from $\text{Negative Weight Triangle (NWT)}$ to $\text{Negative Triangle Vertex Parity (NTVP)}$. We assume without loss of generality that the NWT instance $G$ is undirected (otherwise, we turn $G$ into an undirected tripartite graph (by adding vertices $v_1, v_2, v_3$ for every $v$ in $V(G)$ and edges $(u_1, v_3), (u_2, v_3), (u_3, v_1)$ for every $(u, v)$ in $E(G)$) with the property that there is a negative triangle in $G$ if there is a negative triangle in the tripartite graph). The NTVP instance $G'$ is also undirected and is created as follows: Choose $V_1 \subseteq V(G)$ uniformly, and let $\overline{V} = V(G) \setminus V_1$. For every $u_1 \in V_1$ we add a vertex $u_2$, and let the union of all $u_2$ vertices be $V_2$. For every edge $(u_1, v_1)$ in $V_1 \times V_1$ we add the edge $(u_2, v_2)$ and for every edge $(u_1, v)$ in $V_1 \times \overline{V}$ we add the edge $(u_2, v)$. Notice that the graph induced by $\overline{V} \cup V_2$ is $G$, and the same for $\overline{V} \cup V_1$.

Since there are no edges between $V_1$ and $V_2$, every triangle is either in $\overline{V} \cup V_1$ or in $\overline{V} \cup V_2$. Furthermore, for every vertex $u_1 \in V_1$, if $u_1$ belongs to a negative triangle in $G$ then both $u_1$ and $u_2$ belong to negative triangles in $G'$, thus contributing $2$ (even) to the parity $\text{NTVP}(G')$
of the number of vertices that belong to a negative triangle in \( G' \). Therefore, vertices in \( V_1 \) do not affect the parity \( \text{NTVP}(G') \). In other words, \( \text{NTVP}(G') \) is the parity of vertices in \( V \) with a negative triangle. If \( G \) contains a negative triangle, then the probability of odd \( \text{NTVP}(G') \) is exactly 1/2 (since each vertex with a negative triangle is chosen to be in \( V \) with probability 1/2). If \( G \) does not contain a negative triangle, then the probability of even \( \text{NTVP}(G') \) is exactly 1. By repeating this process \( O(\log n) \) times we can amplify the probability of success to \( 1 - 1/n^c \) for any constant \( c \).

We remark that the above reduction can also be used to reduce **Zero Weight Triangle** to its vertex parity version.

### 3.2 Negative Triangle Vertex Parity to Wiener Index Parity (Directed)

We handle the directed case here and the undirected case in Section 3.3. Assume \( n \) is even by adding a vertex with no negative triangles, if needed. The reduction graph \( G' \) is constructed as in [3,51] (see Figure 2): Each vertex \( u \) of \( G \) has five copies in \( G' \) denoted \( u_S, u_A, u_B, u_C, u_D \). Let \( H \) be a sufficiently large even number (say \( H = 100M \)). For every \( (X,Y) \in \{(A,B), (B,C), (C,D)\} \) and \( u, v \in V(G) \), add the edge \((u_X, v_Y)\) with weight \( 2H + 2w(u,v) \). For every \( u \neq v \in V(G) \), add an edge \((u_A, v_D)\) with weight \( 5H \). For every \( u \in V(G) \), we add the edge \((u_S, u_A)\) with weight \( H + 1 \) and the edge \((u_S, u_D)\) with weight \( 7H \). Turn \( G' \) into a clique by replacing any missing edge with an edge of weight \( 16H \).

![Figure 2](image)

Figure 2: The graph \( G' \) in the reduction from Negative Triangle Vertex Parity to Wiener Index Parity. Edges of weight \( 16H \) are absent.

We now show that the Negative Triangle Vertex Parity of \( G \) (\( \text{NTVP}(G) \)) is equal to the Wiener Index Parity of \( G' \) (\( \text{WIP}(G') \)). Since \( H \) is an even number, the only edges in \( G' \) that have an odd length are the \((u_S, u_A)\) edges of length \( H + 1 \). Therefore, the parity \( \text{WIP}(G') \) is determined by the \( S \) to \( A \cup B \cup C \cup D \) distances.

First observe that the sum of distances from \( S \) to \( A \cup B \cup C \) is even. This is because for any vertex \( u_S \) in \( S \) the following shortest paths consist of a single edge of weight \( H + 1 \): the \( u_S \)-to-\( v_A \) (for \( v = u \)) path, the \( u_S \)-to-\( v_B \) (for \( v = u \) or \( v \neq u \)) paths, and the \( u_S \)-to-\( v_C \) (for \( v = u \) or \( v \neq u \)) paths. Thus, the total number of odd edges in the sum of distances from \( S \) to \( A \cup B \cup C \) is \( n(2n + 1) \), which is even since \( n \) is even.

It remains to consider the distances from \( S \) to \( D \). For \( u \neq v \), \( d_{G'}(u_S, v_D) = 6H + 1 \), and the sum of such distances is \( n(n - 1)(6H + 1) \) (even). We are left with the sum of distances \( d_{G'}(u_S, u_D) \). If \( u \) belongs to a negative triangle in \( G \) and \( k \) is the minimal weight of such cycle then \( d_{G'}(u_S, u_D) = 7H + 2k + 1 \) (odd). If \( u \) does not belong to any negative triangle then \( d_{G'}(u_S, u_D) = 7H \) (even). Therefore the sum of distances is odd iff there is an odd number of vertices belonging to a negative triangle.

### 3.3 Negative Triangle Vertex Parity to Wiener Index Parity (Undirected)

In undirected graphs, to avoid a trivial Wiener Index Parity of 0, the Wiener Index is defined as the sum of \( d(u, v) \) over every unordered (rather than ordered) pair \( \{u, v\} \).
We assume that every triangle has odd length by multiplying every edge-weight by 4 and adding 1 (this preserves the sign of negative and non-negative triangles). We construct a graph $G'$ similarly to [3, 51] and to Section 3.2 but the approach differs in the analysis of correctness: Each vertex $u$ of $G$ has four copies in $G'$ denoted $u_A, u_B, u_C, u_D$. Let $H = 100M$ (sufficiently large even number). For every $(X, Y) \in \{(A, B), (B, C), (C, D)\}$ and $u, v \in V(G)$, add the edge $(u_X, v_Y)$ of weight $2H + w(u, v)$. For every $u \neq v \in V(G)$, add an edge $(u_A, v_D)$ of weight $5H$. For every $u = v \in V(G)$, add an edge $(u_A, u_D)$ of weight $6H$.

Let $m$ be the number of edges in $G$ and let $W$ be the sum of edge weights in $G$. We claim that $WIP(G') - W$ is odd iff $NTVP(G)$ is odd: The sum of $A$-to-$B$ distances is $W + 2H \cdot m$. This sum has the same parity as $W$, which we cancel out by subtracting $W$ from $WIP(G')$. Notice that the sum of $B$-to-$C$ ($A$-to-$C$) distances and the sum of $C$-to-$D$ ($B$-to-$D$) distances are equal thus by adding both sums the parity of $WIP(G')$ does not change. Similarly, the sum of the $X$-to-$X$ distances for every $X \in \{A, B, C, D\}$ is the same and $WIP(G')$ is not changed. We are left with the $A$-to-$D$ distances. The sum of $u_A$-to-$v_D$ distances for $u \neq v$ is $5H \cdot n(n - 1)$ (even). If $u$ is not in a negative triangle, then $d(u_A, u_D) = 6H$ (even) by using the direct edge $(u_A, u_D)$. If $u$ is in a negative triangle, the $u_A$-to-$u_D$ distance is $6H$ plus the weight of the minimum weight triangle of $u$ (odd). Therefore $WIP(G') - W$ is odd iff there is an odd number of vertices with a negative triangle.

### 3.4 Negative Triangle Vertex Parity to Sum of Eccentricities Parity

The reduction is obtained by tweaking the reduction of Section 3.3. We add to $G'$ an additional vertex $y$. For every $u \in V(G)$, we add the edge $(y, u_D)$ of weight $7H$ and the edges $(y, u_A), (y, u_B)$ and $(y, u_C)$ each of weight $5H$.

Notice that these changes to $G'$ do not affect the distances between vertices of $V(G') \setminus \{y\}$ since every path that goes through $y$ has weight of at least $10H$. Recall that $H$ is an even number. The eccentricity of a vertex $u$ is defined as $\max_v d(u, v)$. The eccentricity of vertices in $B \cup C$ is $5H$ (even), since their distance to $y$ is $5H$ and their distance to any other vertex is bounded by $4H + 2M$ (i.e. smaller than $5H$). The eccentricity of vertices in $D$ is $7H$ (even), since their distance to $y$ is $7H$ and their distance to any other vertex is bounded by $6H$ (maximized by a vertex in $A$). The eccentricity of $y$ is $7H$ (even). Finally, the eccentricity of a vertex $u_A$ in $A$ is $d(u_A, u_D)$, since the $u_A$-to-$u_D$ distance is at least $6H - 3M$ and any other distance is bounded by $5H$ (maximized by $y$ and some $v_D$). This means that, as shown in Section 3.3, the parity of $\sum u d(u_A, u_D)$ equals $NTVP(G)$.

### 3.5 Negative Triangle Vertex Parity to Integer Betweenness Centrality Parity

The reduction is deterministic and uses a similar graph $G'$ to the one used in the reduction of [3] from Negative Weight Triangle to Betweenness Centrality: Each vertex $u$ of $G$ has four copies in $G'$ denoted $u_A, u_B, u_C, u_D$. Let $H = 100M$ (sufficiently large number). For every $(X, Y) \in \{(A, B), (B, C), (C, D)\}$ and $u, v \in V(G)$, add the edge $(u_X, v_Y)$ with weight $2H + w(u, v)$. Add a single vertex $x$ and for every vertex $v \in V(G)$, add the edges $(u_A, x), (x, v_D)$ with weight $3H$. Add two sets of vertices $Z, O$ each of size $\lceil \log n \rceil$. Let $z_i \in Z, o_i \in O$ be the $i$th vertex of the sets. If the $i$th bit in $u$’s binary representation is 0, add an edge $(u_A, z_i)$ with weight $2H$ and an edge $(o_i, u_D)$ with weight $3H$. Otherwise, add an edge $(u_A, o_i)$ with weight $2H$ and an edge $(z_i, u_D)$ with weight $3H$. This dependency on the binary representation assures that every $u_A$ and $v_D$ are connected with a path (of weight $5H$) through $O$ or through $Z$ except for the case where $u = v$. See Figure 3.
Consider the Integer Betweenness Centrality Parity of the vertex \( x \) in \( G' \). Assume \( n \) is even (otherwise add a vertex to \( G \) with no negative triangle). Notice that the only pairs with a shortest path through \( x \) can be of the form \((u_A, u_D)\) (pairs \((u_A, v_D)\) with \( v \neq u \) have shorter paths of weight \( 5H \) through \( Z \) or \( O \)). Furthermore, there is a shortest \( u_A \)-to-\( u_D \) path through \( x \) iff \( u \) is not in a negative triangle. This is because the distance between \( u_A \) and \( u_D \) is the minimum between \( 6H \) (going through \( x \)) and \( 6H + w(u, v) + w(v, t) + w(t, u) \) for some \( v, t \in V(G) \). Therefore, the number of pairs \((u_A, u_D)\) with shortest paths through \( x \) is \( n \) minus the number of vertices in a negative triangle, hence the parity of the number of paths going through \( x \) in \( G' \) is the same as the parity of the number of vertices in \( G \) with a negative triangle.

### 3.6 APSP to Integer Betweenness Centrality Parity

We provide a probabilistic (one sided error) reduction from Negative Weight Triangle that does not go through Negative Triangle Vertex Parity. We continue from where we stopped in Section 3.5. Recall that the number of pairs that have a shortest path through \( x \) is \( n \) minus the number of vertices in a negative triangle. If there is an odd number of pairs then we return that a negative triangle exists. Otherwise, there is an even number of vertices with a negative triangle. We then choose a set \( S \subseteq V(G) \) uniformly, and limit \( A, D \) to the vertices in \( S \) (\( B, C \) remain the same). If the number of paths going through \( x \) is odd we report that there is a negative triangle, otherwise we report that there is none. If a negative triangle exists, \( S \) has an odd number of vertices with a negative triangle with probability \( 1/2 \), and we detect an odd number of pairs. Otherwise, \( S \) always has 0 (even) vertices with a negative triangle, and we succeed with probability 1. We can repeat the process \( O(\log n) \) times and amplify the probability of success to \( 1 - 1/n^c \) for any constant \( c \).

### 4 APSP to Min-Plus Matrix Multiplication Parity

#### 4.1 Min-Plus Multiplication to Min-Plus Multiplication Parity

Given two \( n \times n \) matrices \( A \) and \( B \) we wish to compute \( C = A \otimes B \) where \( C[i, j] = \min_k \{ A[i, k] + B[k, j] \} \). First assume that for every \( i, j \) the value \( C[i, j] \) is obtained by a unique index \( k \). Let \( K \) be the \( n \times n \) matrix such that \( K[i, j] \) is the unique index \( k \) of \( C[i, j] \). We show how to compute \( K \) by using Min-Plus Matrix Multiplication Parity.

Define \( \hat{A} = 2A \), and for any \( t \in [\log n] \) define \( k_t \) as the \( t \)’th bit of \( k \) and \( \hat{B}_t \) to be the matrix such that \( \hat{B}_t[k, j] = 2B[k, j] + k_t \). We compute the parity of \( \hat{C}_t = \hat{A} \otimes \hat{B}_t \) for every \( t \in [\log n] \). We claim that the parity of \( \hat{C}_t[i, j] \) is the \( t \)’th bit of \( K[i, j] \). This is because
\[ \hat{C}_t[i,j] = \min_k \{2A[i,k] + 2B[k,j] + k_t\}. \] The parity of this value is 0 if the unique index \( k \) that minimizes \( A[i,k] + B[k,j] \) has \( k_t = 0 \) and is 1 otherwise. Therefore, from this parity we can recover the \( t \)’th bit of \( K[i,j] \).

To remove the assumption on the uniqueness of \( k \), we define matrices \( A' \) and \( B' \) as \( A'[i,k] = (n + 1) \cdot A[i,k] + k \) and \( B'[k,j] = (n + 1) \cdot B[k,j] \). Observe that \( A' \) and \( B' \) have the uniqueness of \( k \) property. This is because if \( A'[i,k_1] + B'[k_1,j] = A'[i,k_2] + B'[k_2,j] \) for some \( k_1, k_2 \) then \( n+1) \cdot (A[i,k_1] + B[k_1,j]) + k_1 = (n+1) \cdot (A[i,k_2] + B[k_2,j]) + k_2 \) and, since \( k_1 \) and \( k_2 \) are smaller than \( n+1 \), it follows that \( k_1 = k_2 \). Furthermore, in order to compute \( A \otimes B \) it suffices to compute \( C' = A' \otimes B' \). Because if \( A'[i,k_1] + B'[k_1,j] \leq A'[i,k_2] + B'[k_2,j] \) then (since \( k_1 \) and \( k_2 \) are smaller than \( n+1 \)) \( A[i,k_1] + B[k_1,j] \leq A[i,k_2] + B[k_2,j] \).

As a corollary, we get that APSP is subcubic equivalent to APSP Parity (i.e. the problem of deciding the parity of every pairwise distance in the graph): Let \( A \) be a bound on the absolute values in \( A \) and \( B \). Create a graph consisting of vertices \( a_i, b_j, c_{ij} \) for every \( i \in [n] \) and the edges \((a_i, b_j, c_{ij})\) with weights \( A[i,j] + 3M \) and \( B[i,j] + 3M \) respectively for every \( i, j \). The distance \( d(a_i, c_{ij}) = 6M + \min_k \{A[i,k] + B[k,j]\} \) and therefore has the same parity as \((A \otimes B)[i,j]\). Notice that the reduction can be modified (with a folklore trick) to show that even computing \( A \otimes A \) Parity is hard. Let \( D \) be the \( n \times n \) matrix with every element equals to \( 3M \). Let \( E \) be the \( 2n \times 2n \) matrix \[
\begin{bmatrix}
A & B \\
D & D
\end{bmatrix}
\]. Then \( E \otimes E \) equals \[
\begin{bmatrix}
X & Y \\
Z & W
\end{bmatrix}
\]
where \( Y = A \otimes B \) since \( Y[i,j] = \min \{(A \otimes B)[i,j], (B \otimes D)[i,j]\} = (A \otimes B)[i,j] \).

### 4.2 Min-Plus Convolution to Min-Plus Convolution Parity

Given vectors \( A \) and \( B \) each of length \( n \), we wish to compute their convolution \( C \) where \( C[i] = \min_{s+j=k} \{A[j] + B[k]\} \). The approach is the same as in Section 4.1. We assume each value \( C[i] \) is obtained by a unique index \( k \), otherwise we multiply \( A \) and \( B \) by \( n+1 \) and add to each \( B[k] \) the value \( k \) (as in Section 4.1). Let \( K \) be the vector such that \( K[i] \) is the unique index \( k \) of \( C[i] \). Define \( \hat{A} = 2A \), and for any \( t \in [\log n] \) define \( k_t \) is the \( t \)’th bit of \( K \) and \( \hat{B}_t \) to be the vector such that \( \hat{B}_t[k] = 2B[k] + k_t \). Let \( \hat{C}_t[i] \) be the convolution of \( \hat{A} \) and \( \hat{B}_t \). Then the \( t \)’th bit of \( K[i] \) is the same as the parity of \( \hat{C}_t[i] \). This is because \( \hat{C}_t[i] = \min_{s+j=k} \{2A[j] + 2B[k] + k_t\} \).

### 4.3 Maximum Consecutive Subsums to Maximum Consecutive Subsums Parity

Given a vector \( X \) of length \( n \), the maximum consecutive subsums problem asks to compute \( \max_i \sum_{j=1}^{k} X[i+j] \) for every \( k \in [n] \). To achieve this, we first compute (in linear time) the vector \( A[k] = \sum_{j=1}^{k} X[j] \). The problem then reduces to computing \( \text{Diff}(A) \) where \( \text{Diff}(A)[k] = \max_i \{A[k+i] - A[i]\} \). In fact, since \( X[k] = A[k] - A[k-1] \), there is also a reduction in the opposite direction and so the two problems are equivalent (and their parity versions are equivalent). In this section, we show that given the parity of \( \text{Diff}(A) \) (i.e. the parity of every element in \( \text{Diff}(A) \)) we can compute \( \text{Diff}(A) \) itself.

Given a vector \( A \), we wish to compute \( \text{Diff}(A) \). We assume that for every \( k \), the value \( \text{Diff}(A)[k] = \max_i \{A[k+i] - A[i]\} \) is obtained by a unique index \( i \). Otherwise, we multiply every \( A[k] \) by \( (n^2 + 1) \) and add \( k^2 \) (similarly to Section 4.1). Let \( j \) be the vector of such unique indices, and let \( J \) be the vector where \( J[k] = I[k] + k \). By definition, \( \text{Diff}(A)[k] = A[J[k]] - A[I[k]] \). We define \( A_t \) to be the vector such that \( A_t[k] = 4 \cdot A[k] + k_t \) (where \( k_t \) is the \( t \)’th bit of \( k \)). Notice that \( A_t[j] - A_t[i] = 4 \cdot (A[j] - A[i]) + (j_t - i_t) \) where \( (j_t - i_t) \in \{-1,0,1\} \). Thus, for every \( k \), \( \text{Diff}(A)[k] \) is maximized when \( j = J[k] \) and \( i = I[k] \).
5:14 On the Fine-Grained Complexity of Parity Problems

We want to count the number of triangles with weight zero in \( G \). Let \( \Delta \) be the number of triangles in \( G \). We can compute \( \Delta \) in matrix-multiplication \( O(n^2) \) time\(^4\). Let \( \Delta^0, \Delta^+, \Delta^- \) be the number of zero, positive, and negative weight triangles in \( G' \) respectively. Given a subcubic algorithm for Negative Triangle Counting, we can compute \( \Delta^- \). By negating weights in \( G \) we can compute \( \Delta^+ \) as well. Then we compute \( \Delta^0 = \Delta - \Delta^+ - \Delta^- \). This simple reduction also reduces Zero Weight Triangle Parity to Negative Triangle Parity.

5.2 Zero Weight Triangle to Zero Weight Triangle Parity

Given a graph \( G \), we want to find whether there is a zero weight triangle. We create a graph \( G' \) as follows: For every vertex \( u \in V(G) \), we create three copies \( u_A, u_B, u_C \) in \( G' \), and for every edge \((u,v) \in E(G)\) we add the edges \((u_A,u_B), (u_B,v_C), (u_C, v_A)\) to \( G' \) (with the same weight as \((u,v)\)). Notice that there is a zero weight triangle in \( G \) iff there is a zero weight triangle in \( G' \). We now create a graph \( G'' \) by removing from \( G' \) each edge \((u_B, v_C)\) with probability \( \frac{1}{2} \), and removing from \( G' \) each vertex \( u_A \) with probability \( \frac{1}{2} \). We report that a zero weight triangle exists in \( G \) iff there is an odd number of zero weight triangles in \( G'' \). We now show that this reduction works with probability at least \( \frac{1}{4} \).

\(^4\) We can also compute \( \Delta \) with Negative Triangle Counting by changing every weight in \( G \) to \(-1\).
If there is no zero weight triangle in $G'$, we succeed with probability 1. If there is a zero weight triangle in $G'$, then let $u_A$ be a vertex of $G'$ that participates in some zero weight triangle. Since we removed each edge $(v_B, t_C)$ with probability $\frac{1}{2}$ then, with probability $\frac{1}{2}$, the vertex $u_A$ participates in an odd number of zero weight triangles in $G''$. Let $\Delta^0_{v_A}$ be the number of zero weight triangles in $G''$ that $v_A$ participates in. The total number of zero weight triangles in $G''$ is $\sum_{v \in V(G')} \Delta^0_{v_A} = \sum_{v \in V(G') \setminus \{u\}} \Delta^0_{v_A} + \Delta^0_{u_A}$. If $\Delta^0_{u_A}$ is odd then, with probability $\frac{1}{2}$, our decision whether to remove $u_A$ leads to an odd number of zero weight triangles in $G''$. Overall, the probability of success is therefore at least $\frac{1}{2}$.

6 Min-Plus Convolution to Knapsack Parity

In the knapsack problem, given a set of $n$ items $(w_i, v_i)$ and a target weight $t$, we wish to pick a multiset of items $I$ that maximizes $\sum_{i \in I} v_i$ subject to $\sum_{i \in I} w_i \leq t$. When $I$ is required to be a set (and not a multiset) the problem is called 0/1-knapsack. In the indexed knapsack problem, we have $w_i = i$ and $t = n$. Finally, the coin change problem [30,33] is the same as indexed knapsack but with the additional restriction $\sum_{i \in I} i = n$.

The knapsack and the 0/1-knapsack problems are equivalent to min-plus convolution under randomized reductions [17]. The indexed knapsack and the coin change problem are equivalent to min-plus convolution under deterministic reductions [30]. In this section, we show that the parity versions of all the above problems are equivalent to min-plus convolution.

6.1 Super-Additivity Testing to Knapsack [17]

Given a vector $A[0], \ldots, A[n-1]$, the super-additivity testing problem asks whether $A[i] + A[j] \leq A[i+j]$ for every $i, j$. The problem is subquadratic equivalent to min-plus convolution under deterministic reductions [17]. We now give a brief description of the reduction in [17] from super-additivity testing to knapsack.

First, it is shown in [17] that we can assume without loss of generality that $0 = A[0] < A[1] < \cdots < A[n-1] = M$. Let $D = Mn + 1$, the instance of knapsack consists of two types of items: Type-A items are $(i, A[i])$ and Type-B items are $(2n - 1 - i, D - A[i])$. It remains to show that, when setting $t = 2n - 1$, the optimal sum of values $\sum_{i \in I} v_i$ equals $D$ iff $A$ is super-additive. Since $D > \sum_i A[i]$, the optimal solution must take at least one Type-B item, and it cannot take more than one because the weight would exceed $t$. If $A$ is not super-additive, then for some $i, j$ it holds that $A[i] + A[j] > A[i+j]$ and therefore the three items $\{(i, A[i]), (j, A[j]), (2n - 1 - i - j, D - A[i+j])\}$ constitute a valid solution whose value is larger than $D$. If $A$ is super-additive, then every two Type-A items $(i, A[i]), (j, A[j])$ can be replaced by $(i+j, A[i+j])$ without changing the total weight. Thus, for any $i$, the solution $\{(i, A[i]), (2n - 1 - i, D - A[i])\}$ is optimal and its value is exactly $D$.

6.2 Super-Additivity Testing to Knapsack Parity

We now modify the above reduction to obtain a reduction to knapsack parity. We first remove the item $(0, A[0])$ (since $A[0] = 0$ it does not contribute any value). We then replace every Type-A item $(i, A[i])$ by $(i, 2A[i])$, every Type-B item $(2n - 1 - i, D - A[i])$ (with $i \neq 1$) by $(2n - 1 - i, 2(D - A[i]))$, and the Type-B item $(2n - 1 - 1, D - A[1])$ by $(2n - 1 - 1, 2(D - A[1]) + 1)$. We show that $A$ is super-additive iff the value of the optimal solution is odd.

Once again, every optimal solution must consist of exactly one Type-B item since if there are no Type-B items then the value does not exceed $2D$ as $2D > \sum_i 2A[i]$, and with more than one Type-B item the weight exceeds $2n - 1$. If $A$ is not super-additive,
then there are \( i, j \) such that \( k = i + j \geq 2 \) and \( A[i] + A[j] > A[k] \) therefore the items \( \{(i, 2A[i]), (j, 2A[j]), (2n - 1 - i - j, 2D - 2A[k])\} \) constitute a valid solution whose value is larger than \( 2D + 1 \). Notice that \( k \geq 2 \) since if \( k = 0 \) then the total value is \( 2D \) (thus not optimal), and if \( k = 1 \) then we include the item \( (2n - 1 - 1, 2(D - A[1]) + 1) \) and since \( t = 2n - 1 \) we can only add the item \( (1, 2A[1]) \) leading to a non-optimal solution with value \( 2D + 1 \). Therefore, the optimal solution does not use the item \( (2n - 1 - 1, 2(D - A[1]) + 1) \) and hence it has an even value. On the other hand, if \( A \) is super-additive, then the solution \( \{(1, 2A[1]), (2n - 1 - 1, 2(D - A[1]) + 1)\} \) is optimal and has value exactly \( 2D + 1 \) (odd). This is because among the solutions that include a Type-B item \( (2n - 1 - i - j, 2D - 2A[k]) \) with \( k \neq 1 \), once again by super-additivity, \( \{(k, 2A[k]), (2n - 1 - k; 2D - 2A[k])\} \) has the maximal value of \( 2D \) (i.e. smaller than \( 2D + 1 \)).

### 6.3 Super-Additivity Testing to 0/1-knapsack Parity

We now show how to modify the above reductions to be reductions to 0/1-KNAPSACK and 0/1-KNAPSACK Parity. In the above reductions, when \( A \) is super-additive the optimal solution does not use any item more than once, and its total value \( V \) is either \( D \) or \( 2D + 1 \). When \( A \) is not super-additive, there is a solution with a higher value than \( V \). There is only one case where this solution may use the same item more than once. This happens when \( A \) is not super-additive in the following way: \( A[i] + A[j] \leq A[i + j] \) for every \( i \neq j \) but \( A[i] + A[j] > A[i + j] \) for some \( i = j \). Therefore, in \( O(n) \) time we can check for every \( i \) whether \( 2A[i] \leq A[2i] \) and only if the answer is yes we apply the reduction.

Note that the above reductions also apply to the Indexed Knapsack Parity problem. This is because the target weight \( t \) equals the total number of items \( 2n - 1 \), and each item has a unique weight in \( [2n - 1] \). The reductions also apply to Coin Change Parity: When \( A \) is super-additive, the optimal solution for Coin Change (which is also an optimal solution for Knapsack) has weight \( 2n - 1 \) (equal to the number of items) and an odd value (\( 2D + 1 \)). When \( A \) is not super-additive, the optimal solution for Coin Change (which is possibly not an optimal solution for Knapsack) has weight \( 2n - 1 \) (equal to the number of items) and an even value (larger than \( 2D + 1 \)).

### 7 APSP to Sum of Eccentricities

In this section, we show a subcubic reduction from Radius (hence also from APSP) on a graph \( G \) to Sum of Eccentricities on a graph \( G' \). Let \( R \) be the radius of \( G \). In order to compute \( R \) it suffices to find whether \( R \geq k \) for any given \( k \in [Mn] \) (since then we can binary search for \( R \)). The constructed graph \( G' \) is similar to the one in the reduction of \([3]\) from Diameter to Positive Betweenness Centrality: We create \( G' \) by multiplying the edge weights of \( G \) by \( 2 \) and then adding a vertex \( x \) and the edges \( (x, u) \) and \( (u, x) \) each of weight \( k \) for every \( u \in V(G) \).

**Lemma 6.** \( R \geq k \) iff the sum of eccentricities of \( G' \) is \( \sum u \max_v d_{G'}(u, v) = 2kn + k \).

**Proof.** This is the same as claiming that \( R \geq k \) iff \( \sum_{u \neq x} \max_v d_{G'}(u, v) = 2kn \). If \( R \geq k \), then every vertex \( u \neq x \) can use \( x \) to get to its furthest vertex with a path of length \( 2k \leq 2R \). Observe that any other path would be of length at least \( 2R \) (because we have multiplied all edge weights by \( 2 \)). Therefore, \( \sum_{u \neq x} \max_v d_{G'}(u, v) = 2kn \). If on the other hand \( R < k \), then the distance in \( G' \) from the radius vertex of \( G \) to any other vertex is at most \( \max(2R, k) \) \( < 2k \) so this vertex adds less than \( 2k \) to the sum. All the other vertices add at most \( 2k \) to the sum, and thus \( \sum_{u \neq x} \max_v d_{G'}(u, v) \neq 2kn \).
8 Radius to Radius Parity and Diameter to Diameter Parity

In this section, we show that computing the Radius $R$ (resp. Diameter $D$) of a graph $G$ subcubically reduces to computing the parity of $R$ (resp. $D$). As usual, to compute $R, D$ it suffices to find whether $R, D \geq k'$ for $k' \in [Mn]$. Let $k' = (k + 1)/2$ for some odd $k \geq 1$. We create a reduction graph $G'$ similarly to [3] and to Section 7: We multiply the edge weights of $G$ by 2 and add a vertex $v$ with $(v, x), (x, v)$ edges of weight $k$ for every $v \in V(G)$.

Consider first the radius of $G'$. If the radius vertex of $G'$ is $x$ then its value is $k$. Otherwise, its value is either $\max\{2R, k\}$ (by using the edge to $x$ and the same path as in $G$ to all other vertices) or $2k$ (by using a path through $x$). Therefore, the radius of $G'$ has value $\min\{k, 2R\}$. If $2R \geq k + 1$ (i.e $R \geq k'$), the radius is $k$ (odd). Otherwise $2R < k + 1$ (i.e $R < k'$) and the radius is $2R$ (even). Next consider the diameter of $G'$. If $x$ is an endpoint of the diameter of $G'$ then the diameter value is $k$. Otherwise, the diameter value is either $2D$ (by taking the same path as in $G$) or $2k$ (by using a path through $x$). Therefore the diameter of $G'$ has value $\max\{k, \min\{2D, 2k\}\}$. If $2D \leq k$ (i.e. $D < k'$), then the diameter is $k$ (odd). Otherwise $2D \geq k + 1$ (i.e. $D \geq k'$), and the diameter is either $2D$ or $2k$ (even in both cases).
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1 Introduction

In this paper, we study the problem of maximizing a non-monotone submodular function subject to a cardinality (size) constraint in the streaming model. This problem captures problems of interest in a wide-range of domains, such as machine learning, data mining, combinatorial optimization, algorithmic game theory, social networks, and many others. A representative application is data summarization, where the goal is to select a small subset of the data that captures the salient features of the overall dataset [2]. One can model these problems as submodular maximization with a cardinality constraint: the submodular objective captures how informative the summary is, as well as other considerations such as how diverse the summary is, and the cardinality constraint ensures that the summary is small. Obtaining such a summary is very beneficial when working with massive data sets, that may not even fit into memory, since it makes it possible to analyze the data using algorithms that would be prohibitive to run on the entire dataset.

There have been two main approaches to deal with the large size of modern data sets: the distributed computation approach partitions the data across many machines and uses local computation on the machines and communication across the machines in order to perform the analysis, and the streaming computation approach processes the data in a stream using only a small amount of memory and (ideally) only a single pass over the data. Classical algorithms for submodular maximization, such as the Greedy algorithm, are not suitable in these settings since they are centralized and require many passes over the data. Motivated by the applications as well as theoretical considerations, there has been a significant interest in studying submodular maximization problems both in the distributed and the streaming setting, leading to many new results and insights [22, 29, 2, 9, 11, 26, 4, 28, 3, 14, 27, 17, 31, 1].

Despite this significant progress, several fundamental questions remain open both in the streaming and distributed setting. In the streaming setting, which is the main focus of this paper, submodular maximization is fairly well understood when the objective function is additionally monotone – i.e., we have $f(A) \leq f(B)$ whenever $A \subseteq B$. For example, the Greedy approach, which obtains an optimal $(1 - 1/e)$-approximation in the centralized setting when the function is monotone [30], can be adapted to the streaming model [22, 2]. This yields the single-threshold Greedy algorithm: make a single pass over the data and select an item if its marginal gain exceeds a suitably chosen threshold. If the threshold is chosen to be $\frac{1}{2} f(OPT) k$, where $f(OPT)$ is the value of the optimal solution and $k$ is the cardinality constraint, then the single-threshold Greedy algorithm is guaranteed to achieve $\frac{1}{2}$-approximation. Although the value of the optimal solution is unknown, it can be estimated based on the largest singleton value even in the streaming setting [2]. Remarkably, this approximation guarantee is optimal in the streaming model even if we allow unbounded computational power: Feldman et al. [19] showed that any algorithm for monotone submodular maximization that achieves an approximation better than $\frac{1}{2}$ requires $\Omega \left( \frac{n}{k^2} \right)$ memory, where $n$ is the length of the stream. Additionally, the single-threshold Greedy algorithm enjoys a fast update time of $O(\varepsilon^{-1} \log k)$ marginal value computations per item, and it uses $O(\varepsilon^{-1} k \log k)$ space.

In contrast, the general problem with a non-monotone objective has proved to be considerably more challenging. Even in the centralized setting, the Greedy algorithm fails to achieve any approximation guarantee when the objective is non-monotone. Thus, several approaches have been developed for handling non-monotone objectives in this setting, including local search [15, 24, 23], continuous optimization [18, 13, 5] and sampling [6, 16]. The currently best approximation guarantee is 0.385 [5], and the strongest inapproximability is 0.491 [20], and it remains a long-standing open problem to settle the approximability of submodular maximization subject to a cardinality constraint.
Adapting the above techniques to the streaming setting is challenging, and the approximation guarantees are weaker. The main approach for non-monotone maximization in the streaming setting has been to extend the local search algorithm of Chakrabarti and Kale [9] from monotone to non-monotone objectives. This approach was employed in a sequence of works [11, 17, 27], leading to the currently best approximation of \( \frac{1}{3+2\sqrt{2}} \approx 0.1715 \). This naturally leads to the following questions.

- **What is the optimal approximation ratio achievable for submodular maximization in the streaming model?** Is it possible to achieve \( \frac{1}{2} - \varepsilon \) approximation using an algorithm that uses only \( \text{poly}(k, 1/\varepsilon) \) space?
- **Is there a good streaming algorithm for non-monotone functions based on the single-threshold Greedy algorithm that works so well for monotone functions?**
- **Can we exploit existing heuristics for the offline problem in the streaming setting?**

**Our contributions.** In this work, we give an affirmative answer to all of the above questions. Specifically, we give streaming algorithms\(^2\) that perform a single pass over the stream and output a set of size \( k \cdot \text{poly}(1/\varepsilon) \) that can be post-processed using any offline algorithm for submodular maximization. The post-processing is itself quite straightforward: we simply run the offline algorithm on the output set to obtain a solution of size at most \( k \). We show that, if the offline algorithm achieves \( \alpha \)-approximation, then we obtain \( \left( \frac{\alpha}{1+\alpha} - \varepsilon \right) \)-approximation.

Our main result implies that if we post-process using an exact (exponential time) algorithm, we obtain \( \left( \frac{1}{2} - \varepsilon \right) \)-approximation. This matches the inapproximability result proven by [19] for the special case of a monotone function. Furthermore, we show that in the non-monotone case any streaming algorithm guaranteeing \( \left( \frac{1}{2} + \varepsilon \right) \)-approximation for some positive constant \( \varepsilon \) must use in fact \( \Omega(n) \) space.\(^3\) Thus, we essentially settle the approximability of the problem if exponential-time computation is allowed.

The best (polynomial-time) approximation guarantee that is currently known in the offline setting is \( \alpha = 0.385 \) [5]. If we post-process using this algorithm, we obtain 0.2779-approximation in polynomial time, improving over the previously best polynomial-time approximation of 0.1715 due to [17]. The offline algorithm of [5] is based on the multilinear extension, and thus is quite slow. One can obtain a more efficient overall algorithm by using the combinatorial random Greedy algorithm of [6] that achieves \( \frac{1}{e} \)-approximation. Furthermore, any existing heuristic for the offline problem can be used for post-processing, exploiting their effectiveness beyond the worst case.

**Our techniques.** The two streaming algorithms that we present enjoy the same approximation guarantee, but differ in other properties. Our first algorithm (StreamProcess) is a combinatorial algorithm that achieves very fast update time and overall running time. StreamProcess takes inspiration both from the single-threshold Greedy algorithm for monotone maximization and distributed algorithms that randomly partition the data [26, 4, 3]: it randomly partitions the elements into \( 1/\varepsilon \) parts as they arrive in the stream and runs

\(^1\) Chekuri et al. [11] claimed an improved approximation ratio of \( \frac{1}{2e} - \varepsilon \) for a cardinality constraint, but an error was later found in the proof of this improved ratio [10]. We defer the details to the full version.

\(^2\) Formally, our algorithms are semi-streaming algorithms, i.e., their space complexity is nearly linear in \( k \). Since this is unavoidable for algorithms designed to output an approximate solution (as opposed to just estimating the value of the optimal solution), we ignore the difference between streaming and semi-streaming algorithms in this paper and use the two terms interchangeably.

\(^3\) This result is a simple adaptation of a result due to Buchbinder et al. [7]. For completeness, we include the proof in the full version of the paper.
the single-threshold Greedy algorithm on each part; this process is repeated independently and in parallel $O(\ln(1/\varepsilon)/\varepsilon)$ times. Since the main engine behind our algorithm is the very efficient and practical single-threshold Greedy algorithm, our STREAMPROCESS algorithm inherits its very efficient update time and practical potential. Compared to the optimal streaming algorithm for monotone maximization discussed above, our algorithm is quite similar: the monotone algorithm runs $O(\log k/\varepsilon)$ instances of single-threshold Greedy, each of which processes all $n$ items; STREAMPROCESS runs $O(\ln(1/\varepsilon)/\varepsilon^2) \cdot O(\log k/\varepsilon)$ instances of single-threshold Greedy, each of which processes $O(\varepsilon \cdot n)$ items with high probability.

Our second algorithm (STREAMPROCESSEXTENSION) is based on the multilinear extension of the submodular function. This algorithm is similar to the single-threshold Greedy algorithm, but adds fractions of elements rather than whole elements to the solution it maintains. The extension based approach of this algorithm allows us to save on the space usage. Furthermore, when the multilinear extension can be evaluated deterministically, this approach leads to a deterministic algorithm. However, the time complexity of this approach depends on the complexity of evaluating the multilinear extension, which is quite high if we are only given value oracle access to $f$. Thus, given such restricted access, this approach leads to higher update and overall running time.

We note that combining the single-threshold Greedy with randomization is difficult because it requires delicate care of the event that the single-threshold Greedy algorithm fills up the budget. In particular, this was the source of the subtle error mentioned above in one of the results of [11]. Our approach here for handling this issue is simple in retrospect. In our combinatorial algorithm, we consider two cases depending on the probability that the budget is filled up in a run (this is a good event since the resulting solution has good value). If this probability is sufficiently large (at least $\varepsilon$), we repeat the basic algorithm $O(\ln(1/\varepsilon)/\varepsilon)$ times to boost the probability of this good event to $1 - \varepsilon$. Otherwise, the probability that the budget is not filled up in a run is at least $1 - \varepsilon$, and conditioning on this event changes the probabilities by only a $1 - \varepsilon$ factor.

In our extension based algorithm, the decisions of the algorithm are based on the values taken by derivatives of the extension, which are values of expectations over appropriately chosen distributions. On the one hand, this allows our algorithm to include a random component, which is a component that appears (at least implicitly) in all of the known algorithms for non-monotone submodular maximization. On the other hand, since expectations have deterministic values, the algorithm we get is deterministic enough that it suffices for us to consider at each time only one of two possible cases: the case in which the budget fills up, and the case in which it does not.

**Paper structure.** In Section 2, defines the notation that we use and presents some known lemmata. Section 3 presents and analyzes our combinatorial algorithm (STREAMPROCESS). Finally, in Section 4, we present and analyze our extension based algorithm.

## 2 Preliminaries

**Basic notation.** Let $V$ denote a finite ground set of size $n := |V|$. We occasionally assume without loss of generality that $V = \{1, 2, \ldots, n\}$, and use, e.g., $x = (x_1, x_2, \ldots, x_n)$ to denote a vector in $\mathbb{R}^V$. For two vectors $x, y \in \mathbb{R}^V$, we let $x \lor y$ and $x \land y$ be the vectors such that $(x \lor y)_e = \max\{x_e, y_e\}$ and $(x \land y)_e = \min\{x_e, y_e\}$ for all $e \in V$. For a set $S \subseteq V$, we let $1_S$ denote the indicator vector of $S$, i.e., the vector that has 1 in every coordinate $e \in S$ and 0 in every coordinate $e \in V \setminus S$. Given an element $e \in V$, we use $1_e$ as a shorthand for $1_{\{e\}}$. Furthermore, if $S$ is a random subset of $V$, we use $E[1_S]$ to denote the vector $p$ such that $p_e = \Pr[e \in S]$ for all $e \in V$ (i.e., the expectation is applied coordinate-wise).
Submodular functions. In this paper, we consider the problem of maximizing a non-negative submodular function subject to a cardinality constraint. A set function \( f : 2^V \rightarrow \mathbb{R} \) is submodular if \( f(A) + f(B) \geq f(A \cap B) + f(A \cup B) \) for all subsets \( A, B \subseteq V \).

Continuous extensions. We make use of two standard continuous extensions of submodular functions. The first of these extensions is known as the Lovász extension. To define this extension, we first need to define the random set \( R(x) \). For every vector \( x \in [0, 1]^V \), \( R(x) \) is defined as a random subset of \( V \) that includes every element \( e \in V \) with probability \( x_e \), independently. The Lovász extension \( F \) of \( f \) is now defined for every \( x \in [0, 1]^V \) by

\[
F(x) = \mathbb{E}[f(R(x))] = \sum_{A \subseteq V} f(A) \cdot \Pr[R(x) = A] = \sum_{A \subseteq V} \left( f(A) \cdot \prod_{e \in A} x_e \cdot \prod_{e \notin A} (1 - x_e) \right).
\]

One can observe from the definition that \( F \) is indeed a multilinear function of the coordinates of \( x \), as suggested by its name. Thus, if we use the shorthand \( \partial_v F(x) \) for the first partial derivative \( \frac{\partial F(x)}{\partial x_v} \) of the multilinear extension \( F \), then \( \partial_v F(x) = F(x \vee 1_e) - F(x \wedge 1_{V \setminus \{e\}}) \).

In the analysis of our extension based algorithm, we need an upper bound on the possible increase in the value of \( F(x) \) when some of the indices of \( x \) are zeroed. Corollary 2 provides such an upper bound. It readily follows from the following known lemma by Buchbinder et al. [6].

Lemma 1 (Lemma 2.2 from [6]). Let \( f : 2^V \rightarrow \mathbb{R}_{\geq 0} \) be a non-negative submodular function. Denote by \( A(p) \) a random subset of \( A \subseteq V \) where each element appears with probability at most \( p \) (not necessarily independently). Then, \( \mathbb{E}[f(A(p))] \geq (1 - p) \cdot f(\emptyset) \).

In the statement of Corollary 2, and in the rest of the paper, we denote by \( \text{supp}(x) \) the support of vector \( x \), i.e., the set \( \{ e \in V \mid x_e > 0 \} \).

Corollary 2. Let \( f : 2^V \rightarrow \mathbb{R}_{\geq 0} \) be a non-negative submodular function, let \( p \) be a number in the range \([0, 1]\) and let \( x, y \in [0, 1]^V \) be two vectors such that \( \text{supp}(x) \cap \text{supp}(y) = \emptyset \) and \( y_e \leq p \) for every \( e \in V \). Then, the multilinear extension \( F \) of \( f \) obeys \( F(x + y) \geq (1 - p) \cdot F(x) \).

The analyses of both our algorithms make use of the Lovász extension \( \hat{f} \) of \( f \). The Lovász extension \( \hat{f} : [0, 1]^V \rightarrow \mathbb{R} \) is defined as follows. For every \( x \in [0, 1]^V \), \( \hat{f}(x) = \mathbb{E}_{\theta \sim [0, 1]}[f(\{ e \in V \mid x_e \geq \theta \})] \), where we use the notation \( \theta \sim [0, 1] \) to denote a value chosen uniformly at random from the interval \([0, 1]\). The Lovász extension \( \hat{f} \) of a non-negative submodular function has the following properties: (1) convexity: \( c \hat{f}(x) + (1 - c) \hat{f}(y) \geq \hat{f}(cx + (1 - c)y) \) for all \( x, y \in [0, 1]^V \) and all \( c \in [0, 1] \) [25]; (2) restricted scale invariance: \( \hat{f}(cx) \geq c \hat{f}(x) \) for all \( x \in [0, 1]^V \) and all \( c \in [0, 1] \); (3) it lower bounds the multilinear extension, i.e., \( F(x) \geq \hat{f}(x) \) for every \( x \in [0, 1]^V \) [32, Lemma A.4].

3 Combinatorial Algorithm

Our combinatorial streaming algorithm is shown in Algorithm 1. For simplicity, we describe the algorithm assuming the knowledge of an estimate of the value of the optimal solution, \( f(\text{OPT}) \). To remove this assumption, we use the standard technique introduced by [2]. The basic idea is to use the maximum singleton value \( v = \max_e f(\{ e \}) \) as a \( k \)-approximation of \( f(\text{OPT}) \). Given this approximation, one can guess a \( 1 + \varepsilon \) approximation of \( f(\text{OPT}) \) from a set of \( O(\log(k/\alpha)/\varepsilon) \) values ranging from \( v \) to \( kv/\alpha \) (\( \alpha \) is the approximation guarantee of the offline algorithm \text{OFFLINEALG} that we use in the post-processing step). The final streaming
Algorithm is simply $O(\log(k/\alpha)/\varepsilon)$ copies of the basic algorithm running in parallel with different guesses. As new elements appear in the stream, the value $v = \max_{e} f(\{e\})$ also increases over time and thus, existing copies of the basic algorithm with small guesses are dropped and new copies with higher guesses are added. An important observation is that when we introduce a new copy with a large guess, starting it from mid-stream has exactly the same outcome as if we started it from the beginning of the stream: all previous elements have marginal gain much smaller than the guess and smaller than the threshold so they would have been rejected anyway. We refer to [2] for the full details.

▶ **Theorem 3.** There is a streaming algorithm $\text{StreamProcess}$ for non-negative, non-monotone submodular maximization with the following properties ($\varepsilon > 0$ is any desired accuracy and it is given as input to the algorithm):
- The algorithm makes a single pass over the stream.
- The algorithm uses $O\left(\frac{k \log(k/\alpha) \log(1/\varepsilon)}{\varepsilon^3}\right)$ space.
- The update time per item is $O\left(\frac{k \log(k/\alpha) \log(1/\varepsilon)}{\varepsilon^2}\right)$ marginal gain computations.

At the end of the stream, we post-process the output of $\text{StreamProcess}$ using any offline algorithm $\text{OfflineAlg}$ for submodular maximization. The resulting solution is a $\frac{\alpha}{1 + \alpha} - \varepsilon$ approximation, where $\alpha$ is the approximation of $\text{OfflineAlg}$. 

**Algorithm 1** Streaming algorithm for $\max_{|S| \leq k} f(S)$. $\text{PostProcess}$ uses any offline algorithm $\text{OfflineAlg}$ with approximation $\alpha$. Lines shown in blue are comments. The algorithm does not store the sets $V_{i,j}$, they are defined for analysis purposes only. 

```plaintext
1 StreamProcess($f, k, \varepsilon, \kappa$)
2 $r \leftarrow \Theta(\ln(1/\varepsilon)/\varepsilon)$
3 $m \leftarrow 1/\varepsilon$
4 $S_{i,j} \leftarrow \emptyset$ for all $i \in [r], j \in [m]$
5 $V_{i,j} \leftarrow \emptyset$ for all $i \in [r], j \in [m]$ // not stored, defined for analysis purposes only
6 for each arriving element $e$ do
7     for $i = 1$ to $r$ do
8         choose an index $j \in [m]$ uniformly and independently at random
9         $V_{i,j} \leftarrow V_{i,j} \cup \{e\}$ // not stored, defined for analysis purposes only
10        if $f(S_{i,j} \cup \{e\}) - f(S_{i,j}) \geq \kappa$ and $|S_{i,j}| < k$ then
11            $S_{i,j} \leftarrow S_{i,j} \cup \{e\}$
12     return $\{S_{i,j}: i \in [r], j \in [m]\}$

13 PostProcess($f, k, \varepsilon$)
14 $\kappa \leftarrow \frac{\alpha}{1 + \alpha} \cdot \frac{1}{k} \cdot f(\text{OPT})$ // threshold
15 $\{S_{i,j}\} \leftarrow \text{StreamProcess}(f, k, \varepsilon, \kappa)$
16 if $|S_{i,j}| = k$ for some $i$ and $j$ then
17     return $S_{i,j}$
18 else
19     $U \leftarrow \bigcup_{i,j} S_{i,j}$
20     $T \leftarrow \text{OfflineAlg}(f, k, U)$
21     return $\arg \max \{f(S_{1,1}), f(T)\}$
```
Algorithm 2  Single threshold Greedy algorithm. The algorithm processes the elements in the order in which they arrive in the stream, and it uses the same threshold \( \kappa \) as StreamProcess.

1. \texttt{STGreedy}(f, N, k, \kappa):
2. \[ S \leftarrow \emptyset \]
3. for each \( e \in N \) in the stream order do
4. \[ \text{if } f(S \cup \{e\}) - f(S) \geq \kappa \text{ and } |S| < k \]
5. \[ S \leftarrow S \cup \{e\} \]
6. return \( S \)

In the remainder of this section, we analyze Algorithm 1 and show that it achieves a \( \frac{1}{1+\alpha} - \varepsilon \) approximation, where \( \alpha \) is the approximation guarantee of the offline algorithm \texttt{OfflineAlg}.

We divide the analysis into two cases, depending on the probability of the event that a set \( S_{i,1} \) (for some \( i \in [r] \)) constructed by \texttt{StreamProcess} has size \( k \). For every \( i \in [r] \), let \( F_i \) be the event that \( |S_{i,1}| = k \). Since each of the \( r \) repetitions (iterations of the for loop of \texttt{StreamProcess}) use independent randomness to partition \( V \), the events \( F_1, \ldots, F_r \) are independent. Additionally, the events \( F_1, \ldots, F_r \) have the same probability. We divide the analysis into two cases, depending on whether \( \Pr[F_1] \geq \varepsilon \) or \( \Pr[F_1] < \varepsilon \). In the first case, since we are repeating \( r = \Theta(\ln(1/\varepsilon)/\varepsilon) \) times, the probability that there is a set \( S_{i,j} \) of size \( k \) is at least \( 1 - \varepsilon \), and we obtain the desired approximation since \( f(S_{i,j}) \geq \kappa \cdot |S_{i,j}| = \kappa k = \frac{\alpha}{1+\alpha} f(OPT) \). In the second case, we have \( \Pr[F_1] \geq 1 - \varepsilon \) and we argue that \( \bigcup_{i,j} S_{i,j} \) contains a good solution. We now give the formal argument for each of the cases.

The case \( \Pr[F_1] \geq \varepsilon \)

As noted earlier, the events \( F_1, \ldots, F_r \) are independent and have the same probability. Thus,

\[
\Pr[F_1 \cup \cdots \cup F_r] \leq (1 - \varepsilon)^r \leq \exp(-\varepsilon r) \leq \varepsilon
\]

since \( r = \Theta(\ln(1/\varepsilon)/\varepsilon) \). Thus \( \Pr[F_1 \cup \cdots \cup F_r] \geq 1 - \varepsilon \).

Conditioned on the event \( F_1 \cup \cdots \cup F_r \), we obtain the desired approximation due to the following lemma. The lemma follows from the fact that the marginal gain of each selected element is at least \( \kappa \).

\[ \textbf{Lemma 4.} \text{ We have } f(S_{i,j}) \geq \kappa |S_{i,j}| \text{ for all } i \in [r], j \in [m]. \]

We can combine the two facts and obtain the desired approximation as follows. Let \( S \) be the random variable equal to the solution returned by \texttt{PostProcess}. We have

\[
\mathbb{E}[f(S)] \geq \mathbb{E}[f(S)|F_1 \cup \cdots \cup F_r] \Pr[F_1 \cup \cdots \cup F_r] \geq (1 - \varepsilon)\kappa k = (1 - \varepsilon)\frac{\alpha}{1+\alpha} f(OPT)
\]

The case \( \Pr[F_1] < \varepsilon \)

In this case, we show that the solution \( \arg \max \{ f(T), f(S_{1,1}) \} \) returned on the last line of \texttt{PostProcess} has good value in expectation. Our analysis borrows ideas and techniques from the work of Barbosa et al. \[3\]: the probabilities \( p_\epsilon \) defined below are analogous to the probabilities used in that work; the division of \( OPT \) into two sets based on these probabilities is analogous to the division employed in Section 7.3 in that work; Lemma 6
shows a consistency property for the single threshold greedy algorithm that is analogous to the consistency property shown for the standard greedy algorithm and other algorithms by Barbosa et al. Barbosa et al. use these concepts in a different context (specifically, monotone maximization in the distributed setting). When applied to our context – non-monotone maximization in the streaming setting – the framework of Barbosa et al. requires $\Omega(\sqrt{nk})$ memory if used with a single pass (alternatively, they use $\Omega(\min\{k,1/\epsilon\})$ passes) and achieves worse approximation guarantees.

**Notation and definitions.** For analysis purposes only, we make use of the Lovasz extension $\hat{f}$. We fix an optimal solution $OPT \in \text{arg max}\{f(A) : A \subseteq V, |A| \leq k\}$. Let $V(1/m)$ be the distribution of $1/m$-samples of $V$, where a $1/m$-sample of $V$ is a random subset of $V$ independently at random with probability $1/m$. Note that $V_{i,j} \sim V(1/m)$ for every $i \in [r]$, $j \in [m]$ (see StreamProcess). Additionally, for each $i \in [r]$, $V_{i,1}, \ldots, V_{i,m}$ is a partition of $V$ into $1/m$-samples.

For a subset $N \subseteq V$, we let STGreedy$(N)$ be the output of the single threshold greedy algorithm when run as follows (see also Algorithm 2 for a formal description of the algorithm): the algorithm processes the elements of $N$ in the order in which they arrive in the stream and it uses the same threshold $\epsilon$ as StreamProcess; starting with the empty solution and continuing until the size constraint of $k$ is reached, the algorithm adds an element to the current solution if its marginal gain is above the threshold. Note that $S_{i,j} = \text{STGreedy}(V_{i,j})$ for all $i \in [r], j \in [m]$. For analysis purposes only, we also consider STGreedy$(N)$ for sets $N$ that do not correspond to any set $V_{i,j}$.

For each $e \in V$, we define

$$p_e = \begin{cases} \Pr_{X \sim V(1/m)}[e \in \text{STGreedy}(X \cup \{e\})] & \text{if } e \in \text{OPT} \\ 0 & \text{otherwise} \end{cases}$$

We partition OPT into two sets:

$$O_1 = \{e \in \text{OPT} : p_e \geq \epsilon\} \quad O_2 = \text{OPT} \setminus O_1$$

We also define the following subset of $O_2$:

$$O'_2 = \{e \in O_2 : e \notin \text{STGreedy}(V_{1,1} \cup \{e\})\}.$$

Note that $(O_1, O_2)$ is a deterministic partition of OPT, whereas $O'_2$ is a random subset of $O_2$. The role of the sets $O_1, O_2, O'_2$ will become clearer in the analysis. The intuition is that, using the repetition, we can ensure that each element of $O_1$ ends up in the collected set $U = \bigcup_{i,j} S_{i,j}$ with good probability: each iteration $i \in [r]$ ensures that an element $e \in O_1$ is in $S_{i,1} \cup \cdots \cup S_{i,m}$ with probability $p_e \geq \epsilon$ and, since we repeat $r = \Theta(\ln(1/\epsilon)/\epsilon)$ times, we will ensure that $\mathbb{E}[1_{O_1 \cap U}] \geq (1 - \epsilon)1_{O_1}$. We also have that $\mathbb{E}[1_{O'_2}] \geq (1 - \epsilon)1_{O_2}$: an element $e \in O_2 \setminus O'_2$ ends up being picked by STGreedy when run on input $V_{1,1} \cup \{e\}$, which is a low probability event for the elements in $O_2$: more precisely, the probability of this event is equal to $p_e$ (since $V_{1,1} \sim V(1/m)$) and $p_e \leq \epsilon$ (since $e \in O_2$). Thus $\mathbb{E}[1_{O_1 \cap U} \cup O'_2] \geq (1 - \epsilon)1_{\text{OPT}}$, which implies that the expected value of $(O_1 \cap U) \cup O'_2$ is at least $(1 - \epsilon)f(\text{OPT})$. However, whereas $O_1 \cap U$ is available in the post-processing phase, elements of $O'_2$ may not be available and they may account for most of the value of $O_2$. The key insight is to show that $S_{1,1}$ makes up for the lost value from these elements.

We start the analysis with two helper lemmas, which follow from standard arguments that have been used in previous works. The first of these lemmas follows from an argument based on the Lovasz extension and its properties.
Lemma 5. Let $0 \leq u \leq v \leq 1$. Let $S \subseteq V \setminus \text{OPT}$ and $O \subseteq \text{OPT}$ be random sets such that $E[1_S] \leq u 1_{V \setminus \text{OPT}}$ and $E[1_O] \geq v 1_{\text{OPT}}$. Then $E[f(S \cup O)] \geq (v-u)f(\text{OPT})$.

The following lemma establishes a consistency property for the STGReedy algorithm, analogous to the consistency property shown and used by Barbosa et al. for algorithms such as the standard Greedy algorithm. The proof is also very similar to the proof shown by Barbosa et al.

Lemma 6. Conditioned on the event $|S_{1,1}| < k$, we have $\text{STGReedy}(V_1 \cup O_2') = \text{STGReedy}(V_{1,1}) = S_{1,1}$.

Proof. To simplify notation, we let $S_1 = S_{1,1}$. Let $b = |O_2|$. First, we analyze $f(T)$. Let $X \subseteq S_1$ be a random subset of $S_1$ such that $|X| \leq b$ and $E[1_X] = \frac{b}{k} 1_{S_1}$. We can select such a subset as follows: we first choose a permutation of $S_1$ uniformly at random, and let $\tilde{X}$ be the first $s := \min \{ b, |S_1| \}$ elements in the permutation. For each element of $\tilde{X}$, we add it to $X$ with probability $p := |S_1| b/(sk)$. For each $e \in S_1$, we have

$$Pr[e \in X] = Pr[e \in X | e \in \tilde{X}] Pr[e \in \tilde{X}] = p \frac{s}{|S_1|} = \frac{b}{k}$$

For each $e \notin S_1$, we have $Pr[e \in X] = 0$. Thus $E[1_X] = \frac{b}{k} 1_{S_1}$.

Since $X \cup ((O_1 \cap U) \setminus S_1)$ is a feasible solution contained in $U$ and OfflineAlg achieves an $\alpha$-approximation, we have

$$f(T) \geq \alpha f(X \cup ((O_1 \cap U) \setminus S_1))$$

By taking expectation over $X$ only (more precisely, the random sampling that we used to select $X$) and using that $\tilde{f}$ is a convex extension, we obtain:

$$f(T) \geq \alpha E_X [f(X \cup ((O_1 \cap U) \setminus S_1)) = \alpha E_X \left[ \tilde{f} \left( 1_{X \cup ((O_1 \cap U) \setminus S_1)} \right) \right]$$

$$\geq \alpha \tilde{f} \left( E_X [1_{X \cup ((O_1 \cap U) \setminus S_1)}] \right) = \alpha \tilde{f} \left( \frac{b}{k} 1_{S_1} + 1_{(O_1 \cap U) \setminus S_1} \right)$$

Next, we lower bound $\max \{ f(S_1), f(T) \}$ using a convex combination $(1-\theta)f(S_1) + \theta f(T)$ with coefficient $\theta = 1/(1+\alpha (1-\frac{b}{k})$. Note that $1-\theta = (1-\theta) (1-\frac{b}{k})$. By taking this convex combination, using the previous inequality lower bounding $f(T)$, and the convexity and restricted scale invariance of $\tilde{f}$, we obtain:
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\[ \max \{ f(S_1), f(T) \} \geq (1 - \theta) f(S_1) + \theta f(T) = \theta \alpha \left( 1 - \frac{b}{k} \right) f(S_1) + \theta f(T) \]

\[ \geq \theta \alpha \left( 1 - \frac{b}{k} \right) f(S_1) + \theta \alpha \left( \frac{b}{k} 1_{S_1} + 1_{(O_1 \cap U) \setminus S_1} \right) \]

\[ = \theta \alpha \left( 2 - \frac{b}{k} \right) \left( \frac{1 - b}{2} \right) f(S_1) + \frac{1}{2 - \frac{b}{k}} f \left( \frac{b}{k} 1_{S_1} + 1_{(O_1 \cap U) \setminus S_1} \right) \]

\[ \geq \theta \alpha \left( 2 - \frac{b}{k} \right) \left( \frac{1 - b}{2} \right) 1_{S_1} + \frac{1}{2 - \frac{b}{k}} \left( \frac{b}{k} 1_{S_1} + 1_{(O_1 \cap U) \setminus S_1} \right) \]

\[ = \theta \alpha \left( 2 - \frac{b}{k} \right) \left( \frac{1 - b}{2} \right) 1_{S_1 \cup (O_1 \cap U)} \geq \frac{\alpha}{1 + \alpha \left( 1 - \frac{b}{k} \right)} f(S_1 \cup (O_1 \cap U)). \]

(We note that we chose \( \theta \) to make the coefficients of \( 1_{S_1} \) and \( 1_{(O_1 \cap U) \setminus S_1} \) equal, and this allowed us to relate the value of the final solution to \( f(S_1 \cup (O_1 \cap U)) \).

Next, we analyze the expected value of \( f(S_{1,1} \cup (O_1 \cap U)) \). We do so in two steps: first we analyze the marginal gain of \( O_2^\prime \) on top of \( S_{1,1} \) and show that it is suitably small, and then we analyze \( f(S_{1,1} \cup (O_1 \cap U) \cup O_2^\prime) \) and show that its expected value is proportional to \( f(\text{OPT}) \). We use the notation \( f(A \cup B) \) to denote the marginal gain of \( A \) on top of \( B \), i.e., \( f(A \cup B) = f(A) + f(B) - f(A \cap B) \).

**Lemma 8.** We have \( E[f(O_2^\prime | S_{1,1})] \leq \kappa b + \varepsilon f(\text{OPT}) \).

**Proof.** As before, to simplify notation, let \( S_1 = S_{1,1} \) and \( V_1 = V_{1,1} \). We break down the expectation using the law of total expectation as follows:

\[
E[f(O_2^\prime | S_1)] = E[f(O_2^\prime | S_1) | | S_1 | < k] \cdot \Pr[|S_1| < k] + E[f(O_2^\prime | S_1) | | S_1 | = k] \cdot \Pr[|S_1| = k] \]

\[ \leq E[f(O_2^\prime | S_1) | | S_1 | < k] + \varepsilon f(\text{OPT}) \]

Above, we have used that \( f(O_2^\prime | S_1) \leq f(O_2^\prime) \leq f(\text{OPT}) \), where the first inequality follows by submodularity. We have also used that \( \Pr[|S_1| = k] = \Pr[|S_1| = k] \leq \varepsilon \). Thus it only remains to show that \( E[f(O_2^\prime | S_1) | | S_1 | < k] \leq \kappa b \).

We condition on the event \( |S_1| < k \) for the remainder of the proof. By Lemma 6, we have \( \text{STGReedy}(V_1 \cup O_2^\prime) = S_1 \). Since \( |S_1| < k \), each element of \( O_2^\prime \setminus S_1 \) was rejected because its marginal gain was below the threshold when it arrived in the stream. This, together with submodularity, implies that \( f(O_2^\prime | S_1) \leq \kappa |O_2^\prime| \leq \kappa b \).

**Lemma 9.** We have \( E[f(S_{1,1} \cup (O_1 \cap U) \cup O_2^\prime)] \geq (1 - 2\varepsilon) f(\text{OPT}) \).

**Proof.** We apply Lemma 5 to the following sets:

\[ S = S_{1,1} \setminus \text{OPT} \]
\[ O = (S_{1,1} \cap \text{OPT}) \cup (O_1 \cap U) \cup O_2^\prime \]

We show below that \( E[1_O] \leq \varepsilon 1_{V \setminus \text{OPT}} \) and \( E[1_O] \geq (1 - \varepsilon) 1_{\text{OPT}} \). Assuming these bounds, we can take \( u = \varepsilon \) and \( v = 1 - \varepsilon \) in Lemma 5, which gives the desired result.

Since \( S \subseteq S_{1,1} \subseteq V_{1,1} \) and \( V_{1,1} \) is a \( (1/m) \)-sample of \( V \), we have \( E[1_S] \leq \frac{1}{m} 1_{V \setminus \text{OPT}} = \varepsilon 1_{V \setminus \text{OPT}} \). Thus it only remains to show that, for each \( e \in \text{OPT} \), we have \( \Pr(\epsilon \in O) \geq 1 - \varepsilon \).

Since \( (O_1 \cap U) \cup O_2^\prime \subseteq O \), it suffices to show that \( \Pr[\epsilon \in (O_1 \cap U) \cup O_2^\prime] \geq 1 - \varepsilon \), or equivalently that \( \Pr(\epsilon \in (O_1 \setminus U) \cup (O_2 \setminus O_2^\prime)) \leq \varepsilon \).
Recall that $(O_1, O_2)$ is a deterministic partition of OPT. Thus $e$ belongs to exactly one of $O_1$ and $O_2$ and we consider each of these cases in turn.

Suppose that $e \in O_1$. A single iteration of the for loop of StreamProcess ensures that $e$ is in $S_{i,1} \cup \cdots \cup S_{i,m}$ with probability $p_e \geq \varepsilon$. Since we perform $r = \Theta(\ln(1/\varepsilon)/\varepsilon)$ independent iterations, we have

$$\Pr[\exists U \ni e] \leq (1-\varepsilon)^r \leq \exp(-\varepsilon r) \leq \varepsilon.$$

Suppose that $e \in O_2$. We have

$$\Pr[e \in O_2 \setminus O_2'] = \Pr[e \in STGreedy(V_{1,1} \cup \{e\})] = p_e \leq \varepsilon$$

where the first equality follows from the definition of $O_2'$, the second equality follows from the definition of $p_e$ and the fact that $V_{1,1} \sim V(1/m)$, and the inequality follows from the definition of $O_2$.

\[\Box\]

Lemmas 8 and 9 immediately imply the following:

**Lemma 10.** We have $\mathbb{E}[f(S_{1,1} \cup (O_1 \cap U))] \geq (1-3\varepsilon)f(OPT) - \kappa b$.

Finally, Lemmas 7 and 10 give the approximation guarantee:

**Lemma 11.** We have $\mathbb{E}[\max\{f(S_{1,1}), f(T)\}] \geq \left(\frac{\alpha}{1+\alpha} - 3\varepsilon\right) f(OPT)$.

## 4 Extension based algorithm

Using our extension based algorithm, we prove the following theorem.

**Theorem 12.** Assume there exists an $\alpha$-approximation offline algorithm OfflineAlg for maximizing a non-negative submodular function subject to cardinality constraint whose space complexity is nearly linear in the size of the ground set. Then, for every constant $\varepsilon \in (0,1]$, there exists an $(\frac{\alpha}{1+\alpha} - \varepsilon)$-approximation semi-streaming algorithm for maximizing a non-negative submodular function subject to a cardinality constraint. The algorithm stores at most $O(k\varepsilon^{-2})$ elements.\(^4\)

In this section, we introduce a simplified version of the algorithm used to prove Theorem 12. This simplified version (given as Algorithm 3) captures our main new ideas, but makes two simplifying assumptions that can be avoided using standard techniques.

- The first assumption is that Algorithm 3 has access to an estimate $\tau$ of $f(OPT)$ obeying $(1-\varepsilon/8) \cdot f(OPT) \leq \tau \leq f(OPT)$. Such an estimate can be produced using well-known techniques, at the cost of a slight increase in the space complexity of the algorithm. In the full version of this paper we formally show that one such technique due to [21] can be used for that purpose, and that it increases the space complexity of the algorithm only by a factor of $O(\varepsilon^{-1} \log \alpha^{-1})$.

- The second assumption is that Algorithm 3 has value oracle access to the multilinear extension $F$. If the time complexity of Algorithm 3 is not important, then this assumption is of no consequence since a value oracle query to $F$ can be emulated using an exponential number of value oracle queries to $f$. However, the assumption becomes problematic when we would like to keep the time complexity of the algorithm polynomial and we only have value oracle access to $f$. Thus, we explain in the full version of this paper how to drop this assumption.

\(^4\) Formally, the number of elements stored by the algorithm also depends on $\log \alpha^{-1}$. Since $\alpha$ is typically a positive constant, or at least lower bounded by a positive constant, we omit this dependence from the statement of the theorem.
Algorithm 3 has two constant parameters \( p \in (0, 1) \) and \( c > 0 \) and maintains a fractional solution \( x \in [0, 1]^V \). This fractional solution starts empty, and the algorithm adds to it fractions of elements as they arrive. Specifically, when an element \( e \) arrives, the algorithm considers its marginal contribution with respect to the current fractional solution \( x \). If this marginal contribution exceeds the threshold of \( cr/k \), then the algorithm tries to add to \( x \) a \( p \)-fraction of \( e \), but might end up adding a smaller fraction of \( e \) if adding a full \( p \)-fraction of \( e \) to \( x \) will make \( x \) an infeasible solution, i.e., make \( \|x\|_1 > k \) (note that \( \|x\|_1 \) is the sum of the coordinates of \( x \)).

After viewing all of the elements, Algorithm 3 uses the fractional solution \( x \) to generate two sets \( S_1 \) and \( S_2 \) that are feasible (integral) solutions. The set \( S_1 \) is generated by rounding the fractional solution \( x \). Two rounding procedures, named Pipage Rounding and Swap Rounding, were suggested for this task in the literature [8, 12]. Both procedures run in polynomial time and guarantee that the output set \( S_1 \) of the rounding is always feasible, and that its expected value with respect to \( f \) is at least the value \( F(x) \) of the fractional solution \( x \). The set \( S_2 \) is generated by applying OfflineAlg to the support of the vector \( x \), which produces a feasible solution that (approximately) maximizes \( f \) among all subsets of the support whose size is at most \( k \). After computing the two feasible solutions \( S_1 \) and \( S_2 \), Algorithm 3 simply returns the better one of them.

\begin{algorithm}
1  Let \( x \leftarrow 1_\emptyset \).
2  for each arriving element \( e \) do
3    if \( \partial_e F(x) \geq \frac{c}{k} \) then \( x \leftarrow x + \min\{p, k - \|x\|_1\} \cdot 1_e \).
4  Round the vector \( x \) to yield a feasible solution \( S_1 \) such that \( \mathbb{E}[f(S_1)] \geq F(x) \).
5  Find another feasible solution \( S_2 \subseteq \text{supp}(x) \) by running OfflineAlg with \( \text{supp}(x) \) as the ground set.
6  return the better solution among \( S_1 \) and \( S_2 \).
\end{algorithm}

Let us denote by \( \hat{x} \) the final value of the fractional solution \( x \) (i.e., its value when the stream ends). We begin the analysis of Algorithm 3 with the following useful observation.

\begin{observation}
If \( \|\hat{x}\|_1 < k \), then \( \hat{x}_e = p \) for every \( e \in \text{supp}(\hat{x}) \). Otherwise (when \( \|\hat{x}\|_1 = k \)), this is still true for every element \( e \in \text{supp}(\hat{x}) \) except for maybe a single element.
\end{observation}

\begin{proof}
For every element \( e \) added to the support of \( x \) by Algorithm 3, the algorithm sets \( x_e \) to \( p \) unless this will make \( \|x\|_1 \) exceed \( k \), in which case the algorithm sets \( x_e \) to be the value that will make \( \|x\|_1 \) equal to \( k \). Thus, after a single coordinate of \( x \) is set to a value other than \( p \) (or the initial 0), \( \|x\|_1 \) becomes \( k \) and Algorithm 3 stops changing \( x \).
\end{proof}
Using the last observation we can now bound the space complexity of Algorithm 3, and show (in particular) that it is a semi-streaming algorithm for a constant $p$ when the space complexity of OFFLINEALG is nearly linear.

\textbf{Observation 15.} Algorithm 3 can be implemented so that it stores at most $O(k/p)$ elements.

\textbf{Proof.} To calculate the sets $S_1$ and $S_2$, Algorithm 3 needs access only to the elements of $V$ that appear in the support of $x$. Thus, the number of elements it needs to store is $O(|\text{supp}(\hat{x})|) = O(k/p)$, where the equality follows from Observation 14.

We now divert our attention to analyzing the approximation ratio of Algorithm 3. The first step in this analysis is lower bounding the value of $F(\hat{x})$, which we do by considering two cases, one when $\|\hat{x}\|_1 = k$, and the other when $\|\hat{x}\|_1 < k$. The following lemma bounds the value of $F(\hat{x})$ in the first of these cases. Intuitively, this lemma holds since $\text{supp}(\hat{x})$ contains many elements, and each one of these elements must have increased the value of $F(x)$ significantly when added (otherwise, Algorithm 3 would not have added this element to the support of $x$).

\textbf{Lemma 16.} If $\|\hat{x}\|_1 = k$, then $F(\hat{x}) \geq c\tau$.

\textbf{Proof.} Denote by $e_1, e_2, \ldots, e_\ell$ the elements in the support of $\hat{x}$, in the order of their arrival. Using this notation, the value of $F(\hat{x})$ can be written as follows.

$$
F(\hat{x}) = F(1_\varnothing) + \sum_{i=1}^\ell \left( F(\hat{x} \land 1_{\{e_1, e_2, \ldots, e_i\}}) - F(\hat{x} \land 1_{\{e_1, e_2, \ldots, e_{i-1}\}}) \right)
= F(1_\varnothing) + \sum_{i=1}^\ell \left( \hat{x}_{e_i} \cdot \partial_{e_i} F(\hat{x} \land 1_{\{e_1, e_2, \ldots, e_{i-1}\}}) \right)
\geq F(1_\varnothing) + \frac{c\tau}{k} \sum_{i=1}^\ell \hat{x}_{e_i} = F(1_\varnothing) + \frac{c\tau}{k} \cdot \|\hat{x}\|_1 \geq c\tau ,
$$

where the second equality follows from the multilinearity of $F$, and the first inequality holds since Algorithm 3 selects an element $e_i$ only when $\partial_{e_i} F(\hat{x} \land 1_{\{e_1, e_2, \ldots, e_{i-1}\}}) \geq \frac{c\tau}{k}$. The last inequality holds since $f$ (and thus, also $F$) is non-negative and $\|\hat{x}\|_1 = k$ by the assumption of the lemma.

Consider now the case in which $\|\hat{x}\|_1 < k$. Recall that our objective is to lower bound $F(\hat{x})$ in this case as well. Towards this goal, we bound the expression $F(\hat{x} + 1_{\text{OPT} \setminus \text{supp}(\hat{x})})$ from below and above in the following two lemmata.

\textbf{Lemma 17.} If $\|\hat{x}\|_1 < k$, then $F(\hat{x} + 1_{\text{OPT} \setminus \text{supp}(\hat{x})}) \geq (1 - p) \cdot [p \cdot f(\text{OPT}) + (1 - p) \cdot f(\text{OPT} \setminus \text{supp}(\hat{x}))]$.\hfill

\textbf{Proof.} Since $\|\hat{x}\|_1 < k$, Observation 14 guarantees that $\hat{x}_e = p$ for every $e \in \text{supp}(\hat{x})$. Thus $\hat{x} = p \cdot 1_{\text{OPT} \setminus \text{supp}(\hat{x})} + p \cdot 1_{\text{supp}(\hat{x}) \setminus \text{OPT}}$, and therefore,

\[
F(\hat{x} + 1_{\text{OPT} \setminus \text{supp}(\hat{x})}) = F(p \cdot 1_{\text{OPT} \setminus \text{supp}(\hat{x})} + p \cdot 1_{\text{supp}(\hat{x}) \setminus \text{OPT}} + 1_{\text{OPT} \setminus \text{supp}(\hat{x})})
\geq (1 - p) \cdot F(p \cdot 1_{\text{OPT} \setminus \text{supp}(\hat{x})} + 1_{\text{OPT} \setminus \text{supp}(\hat{x})})
\geq (1 - p) \cdot \hat{f}(p \cdot 1_{\text{OPT} \setminus \text{supp}(\hat{x})} + 1_{\text{OPT} \setminus \text{supp}(\hat{x})})
= (1 - p) \cdot [p \cdot f(\text{OPT}) + (1 - p) \cdot f(\text{OPT} \setminus \text{supp}(\hat{x}))] ,
\]

\text{ICALP 2020}
where the first inequality follows from Corollary 2, the second inequality holds since the Lovász extension lower bounds the multilinear extension, and the last equality follows from the definition of the Lovász extension.

In the following lemma, and the rest of the section, we use the notation \( b = k^{-1} \cdot |\text{OPT} \setminus \text{supp}(\hat{x})| \). Intuitively, the lemma holds since the fact that the elements of \( \text{OPT} \setminus \text{supp}(\hat{x}) \) where not added to the support of \( x \) implies that their marginal contribution is small.

\[ \textbf{Lemma 18.} \quad \text{If } \|\hat{x}\|_1 < k, \text{ then } F(\hat{x} + \mathbf{1}_{\text{OPT} \setminus \text{supp}(\hat{x})}) \leq F(\hat{x}) + \beta c \tau. \]

\textbf{Proof.} The elements in \( \text{OPT} \setminus \text{supp}(\hat{x}) \) were rejected by Algorithm 3, which means that their marginal contribution with respect to the fractional solution \( x \) at the time of their arrival was smaller than \( c \tau / k \). Since the fractional solution \( x \) only increases during the execution of the algorithm, the submodularity of \( f \) guarantees that this is true also with respect to \( \hat{x} \). More formally, we get

\[ \partial_e F(\hat{x}) < \frac{c \tau}{k} \quad \forall e \in \text{OPT} \setminus \text{supp}(\hat{x}). \]

Using the submodularity of \( f \) again, this implies

\[ F(\hat{x} + \mathbf{1}_{\text{OPT} \setminus \text{supp}(\hat{x})}) \leq F(\hat{x}) + \sum_{e \in \text{OPT} \setminus \text{supp}(\hat{x})} \partial_e F(\hat{x}) \leq F(\hat{x}) + |\text{OPT} \setminus \text{supp}(\hat{x})| \cdot \frac{c \tau}{k} = F(\hat{x}) + \beta c \tau. \]

Combining the last two lemmata immediately yields the promised lower bound on \( F(\hat{x}) \).

\[ \text{To understand the second inequality in the following corollary, recall that } \tau \leq f(\text{OPT}). \]

\[ \textbf{Corollary 19.} \quad \text{If } \|\hat{x}\|_1 < k, \text{ then } F(\hat{x}) \geq (1 - p) \cdot \left[ p \cdot f(\text{OPT}) + (1 - p) \cdot f(\text{OPT} \setminus \text{supp}(\hat{x})) \right] - \beta c \tau \geq [p(1 - p) - \beta c] \tau + (1 - p)^2 \cdot f(\text{OPT} \setminus \text{supp}(\hat{x})). \]

Our next step is to get a lower bound on the expected value of \( f(S_2) \). One easy way to get such a lower bound is to observe that \( \text{OPT} \cap \text{supp}(\hat{x}) \) is a subset of the support of \( \hat{x} \) of size at most \( k \), and thus, is a candidate to be OPT; which implies \( \mathbb{E}[f(S_2)] \geq \alpha \cdot f(\text{OPT} \cap \text{supp}(\hat{x})) \) since the algorithm \textsc{OfflineAlg} used to find \( S_2 \) is an \( \alpha \)-approximation algorithm. The following lemma proves a more involved lower bound by considering the vector \((b\hat{e}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})}\) as a fractional candidate to be OPT (using the rounding methods discussed above it, it can be converted into an integral candidate of at least the same value). The proof of the lemma lower bounds the value of the vector \((b\hat{e}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})}\) using the concavity of the function \( F((t \cdot \hat{x}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})}) \) as well as ideas used in the proofs of the previous claims.

\[ \textbf{Lemma 20.} \quad \text{If } \|\hat{x}\|_1 < k, \text{ then } \mathbb{E}[f(S_2)] \geq \alpha b(1 - p - cb) \tau + \alpha (1 - b) \cdot f(\text{OPT} \cap \text{supp}(\hat{x})). \]

\textbf{Proof.} Consider the vector \((b\hat{e}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})}\). Clearly,

\[ \| (b\hat{e}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})} \|_1 \leq b \cdot \|\hat{x}\|_1 + \| 1_{\text{OPT} \cap \text{supp}(\hat{x})} \|_1 \]

\[ \leq |\text{OPT} \setminus \text{supp}(\hat{x})| + |\text{OPT} \cap \text{supp}(\hat{x})| = |\text{OPT}| \leq k, \]

where the second inequality holds by the definition of \( b \) since \( \|\hat{x}\|_1 < k \). Thus, due to the existence of the rounding methods discussed in Section 4, there must exist a set \( S \) of size at most \( k \) obeying \( f(S) \geq F((b\hat{e}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})}) \). Since \( S_2 \) is produced by \textsc{OfflineAlg}, whose approximation ratio is \( \alpha \), this implies \( \mathbb{E}[f(S_2)] \geq \alpha \cdot F((b\hat{e}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})}) \). Thus, to prove the lemma it suffices to show that \( F((b\hat{e}) \setminus 1_{\text{OPT} \cap \text{supp}(\hat{x})}) \) is always at least \( b(1 - p - cb) \tau + (1 - b) \cdot f(\text{OPT} \cap \text{supp}(\hat{x})). \)
The first step towards proving the last inequality is getting a lower bound on $F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})})$. Recall that we already showed in the proof of Lemma 18 that

$$\partial_x F(\hat{x}) < \frac{c\tau}{k} \quad \forall x \in \text{OPT} \setminus \text{supp}(\hat{x})$$

Thus, the submodularity of $f$ implies

$$F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})}) \leq F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})}) + \sum_{e \in \text{OPT} \setminus \text{supp}(\hat{x})} \partial_x F(\hat{x})$$

$$\leq F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})}) + \frac{c\tau \cdot |\text{OPT} \setminus \text{supp}(\hat{x})|}{k} = F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})}) + c\tau .$$

Rearranging this inequality yields

$$F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})}) \geq F(\hat{x} \vee 1_{\text{OPT}}) - c\tau \geq (1 - p) \cdot f(\text{OPT}) - c\tau \geq (1 - p - cb)\tau ,$$

where the second inequality holds by Corollary 2 since Observation 14 guarantees that every coordinate of $\hat{x}$ is either 0 or $p$. This gives us the promised lower bound on $F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})})$.

We now note that the submodularity of $f$ implies that $F((t \cdot \hat{x}) \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})})$ is a concave function of $t$ within the range $[0, 1]$. Since $b$ is inside this range,

$$F((b\hat{x}) \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})}) \geq b \cdot F(\hat{x} \vee 1_{\text{OPT} \cap \text{supp}(\hat{x})}) + (1 - b) \cdot f(\text{OPT} \cap \text{supp}(\hat{x}))$$

$$\geq b(1 - p - cb)\tau + (1 - b) \cdot f(\text{OPT} \cap \text{supp}(\hat{x})) ,$$

which completes the proof of the lemma.

Using the last two claims we can now obtain a lower bound on the value of the solution of Algorithm 3 in the case of $\|\hat{x}\|_1 < k$ which is a function of $\alpha$, $\tau$ and $p$ alone. We note that both the guarantees of Corollary 19 and Lemma 20 are lower bounds on the expected value of the output of the algorithm in this case since $E[f(S)] \geq F(\hat{x})$. Thus, any convex combination of these guarantees is also such a lower bound, and the proof of the following corollary basically proves a lower bound for one such convex combination – for the specific value of $c$ stated in the corollary.

**Corollary 21.** If $\|\hat{x}\|_1 < k$ and $c$ is set to $\frac{\alpha(1 - p)}{\alpha + 1}$, then $E[\max\{f(S_1), f(S_2)\}] \geq \frac{(1 - p)\alpha\tau}{\alpha + 1}$.

**Proof.** The corollary follows immediately from the non-negativity of $f$ when $p = 1$. Thus, we may assume $p < 1$ in the rest of the proof.

By the definition of $S_1$, $E[f(S_1)] \geq F(\hat{x})$. Thus, by Corollary 19 and Lemma 20,

$$E[\max\{f(S_1), f(S_2)\}] \geq \max\{E[f(S_1)], E[f(S_2)]\}$$

$$\geq \max\{|p(1 - p) - bc|\tau + (1 - p)^2 \cdot f(\text{OPT} \setminus \text{supp}(\hat{x})),$$

$$a(b(1 - p - cb))\tau + a(1 - b) \cdot f(\text{OPT} \cap \text{supp}(\hat{x}))\}$$

$$\geq \frac{a(1 - b)}{a(1 - b) + (1 - p)^2} \cdot [p(1 - p) - bc]\tau + (1 - p)^2 \cdot f(\text{OPT} \setminus \text{supp}(\hat{x}))$$

$$+ \frac{(1 - p)^2}{a(1 - b) + (1 - p)^2} \cdot [ab(1 - p - cb))\tau + a(1 - b) \cdot f(\text{OPT} \cap \text{supp}(\hat{x}))] .$$

To keep the following calculations short, it will be useful to define $q = 1 - p$ and $d = 1 - b$. Using this notation and the fact that the submodularity and non-negativity of $f$ guarantee together $f(\text{OPT} \setminus \text{supp}(\hat{x})) + f(\text{OPT} \cap \text{supp}(\hat{x})) \geq f(\text{OPT}) \geq \tau$, the previous inequality implies
\[
\mathbb{E}[\max\{f(S_1), f(S_2)\}] \geq \frac{(1-b)[p(1-p) - bc] + b(1-p)^2(1-p-bc) + (1-b)(1-p)^2}{\alpha(1-b) + (1-p)^2} \\
= \frac{dq(1-q) - (1-d)c + q^2(1-d)[q - (1-d)c] + dq}{\alpha d + q^2} \\
= \frac{d[q - (1-d)c] + q^2(1-d)[q - (1-d)c]}{\alpha d + q^2} \\
= \frac{d + q^2(1-d)}{(\alpha + 1)(\alpha + q^2)} \\
\]

where the fourth equality holds by plugging in the value we assume for \(c\).

The second fraction in the last expression is independent of the value of \(d\), and the derivative of the first fraction in this expression as a function of \(d\) is

\[
\frac{(2d\alpha + \alpha q^2 - 2dq^2 + 1 - q^2)(d\alpha + q^2)}{[d\alpha + q^2]^2} - \alpha(d^2\alpha + dq^2 - d^2\alpha q^2 + d + q^2 - dq^2) \\
= \frac{1 - q^2}{[d\alpha + q^2]^2} \cdot [q^2(1 - \alpha) + d\alpha(d + 2q^2)] ,
\]

which is always non-negative since both \(q\) and \(\alpha\) are numbers between 0 and 1. Thus, we get that the minimal value of the expression (1) is obtained for \(d = 0\) for any choice of \(q\) and \(\alpha\). Plugging this value into \(d\) yields

\[
\mathbb{E}[\max\{f(S_1), f(S_2)\}] \geq \frac{q\alpha \tau}{\alpha + 1} = \frac{(1-p)\alpha \tau}{\alpha + 1} .
\]

Note that Lemma 16 and Corollary 21 prove the same lower bound on the expectation \(\mathbb{E}[\max\{f(S_1), f(S_2)\}]\) when \(c\) is set to the value it is set to in Corollary 21 (because \(\mathbb{E}[\max\{f(S_1), f(S_2)\}] \geq \mathbb{E}[f(S_1)] \geq F(\hat{x})\)). Thus, we can summarize the results we have proved so far using the following proposition.

**Proposition 22.** Algorithm 3 is a semi-streaming algorithm storing \(O(k/p)\) elements. Moreover, for the value of the parameter \(c\) given in Corollary 21, the output set produced by this algorithm has an expected value of at least \(\frac{\alpha \tau (1-p)}{\alpha + 1}\).

Using the last proposition, we can now prove the following theorem. As discussed at the beginning of the section, in the full version of this paper we explain how the assumption that \(\tau\) is known can be dropped at the cost of increasing of a slight increase in the number of elements stored by the algorithm, which yields Theorem 12.

**Theorem 23.** For every constant \(\varepsilon \in (0, 1]\), there exists a semi-streaming algorithm that assures access to an estimate \(\tau\) of \(f(\text{OPT})\) obeying \((1 - \varepsilon/8) \cdot f(\text{OPT}) \leq \tau \leq f(\text{OPT})\) and provides \((\frac{\alpha}{\alpha+1} - \varepsilon)\)-approximation for the problem of maximizing a non-negative submodular function subject to cardinality constraint. This algorithm stores at most \(O(k\varepsilon^{-1})\) elements.

**Proof.** Consider the algorithm obtained from Algorithm 3 by setting \(p = \varepsilon/2\) and \(c\) as is set in Corollary 21. By Proposition 22, this algorithm stores only \(O(k/p) = O(k\varepsilon^{-1})\) elements, and the expected value of its output set is at least

\[
\frac{\alpha \tau (1-p)}{\alpha + 1} \geq \frac{\alpha(1-\varepsilon/8)(1-\varepsilon/2)}{\alpha + 1} \cdot f(\text{OPT}) \geq \frac{\alpha(1-\varepsilon)}{\alpha + 1} \cdot f(\text{OPT}) \geq \left(\frac{\alpha}{\alpha + 1} - \varepsilon\right) \cdot f(\text{OPT}) ,
\]

where the first inequality holds since \(\tau\) obeys, by assumption, \(\tau \geq (1-\varepsilon/8) \cdot f(\text{OPT})\).
Further discussion. Before concluding, let us discuss in more detail the value that should be assigned to the parameter $p$ of Algorithm 3. In the proof of Theorem 23, we chose $p$ to be very small. This makes sense whenever $\alpha$ is independent of $p$ since the formula given by Proposition 22 for the guaranteed value of the output is non-increasing in $p$. However, for some choices of $\text{OFFLINEALG}$ the value of $\alpha$ might depend on $p$, and thus, it might be beneficial to choose a value for $p$ which is not very small. To see why $\alpha$ might depend on $p$, note that the input passed to $\text{OFFLINEALG}$ by Algorithm 3 is of size at most $\lceil k/p \rceil$ due to Observation 14; and therefore, the ratio between the size of the ground set and $k$ in this input is roughly $1/p$. Hence, $\alpha$ depends on $p$ if the approximation ratio of $\text{OFFLINEALG}$ depends on the above ratio; which is the case, e.g., for one of the algorithms described in [6].

As a corollary of the above discussion, we get that for some offline algorithms a smart choice of $p$ can yield a better approximation guarantee than the one stated in Theorem 23. At the current point this corollary is not very useful since the state-of-the-art offline approximation algorithm has an approximation ratio which is independent of $p$; however, this might change in the future.
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Abstract

We consider the following dynamic load-balancing process: given an underlying graph $G$ with $n$ nodes, in each step $t \geq 0$, one unit of load is created, and placed at a randomly chosen graph node. In the same step, the chosen node picks a random neighbor, and the two nodes balance their loads by averaging them. We are interested in the expected gap between the minimum and maximum loads at nodes as the process progresses, and its dependence on $n$ and on the graph structure.

Variants of the above graphical balanced allocation process have been studied previously by Peres, Talwar, and Wieder [10], and by Sauerwald and Sun [12]. These authors left as open the question of characterizing the gap in the case of cycle graphs in the dynamic case, where weights are created during the algorithm’s execution. For this case, the only known upper bound is of $O(n \log n)$, following from a majorization argument due to [10], which analyzes a related graphical allocation process.

In this paper, we provide an upper bound of $O(\sqrt{n \log n})$ on the expected gap of the above process for cycles of length $n$. We introduce a new potential analysis technique, which enables us to bound the difference in load between $k$-hop neighbors on the cycle, for any $k \leq n/2$. We complement this with a “gap covering” argument, which bounds the maximum value of the gap by bounding its value across all possible subsets of a certain structure, and recursively bounding the gaps within each subset. We provide analytical and experimental evidence that our upper bound on the gap is tight up to a logarithmic factor.
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1 Introduction

We consider balls-into-bins processes where a sequence of $m$ weights are placed into $n$ bins via some randomized procedure, with the goal of minimizing the load imbalance between the most loaded and the least loaded bin. This family of processes has been used to model several practical allocation problems, such as load-balancing [3, 7, 11], hashing [5], or even relaxed data structures [2, 1].
One way to put our results into context is to view them as a variation of the well-known $d$-choice process, in which, in each step, a new weight is generated, and is placed in the least loaded of $d$ uniform random choices. If $d = 1$, then we have the uniform random choice scheme, whose properties are well understood. In particular, if we place $m = n$ unit weights into the bins, then it is known that the most loaded bin will have expected $\Theta(\log n / \log \log n)$ load, whereas if $m = \Omega(n \log n)$ we have that the expected maximum load is $m/n + \Theta(\sqrt{m \log n/n})$. Seminal work by Azar, Broder, Karlin, and Upfal [3] showed that, if we place $n$ unit weights into $n$ bins by the $d$-choice process with $d \geq 2$, then, surprisingly, the maximum load is reduced to $\Theta(\log \log n / \log d)$. A technical tour-de-force by Berenbrink, Czumaj, Steger, and Vöcking [4] extended this result to the “heavily-loaded” case where $m \gg n$, showing that in this case the maximum load is $m/n + \log \log n / \log d + O(1)$ with failure probability at most $1/\text{poly} \ n$. An elegant alternative proof for a slightly weaker version of this result was later provided by Talwar and Wieder [13].

More recently, Peres, Talwar, and Wieder [10] analyzed the graphical version of this process, where the bins are the vertices of a graph, an edge is chosen at every step, and the weight is placed at the less loaded endpoint of the edge, breaking ties arbitrarily. (The classic 2-choice process corresponds to the case where the graph is a clique.) The authors focus on the evolution of the gap between the highest and lowest loaded bins, showing that, for graphs of $\beta$-edge-expansion [10], this gap is $O(\log n/\beta)$, with probability $1 - 1/\text{poly} \ n$.

An alternative way to frame our results is to consider static load-balancing, where each node starts with an arbitrary initial load, and the endpoints average their initial loads whenever the edge is chosen. Then, the balancing process can be mapped to a Markov chain, whose convergence is well-understood in terms of the spectral gap of the underlying graph [12]. Sauerwald and Sun [12] considered this static case in the discrete setting, where the fixed initial load can only be divided to integer tokens upon each averaging step, for which they gave strong upper bounds for a wide range of graph families.

By contrast to this previous work, in this paper we consider the less complex continuous averaging case, where exact averaging of the weights is possible, but in the more challenging dynamic scenario, where weights arrive in each step rather than being initially allocated, which is closer to the setting of the $d$-choice process discussed above.

One question left open by previous work concerns the evolution of the gap in the dynamic case on graphs of low expansion, such as cycles. In particular, for cycles, the only known upper bound on the expected gap in the dynamic case is of $O(n \log n)$, following from [10], whereas the only lower bound is the immediate $\Omega(\log n)$ gap lower bound for the clique. Closing this gap for cycle graphs is known to be a challenging open problem [9]. As suggested in [10], to deal with the cycle case, there is a need for a new approach, which takes the structure of the load balancing graph into account.

**Contribution.** In this paper, we address this question for the case where averaging is performed on a cycle graph. Let $\text{Gap}(t)$ be a difference between highest and lowest loads of the nodes at time step $t$. We provide the upper bound on the gap in the dynamic, heavily-loaded case, via a new potential argument. More formally, for any $t > 0$, we show that for a cycle graph with $n$ vertices:

$$
\mathbb{E}[\text{Gap}(t)] = O(\sqrt{n \log(n)}).
$$

(1)

We complement this result with a lower bound of $\Omega(n)$ on $\mathbb{E}[\text{Gap}(t)^2]$, as well as additional experimental evidence suggesting that our upper bound is tight within a logarithmic factor. Our results extend to weighted input. That is, we can allow our input to come from any distribution $W$, such that $\mathbb{E}[W^2] \leq M^2$, for some $M > 0$. 

---

**7:2 Dynamic Averaging Load Balancing on Cycles**
Technical Argument. Our upper bound result is based on two main ideas. The first introduces a new parametrized hop-potential function, which measures the squared difference in load between any \( k \)-hop neighbors on the graph, where \( k \geq 1 \) is a fixed hop parameter. Let \( G = (V, E) \) be our input graph, where \( V = \{1, 2, ..., n\} \). Throughout the paper, for any \( 1 \leq i \leq n \) we assume that the nodes \( i + n \) and \( i - n \) are the same as the node \( i \). Let \( x_i(t) \) be the load of node \( i \) at step \( t \). Then, we define the \( k \)-hop potential as:

\[
\phi_k(t) = \sum_{i=1}^{n} (x_i(t) - x_{i+k}(t))^2.
\]

The first technical step in the proof is to understand the expected (“steady-state”) value of the \( k \)-hop potential. We show that, in expectation, the \( k \)-hop potential has a recursive structure on regular graphs. While the expected values of \( k \)-hop potentials cannot be computed precisely, we can isolate upper and lower bounds on their values for cycles. In particular, for the \( k \)-hop potential on an \( n \)-cycle, we prove the following bound:

\[
\mathbb{E}[\phi_k(t)] \leq k(n - k) - 1, \forall k \geq 1. \tag{2}
\]

In the second technical step, we shift gears, aiming to bound the maximum possible value of the gap between any two nodes, leveraging the fact that we understand the hop potential for any \( k \geq 1 \). We achieve this via a “gap covering” technique, which characterizes the maximum value of the gap across all possible subsets of a certain type.

More precisely, in the case of a cycle of length \( n = 2^m \), for each node \( i \) and hop count \( k \), we define the set family \( A_k^i \) to be formed of nodes \( \{i, i + 2^k, i + 2 \times 2^k, i + 3 \times 2^k, \ldots\} \).

(Since we are on a cycle, \( i = i + 2^{m-k}2^k \).) Then for any \( 1 \leq i \leq n \) and \( k > 0 \), we will have

\[
\sum_{i=1}^{n} \text{Gap}_{A_{i-1}}(t) \leq \sum_{i=1}^{n} \text{Gap}_{A_k^i}(t) + \frac{n}{\sqrt{2^{k-1}}} \sqrt{\phi_{2^{k-1}}(t)}, \tag{3}
\]

where \( \text{Gap}_X(t) \) is the maximal gap inside the set \( X \) at time \( t \). Intuitively, this result allows us recursively characterize the gap value at various “resolutions” across the graph.

Finally, we notice that we can “cover” the gap across between any two nodes by carefully unwinding the recursion in the above inequality, considering all possible subsets of a well-chosen structure, and recursively bounding the gaps within each subset. (This step is particularly delicate in the case where \( n \) is not a power of two, see Section 5.) We obtain that

\[
\mathbb{E}[\text{Gap}(t)] = O(\sqrt{n} \log(n)), \tag{4}
\]

as claimed. The logarithmic slack is caused by the second term on the right-hand-side of (2).

We note that this technique extends to the case where inserted items are weighted, where the weights are coming from some distribution of bounded second moment.

Lower Bound. It is interesting to ask whether this upper bound is tight. To examine this question, we revisit the recursive structure of the \( k \)-hop potential, which we used to obtain the lower bound in Equation 2. We can leverage this structure to obtain a lower bound on the expected \( k \)-hop potential as well. Starting from this lower bound, we can turn the upper bound argument “inside out,” to obtain a linear lower bound on the expected squared gap:

\[
\mathbb{E}[\text{Gap}(t)^2] = \Omega(n). \tag{5}
\]

This second moment bound strongly suggests that our above analysis is tight within logarithmic factors. We conjecture that the bound is also tight with regards to the expected gap, and examine this claim empirically in Section 6.
Extensions and Overview. The analysis template we described above is general, and could be extended to other graph families, such as regular expanders. In particular, we note that the recursive structure of the $k$-hop potentials is preserved for such graphs. The main technical steps in analyzing a new graph family are to (1) identify the right upper bound on the $k$-hop potential (the analogue of (1)); and (2) identify the right set family for the gap covering argument, and its recursive structure (the analogue of (2)). Obtaining tight bounds for these quantities is not straightforward, since they do not seem to be immediately linked to well-studied graph properties. Here, we focus on obtaining tight bounds on the gap for cycles, which is technically non-trivial, and leave the extensions for other graph families as future work. To substantiate our generality claim, we exhibit an application of our analysis technique to Harary graphs [6] in a full version of the paper.

We discuss the relation between our results and bounds for the graphical power-of-two process on a cycle [10] in Section 7.

Related Work. As we have already discussed broad background, we will now mainly focus on the technical differences from previous work. As stated, we are the first to specifically consider the dynamic case for continuous averaging on cycles. In the static case with discrete averaging, the problem has been considered by Sauerwald and Sun [12]. However, their techniques would not apply in our case, since we consider that weights would be introduced dynamically, during the processes’ execution.

To our knowledge, the only non-trivial upper bound on the gap of the process we consider which would follow from previous work is of $O(n \log n)$, by the potential analysis of [10]: they consider 2-choice load balancing, and one can re-do their potential analysis for (continuous) averaging load balancing, yielding the same bounds. However, as our bounds show, the resulting analysis is quite loose in the case of cycles, yielding an $\Omega(\sqrt{n})$ gap. This is a consequence of the majorization technique used, which links dynamic averaging on the cycle and a very weak form of averaging on the clique.

Our potential analysis is substantially different from that of [10], as they track a sum of exponential potentials across the entire graph. By contrast, our analysis tracks the squared load differences between $k$-hop neighbors, establishing recurrences between these potentials. We notice that this is also different from the usual square potentials used for analyzing averaging load balancing, e.g. [8], which usually compare against the global mean, as opposed to pairwise potential differences. Our approach is also different from the classic analyses of e.g. [3], which perform probabilistic induction on the number of bins at a given load, assuming a clique.

Generally, our technique can be seen as performing the induction needed to bound the gap not on the bin loads, as is common in previous work, e.g. [3], but over the topology of the graph. This approach is natural, since we wish to obtain tight, topology-specific bounds, but we believe we are the first to propose and analyze it successfully.

2 Averaging on the Cycle: Upper Bounding the Gap

Preliminaries. We consider a cycle graph $G = (V, E)$ where $V = \{1, 2, ..., n\}$, such that each node $i$ is connected to its left and right neighbors, $i - 1$ and $i + 1$ (recall that for any $1 \leq i \leq n$ the nodes $i + n$ and $i - n$ are the same as the node $i$).

We consider a stochastic process following real time $t \geq 0$, in which, in each step, a weight $w(t)$ is generated from a same distribution $W$. We associate a real-valued load value $x_i(t)$ with each node $i$. In step $t$, an edge $(i, i + 1)$ is chosen uniformly at random, and the two endpoints nodes update their weights as follows:

$$x_i(t+1) = x_{i+1}(t+1) = \frac{x_i(t) + x_{i+1}(t) + w(t)}{2}.$$
We will assume that the second moment of the distribution $W$ is bounded. That is: $E[W^2] \leq M^2$, for some $M > 0$. For simplicity, we will assume that weights are normalized by $M$. This gives us that $E[W^2] \leq 1$.

Let $X(t) = (x_1(t), x_2(t), \ldots, x_n(t))$ be the vector of the bin weights after $t$ balls have been thrown. First, we define the following potential functions:

$$\forall k \in \{1, 2, \ldots, n - 1\} : \phi_k(t) := \sum_{i=1}^{n} (x_i(t) - x_{i+k}(t))^2.$$

Notice that for every $1 \leq i \leq n$, we have that $\phi_i(t) = \phi_{n-i}(t)$. We want to analyze what is the value of these functions in expectation after an additional ball is thrown, for a given load vector $X(t)$.

We start with $\phi_1(t + 1)$:

$$E[\phi_1(t + 1)|X(t), w(t)] = \sum_{i=1}^{n} \frac{1}{n} \left( \frac{x_i(t) + x_{i+1}(t) + w(t)}{2} - x_{i+2}(t) \right)^2$$

$$+ \left( \frac{x_i(t) + x_{i+1}(t) + w(t)}{2} - x_{i-1}(t) \right)^2$$

$$+ \sum_{j \neq i-1,i,i+1} (x_j(t) - x_{j+1}(t))^2$$

$$= \frac{n-3}{n} \phi_1(t) + \frac{1}{2} + \frac{1}{2n} (\phi_1(t) + 2\phi_2(t))$$

$$= \frac{n-2}{n} \phi_1(t) + \frac{1}{2} w(t)^2 - \frac{\phi_1(t)}{n} + \frac{1}{n} \phi_2(t).$$

Now, we proceed with calculating the expected value of $\phi_k(t + 1)$, for $2 \leq k \leq \lfloor n/2 \rfloor$:

$$E[\phi_k(t + 1)|X_t, w(t)] = \sum_{i=1}^{n} \frac{1}{n} \left( \frac{x_i(t) + x_{i+1}(t) + w(t)}{2} - x_{i-k}(t) \right)^2$$

$$+ \left( \frac{x_i(t) + x_{i+1}(t) + w(t)}{2} - x_{i+k}(t) \right)^2$$

$$+ \left( \frac{x_i(t) + x_{i+1}(t) + w(t)}{2} - x_{i+k}(t) \right)^2$$

$$+ \left( \frac{x_i(t) + x_{i+1}(t) + w(t)}{2} - x_{i+k}(t) \right)^2$$

$$+ \sum_{j \neq i-k,i+1-k,i+k+1+k} (x_j(t) - x_{j+k}(t))^2$$

$$= \frac{n-2}{n} \phi_k(t) + \frac{1}{2} w(t)^2 - \frac{\phi_1(t)}{n} + \frac{\phi_{k+1}(t)}{n} + \frac{\phi_{k-1}(t)}{n}.$$

Note that in the above calculations for $\phi_1(t + 1)$ and $\phi_k(t + 1)$, for $k > 1$ the terms which contain $w(t)$ as linear multiplicative term disappear because we can assume that loads $x_1(t), x_2(t), \ldots, x_n(t)$ are normalized (this will not change our potentials) and we have:

$$\sum_{i=1}^{n} w(t)x_i(t) = 0.$$  \hspace{1cm} (6)
If we remove conditioning on $w(t)$ and express these equations for $k = 1, 2, \ldots, n-1$, we get:

\[
\begin{align*}
E[\phi_k(t+1)|X(t)] &= (\frac{n-2}{n})\phi_1(t) + \frac{1}{2}(E[W^2] - \frac{\phi(t)}{n}) + \frac{\phi(t)}{n}, \\
E[\phi(t+1)|X(t)] &= (\frac{n-2}{n})\phi_2(t) + (E[W^2] - \frac{\phi(t)}{n}) + \frac{\phi(t)}{n}, \\
\vdots \\
E[\phi_{n-2}(t+1)|X(t)] &= (\frac{n-2}{n})\phi_{n-3}(t) + (E[W^2] - \frac{\phi(t)}{n}) + \frac{\phi(t)}{n}, \\
E[\phi_{n-1}(t+1)|X(t)] &= (\frac{n-2}{n})\phi_{n-2}(t) + (E[W^2] - \frac{\phi(t)}{n}) + \frac{\phi(t)}{n}.
\end{align*}
\]

Using the above equations we can prove the following:

**Lemma 1.** For every $t \geq 0$ and $1 \leq k \leq n-1$, we have that

\[
E[\phi_k(t)] \leq (k(n-k)-1)E[W^2] \leq k(n-k)-1.
\]  

**Proof.** Let $\Phi(t) = (\phi_1(t), \phi_2(t), \ldots, \phi_{n-1}(t))$ be the vector of values of our potentials at time step $t$ and let $Y = (y_1, y_2, \ldots, y_{n-1})$, be the vector containing our desired upper bounds for each potential. That is: for each $1 \leq i \leq n-1$, we have that $y_i = (i(n-i) - 1)E[W^2]$. An interesting and easily checkable thing about the vector $Y$ is that

\[
E[\Phi(t+1)|\Phi(t)] = Y.
\]

Next, consider the vector $Z(t) = (z_1(t), z_2(t), \ldots, z_{n-1}(t)) = Y - \Phi(t)$. Our goal is to show that for every step $t$ and coordinate $i$, $E[z_i(t)] \geq 0$. we have that

\[
E[z_1(t+1)|X(t)] = y_1 - E[\phi_1(t+1)|X(t)] = (\frac{n-2}{n})y_1 + \frac{1}{2}(E[W^2] - y_1) + \frac{y_2}{n} - \left( (\frac{n-2}{n})\phi_1(t) + \frac{1}{2}(E[W^2] - \frac{\phi(t)}{n}) + \frac{\phi(t)}{n} \right)
\]

and for $2 \leq i \leq \lfloor \frac{n}{2} \rfloor$, we have that

\[
E[z_i(t+1)|X(t)] = (\frac{n-2}{n})z_i(t) - \frac{z_i(t)}{2n} + \frac{z_{i-1}(t)}{n}.
\]

Hence we get the following equations (recall that $z_i(t) = z_{n-i}(t)$):

\[
\begin{align*}
n \times E[z_1(t+1)|X(t)] &= (n-2 - \frac{1}{2})z_1(t) + z_2(t) \\
n \times E[z_2(t+1)|X(t)] &= -z_1(t) + z_1(t) + (n-2)z_2(t) + z_3(t) \\
n \times E[z_3(t+1)|X(t)] &= -z_1(t) + z_2(t) + (n-2)z_3(t) + z_4(t) \\
\vdots \\
n \times E[z_{\lfloor \frac{n}{2} \rfloor}(t+1)|X(t)] &= -z_1(t) + z_{\lfloor \frac{n}{2} \rfloor-1}(t) + (n-2)z_{\lfloor \frac{n}{2} \rfloor}(t) + z_{\lfloor \frac{n}{2} \rfloor+1}(t).
\end{align*}
\]

Next, using induction on $t$, we show that for every $t \geq 0$

\[
0 \leq E[z_1(t)] \leq E[z_2(t)] \leq \ldots \leq E[z_{\lfloor \frac{n}{2} \rfloor}(t)].
\]
The base case holds trivially since $Z(0) = Y$. For the induction step, assume that $0 \leq \mathbb{E}[z_1(t)] \leq \mathbb{E}[z_2(t)] \leq ... \leq \mathbb{E}[z_{\frac{2}{3}}(t)]$. First, we have that:

$$n\mathbb{E}[z_1(t+1)] = n\mathbb{E}_{X(t)}[\mathbb{E}[z_1(t+1)|X(t)]] = (n - 2 - \frac{1}{2})\mathbb{E}[z_1(t)] + \mathbb{E}[z_2(t)] \geq 0.$$  

Additionally, we have that:

$$n\mathbb{E}[z_1(t+1)] = (n - 2 - \frac{1}{2})\mathbb{E}[z_1(t)] + \mathbb{E}[z_2(t)] \leq (n - 2)\mathbb{E}[z_2(t)] + \mathbb{E}[z_3(t)] = n\mathbb{E}[z_2(t+1)].$$

For $2 \leq i \leq \lfloor \frac{n}{2} \rfloor - 2$, we have that:

$$n\mathbb{E}[z_i(t+1)] = -\mathbb{E}[z_i(t)] + (n - 2)\mathbb{E}[z_i(t)] + \mathbb{E}[z_{i+1}(t)] \leq -\mathbb{E}[z_i(t)] + \mathbb{E}[z_i(t)] + (n - 2)\mathbb{E}[z_{i+1}(t)] + \mathbb{E}[z_{i+2}(t)] = n\mathbb{E}[z_{i+1}(t+1)].$$

Next, observe that by our assumption:

$$\mathbb{E}[z_{\frac{n}{2} - 1}(t)] = \mathbb{E}[z_{\frac{n}{2} - 1}(t)] \geq \mathbb{E}[z_{\frac{n}{2} - 2}(t)].$$

Finally, by using this observation we get that:

$$n\mathbb{E}[z_{\lfloor \frac{n}{2} \rfloor - 1}(t+1)] = -\mathbb{E}[z_{\lfloor \frac{n}{2} \rfloor - 1}(t)] + \mathbb{E}[z_{\lfloor \frac{n}{2} \rfloor - 1}(t)] + (n - 3)\mathbb{E}[z_{\lfloor \frac{n}{2} \rfloor - 1}(t)] + \mathbb{E}[z_{\lfloor \frac{n}{2} \rfloor}(t)] \leq -\mathbb{E}[z(t)] + \mathbb{E}[z(t)] + (n - 2)\mathbb{E}[z(t)] + \mathbb{E}[z(t+1)].$$

This completes the proof of the theorem.

\section{Upper Bound on the Gap for $n = 2^m$}

In this section we upper bound a gap in expectation for $n = 2^m$ case. The proof for the general case is quite technical but not necessarily more interesting, and is provided in the Section 5.

We begin with some definitions. For a set $A \subseteq \{1, 2, \ldots, n\}$, let

$$\text{Gap}_A(t) = \max_{i \in A} x_i(t) - \min_{i \in A} x_i(t).$$

Also, let $A_k^i = \{i, i + 2^k, i + 2 \times 2^k, i + 3 \times 2^k, \ldots\}$ (Notice that $i = i + 2^{m-k}2^k$). Our proof works as follows: for each $1 \leq i \leq n$ and $0 < k \leq m$, we look at the vertices given by the sets $A_k^i$ and $A_k^{i+2^k-1}$ and try to characterise the gap after we merge those sets (Note that this will give us the gap for the set $A_{k-1}^i = A_k^i \cup A_k^{i+2^k-1}$). Using this result, we are able to show that $\sum_{i=1}^n \text{Gap}_{A_k^i}^n(t)$ is upper bounded by $\sum_{i=1}^n \text{Gap}_{A_k^i}^n(t)$ plus $n$ times maximum load difference between vertices at hop distance $2^{k-1}$. Next, we use $2^{k-1}$ hop distance potential $\phi_{2^{k-1}}(t)$ to upper bound maximum load between the vertices at hop distance $2^{k-1}$. Using induction on $k$, we are able to upper bound $\sum_{i=1}^n \text{Gap}_{A_k^i}^n(t)$ in terms of $\sum_{i=1}^n \text{Gap}_{A_k^i}^n(t)$ and $\sum_{k=1}^n \phi_{2^{k-1}}(t)$. Notice that by our definitions, for each $i$, $\text{Gap}_{A_k^i}^n(t) = 0$ ($A_k^i$ contains only vertex $i$) and $\text{Gap}_{A_k^i}^n(t) = \text{Gap}(t)$ ($A_k^i$ contains all vertices). Hence, what is left is to use the upper bounds for the hop distance potentials, which we derived in the previous section.

We start by proving the following useful lemma.
Lemma 2. For any $1 \leq i \leq n$ and $k > 0$, we have that

$$2\text{Gap}_{A_{k-1}^i}(t) \leq 2 \max_{j \in A_{k-1}^i} |x_j(t) - x_j + 2^{k-1}(t)| + \text{Gap}_{A_{k+2^{k-1}}(t)} + \text{Gap}_{A_k^i}(t). \quad (11)$$

Proof. Fix vertex $i$. Note that $A_{k-1}^i = A_k^i \cup A_{k+2^{k-1}}^i$. Let $u = \arg \max_{j \in A_{k-1}^i} x_j(t)$ and let $v = \arg \min_{j \in A_{k-1}^i} x_j(t)$. We consider several cases on the membership of nodes $u$ and $v$, and bound the gap in each one:

Case 1. $u \in A_k^i$ and $v \in A_k^i$. Then $\text{Gap}_{A_{k-1}^i}(t) = \text{Gap}_{A_k^i}(t)$ and we have that

$$\text{Gap}_{A_k^i}(t) = |x_u(t) - x_v(t)| \leq |x_{u+2^{k-1}}(t) - x_v(t)| + |x_{v+2^{k-1}}(t) - x_{u+2^{k-1}}(t)| \leq 2 \max_{j \in A_{k-1}^i} |x_j(t) - x_j + 2^{k-1}(t)| + \text{Gap}_{A_{k+2^{k-1}}(t)} + \text{Gap}_{A_k^i}(t).$$

Where we used the fact that both $u + 2^{k-1}$ and $v + 2^{k-1}$ belong to $A_{k+2^{k-1}}^i$. This gives us that

$$2\text{Gap}_{A_{k-1}^i}(t) \leq 2 \max_{j \in A_{k-1}^i} |x_j(t) - x_j + 2^{k-1}(t)| + \text{Gap}_{A_{k+2^{k-1}}(t)} + \text{Gap}_{A_k^i}(t). \quad (12)$$

Case 2. $u \in A_k^i$ and $v \in A_{k+2^{k-1}}^i$. Then we have that:

$$\text{Gap}_{A_{k-1}^i}(t) = |x_u(t) - x_v(t)| \leq |x_u(t) - x_{u+2^{k-1}}(t)| + |x_{u+2^{k-1}}(t) - x_v(t)| \leq \text{Gap}_{A_k^i}(t) + \max_{j \in A_{k-1}^i} (|x_j(t) - x_j + 2^{k-1}(t)|)$$

and

$$\text{Gap}_{A_{k-1}^i}(t) = |x_u(t) - x_v(t)| \leq |x_u(t) - x_{u+2^{k-1}}(t)| + |x_{u+2^{k-1}}(t) - x_v(t)| \leq \text{Gap}_{A_{k+2^{k-1}}(t)} + \max_{j \in A_{k-1}^i} (|x_j(t) - x_j + 2^{k-1}(t)|)$$

Where we used $v + 2^{k-1} \in A_k^i$ and $u + 2^{k-1} \in A_{k+2^{k-1}}^i$. Hence, we again get that

$$2\text{Gap}_{A_{k-1}^i}(t) \leq 2 \max_{j \in A_{k-1}^i} |x_j(t) - x_j + 2^{k-1}(t)| + \text{Gap}_{A_{k+2^{k-1}}(t)} + \text{Gap}_{A_k^i}(t). \quad (13)$$

Case 3. $u \in A_{k+2^{k-1}}^i$ and $v \in A_{k+2^{k-1}}^i$, is similar to Case 1.

Case 4. $v \in A_k^i$ and $u \in A_{k+2^{k-1}}^i$, is similar to Case 2.

Next, we upper bound the quantity $\sum_{i=1}^n \max_{j \in A_k^i} |x_j(t) - x_j + 2^k(t)|$. 

Lemma 3.

$$\sum_{i=1}^n \max_{j \in A_k^i} |x_j(t) - x_j + 2^k(t)| \leq \frac{n}{\sqrt{2^n}} \sqrt{\phi_{2^k}(t)}.$$

(14)
Proof. Notice that for any $i$ and $i' \in A_k^i$, we have that $A_k^i = A_k^{i'}$, hence $\max_{j \in A_k^i} |x_j(t) - x_{j+2^k}(t)| = \max_{j \in A_k^i} |x_j(t) - x_{j+2^k}(t)|$ and this means that

$$\sum_{i=1}^{n} \max_{j \in A_k^i} |x_j(t) - x_{j+2^k}(t)| = \frac{n}{2^k} \sum_{i=1}^{2^k} \max_{j \in A_k^i} |x_j(t) - x_{j+2^k}(t)|$$

$$\leq \frac{n}{2^k} \sqrt{2^k} \sqrt{\sum_{i=1}^{2^k} \max_{j \in A_k^i} |x_j(t) - x_{j+2^k}(t)|^2}$$

$$\leq \frac{n}{2^k} \sqrt{2^k} \sqrt{\sum_{j=1}^{n} |x_j(t) - x_{j+2^k}(t)|^2} = \frac{n}{\sqrt{2^k}} \sqrt{\phi_{2^k}(t)}$$

Where we used a fact that sets $A_k^1, A_k^2, ..., A_k^{2^k}$ are disjoint.

Finally, using the two Lemmas above and Theorem 1 we can upper bound the expected gap at step $t$:

**Theorem 4.** For every $t \geq 0$, we have that

$$\mathbb{E}[\text{Gap}(t)] = O(\sqrt{n \log(n)}).$$

Proof. From Lemma 2 we have that

$$\sum_{i=1}^{n} 2\text{Gap}_{A_{k-1}^i}(t) \leq \sum_{i=1}^{n} \text{Gap}_{A_k^i}(t) + \sum_{i=1}^{n} \text{Gap}_{A_k^{2^k+i-1}}(t)$$

$$+ \sum_{i=1}^{n} 2 \max_{j \in A_k^{2^k+i-1}} |x_j(t) - x_{j+2^k+i-1}(t)|$$

$$= 2 \sum_{i=1}^{n} \text{Gap}_{A_k^i}(t) + 2 \sum_{i=1}^{n} \max_{j \in A_k^{2^k+i-1}} |x_j(t) - x_{j+2^k+i-1}(t)|.$$

After dividing the above inequality by 2 and applying Lemma 3 we get that:

$$\sum_{i=1}^{n} \text{Gap}_{A_{k-1}^i}(t) \leq \sum_{i=1}^{n} \text{Gap}_{A_k^i}(t) + \frac{n}{\sqrt{2^{k-1}}} \sqrt{\phi_{2^{k-1}}(t)}.$$

Notice that $\sum_{i=1}^{n} \text{Gap}_{0}^i(t) = n\text{Gap}(t)$ and we also have that

$$\sum_{i=1}^{n} \text{Gap}_{2}^i(t) = \sum_{i=1}^{n} |x_i(t) - x_{i+\frac{1}{2}}(t)| \leq \sqrt{n} \sqrt{\sum_{i=1}^{n} |x_i(t) - x_{i+\frac{1}{2}}(t)|^2} = \sqrt{n} \sqrt{\phi_{2}(t)}$$

Hence, we get that

$$n\text{Gap}(t) = \sum_{i=1}^{n} \text{Gap}_{0}^i(t) \leq \sum_{i=1}^{n} \text{Gap}_{2}^i(t) + \sum_{k=1}^{m-1} \frac{n}{\sqrt{2^{k-1}}} \sqrt{\phi_{2^{k-1}}(t)}$$

$$\leq \sqrt{n} \sqrt{\phi_{2}(t)} + \sum_{k=1}^{m-1} \frac{n}{\sqrt{2^{k-1}}} \sqrt{\phi_{2^{k-1}}(t)}.$$
We also know that Inequalities 10 hold for every 

\[ z(t) \leq z(t+1) \leq z(t+1) + \frac{n}{2} \]

This gives us the proof of the theorem.

### 4 Gap Lower Bound

Next we prove the following theorem, which provides strong evidence that our bound on the gap is tight within a logarithmic factor.

**Theorem 5.** The following limit holds:

\[ \lim_{t \to \infty} E[Gap(t)^2] = \Omega(nE[W^2]) \]

**Proof.** In this case we want to prove that not only does vector \( Z(t) \) have positive coordinates in expectation, but also \( E[z_{i, (t+1)}] \) converges to 0. This will give us that \( \phi_{(t+1)} \) approaches its upper bound \((\lfloor \frac{n}{2} \rfloor - 1)E[W^2]\) in expectation. Then, we can show that there exist two nodes (at distance \( \lfloor \frac{n}{2} \rfloor \)) such that the expected square of difference between their loads is \( \Omega(nE[w^2]) \).

Recall from Equations 9 that 

\[ nE[z_{i, (t+1)}] = -E[z_i(t)] + E[z_{i, (t+1)}] + E[z_{i, (t+1)} - 1] + (n-2)E[z_{i, (t+1)}] \]

We also know that Inequalities 10 hold for every \( t \), hence we get that

\[ E[z_{i, (t+1)}] \leq E[z_{i, (t+1)}] + \frac{E[z_i(t)]}{n} \]

The above inequality in combination with Inequalities 10 means that

\[ E[z_{i, (t+1)}(t + \lfloor \frac{n}{2} \rfloor + 1)] \leq E[z_{i, (t+1)}(t + 1)] - \sum_{i=t}^{t+\lfloor \frac{n}{2} \rfloor} \frac{E[z_i(t)]}{n} \]

\[ \leq E[z_{i, (t+1)}(t + 1)] - \frac{E[z_i(t + \lfloor \frac{n}{2} \rfloor)]}{n} \]

(15)

Again by using Equations 9 and Inequalities 10, we can show that for every \( 1 \leq i \leq \lfloor \frac{n}{2} \rfloor - 1 \):

\[ E[z_i(t+1)] \geq \frac{E[z_{i+1}] + 1}{n} \]

This gives us that:

\[ E[z_i(t + \lfloor \frac{n}{2} \rfloor)] \geq \left( \frac{1}{n} \right) E[z_{i, (t+1)}] \geq \left( \frac{1}{n} \right)^2 E[z_i(t + \lfloor \frac{n}{2} \rfloor - 2)] \]

\[ \geq \ldots \]

\[ \geq \left( \frac{1}{n} \right)^{\lfloor \frac{n}{2} \rfloor - 1} E[z_{i, (t+1)}(t + \lfloor \frac{n}{2} \rfloor - (\lfloor \frac{n}{2} \rfloor - 1))] = \left( \frac{1}{n} \right)^{\lfloor \frac{n}{2} \rfloor - 1} E[z_{i, (t+1)}(t + 1)] \].
By plugging the above inequality in inequality 15 we get that

$$E[z_i \frac{(t + \lfloor \frac{n}{2} \rfloor + 1)}{n}] \leq E[z_i (t + 1)] - \frac{1}{n} E[z_i (t + \lfloor \frac{n}{2} \rfloor)]$$

$$\leq E[z_i (t + 1)] - \left(1 - \left(\frac{1}{n}\right)^{\lfloor \frac{n}{2} \rfloor}\right) E[z_i (t + 1)]$$

Because $$\left(1 - \left(\frac{1}{n}\right)^{\lfloor \frac{n}{2} \rfloor}\right) < 1$$ and does not depend on t, we get that \(\lim_{t \to \infty} E[z_i \frac{(t)}{n}] = 0\).

This means that \(\lim_{t \to \infty} E[\phi_i(t)] = \Omega(n^2E[W^2])\).

Let \(\text{Gap}(t) = \max_{1 \leq i \leq n} \{|x_i(t) - x_i[t+\frac{1}{n}]\} \). Note that:

\(\text{Gap}(t)^2 \geq \text{Gap}(t)^2 \geq \frac{\phi_i(t)^2}{n}\). Hence \(\lim_{t \to \infty} E[\text{Gap}(t)^2] = \Omega(nE[W^2])\).

Unfortunately, we are not able to obtain the lower bound on the gap, since our approach uses the fact that the upper bounds on k-hop potentials are 'tight'. Since our potentials are quadratic, we are not able to derive any kind of lower on for the gap itself. Intuitively, this will be an issue with any argument which uses convex potential.

## 5 Upper Bound on the Gap, General Case

To prove the Theorem 4 for the general case, we need to redefine our sets \(A_i^k\). In order to do this, for each k we define 2^k dimensional vector \(\Delta_k = (\delta_k^1, \delta_k^2, ..., \delta_k^{2^k})\). For k = 0, we have that \(\Delta_k = (n)\). For \(|\log n| \geq k > 0\) we set \(\Delta_k = (\alpha_k, \delta_k^1 - \alpha_k, \delta_k^2 - \alpha_k, ..., \delta_k^{2^k} - \alpha_k)\).

Where,

\[\alpha_k = \begin{cases} \left\lfloor \frac{n}{2^k} \right\rfloor / 2 & \text{if } \left\lfloor \frac{n}{2^k} \right\rfloor \text{ is even} \\ \left\lceil \frac{n}{2^k} \right\rceil / 2 & \text{otherwise} \end{cases}\]

First we prove the following lemma:

**Lemma 6.** For any \(|\log n| \geq k > 0\), we have that

1. \(\sum_{i=1}^{2^k} \delta_k^i = n\).
2. For any \(1 \leq i < 2^k\), \(\delta_k^i \in \left\lceil \frac{n}{2^k} \right\rceil \) (Notice that this means \(\alpha_k = \frac{n}{2^k}\) or \(\alpha_k = \frac{n}{2^k}\)).

**Proof.** We prove the lemma using induction on k. Base case \(k = 0\) holds trivially. For the induction step, assume that Properties 1 and 2 hold for \(k - 1\), we aim to prove that they hold for \(k\) as well. We have that \(\sum_{i=1}^{2^k} \delta_k^i = \sum_{i=1}^{2^{k-1}} (\alpha_k + \delta_k^{i-1} - \alpha_k) = \sum_{i=1}^{2^{k-1}} \delta_k^{i-1} = n\). To prove Property 2 we consider several cases:

**Case 1.** \(\frac{n}{2^k} = 2q\), for some integer q.

We have that \(\alpha_k = q\), and hence for any \(1 \leq i \leq 2^{k-1}\), \(\delta_k^{i-1} - \alpha_k = q\). Since \(\frac{n}{2^k} = q\), Property 2 holds.

**Case 2.** \(\frac{n}{2^k} = 2q + 1\), for some integer q.

We have that \(\alpha_k = q\), and hence for any \(1 \leq i \leq 2^{k-1}\), \(\delta_k^{i-1} - \alpha_k = q + 1\). Since \(\frac{n}{2^k} = q + 1\), Property 2 holds.

**Case 3.** \(\frac{n}{2^k} = 2q + \epsilon\), for some integer q and \(0 < \epsilon < 1\).

We have that \(\frac{n}{2^k} = 2q\) and \(\frac{n}{2^k} = 2q + 1\). Additionally, \(\alpha_k = q\), and hence for any \(1 \leq i \leq 2^{k-1}\), \(\delta_k^{i-1} - \alpha_k \in \{q, q + 1\}\). Since \(\frac{n}{2^k} = q\) and \(\frac{n}{2^k} = q + 1\), Property 2 holds.

**Case 4.** \(\frac{n}{2^k} = 2q + 1 + \epsilon\), for some integer q and \(0 < \epsilon < 1\).

We have that \(\frac{n}{2^k} = 2q + 1\) and \(\frac{n}{2^k} = 2q + 2\). Additionally, \(\alpha_k = q + 1\), and hence for any \(1 \leq i \leq 2^{k-1}\), \(\delta_k^{i-1} - \alpha_k \in \{q, q + 1\}\). Since \(\frac{n}{2^k} = q\) and \(\frac{n}{2^k} = q + 1\), Property 2 holds.
Next, for $|\log n| \geq k > 0$ we set

$$A^k_i = \{i, i + \delta^1_k, i + \delta^2_k, ..., i + \sum_{j=1}^{2^k-1} \delta^j_k\}.$$  

It is easy to see that for any $|\log n| \geq k > 0$ and $i$, we have that $|A^k_i| = 2^k$, $A^k_i = A^k_{i-1} \cup A^k_{i+1}$ and $A^k_{i-1} \cap A^k_{i+1} = \emptyset$. Also notice that for any $u \in A^k_{i-1}$, there exists $v \in A^{i+1}_k$, such that $u + \alpha_k = v$ or $v + \alpha_k = u$ (For any $u \in A^{i+1}_{k-1}$ there exists $v \in A^k_{i-1}$ with the same property).

Next we prove the lemma which is similar to the lemma for $n = 2^m$ case:

**Lemma 7.** For any $1 \leq i \leq n$ and $|\log n| \geq k > 0$, we have that

$$2\text{Gap}_{A^k_i}(t) \leq 2 \max_{j \in A^k_i} |x_j(t) - x_{j+\alpha_k}(t)| + \text{Gap}_{A^{i+\alpha_k}_{k-1}}(t) + \text{Gap}_{A^k_{i+1}}(t).$$  

(17)

**Proof.** Let $u = \arg \max_{j \in A^k_i} x_j(t)$ and let $v = \arg \min_{j \in A^k_{i+1}} x_j(t)$. We consider several cases:

**Case 1.** $u \in A^k_{i-1}$ and $v \in A^k_{i+1}$. Notice that in this case $\text{Gap}_{A^k_{i-1}}(t) = \text{Gap}_{A^k_i}(t)$. Let $u' \in A^{i+\alpha_k}_{k-1}$ be the vertex such that $u + \alpha_k = u'$ or $u' + \alpha_k = u$ and let $v' \in A^{i+\alpha_k}_{k-1}$ be the vertex such that $v + \alpha_k = v'$ or $v' + \alpha_k = v$. We have that

$$\text{Gap}_{A^k_i}(t) = |x_u(t) - x_v(t)|$$

$$\leq |x_{u'}(t) - x_u(t)| + |x_{v'}(t) - x_u(t)| + |x_{v'}(t) - x_{v'}(t)|$$

$$\leq |x_{u'}(t) - x_u(t)| + |x_{v'} - x_v(t)| + \text{Gap}_{A^{i+\alpha_k}_{k-1}}(t)$$

$$\leq 2 \max_{j \in A^k_i} |x_j(t) - x_{j+\alpha_k}(t)| + \text{Gap}_{A^{i+\alpha_k}_{k-1}}(t).$$

This gives us that

$$2\text{Gap}_{A^k_i}(t) \leq 2 \max_{j \in A^k_i} |x_j(t) - x_{j+\alpha_k}(t)| + \text{Gap}_{A^{i+\alpha_k}_{k-1}}(t) + \text{Gap}_{A^k_{i+1}}(t).$$  

(18)

**Case 2.** $u \in A^k_{i-1}$ and $v \in A^{i+\alpha_k}_{k-1}$. Let $u' \in A^{i+\alpha_k}_{k-1}$ be the vertex such that $u + \alpha_k = u'$ or $u' + \alpha_k = u$ and let $v' \in A^{i+\alpha_k}_{k-1}$ be the vertex such that $v + \alpha_k = v'$ or $v' + \alpha_k = v$. We have that:

$$\text{Gap}_{A^k_i}(t) = |x_u(t) - x_v(t)| \leq |x_u(t) - x_{v'}(t)| + |x_{v'}(t) - x_v(t)|$$

$$\leq \text{Gap}_{A^{i}_{k-1}}(t) + \max_{j \in A^k_i} (|x_j(t) - x_{j+\alpha_k}(t)|)$$

and

$$\text{Gap}_{A^k_i}(t) = |x_u(t) - x_v(t)| \leq |x_u(t) - x_{v'}(t)| + |x_{v'}(t) - x_v(t)|$$

$$\leq \text{Gap}_{A^{i+\alpha_k}_{k-1}}(t) + \max_{j \in A^k_i} (|x_j(t) - x_{j+\alpha_k}(t)|)$$

Hence, we again get that

$$2\text{Gap}_{A^k_i}(t) \leq 2 \max_{j \in A^k_i} |x_j(t) - x_{j+\alpha_k}(t)| + \text{Gap}_{A^{i+\alpha_k}_{k-1}}(t) + \text{Gap}_{A^k_{i+1}}(t).$$  

(19)

**Case 3.** $u \in A^i_{k-1}$ and $v \in A^{i+\alpha_k}_{k-1}$, is similar to Case 1.

**Case 4.** $v \in A^i_{k-1}$ and $u \in A^{i+\alpha_k}_{k-1}$, is similar to Case 2.
Next, we upper bound $\sum_{i=1}^{n} \max_{j \in A_k^i} |x_j(t) - x_{j+\alpha_k}(t)|$.

**Lemma 8.**

$$\sum_{i=1}^{n} \max_{j \in A_k^i} |x_j(t) - x_{j+\alpha_k}(t)| \leq \left\lceil \frac{n}{2k} \right\rceil \sqrt{\phi_{\alpha_k}(t)}$$  \hspace{1cm} (20)

**Proof.** Notice that for any $1 \leq u \leq n$ and sets $A_k^u, A_k^{u+1}, \ldots, A_k^{u+\lceil \frac{n}{2k} \rceil - 1}$ are disjoint, because for any $1 \leq j \leq 2^k$, $\delta_k^i \geq \lceil \frac{n}{2k} \rceil$ (This means that for any $1 \leq i \leq n$, distances between consecutive vertices in $A_k^i$ are at least $\lceil \frac{n}{2k} \rceil$). Using this fact and Cauchy-Schwarz inequality we get that

$$\sum_{i=u}^{u+\lceil \frac{n}{2k} \rceil - 1} \max_{j \in A_k^i} |x_j(t) - x_{j+\alpha_k}(t)|$$

$$\leq \sqrt{\sum_{i=u}^{u+\lceil \frac{n}{2k} \rceil - 1} \max_{j \in A_k^i} |x_j(t) - x_{j+\alpha_k}(t)|^2}$$

$$\leq \sqrt{\sum_{j=1}^{n} |x_j(t) - x_{j+\alpha_k}(t)|^2} = \sqrt{\frac{n}{2k}} \sqrt{\phi_{\alpha_k}(t)}$$

Since the above inequality holds for any $u$ we can write that:

$$\sum_{i=1}^{n} \max_{j \in A_k^i} |x_j(t) - x_{j+\alpha_k}(t)| \leq \left\lceil \frac{n}{2k} \right\rceil \sqrt{\frac{n}{2k}} \sqrt{\phi_{\alpha_k}(t)}$$  \hspace{1cm} (21)

With the above lemmas in place, we are ready to prove Theorem 4 for general $n$.

From Lemma 7 we have that

$$\sum_{i=1}^{n} 2\text{Gap}_{A_k^i}(t) \leq \sum_{i=1}^{n} \text{Gap}_{A_k^i}(t) + \sum_{i=1}^{n} \text{Gap}_{A_k^{i+\alpha}}(t)$$

$$+ \sum_{i=1}^{n} 2 \max_{j \in A_k^i} |x_j(t) - x_{j+\alpha_k}(t)|$$

$$= 2 \sum_{i=1}^{n} \text{Gap}_{A_k^i}(t) + 2 \sum_{i=1}^{n} \max_{j \in A_k^i} |x_j(t) - x_{j+\alpha_k}(t)|.$$  

After dividing the above inequality by 2 and applying Lemma 8: we get that:

$$\sum_{i=1}^{n} \text{Gap}_{A_k^i}(t) \leq \sum_{i=1}^{n} \text{Gap}_{A_k^{i-1}}(t) + \left\lceil \frac{n}{2k} \right\rceil \sqrt{\frac{n}{2k}} \sqrt{\phi_{\alpha_k}(t)}.$$  

Notice that for any $i$, $\text{Gap}_{A_k^i}(t) = 0$. Hence, we get that

$$\sum_{i=1}^{n} \text{Gap}_{A_k^{[\log n]}}(t) \leq \sum_{k=1}^{[\log n]} \left\lceil \frac{n}{2k} \right\rceil \sqrt{\frac{n}{2k}} \sqrt{\phi_{\alpha_k}(t)}.$$
Let $i^* = \arg \min_i \text{Gap}_{A_{1/\log n}}(t)$. Notice that consecutive vertices in $A_{1/\log n}$ are 1 or 2 edges apart, hence for any $1 \leq i \leq n$, either $i \in A_{1/\log n}$ or $i + 1 \in A_{1/\log n}$. This gives us that

$$\text{Gap}(t) \leq \text{Gap}_{A_{1/\log n}}(t) + \max_i |x_i(t) - x_{i+1}(t)|$$

$$= \text{Gap}_{A_{1/\log n}}(t) + \sqrt{\max_i (x_i(t) - x_{i+1}(t))^2} \leq \text{Gap}_{A_{1/\log n}}(t) + \sqrt{\phi_1(t)}.$$

By combining the above two inequalities we get that

$$n\text{Gap}(t) \leq n\text{Gap}_{A_{1/\log n}}(t) + n\sqrt{\phi_1(t)} \leq \sum_{i=1}^n \text{Gap}_{A_{1/\log n}}(t) + n\sqrt{\phi_1(t)}$$

$$\leq \sum_{k=1}^{[\log n]} \left( \frac{n}{2^k} \right) \sqrt{\frac{n}{2^k}} \sqrt{\phi_{2^k}(t)} + n\sqrt{\phi_1(t)}.$$

Next, we apply Jensen’s inequality and Lemma 1 (We are going to use a looser upper bound: $\mathbb{E}[\phi_i(t)] \leq i(n - i) - 1 \leq in$)

$$n\mathbb{E}[\text{Gap}(t)] \leq n\sqrt{\mathbb{E}[\phi_1(t)]} + \sum_{k=1}^{[\log n]} \left( \frac{n}{2^k} \right) \sqrt{\frac{n}{2^k} \mathbb{E}[\phi_{2^k}(t)]}$$

$$\leq n\sqrt{\mathbb{E}[\phi_1(t)]} + \sum_{k=1}^{[\log n]} \left( \frac{n}{2^k} \right) \sqrt{\frac{n}{2^k} \mathbb{E}[\phi_{2^k}(t)]}$$

$$\leq n\sqrt{n} + \sum_{k=1}^{[\log n]} \left( \frac{n}{2^k} \right) \sqrt{\frac{n}{2^k} \mathbb{E}[\phi_{2^k}(t)]} = O(n\sqrt{n} \log n).$$

This completes the proof.

## 6 Experimental Validation

On the practical side, we implemented our load balancing algorithm with unit weight increments on a cycle. The results confirm our hypothesis that the gap is of order $\Theta(\sqrt{n})$. In Figure 1 we ran our experiment 100 times and calculated average gap over the all runs. $x$-axis shows number of balls thrown (which is the same as the number of increments) and $y$-axis is current average gap divided by $\sqrt{n}$. The experiment shows that once the number of thrown balls is large enough, the gap stays between $\sqrt{n}$ and $1.4\sqrt{n}$.

## 7 Discussion and Future Work

We have shown that in the case of dynamic averaging on a cycle the gap between highest and lowest loaded bins is upper bounded by $O(\sqrt{n} \log n)$ in expectation. Additionally we showed that the expected square of the gap is lower bounded by $\Omega(n)$. It the future, it would be interesting to further tighten our results, matching our experimental analysis. We conjecture that the “correct” bound on the expected gap is of $\Theta(\sqrt{n})$. As already discussed, we also plan to extend our results to more general graph families, in particular grid graphs.

**Comparison of two-choice and averaging load balancing.** Finally, it is interesting to ask if it possible to extend our gap bounds in the case of the classic two-choice load balancing process. In particular, it is possible to show that the gap in the case of averaging process is
always smaller in expectation than the gap in the case of two choice process? Intuitively this should be the case, since the load balancing operation in the case of averaging can be viewed as picking up a random edge, incrementing the load of the less loaded endpoint, and then averaging the values. The extra averaging step should not make the gap larger. Indeed, the exponential potential used to analyse the gap in [10] can be used to upper bound the gap for averaging, since the exponential function is convex and averaging values does not increase it (by Jensen’s inequality).

Unfortunately, it is not clear if averaging helps to actually decrease the exponential potential. Additionally, this argument shows that averaging does not make the gap worse if applied to the particular technique of upper bounding the gap, and it is not clear if the gap itself is actually smaller, if we use averaging on top of the two-choice process. We conjecture that there exists a majorization argument which is based on how often the process performs the averaging step. More precisely, we consider the setting where after the increment step (using two choice), we perform averaging with probability \( \beta \). The gap should decrease in expectation as we increase \( \beta \). Note that the only result which lower bounds the gap for the two-choice process on the cycle is the straightforward \( \Omega(\log n) \) lower bound which can be shown for the clique [10]; so what makes the existence of the majorization argument interesting is that it would allow us to show that the lower bound we derived on the second moment of the gap while always performing averaging step on the cycle (\( \beta = 1 \)) can be automatically used as the lower bound on the gap for two choice on the cycle (\( \beta = 0 \)). We plan to investigate this connection in future work.
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Abstract

We study information aggregation in networks where agents make binary decisions (labeled incorrect or correct). Agents initially form independent private beliefs about the better decision, which is correct with probability \( \frac{1}{2} + \delta \). The dynamics we consider are asynchronous (each round, a single agent updates their announced decision) and non-Bayesian (agents simply copy the majority announcements among their neighbors, tie-breaking in favor of their private signal).

Our main result proves that when the network is a tree formed according to the preferential attachment model [5], with high probability, the process stabilizes in a correct majority within \( O(n \log n/\log \log n) \) rounds. We extend our results to other tree structures, including balanced \( M \)-ary trees for any \( M \).
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1 Introduction

Individuals form opinions about the world both through private investigation and through discussion with one another. A citizen, trying to decide which candidate’s economic policies will lead to more jobs, might form an initial belief based on her own employment history. However, her stated opinion might be swayed by the opinions of her friends. The dynamics of this process, together with the social network structure of the individuals, can result in a variety of societal outcomes. Even if individuals are well-informed, i.e., are more likely to have correct than incorrect initial beliefs, certain dynamics and/or network structures can cause large portions of the population to form mistaken opinions.
A substantial body of work exists modeling these dynamics mathematically, which we overview in Section 1.2. This paper focuses on the model of asynchronous majority dynamics. Initially, individuals have private beliefs over a binary state of the world, but no publicly stated opinion. Initial beliefs are independent: Correct with probability $\frac{1}{2} + \delta$, and Incorrect with probability $\frac{1}{2} - \delta$. In each time step, a random individual is selected to announce a public opinion. Each time an individual announces a public opinion, they simply copy the majority of their neighbors’ announcements, tie-breaking in favor of their private belief. This is clearly naive: a true Bayesian would reason about the redundancy of information among the opinions of her friends, for example. Majority (or other non-Bayesian) dynamics are generally considered a more faithful model of agents with bounded rationality (e.g. voters), whereas Bayesian dynamics are generally considered a more faithful model of fully rational actors (e.g. financial traders). We consider asynchronous announcements which are a more faithful model of human decisions (e.g. citizens deciding which candidate is better).

It’s initially tempting to conjecture that these dynamics in a connected network should result in a Correct consensus; after all, the majority is initially Correct (with high probability) by assumption. Nonetheless, it’s well-understood that individuals can fail miserably to learn. Suppose for instance that the individuals form a complete graph. Then in asynchronous majority dynamics, whichever individual is selected to announce first will have their opinion copied by the entire network. As this opinion is Incorrect with constant probability, there’s a good chance that the entire network makes the wrong decision (this is known as an information cascade, and is not unique to asynchronous majority dynamics [4, 7]). So the overarching goal in these works is to understand in which graphs the dynamics stabilize in correctness with high probability.

For most previously studied dynamics (discussed in Section 1.2), “correctness” means a Correct consensus. This is because the models terminate in a consensus with probability 1, and the only question is whether this consensus is correct or not. With majority dynamics, it is certainly possible that the process stabilizes without a consensus. To see this, suppose individuals form a line graph. In this case, two adjacent individuals with the same initial belief are likely to form a “road block” (if both announce before their other neighbors), sticking to their initial beliefs throughout the process. In this case, with high probability a constant fraction of individuals terminate with a Correct opinion, but also a constant fraction terminate with an Incorrect opinion. As consensus is no longer guaranteed, we’re instead interested in understanding network structures for which the dynamics converge, with high probability, to a majority of nodes having the Correct opinion (i.e., if a majority vote were to be taken, would it be correct w.h.p.?).

Prior work shows that, to reach a Correct consensus, it’s sufficient for the social network to be sparse (every individual has only a constant number of neighbors) and expansive (every group of individuals have many friends outside the group) [12], and the tools developed indeed make strong use of both assumptions. Many networks of interest, however, like the hierarchy of employees in a corporation, are neither sparse nor expansive. Therefore, the focus of this paper is to push beyond these assumptions and develop tools for more general graphs.

1 Unlike synchronous models where all agents announce simultaneously.
1.1 Our Results and Techniques

We focus our attention on trees, the simplest graphs outside the reach of prior techniques. In addition to modeling certain types of social networks (including hierarchical ones, or communication networks in which redundancy is expensive), and forming the backbone of many more, trees already present a number of technical challenges whose absence enabled the prior results. We study preferential attachment trees, which are well-studied graphs with rich structure\(^2\). Our main result is the following:

\textbf{Theorem 1.} Let \(G\) be a tree. Then with probability \(1 - o(1)\), asynchronous majority dynamics in \(G\) stabilizes in a \textsc{Correct} majority if:

1. \(G\) is formed according to the preferential attachment model.\(^4\)
2. \(G\) is a balanced, \(M\)-ary tree of any degree.\(^5\)

Beyond Prior Tools

In prior work [12], the authors have two key ideas. Without yet getting into full details, one key idea crucially invokes sparsity to claim that most pairs of nodes \(u, v\) have distance \(d(u, v) = \Omega(\ln n / \ln \ln n)\), which allows them to conclude that after \(O(n \ln n / \ln \ln n)\) steps, most nodes are announcing a \textsc{Correct} opinion.

Still, just the fact that the dynamics hit a \textsc{Correct} majority along the way does not imply that the \textsc{Correct} majority will hold thru termination. To wrap up, they crucially invoke expansiveness (building off an argument of [24]) to claim that once there is a \textsc{Correct} majority, it spreads to a \textsc{Correct} consensus with high probability.

Both properties are necessary for prior work, and both properties fail in trees. For instance, the star graph is a tree, but \(d(u, v) \leq 2\) for all \(u, v\) (precluding their “majority at \(O(n \ln n / \ln \ln n)\)” argument). Additionally, trees are not expansive. In particular, the line graph discussed earlier is a tree which hits a \textsc{Correct} majority at some point (as this tree happens to be sparse), but does not converge to consensus, so there is no hope for an argument like this. However, we believe that the process stabilizes in a correct majority in all trees.

\textbf{Conjecture.} Let \(G\) be any tree. Then the asynchronous majority dynamics stabilizes in a \textsc{Correct} majority with probability \(1 - o(1)\).

New Tools

Our main technical innovation is an approach to reason about majority without going through consensus. Specifically, we show in Sections 5 and 6 for preferential attachment trees, or balanced \(M\)-ary trees, that with probability \(1 - o(1)\), a \(1 - o(1)\) fraction of nodes have finalized after \(O(n \ln n / \ln \ln n)\) steps. That is, after \(O(n \ln n / \ln \ln n)\) steps, most (but not all) of the network has stabilized. The main barrier to extending our results to general trees is Section 5, as we require additional structure on the graphs to prove that the process stabilizes quickly. We postpone further details to Section 5, but just wish to highlight this approach as a fairly significant deviation from prior work.

\(^2\) The more general preferential attachment graphs are a popular model of real networks.

\(^3\) As \(n \to \infty\) the probability converges to 1, where \(n\) is the number of nodes in \(G\).

\(^4\) That is, \(G\) is created by adding nodes one at a time. When a node is added, it attaches a single edge to a random previous node, selected proportional to its degree.

\(^5\) That is, \(G\) can be rooted at some node \(v\). All non-leaf nodes have \(M\) children, and all leaves have the same distance to \(v\).
From here, our task is now reduced to showing that a **Correct** majority exists w.h.p. after $O(n \ln n / \ln \ln n)$ steps. Our main insight here is that most nodes with $d(u, v) = O(\ln n / \ln \ln n)$ must have some high-degree nodes along the path from $u$ to $v$. We prove that such nodes act like a “road block,” causing announcements on either side to be independent with high probability (and all nodes with $d(u, v) = \Omega(\ln n / \ln \ln n)$ can be handled with similar arguments to prior work).

### 1.2 Related Work

Information aggregation in social networks is an enormous field, and we will not come close to overviewing it in its entirety. Below, we’ll briefly summarize the most related literature, restricting attention to works that consider two states of the world and independent initial beliefs are independently **Correct** with probability $1/2 + \delta$.

#### Bayesian Dynamics

In Bayesian models, agents are fully rational and sequentially perform Bayesian updates to their public opinion based on the public opinions of their neighbors. Seminal works of Banerjee [4] and Bikchandani, Hirshleifer, and Welch [7] first identified the potential of information cascades in this model. Subsequent works consider numerous variations, aiming to understand what assumptions on the underlying network or information structure results in **Correct** consensus [28, 3, 2]. Many other works studied repeated interactions of Bayesian agents in Social Networks [13, 27, 20, 26, 25, 23]. While the high-level goals of these works align with ours, technically they are mostly unrelated as we consider non-Bayesian dynamics.

#### Voter and DeGroot Dynamics

Prior work also considered other non-Bayesian dynamics. In voter dynamics, individuals update by copying a random neighbor [10, 18]. Similar dynamics (such as 3-majority, or $k$-majority) are analyzed from a distributed computing perspective with an emphasis on the rate of convergence to consensus [6, 15, 14]. In the DeGroot model, individuals announce an opinion in $[0, 1]$ (as opposed to $\{0, 1\}$), and update by averaging their neighbors [11, 16]. The biggest difference between these works and ours is that consensus is reached with probability 1 in these models on any connected graph, which doesn’t hold for majority dynamics.

#### Majority Dynamics

The works most related to ours consider majority dynamics. Even synchronous majority dynamics may not result in a consensus (consider again the line graph). These works, like ours, therefore seek to understand what graph structures result in a **Correct** majority. Mossel, Neeman, and Tamuz study synchronous majority dynamics and prove that a **Correct** majority arises as long as the underlying graph is sufficiently symmetric, or sufficiently expansive (in the latter case, they prove that the network further reaches consensus) [24]. Feldman et al. study asynchronous majority dynamics and prove that a **Correct** consensus arises when the underlying graph is sparse and expansive [12]. Work of [29] further studies “retention of information,” which asks whether any recovery procedure (not necessarily a majority vote) at stabilization can recover the ground truth with high probability. In connection to these, our work simply pushes the boundary beyond what classes of graphs are understood in prior work.
We consider an undirected tree $T$. There is also substantial prior work studying aggregation dynamics in trees. Here, the key difference between the synchronous and asynchronous models is captured by the complete graph. In asynchronous dynamics, a Correct majority occurs only with probability $1/2 + \delta$, whereas in synchronous dynamics a Correct consensus occurs with probability $1 - \exp(-\Omega(n))$. This is because in step one, every node simply announces their private opinion, and in step two everyone updates to the majority, which is Correct with probability $1 - \exp(-\Omega(n))$. So while the models bear some similarity, and some tools are indeed transferable (e.g. the expansiveness lemma of [24] used in [12]), much of the analysis will necessarily diverge.

### Preferential Attachment and Balanced $M$-ary Trees

There is also substantial prior work studying aggregation dynamics in trees. Here, the most related work is [19, 22], which studies synchronous majority dynamics in balanced $M$-ary trees. Less related are works which study “bottom-up” dynamics in balanced $k$-ary trees [21, 31, 30], $k$-majority dynamics in preferential attachment trees [1], or model cascades themselves as a preferential attachment tree [17]. While these works provide ample motivation for restricting attention to preferential attachment trees, or balanced $M$-ary trees, they bear no technical similarity to ours.

#### 2 Model and Preliminaries

We consider an undirected tree $G = (V, E)$ with $|V(G)| = n$ and $|E(G)| = m$. We denote by $\deg(v)$ the degree of a node $v \in V(G)$, $N(v)$ to be its neighbors $\{u, (u, v) \in E\}$, and $d(u, v)$ to be the length of the unique path between $u$ and $v$, and let $P(u, v)$ denote the ordered list of vertices on this path (i.e. starting with $u$ and ending with $v$). We’ll also denote by $D(G) = \max_{u, v} \{d(u, v)\}$ the diameter of $G$.

Individuals initially have one of two private beliefs, which we’ll refer to as Correct (or 1) and Incorrect (or 0). That is, each $v \in V(G)$ receives an independent private signal $X(v) \in \{0, 1\}$, and $\Pr[X(v) = 1] = 1/2 + \delta$, for some constant $0 < \delta < 1/2$.

Individuals also have a publicly announced opinion (which we will simply refer to as an announcement). We define $C^t(v) \in \{\perp, 0, 1\}$ to be the public announcement of $v \in V(G)$ at time $t$. Initially, no announcements have been made, i.e. $C^0(v) = \perp$ for all $v$. In each subsequent step, a single node $v^t$ is chosen uniformly at random from $V(G)$ and updates her announcement (announcements of all other nodes stay the same). $v^t$ updates her announcement using majority dynamics. That is, if $N_0^t(v)$ denotes the number of $v$’s neighbors with a Correct announcement at time $t$, and $N_0^t(v)$ denotes the number of $v$’s neighbors with an Incorrect announcement, then:

$$ C^t(v) = \begin{cases} 
1 & \text{if } N_1^{t-1}(v) > N_0^{t-1}(v), \text{ and } v = v^t, \\
0 & \text{if } N_1^{t-1}(v) < N_0^{t-1}(v), \text{ and } v = v^t, \\
X(v) & \text{if } N_1^{t-1}(v) = N_0^{t-1}(v), \text{ and } v = v^t, \\
C^{t-1}(v) & \text{if } v \neq v^t.
\end{cases} $$

Note that we will treat $\delta$ as an absolute constant. Therefore, the only variable taken inside Big-Oh notation is $n$, the number of nodes (and, for instance, when we write $o(1)$ we mean any function of $n$ that approaches 0 as $n$ approaches $\infty$).

---

6 This makes the process asynchronous.
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As shown in [12], it is easy to see that in any network this process stabilizes with high probability in $O(n^2)$ steps. That is, the network reaches a state where no node will want to change its announcement and thus the process terminates.

2.1 Concentration Bounds and Tools from Prior Work

Our work indeed makes use of some tools from prior work to get started, which we state below. The concept of a critical time, defined below, is implicit in [12].

Definition 2. The critical time $T(u,v)$ is the first time that node $u$ announces. The critical time from $u$ to $v$, $T(u,v)$, is recursively defined as the first time that $v$ announces after the critical time from $u$ to $x$, where $x$ is the neighbor of $v$ in $P(u,v)$. We further denote the critical chain from $u$ to $v$ as the ordered list of critical times from $u$ to $x$ for all $x$ on $P(u,v)$.

The following lemma is a formal statement of ideas from prior work (a proof appears in Appendix A of the full version). To parse it, it will be helpful to think of the process as first drawing a countably infinite sequence $S$ of nodes to announce, which then allows each $C^t(u)$ to be written as a deterministic function of the random variables $\{X(u), u \in V\}$. Lemma 3 below states that in fact, for early enough $t$, initial beliefs for only a proper subset of $V$ suffice.

Lemma 3 ([12]). For all $t$, and all $v$, $C^t(v)$ can be expressed as a function of the subset of signals $\{X(u), T(u,v) \leq t\}$.

The final theorem we take from prior work is due to Mossel et al., and is used to claim that at minimum the expected number of correct nodes at termination is at least $(1/2 + \delta)n$.

Theorem 4 ([24]). Let $f$ be an odd, monotone Boolean function. Let $X_1, \ldots, X_n$ be input bits, each sampled i.i.d. from a distribution that is 1 with probability $p \geq 1/2$ and 0 otherwise. Then $\mathbb{E}[f(X_1, \ldots, X_n)] \geq p$.

Note that, as long as $v$ has announced at least once by $t$, $C^t(v)$ is an odd, monotone, Boolean function in variables $\{X(u), u \in V\}$, and therefore $\Pr[C^t(v) = 1] \geq 1/2 + \delta$ for all $v$ and $t \geq T(v,v)$.

Finally, we’ll make use of the following concentration bound on $T(u,v)$ repeatedly. Its proof is a simple application of a Chernoff bound and appears in Appendix A of the full version.

Lemma 5. For all $0 < \beta < 1$:

- $\Pr[T(u,v) > 8 \cdot \max\{\ln(1/\beta), d(u,v) + 1\} \cdot n] \leq \beta^2$.
- $\Pr[T(u,v) < (d(u,v) + 1) \cdot \beta \cdot n] \leq e^{-\beta d(u,v)(1-\beta)^2/3}$.
- $\Pr[T(u,v) < (d(u,v) + 1) \cdot \beta \cdot n] \leq (e\beta)^{d(u,v)} = e^{(1+\ln \beta) \cdot d(u,v)}$.

\footnote{This definition can be naturally extended to any general graph.}
\footnote{That is, flipping all $X(v)$ simultaneously to $1 - X(v)$ would cause $C^t(v)$ to flip (odd), and changing any subset of initial beliefs from 0 to 1 cannot change $C^t(v)$ from 1 to 0 (monotone).}
3 Key Concepts

Before getting into our proofs, we elaborate some key concepts that will be used throughout. In Proposition 7 below, we analyze the connection between critical chains and switches in announcements. Intuitively, Proposition 7 is claiming that every fresh announcement can cause other nodes to switch a previous announcement along critical chains, but that these are the only switches that can occur.

Definition 6. Let v change her announcement at t, and her previous announcement be made at t′ > 0. We say that node u is a cause of v changing her announcement at t if C′(u) = C′(v), and C′′(u) ≠ C′(v). Observe that every such change in announcement has a cause.

Proposition 7. If C′(v) ≠ C′′(v), then there exists a node u such that:

- t = T(u, v) (i.e. the influence of u just reaches v at time t).
- C′′′′(u) = C′(v) (i.e. v is updating to match u’s initial announcement).
- Denote u = x0, x1, ..., xd(u,v) = v the path P(u,v). Then every xi, i > 0, has C′′′′(x0,x1,..,x−1,i) = C′′′′(v) and C′′′′(x0,x1,..,x−1,i) = C′(v), and x1 cannot caused this change (i.e. every node along the path from u to v changed to match u’s initial announcement).

Proof. The proof proceeds by induction on t. Consider t = 1 as a base case. If C1(v) ≠ C0(v) = ⊥, then it must be because v announced at time 1, meaning that 1 = T(v, v) as desired.

Now assume that for all v and all t′ < t the claim holds, and consider time t. If v does not announce at time t then the claim vacuously holds. If v announces at time t but does not change their announcement, then again the claim vacuously holds. If v announces at time t for the first time, then v itself is the desired u and the claim holds. The remaining case is if v changes their previous announcement that was made at time t′ < t (and v did not announce between t′ and t).

Let’s consider the state of affairs at time t′, when v announced some opinion A. This means that, at time t′, a majority (tie-breaking for X(v)) of v’s neighbors were announcing A. Yet, at time t, a majority (tie-breaking for X(v)) of v’s neighbors were announcing B = 1 − A. Therefore, some node adjacent to v must have switched its announcement to B at some t′′ ∈ (t′, t), and stays B till time t (and caused the change). Call this node x. We now wish to invoke the inductive hypothesis for x at t′′.

The inductive hypothesis claims there is some u (maybe u = x) such that u made B as its first announcement, and then every node y along the critical chain from u to x switched from A to B at T(u, y) (caused by its predecessor), and that t′′ = T(u, x). Let’s first consider the case that v is not on the path from u to x (and therefore x is on the path from u to v, since they are adjacent). Then as T(u, x) = t′′ ∈ (t′, t), and v does not announce in (t′, t), we see that T(u, v) = t (immediately by definition of critical times). Moreover, as P′′′′(u,v) is simply P(u,v) concatenated with v, the inductive hypothesis already guarantees that u announced B at T(u, u), and that every node y on P(u,v) switched from A to B at T(u,y). So the last step is to show that in fact v must not be on the path from u to x, and then the inductive step will be complete.

Finally, we show that we cannot have v on the path from u to x, completing the inductive step. Assume for contradiction that v were on the path from u to x. Then as t′′′′ = T(u,x), we would necessarily have t′ ≥ T(u,v) (immediately from definition of critical times). However, by hypothesis, C′′′′′(v) = C′′′′(v) = A (the first equality is simply because v does not announce in (t′, t′′′′), contradicting the inductive hypothesis that v caused x to change (because of u), which would imply instead that C′′′′′′′′′′′′′′(v) = C′′′′′′′′′′′′′′(v) = B. So v cannot be on the path from u to x.
Below, we make use of Proposition 7 to prove that, in any tree, the process terminates quickly (proof in Appendix B of the full version). Note that [12] already proves that the process on trees terminates with probability $1 - o(1)$ after $O(n^2)$ steps, so Corollary 8 is a strict improvement when the diameter $D(G) = o(n)$.

**Corollary 8.** Let $T_{\text{stable}}$ denote the last time that a node changes its announcement. Then with probability $1 - o(1)$, $T_{\text{stable}} \leq 8 \cdot \max\{2\ln(n), D(G) + 1\} \cdot n$.

Finally, we prove one last proposition which will be used in future sections regarding the probability that a single node announces CORRECT throughout the process (the proof appears in Appendix B of the full version). Beginning with $v$'s first announcement, because the graph is a tree, prior to $v$'s first announcement all of $v$'s neighbors’ announcements are independent. Therefore, it initially seems like we should expect $v$’s initial announcement to be CORRECT except with probability exponentially small in $\deg(v)$ – indeed, this would hold if the dynamics were synchronous. However, since the dynamics are asynchronous, there’s a good chance that $v$ announces before any of its neighbors and simply announces $X(v)$. That is, the probability that $v$’s initial announcement is INCORRECT is at least $\frac{1}{2^\deg(v)}$, so we cannot hope for such strong guarantees. This observation highlights one (of several) crucial differences between synchronous and asynchronous dynamics. Still, the proposition below shows roughly that the only bad event is $v$ announcing before many of its neighbors. Below for a set $S$, we’ll use $C_S^t(v)$ to denote the following modified dynamics: First, set $C^t_S(v) = \text{INCORRECT}$ for all $v \in S$, and all $t$. Then, run the asynchronous majority dynamics as usual (this extension will be necessary for a later argument).

**Definition 9.** We say that a node $v$ is safe thru $T$ if $C^t_S(v) \in \{\perp, 1\}$ for all $t \leq T$. We further say that a node $v$ is safe thru $T$, even against $S$ if $C^t_S(v) \in \{\perp, 1\}$ for all $t \leq T$.

**Proposition 10.** For all $a$, there exist constants $b, c$ such that for any $S$ with $|S| = a$, $v \notin S$ and $T \leq n \cdot e^{b \cdot \deg(v)}$, $v$ is safe thru $T$, even against $S$, with probability at least $1 - c/\deg(v)$.

### 4 Forming an Initial Majority

In this section, we prove that in any tree, a CORRECT majority forms after a near-linear number of steps (but may later fade). The main idea is to show that the announcements of most pairs of nodes are independent with probability $1 - o(1)$, and use Chebyshev’s inequality to show that the number of CORRECT announcements therefore concentrates around its expectation. The independence argument is the crux of the proof. To show it, we consider three cases depending on the length and degree sequence of the path between a pair of nodes. If the path is long, then, similar to prior work, there is simply not enough time for the pair to influence each other. If the path is short, but (some of) the intermediate nodes have high degrees, then these effectively block influence because the announcements of these high-degree nodes is effectively independent of what’s happening on the path. Finally, if the path is short and the intermediate nodes have low degrees, then the pair certainly may influence each other. However, a counting argument shows there can only be a vanishingly small fraction of such pairs. The main result of this section is the following:

---

9 Proposition 7 and Corollary 8 hold for any general graph. Since we are only interested in trees, we restrict our proofs to just trees for brevity.

10 does not depend on $n$, but may depend on $\delta$. 
Theorem 11 (Majority in trees). For sufficiently large $n$, any tree on $n$ nodes and any $T \leq \frac{n\ln n}{24\ln \ln n}$, after $T$ steps, with probability at least $1 - O(e^{-\ln n/24\ln \ln n})$, the announcements of at least $\left(\frac{1}{2} + \frac{\delta}{2} - e^{-T/n}\right) \cdot n$ nodes are \textsc{Correct}.

Further, for all constants $\gamma > 0$, there exists a constant $\alpha > 0$ such that for sufficiently large $n$, when $T \leq \frac{n\ln^{-\gamma} n}{24\ln \ln n}$, after $T$ steps, with probability at least $1 - n^{-\alpha}$, the announcements of at least $\left(\frac{1}{2} + \frac{\delta}{2} - e^{-T/n}\right) \cdot n$ nodes are \textsc{Correct}.

First, we analyze the expected number of \textsc{Correct} nodes using Theorem 4 (proof in Appendix C of the full version). Note that, the probability that a node $v$ has announced by $T$ is at least $(1 - e^{-T/n})^{11}$.

Lemma 12. At any time $T$, the expected number of nodes $v$ with $C^T(v) = \textsc{Correct}$ is at least $(1/2 + \delta - e^{-T/n})n$.

From here, we now need to show that the number of \textsc{Correct} announcements concentrates around its expectation. To this end, we’ll show that most pairs of nodes can be written as functions of disjoint initial beliefs, and are therefore independent. Ideas from [12] formally show that this suffices:

Definition 13. We say that two nodes $u, v$ are $\varepsilon$-disjoint at $t$ if there exist random variables $X_u, X_v$, written as functions of disjoint sets of initial beliefs (and therefore independent), such that $Pr[C^t(u) = X_u] \geq 1 - \varepsilon$ and $Pr[C^t(v) = X_v] \geq 1 - \varepsilon$.

Lemma 14 (Inspired by [12]). Let $\varepsilon^t_{uv}$ be such that $u, v$ are $\varepsilon^t_{uv}$-disjoint at $t$. Then if $\sum_{u,v} \varepsilon^t_{uv} = D$, the number of \textsc{Correct} nodes at time $t$ is within $\delta n/2$ of its expectation with probability $1 - \frac{4n^{16D}}{e^{\gamma n^2}}$.

So our remaining task is to upper bound $\sum_{u,v} \varepsilon^t_{uv}$, and this is the point where we diverge from prior work. For a given pair $u, v$, there are three possible cases. Below, case one is most similar to prior work, and cases two/three are fairly distinct.

Case One: Long Paths

One possibility is that $d(u,v) \geq f(n)$, for some $f(n)$ to be decided later. The following proposition implies that at any time $T$, the announcements of pairs of nodes at a large enough distance are almost independent. The proof is provided in Appendix C of the full version.

Proposition 15. Let $d(u,v) \geq \max\{kT, f(n)\}$ for $k \geq 4$. Then $\varepsilon^T_{uv} \leq 2e^{-f(n)/24}$, and $\varepsilon^T_{uv} \leq 2e^{(1 - \ln k)f(n)}$.

Case Two: Short Paths A

Another possibility is that $d(u,v) < f(n)$. Here, there will be two subcases. First, maybe it’s the case that $d(u,v)$ is small and the product of degrees on the path from $u$ to $v$ is small. In this case, it very well could be that $\varepsilon^t_{uv}$ is large, which is bad. However, we prove that there cannot be many such pairs (and so in total they contribute $o(n^2)$ to the sum). The following lemma shows in fact that even if we remove the restriction that $d(u,v) = O(T)$, there simply cannot be many pairs of nodes such that the product of degrees on $P(u,v)$ is small (proof in Appendix C of the full version).

---

11 The probability that $v$ wasn’t chosen in all $T$ rounds is $\left(1 - (1 - \frac{1}{2})^T\right)$. 
Lemma 16. Let $K$ be the set of pairs of nodes $(u,v)$ such that $\prod_{w \in P(u,v)} \deg(w) \leq X$. Then $|K| \leq Xn/2$.

Case Three: Short Paths B

The final possibility is that $d(u,v) < f(n)$, and also that $\prod_{w \in P(u,v)} \deg(w)$ is large. In this case, we will prove that with probability $1 - o(1)$ there is some block in $P(u,v)$ causing $u$’s and $v$’s announcements to be independent (proof in Appendix C of the full version).

Definition 17. We say that a node $x \in P(u,v)$ cuts $u$ from $v$ thru $T$ if some node $y$ in $P(u,x)$ is safe thru $T$ even against $S_y$, where $S_y$ are $y$’s (at most) two neighbors in $P(u,v)$.

Lemma 18. Let $T$ be any time and $p_x$ be the probability that $x$ cuts $u$ from $v$ thru $T$ and also cuts $v$ from $u$ thru $T$. Then $u$ and $v$ are $p_x$-disjoint at $T$.

Next, we wish to show that with good probability there is indeed a node on $P(u,v)$ that cuts $u$ from $v$ and also $v$ from $u$ (proofs in Appendix C of the full version).

Lemma 19. There exist absolute constants $b,d$ such that for any pairs of nodes $u,v \in V$ with $\prod_{w \in P(u,v)} \deg(w) = X$, $d(u,v) \leq \frac{\ln(X)}{d}$, and $T \leq n e^{bX^{1/(4d(u,v))}}$, there exists an $x$ such that with probability $1 - X^{1/8}$, $x$ cuts $u$ from $v$ thru $T$ and also $v$ from $u$ thru $T$.

Corollary 20. There exist absolute constants $b,d$ such that for pairs of nodes any $u,v \in V$ with $\prod_{w \in P(u,v)} \deg(w) = X$, $d(u,v) \leq \frac{\ln(X)}{d}$, and $T \leq n e^{bX^{1/(4d(u,v))}}$, $u$ and $v$ are $X^{-1/8}$-disjoint at $T$.

Now, we’ll put together case one, Lemma 18 and Corollary 20 together to prove Theorem 11, which is mostly a matter of setting parameters straight (and appears in Appendix C of the full version).

To conclude, at this point we have proven that a majority takes hold after $n \frac{\ln n}{12 \ln \ln n}$ steps for any tree. The remaining work is to prove that it does not disappear.

Stabilizing Quickly

In this section, we identify properties of a tree which cause it to stabilize quickly. Our main theorem will then follow by proving that both balanced $M$-ary trees and preferential attachment trees have this property. The main idea is to consider nodes that are “close” to leaves in the following formal sense:

Definition 21. We say that a node $v$ is an $(X,Y)$-leaf in $G$ if there exists a rooting of $G$ such that $v$ has $\leq X$ descendants, and the longest path from $v$ to one of its descendants is at most $Y$. Note that leaves are $(0,0)$-leaves. When we refer to a node’s parent, children, or descendants, it will be with respect to this rooting.

Definition 22. We say that a node $v$ is:

- finalized at $T$, if $C^t(v) = C^T(v)$ for all $t \geq T$.
- nearly-finalized at $T$ with respect to $u$ if there exists a $t' \geq T$ such that $v$ is finalized at $t'$ and for all $t \in (T,t')$ when $v$ announces, it either updates $C^t(v) = C^t(u)$, if $C^t(u) \neq \bot$, or $C^t(v) = C^{t-1}(v)$, if $C^t(u) = \bot$. 

Intuitively, a node is finalized if it is done changing its announcement. A node $v$ is nearly-finalized with respect to $u$ if $v$ is not quite finalized, but changes in $u$ are the only reason why $v$ would change its announcement (and moreover, $v$ will copy $u$ every announcement until $v$ finalizes).

The main result of this section is as follows:

**Theorem 23.** Let $v$ be an $(X,Y)$-leaf. Then with probability $1 - Xe^{-T/nY}$, $v$ is nearly-finalized at $T$ with respect to its parent.

The main insight for the proof of Theorem 23 will be the following lemmas. Below, Lemma 24 asserts that once all of $v$’s children are nearly-finalized with respect to $v$, any changes in $v$’s opinion are to copy its parent, and Lemma 25 builds off this to claim that we can relate the time until $v$ nearly-finalizes to its critical times. Importantly, Lemma 25 does not require all critical paths to hit $v$, but only those from its descendents.

**Lemma 24.** Let all of $v$’s children be nearly-finalized with respect to $v$ at $T$, and let $u$ be $v$’s parent. Let also $t > t' \geq T$ be two timesteps during which $v$ announced. Then if $C^t(v) \neq C^{t-1}(v)$, we must have $C^t(v) = C^t(u)$.

**Lemma 25.** Let $T_v := \max\{T(x,v), x \text{ is a descendant of } v\}$. Then $v$ is nearly-finalized at $T_v$ with respect to its parent.

These above lemmas suffice to prove Theorem 23. The proofs of these lemmas and Theorem 23 appear in Appendix D of the full version.

We will also need the following implications of Theorem 23. Below, Lemma 26 will be helpful in proving Corollary 27. Corollary 27 lets us claim that while nearly-finalized nodes are not themselves finalized, their existence implies the existence of other finalized nodes. This will be helpful in wrapping up in the following section, since the process only terminates once nodes are finalized. The proofs of Lemma 26 and Corollary 27 appear in Appendix D of the full version.

**Lemma 26.** For any $t > T_v$, if a child of $v$ changes their announcement at $t$, $v$ becomes finalized at $t$.

**Corollary 27.** For any $T$, with probability $1 - e^{-T/n}$, $v$ has $\lfloor \deg(v) - 1/2 \rfloor$ children who are finalized at $T_v + T$.

Moreover, if $v$ is an $(X,Y)$-leaf and finalized at $t \geq T_v$, then with probability $1 - Xe^{-T/nY}$, all of $v$’s descendants are finalized at $t + T$.

6 Wrapping Up: Preferential Attachment and Balanced $M$-ary Trees

In this section, we show how to make use of Theorem 23 to conclude that a $1 - o(1)$ fraction of nodes are finalized by $\frac{n\ln n}{2\ln \ln n}$. Proofs for the two cases follow different paths, but both get most of their mileage from the developments in Section 5.

6.1 Preferential Attachment Trees Stabilize Quickly

Let’s first be clear what we mean by a preferential attachment tree.\(^{12}\)

\(^{12}\)Note that this is the standard definition of preferential attachment used for heuristic arguments, e.g. [5]. Most prior rigorous work uses a slightly modified definition that produces a forest instead of a tree in order to rigorously analyze (say) the degree distribution [9, 8]. As we are only interested in (fairly loose) bounds on the degrees, our results are rigorous in the standard model.
Definition 28 (Preferential Attachment Tree). \(n\) nodes arrive sequentially, attaching a single edge to a pre-existing node at random proportional to its degree. Specifically:

- Let \(v_i\) denote the \(i^{th}\) node to arrive.
- Let \(\deg_t(v_i)\) denote the degree of node \(v_i\) after a total of \(t\) nodes have arrived.
- There is a special node \(v_0\), which only \(v_1\) connects to upon arrival, and no future nodes.
- When \(v_{i+1}\) arrives, \(v_{i+1}\) attaches a single edge to a previous node, choosing node \(v_j\), \(j \in [1,i]\), with probability \(\frac{\deg_t(v_j)}{2i-1}\).

Our main argument for preferential attachment trees is that most nodes are in a “good” subtree, defined below. All subsequent proofs are in Appendix E of the full version. At a high level the plan is as follows: first, we prove that because most nodes are \((X,Y)\)-leaves for small \(X,Y\), these nodes quickly become nearly-finalized. Next, we prove that most such nodes are part of a small subtree whose parent is likely to be safe thru the entire process. Therefore, the parent of this subtree is finalized early, and once the subtree becomes nearly-finalized, it finalizes quickly as well.

Definition 29. Say that a subtree rooted at \(v\) is good if:

- \(v\) is a \((X,Y)\)-leaf, for \(X = \ln O(1) n\) and \(Y = O(\ln \ln n)\).
- \(v\)'s parent has degree at least \(\ln \Omega(1) n\).

Proposition 30. Let the subtree rooted at \(v\) be good, and let the diameter of the entire graph be \(O(\ln n)\). Then with probability \(1 - o(1)\), the entire subtree rooted at \(v\) is finalized by \(\frac{n}{32 \ln \ln n}\).

Proposition 31. For a tree built according to the preferential attachment model, the following simultaneously hold with probability \(1 - o(1)\).

- \(n - o(n)\) nodes are in good subtrees.
- The diameter of the entire graph is \(O(\ln n)\).

Theorem 32. A tree built according to the preferential attachment model stabilizes in a \(\text{Correct}\) majority with probability \(1 - o(1)\).

The proofs for Proposition 30, Proposition 31, and Theorem 32 appear in Appendix E of the full version.

6.2 Balanced \(M\)-ary Trees Stabilize Quickly

Let’s first be clear what we mean by a balanced \(M\)-ary tree.

Definition 33. We say a tree is a balanced \(M\)-ary tree if there is a root \(v\) such that all non-leaf nodes have exactly \(M\) children, and all root-leaf paths have the same length.

Our plan of attack is as follows (all proofs are in Appendix E of the full version). First, the case for large \(M\) (say, \(M > \ln n\)) is actually fairly straight-forward as a result of Proposition 10. This is because every pair of nodes has a high-degree block on their path, meaning that the “Case Three” argument used in Section 4 actually applies all the way until the process terminates. The \(M \leq \ln n\) case is more interesting, and requires the tools developed in Section 5.

Here, the plan is as follows. Corollary 27 roughly lets us claim that all nearly-finalized nodes must have a decent number of finalized children, and moreover that all these finalized children have finalized descendents. Iterating this counting inductively through children, we see that actually most descendents of nearly-finalized nodes of sufficient height must themselves be finalized.
Formally, the approach is to first get a bound on the height for which we can claim that nodes are indeed nearly-finalized with high probability (Corollary 34, immediately from Theorem 23). $\ln \ln n$ turns out to be a good choice.

**Corollary 34.** Let $v$ be distance $h$ from a leaf. Then $v$ is an $(2M^h, h)$-leaf, and therefore $v$ is nearly-finalized with respect to its parent at $\frac{n \ln n}{64 \ln \ln n}$ with probability

$$1 - e^{-\frac{\ln n}{64 \ln \ln n} + h \ln 2M^h}.$$

In particular, if $h = o\left(\frac{\ln n}{\ln \ln n \ln M^h}\right)$, then $v$ is nearly-finalized with respect to its parent at $\frac{n \ln n}{64 \ln \ln n}$ with probability $1 - o(1)$.

**Proposition 35.** Let $v$ have height $h = \ln \ln n$ in a balanced $M$-ary tree for $M \leq \ln n$. Then with probability $1 - o(1)$, at most $2M^h \cdot \left(\frac{2}{3}\right)^h = o(M^h)$ descendents of $v$ are not finalized by $n \ln \frac{n}{32 \ln \ln n}$.

**Theorem 36.** Any $M$-ary tree stablizes in a CO\textsc{RRECT} majority with probability $1 - o(1)$.

The proofs of Proposition 35 and Theorem 36 appear in Appendix E of the full version.

---
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1 Introduction

Randomized query complexity (see [8] for a classic survey) is often studied using Yao’s minimax principle [20]. The principle states that for every boolean function \( f : \{0,1\}^n \to \{0,1\} \)

Yao’s minimax: \( R_\varepsilon(f) = \max_D D_{\varepsilon}(f, D) \).

- Here \( R_\varepsilon(f) \) is the randomized \( \varepsilon \)-error query complexity of \( f \). More precisely, \( R_\varepsilon(f) \) equals the least number of queries a randomized algorithm (decision tree) must make to the input bits \( x_i \in \{0,1\} \) of an unknown input \( x \in \{0,1\}^n \) in order to output \( f(x) \) with probability at least \( 1 - \varepsilon \) (where the probability is over the coin tosses of the algorithm). We often set \( \varepsilon = 1/3 \) and omit \( \varepsilon \) from notation, as it is well known that this choice only affects constant factors in query complexity.

- \( D \) is a distribution over the inputs \( \{0,1\}^n \). We may assume wlog that \( D \) is balanced: \( D = \frac{1}{2} D_0 + \frac{1}{2} D_1 \) where \( D_0 \) is a distribution over \( f^{-1}(0) \).

- \( D_{\varepsilon}(f, D) \) is the distributional \( \varepsilon \)-error query complexity of \( f \) relative to \( D \). More precisely, \( D_{\varepsilon}(f, D) \) equals the least number of queries a deterministic algorithm must make to an input \( x \sim D \) in order to output \( f(x) \) with probability at least \( 1 - \varepsilon \) (where the probability is over \( x \sim D \)).

1.1 Correlated samples problem

One way to think about the distributional complexity of \( f \) relative to \( D = \frac{1}{2} D_0 + \frac{1}{2} D_1 \) is as the following task: A deterministic algorithm is given query access to a sample from either \( D_0 \) or \( D_1 \) and it needs to decide which is the case. In this work, we ask: Does this task become easier if we allow query access to an unlimited number of independent samples from either \( D_0 \) or \( D_1 \)? In short,

Is it easier to distinguish \( D_0^\infty \) from \( D_1^\infty \) than it is to distinguish \( D_0 \) from \( D_1 \)?

More formally, we define the correlated samples problem for \( f \) relative to \( D = \frac{1}{2} D_0 + \frac{1}{2} D_1 \) by

\[
\text{Corr}_\varepsilon(f, D) := \min_{k \geq 1} D_{\varepsilon}(f^k, \frac{1}{2} D_0^k + \frac{1}{2} D_1^k).
\]

Here \( f^k : \{\{0,1\}^n\}^k \to \{0,1\}^k \) is the function that evaluates \( k \) copies of \( f \) on disjoint inputs. We also use the notation \( D^k := D \times \cdots \times D \) (\( k \) times) for the \( k \)-fold product distribution. In particular, under \( \frac{1}{2} D_0^k + \frac{1}{2} D_1^k \), the function \( f^k \) outputs either \( 0^k \) or \( 1^k \); the correlated samples problem is to decide which is the case. We note that the expression to be minimized on the right side is a non-increasing function of \( k \) (access to more samples is only going to help). We may also assume wlog that \( k \leq n \) (when an algorithm queries a sample for the first time, we may assume it is the first unqueried sample so far).

Shaltiel examples. It is not hard to give examples of input distributions where access to multiple correlated samples does help. Such examples were already discussed by Shaltiel [18] in the context of direct product theorems. For instance, consider the \( n \)-bit \( \text{XOR}_n \) function. It is well known that \( R_\varepsilon(\text{XOR}_n) = n \) for all \( \varepsilon > 0 \). Define a balanced input distribution (here \( U \) is a uniform random bit in \( \{0,1\} \))

\[
D := \begin{cases} 
0U^{n-1} & \text{with probability } 99\%, \\
1U0^{n-2} & \text{with probability } 1\%.
\end{cases}
\]
This distribution is hard 99% of the time: if the first bit is 0, an algorithm has to compute $\text{XOR}_{n-1}$ relative to $U^{n-1}$, which requires $n-1$ queries. For the remaining 1%, the distribution is easy: if the first bit is 1, the output can be deduced from the second bit. Here multiple correlated samples help a lot (for $\epsilon = 1/3$):

$$D(\text{XOR}_n, \mathcal{D}) = \Omega(n),$$
$$\text{Corr}(\text{XOR}_n, \mathcal{D}) = O(1).$$

Indeed, given a single sample from $\mathcal{D}$, an algorithm is likely to have to solve the hard case of the distribution. By contrast, given multiple correlated samples, we can query the first bit for a large constant number of samples. This will give us a high chance to encounter at least one easy sample.

**Error reduction.** An important fact (which fails in the single-sample setting!) is that we can amplify the success probability of any algorithm for correlated samples. This is achieved by a variant of the usual trick: repeatedly run the algorithm on fresh samples to gain more confidence about the output.\(^1\)

\(\blacktriangleright\) **Fact 1.1.** $\text{Corr}_\epsilon(f, \mathcal{D}) \leq O((\log(1/\epsilon)/\delta^2)) \cdot \text{Corr}_{1/2-\delta}(f, \mathcal{D})$ for every $(f, \mathcal{D})$.

The aforementioned Shaltiel example $(\text{XOR}_n, \mathcal{D})$ can alternatively be computed as follows: By querying the first two bits of a single sample $x \sim \mathcal{D}$ one can predict $\text{XOR}_n(x)$ to within error 49.5%. Now apply Fact 1.1 to reduce the error below 1/3 at the cost of a constant-factor blowup in query cost.

### 1.2 Main result

We study whether Shaltiel examples can be avoided if we restrict our attention to the hardest possible input distribution. Namely, we define a distribution-free complexity measure by

$$\text{Corr}_r(f) := \max_{\mathcal{D}} \text{Corr}_r(f, \mathcal{D}).$$

Our main result is that multiple correlated samples do not help for the hardest distribution.

\(\blacktriangleright\) **Theorem 1.2.** $\text{Corr}(f) = \Theta(\mathcal{R}(f))$ for any (partial) boolean function $f$.

The main challenge in proving Theorem 1.2 is precisely the existence of Shaltiel examples: How to construct hard distributions that do not contain any hidden easy parts? We resolve it by building decision trees that can exploit the easy parts not only in its own input distribution, but in various other distributions as well.

### 1.3 Application 1: Selection problem

Next we describe a consequence of our main result to a natural query task that we dub the *selection problem*. A similar problem, called *choose*, was studied by [4] in communication complexity.

---

\(^1\) In more detail: An algorithm $T$ with error $1/2 - \delta$ has $|p_0 - p_1| \geq 2\delta$ where $p_i := \Pr[T(x_i) = 1]$ for $x_i \sim D^k_i$. Reducing error below $\epsilon > 0$ boils down to distinguishing two random coins with heads-probabilities $p_0$ and $p_1$. Given multiple samples from one of the coins, Chernoff bounds state that $O(\log(1/\epsilon)/\delta^2)$ samples are enough to tell which coin the samples came from.
Fix an $n$-bit function $f$ together with an input distribution $\mathcal{D}$. In the $k$-selection problem for $(f, \mathcal{D})$ the input is a random $kn$-bit string $x = (x^1, \ldots, x^k) \sim \mathcal{D}^k$, and the goal is to output $(i, f(x^i))$ for some $i \in [k]$. That is, the algorithm gets access to $k$ independent samples from $\mathcal{D}$ and it selects one of them to solve. We define

$$k\text{-Sel}_\epsilon(f, \mathcal{D}) := \epsilon\text{-error query complexity of } k\text{-selection for } (f, \mathcal{D}),$$

$$\text{Sel}_k(f, \mathcal{D}) := \min_{k \geq 1} k\text{-Sel}_\epsilon(f, \mathcal{D}),$$

$$\text{Sel}_k(f) := \max_{\mathcal{D}} \text{Sel}_k(f, \mathcal{D}).$$

The selection problem is interesting because it, too, is subject to Shaltiel examples: for $(\text{Xor}_n, \mathcal{D})$ as described in Subsection 1.1, we have $\text{Sel}(\text{Xor}_n, \mathcal{D}) = O(1)$ using the same idea of searching for an easy sample.

The following relates selection to correlated samples; see Section 5 for the proof.

▶ Theorem 1.3. The correlated samples problem is easier than selection:

1. $\text{Corr}(f, \mathcal{D}) \leq O(\text{Sel}(f, \mathcal{D}))$ for every $(f, \mathcal{D})$.
2. There exists an $n$-bit $(f, \mathcal{D})$ such that $\text{Sel}(f, \mathcal{D}) = \Omega(n)$ but $\text{Corr}(f, \mathcal{D}) = O(1)$.
3. Selection does not admit efficient error reduction (as in Fact 1.1).

Combining the first item of Theorem 1.3 with our main result (Theorem 1.2) we conclude that multiple samples do not help in the selection problem for the hardest distribution.

▶ Corollary 1.4. $\text{Sel}(f) = \Theta(R(f))$ for any (partial) boolean function $f$.

1.4 Application 2: Randomized composition

We give another application of our main result to the randomized composition conjecture studied in [7, 3, 9, 6]. In fact, this application is what originally motivated our research project!

For an $n$-bit function $f$ and an $m$-bit function $g$ we define their composition

$$f \circ g: \{0,1\}^m \rightarrow \{0,1\} \text{ such that } (f \circ g)(x^1, \ldots, x^n) := f(g(x^1), \ldots, g(x^n)).$$

A composition theorem aims to understand the query complexity of $f \circ g$ in terms of $f$ and $g$. Such theorems are known for deterministic query complexity, $D(f \circ g) = D(f)D(g)$ [17, 19, 14], and quantum query complexity, $Q(f \circ g) = \Theta(Q(f)Q(g))$ [12, 16]. The conjecture in the randomized case is:

▶ Conjecture 1.5. $R(f \circ g) \geq \Omega(R(f)R(g))$ for all boolean functions $f$ and $g$.

Gavinsky et al. [9] have shown that the conjecture fails if $f$ is allowed to be a relation. They also show $R(f \circ g) \geq \Omega(R(f)R(g)^{1/2})$ for any relation $f$ and partial function $g$. In a very recent work (concurrent to ours) Ben-David and Blais [5, 6] have found a counterexample to the randomized conjecture for partial $f$ and $g$, albeit with a tiny query complexity compared to input length; see also Subsection 1.5. The conjecture is still open for total functions.
Fractional block sensitivity. We show a new composition theorem in terms of fractional block sensitivity \( \text{fbs}(f) \), introduced by [19, 10]; see also [13, 2]. This measure is at most randomized query complexity, \( \text{fbs}(f) \leq O(\text{R}(f)) \), and it is equivalent to randomized certificate complexity [1].

Let us define \( \text{fbs}(f) \) for an \( n \)-bit \( f \). We say that a block \( B \subseteq [n] \) is sensitive on input \( x \) iff \( f(x) \neq f(x^B) \) where \( x^B \) is \( x \) but with bits in \( B \) flipped. Fix an input \( x \) and introduce a real weight \( w_B \in [0,1] \) for each sensitive block \( B \) of \( x \). Define \( \text{fbs}(f,x) \) as the optimum value of the following linear program

\[
\max \sum_B w_B \\
\text{subject to} \sum_{B \ni i} w_B \leq 1, \quad \forall i \in [n], \\
w_B \geq 0, \quad \forall B.
\]

Finally, define \( \text{fbs}(f) := \max_x \text{fbs}(f,x) \). For comparison, the more usual block sensitivity \( \text{bs}(f) \) [15] is defined the same way except with the integral constraint \( w_B \in \{0,1\} \). In particular \( \text{bs}(f) \leq \text{fbs}(f) \), and moreover a polynomial gap (power 1.5) between the two is known for a total function [10].

We make progress towards the composition conjecture; see Section 6 for the proof.

\[ \text{Theorem 1.6.} \quad \text{R}(f \circ g) \geq \Omega(\text{fbs}(f) \text{R}(g)) \] for any (partial) boolean functions \( f \) and \( g \).

The previous best comparable composition theorem was \( \text{R}(f \circ g) \geq \Omega(\text{bs}(f) \text{R}(g)) \), a proof of which is virtually the same as for the result that \( \text{R}(\text{AND} \circ g) \geq \Omega(n\text{R}(g)) \); see [11, §5.1]. In fact, we were originally motivated to consider the correlated samples problem when trying to strengthen this composition result from block sensitivity to fractional block sensitivity.

1.5 Independent work by Ben-David and Blais

In an independent and concurrent work, Ben-David and Blais [5, 6] have also studied the randomized composition conjecture and ways of circumventing Shaltiel examples via improved minimax theorems. They develop a powerful framework for constructing hard Shaltiel-free distributions, which is general enough to apply not only to query complexity but also, for instance, to communication complexity. In particular, their framework is able to give an alternative proof of our main result (Theorem 1.2) as well as our \( \text{fbs} \)-based composition theorem (Theorem 1.6). Their proof techniques involve information theory and analysis; by contrast, our techniques are more elementary and directly tailored to the correlated samples problem (which does not explicitly appear in their work).

1.6 Roadmap

We will prove our main theorem (Theorem 1.2) in Section 3 and Section 4. Before that, we introduce our basic notions regarding decision trees in Section 2. In Section 3, we characterize decision trees as likelihood boosters, emphasizing that a good query algorithm must make significant progress in terms of boosting the likelihood of one of the outputs (0 or 1) to much higher than the other, and vice versa. This characterization frees us from considering inputs from both \( \mathcal{D}_0 \) and \( \mathcal{D}_1 \) simultaneously: if an algorithm is certain about the output on \( \mathcal{D}_1 \), then it must also make few errors on \( \mathcal{D}_0 \). We thus reduce the proof of Theorem 1.2 to bootstrapping decision trees that can make overall progress across multiple samples to a decision tree that makes uniform progress. In Section 4, we build such a bootstrapping algorithm and show that it makes satisfactory progress with a careful analysis. Proofs for our two applications are in Section 5 and Section 6.
2 Preliminaries

Let $f : \Sigma^n \to \{0, 1, \ast\}$ be a partial function for some alphabet $\Sigma$ (typically $\Sigma = \{0, 1\}$). Let $\mathcal{D}_0$, $\mathcal{D}_1$ be distributions supported on $f^{-1}(0)$, $f^{-1}(1)$ respectively. For each $x \in \Sigma^n$, let $\mathcal{D}_0(x)$ (resp. $\mathcal{D}_1(x)$) denote the probability mass on $x$ in distribution $\mathcal{D}_0$ (resp. $\mathcal{D}_1$). For a subset $S \subseteq \Sigma^n$, we define $\mathcal{D}_b(S) = \sum_{x \in S} \mathcal{D}_b(x)$ for $b = 0, 1$. If $\mathcal{D}_b(S) > 0$, we define the conditional distribution $\mathcal{D}_b|_S$ by $\mathcal{D}_b|_S(x) = \frac{\mathcal{D}_b(x)}{\mathcal{D}_b(S)}$ when $x \in S$, and $\mathcal{D}_b|_S(x) = 0$ when $x \notin S$. We define the likelihood-ratio of $S$ as

$$LR(S) := \frac{\mathcal{D}_1(S)}{\mathcal{D}_0(S)}.$$ 

Let $T$ be a deterministic decision tree that takes as input a sample $x \in \Sigma^n$ drawn from either $\mathcal{D}_0$ or $\mathcal{D}_1$. For every vertex $v$ in $T$, we use $\text{Input}(v) \subseteq \Sigma^n$ to denote the set of strings that can reach $v$, or equivalently, the set of strings that agree with all the queries made so far. Typically, every non-leaf vertex in $T$ corresponds to a query to a certain position in the sample, but we will allow non-leaf vertices $v$ in $T$ that do not make any query, each of them having only a single child $v'$ with $\text{Input}(v') = \text{Input}(v)$. We abuse notation slightly and use $v$ as a shorthand for $\text{Input}(v)$, so we have $\mathcal{D}_0(v) = \sum_{x \in v} \mathcal{D}_0(x)$, $\mathcal{D}_1(v) = \sum_{x \in v} \mathcal{D}_1(x)$ and

$$LR(v) = \frac{\mathcal{D}_1(v)}{\mathcal{D}_0(v)}.$$ 

Note that the likelihood-ratio $LR(v)$ is non-negative, but could be zero or infinite. We can eliminate the undefined case ($\mathcal{D}_0(v) = \mathcal{D}_1(v) = 0$) by trimming the unreachable parts of the decision tree.

Now if the decision tree $T$ takes as input $k$ samples from $\Sigma^n$, it is not hard to see that $\text{Input}(v)$ can be written as a Cartesian product $\text{Input}(v) = \text{Input}_1(v) \times \cdots \times \text{Input}_k(v)$, where $\text{Input}_j(v) \subseteq \Sigma^n$ is the set of strings that agree with all the queries made to the $j$-th sample so far. Again, we abuse notation slightly and use $v_j$ as a shorthand for $\text{Input}_j(v)$, so we will often write $v = v_1 \times \cdots \times v_k$. We define the overall likelihood ratio of $v$ as the product

$$\text{OLR}(v) := LR(v_1) \cdots LR(v_k) = \frac{\mathcal{D}_1(v_1)}{\mathcal{D}_0(v_1)} \cdots \frac{\mathcal{D}_1(v_k)}{\mathcal{D}_0(v_k)}.$$ 

It is often more convenient to consider the logarithm of likelihood ratios. We will use natural logarithm throughout the paper, i.e. $\log(\cdot) = \ln(\cdot)$.

3 Query Algorithms as Likelihood Boosters

Our overarching goal (Theorem 1.2) is to construct an efficient deterministic query algorithm that distinguishes $\mathcal{D}_0$ from $\mathcal{D}_1$, assuming the existence of one that distinguishes $\mathcal{D}_0^k$ from $\mathcal{D}_1^k$. As the starting point, we introduce the notion of likelihood boosters as a way of measuring the progress made by a query algorithm $T$ in distinguishing $\mathcal{D}_0$ from $\mathcal{D}_1$. The key idea is that, as more queries are being made, the algorithm narrows down the possibilities of the unknown input, driving the likelihood of one of the output ($0$ or $1$) much higher than the other. In fact, we show that $T$ can distinguish $\mathcal{D}_0$ from $\mathcal{D}_1$ well if and only if a sample drawn from $\mathcal{D}_1$ has a high probability of arriving at a leaf of $T$ where most of the remaining possibilities produce output $1$. (Lemma 3.4 and Lemma 3.5).

In the multiple-sample setting, we use the notions of overall likelihood boosters and uniform likelihood boosters, which have different levels of guarantees, to measure the progress of a query algorithm on simultaneously classifying each of the samples in the input. We show that
an efficient query algorithm that distinguishes \( D_{0}^{k} \) from \( D_{1}^{k} \) is an efficient overall likelihood booster (Corollary 3.6). Moreover, we show that an efficient uniform likelihood booster on multiple samples induces an efficient likelihood booster on a single sample (Lemma 3.7), which in turn implies an efficient query algorithm that distinguishes \( D_{0} \) from \( D_{1} \) (Lemma 3.4). These results will enable us to reduce proving Theorem 1.2 to relating overall likelihood boosters to uniform likelihood boosters, which is the focus of Section 4 (see Theorem 4.1).

We now formally define the three types of likelihood boosters mentioned above:

- **Definition 3.1.** We say a deterministic decision tree \( T \) is a \((\delta, M)\)-likelihood booster for \( D_{0}, D_{1} \) if, with probability at least \( 1 - \delta \), an input sample drawn from \( D_{1} \) reaches a leaf \( \ell \) of \( T \) with likelihood ratio \( \text{LR}(\ell) \geq M \).

- **Definition 3.2.** We say a deterministic decision tree \( T \) is a \((\delta, M)\)-overall likelihood booster for \( D_{0}^{k}, D_{1}^{k} \) if, with probability at least \( 1 - \delta \), an input drawn from \( D_{1}^{k} \) consisting of \( k \) samples reaches a leaf \( \ell \) of \( T \) with overall likelihood ratio \( \text{OLR}(\ell) \geq M \).

- **Definition 3.3.** We say a deterministic decision tree \( T \) is a \((\delta, \varepsilon, M)\)-uniform likelihood booster for \( D_{0}^{k} \) and \( D_{1}^{k} \) if, with probability at least \( 1 - \delta \), an input \( x \) drawn from \( D_{1}^{k} \) consisting of \( k \) samples reaches a leaf \( \ell = \ell_{1} \times \cdots \times \ell_{k} \) of \( T \) with the property that at least \( (1 - \varepsilon)k \) different samples \( j \in \{1, \ldots, k\} \) satisfy \( \text{LR}(\ell_{j}) \geq M \).

Note that the above definitions do not depend on the actual output of the decision tree \( T \). We now show in the following two lemmas that likelihood boosters are in some sense equivalent to query algorithms that distinguish \( D_{0} \) from \( D_{1} \).

- **Lemma 3.4.** Suppose \( T \) is a \((\delta, M)\)-likelihood booster for \( D_{0}, D_{1} \). Consider the deterministic decision tree \( T' \) that makes exactly the same queries as \( T \) and accepts if and only if a leaf \( \ell \) with \( \text{LR}(\ell) \geq M \) is reached. Then \( T' \) distinguishes \( D_{0} \) from \( D_{1} \) with the following guarantees:
  1. (Completeness) \( T' \) accepts \( x \sim D_{1} \) with probability at least \( 1 - \delta \).
  2. (Soundness) \( T' \) accepts \( x \sim D_{0} \) with probability at most \( 1/M \).

Proof. Completeness follows directly from the definition of likelihood booster. To prove soundness, consider the set \( U \) of leaves \( \ell \) with \( \text{LR}(\ell) \geq M \). For all \( \ell \in U \), we have \( D_{0}(\ell) \leq 1/M D_{1}(\ell) \). Therefore, \( \sum_{\ell \in U} D_{0}(\ell) \leq \frac{1}{M} \sum_{\ell \in U} D_{1}(\ell) \leq \frac{1}{M} \). This means that a sample from \( D_{0} \) reaches leaves in \( U \) with probability at most \( 1/M \), which is exactly the desired soundness.

- **Lemma 3.5.** Suppose a deterministic decision tree \( T \) can distinguish \( D_{0} \) from \( D_{1} \) with the following guarantees: \( T \) accepts \( x \sim D_{0} \) with probability at most \( \delta_{0} \), and accepts \( x \sim D_{1} \) with probability at least \( 1 - \delta_{1} \). Then \( T \) is a \((M\delta_{0} + \delta_{1}, M)\)-likelihood booster for any \( M > 0 \).

Proof. Let \( U \) denote the set of leaves \( \ell \) with \( \text{LR}(\ell) < M \). We can partition \( U \) as \( U = U_{0} \cup U_{1} \), where \( U_{1} \) corresponds to the leaves at which \( T \) accepts. Since \( T \) accepts with probability at most \( \delta_{0} \) on \( D_{0} \), we have \( \sum_{\ell \in U_{1}} D_{0}(\ell) \leq \delta_{0} \). Similarly, we have \( \sum_{\ell \in U_{0}} D_{1}(\ell) \leq \delta_{1} \). Therefore,

\[
\sum_{\ell \in U} D_{1}(\ell) = \sum_{\ell \in U_{0}} D_{1}(\ell) + \sum_{\ell \in U_{1}} D_{1}(\ell) \leq \sum_{\ell \in U} D_{1}(\ell) + M \sum_{\ell \in U_{0}} D_{0}(\ell) = \delta_{1} + M \delta_{0}.
\]

In other words, a sample from \( D_{1} \) has probability at most \( M\delta_{0} + \delta_{1} \) of reaching a leaf in \( U \), which means that \( T \) is a \((M\delta_{0} + \delta_{1}, M)\)-likelihood booster.

In the multiple-sample setting, if we view the pair \( D_{0}^{k} \) and \( D_{1}^{k} \) as \( D_{0}' \) and \( D_{1}' \) in the single-sample setting with input length multiplied by \( k \), the definition of overall likelihood ratio coincides with the definition of likelihood ratio in the single-sample setting. Therefore, we have the following corollary of Lemma 3.5, which essentially shows that an efficient query algorithm for the correlated samples problem is an efficient overall likelihood booster:
The Power of Many Samples in Query Complexity

**Corollary 3.6.** Suppose a deterministic decision tree $T$ can distinguish $D_0^k$ from $D_1^k$ in that $T$ accepts $x \sim D_0^k$ with probability at most $\delta_0$, and $T$ accepts $x \sim D_1^k$ with probability at least $1 - \delta_1$. Then $T$ is a $(M\delta_0 + \delta_1, M)$-overall likelihood booster for any $M > 0$.

To conclude this section, we show that an efficient uniform likelihood booster in the multiple-sample setting implies an efficient likelihood booster in the single-sample setting.

**Lemma 3.7.** For any $(\delta, \varepsilon, M)$-uniform likelihood booster $T$ for $D_0^k$ and $D_1^k$ and any $C > 0$, there is a $(\delta + \varepsilon + \frac{1}{C}, M)$-likelihood booster $T'$ for $D_0^0$ and $D_1^0$ with depth($T'$) $\leq C \cdot \frac{\text{depth}(T)}{k}$.

**Proof.** Define $Q = C \cdot \frac{\text{depth}(T)}{k}$. We first build a randomized query algorithm $A'$ for $D_0$ and $D_1$, and later derandomize it as $T'$. On input $x_{A'}$, $A'$ generates $k$ random samples $(x_1, \ldots, x_k) \sim D_0^k$, selects a uniformly random index $j$, replaces $x_j$ with $A'$'s own input $x_{A'}$, and finally simulates $T$ on the modified $k$ samples $(x_1, \ldots, x_{A'}, \ldots, x_k)$. If $T$ attempts to make the $(\lfloor Q \rfloor + 1)$-th query to the $j$-th (modified) sample, $A'$ halts.

It is easy to see that the maximum number of queries made by $A'$ is at most $Q$. Moreover, by Markov's inequality, if the input $x_{A'}$ to $A'$ is drawn from $D_1$, the probability that $A'$ halts early because of $T$ making more than $Q$ queries to the $j$-th sample is at most $\frac{1}{k}$, since the average number of queries $T$ makes to the $j$-th sample for a uniformly random $j$ is at most $\frac{\text{depth}(T)}{k}$.

We now show that with probability at least $1 - (\delta + \varepsilon + \frac{1}{C})$, $A'$ reaches a leaf $\ell = \ell_1 \times \cdots \times \ell_k$ of $T$ with $\text{LR}(\ell_j) \geq M$ when its own input $x_{A'}$ is drawn from $D_1$. By a union bound, we only need to show that this holds with probability at least $1 - (\delta + \varepsilon)$ for the extended version of $A'$ that doesn’t halt early. If we switch the order of randomness so that $j$ is chosen after a leaf of $T$ is reached, this follows easily from the definition of uniform likelihood boosters (Definition 3.3).

Finally, we derandomize $A'$. Note that the randomness in $A'$ only comes from the randomness in $j$ and in all the generated samples $x_i$ except the $j$-th sample. We can simply fix them so that the probability of reaching a leaf $\ell$ of $T$ with $\text{LR}(\ell_j) \geq M$ is maximized, assuming that the $j$-th sample is from $D_1$. Since $j$ and all generated samples other than the $j$-th sample have been fixed, the decision tree $T$ now “shrinks” to a decision tree $T'$ with only the first $\lfloor Q \rfloor$ queries to the $j$-th sample remaining, and every leaf $\ell$ of $T$ that is reachable when we run $A'$ now becomes a leaf $\ell'$ of $T'$. Shrinking the tree doesn’t affect the computation history regarding the $j$-th sample, so we have $\ell' = \text{Input}(\ell') = \text{Input}_j(\ell) = \ell_j$ and $\text{LR}(\ell') = \text{LR}(\ell_j)$. This proves that $T'$ is a $(\delta + \varepsilon + \frac{1}{C}, M)$-likelihood booster.

## 4 Bootstrapping Overall Booster to Uniform Booster

The results from the previous section (Section 3) reduce proving our main result (Theorem 1.2) to proving relations between overall likelihood boosters and uniform likelihood boosters. In this section, we complete this step with the following result:

**Theorem 4.1.** Assume that there is a depth-$L$ $(0.1, 25)$-overall likelihood booster for every distribution pair $D_0^k, D_1^k$. Then there is a depth-$O(KL)$ $(0.1, 0.1, 100)$-uniform likelihood booster for every distribution pair $D_0^K, D_1^K$ whenever $K \geq 1000k(|\Sigma| + 1)^n$.

We first show how to derive Theorem 1.2 from Theorem 4.1:

**Proof of Theorem 1.2.** We prove the inequality $R(f) \leq O(\text{Corr}(f))$ (the converse inequality is trivial). Suppose we have a depth-$L$ deterministic decision tree that solves the correlated samples problem on $\frac{1}{2}D_0^k + \frac{1}{2}D_1^k$ with success probability at least 0.999 (recall that the success
probability can be amplified by Fact 1.1). That is, the decision tree accepts inputs drawn from $D^K_0$ with probability at least 0.998 and accepts inputs drawn from $D^K_1$ with probability at most 0.002. By Corollary 3.6, it is a $(0.1, 25)$-overall likelihood booster for $D^K_0$ and $D^K_1$.

By Theorem 4.1, for any pair of distributions $D^K_0, D^K_1$, there is a $(0.1, 0.1, 100)$-uniform likelihood booster with depth $O(KL)$. Then by Lemma 3.7, there is a $(1/3, 100)$-likelihood booster with depth $O(L)$ for $D_0$ and $D_1$, which by Lemma 3.4 implies a query algorithm for $D_0$ and $D_1$ with success probability at least $1/3$. By the arbitrariness of $D_0$ and $D_1$, we have $R_{1/3}(f) = O(L)$ via Yao’s minimax, as desired.

The rest of this section is dedicated to proving Theorem 4.1. We construct the desired uniform likelihood booster $T_{\text{bootstrap}}$, described in Subsection 4.1, by applying different overall likelihood boosters to appropriate sets of samples at different phases of computation. To quantify the progress made by $T_{\text{bootstrap}}$, we design a measure based on a “truncated” log likelihood ratio which handles samples that $T_{\text{bootstrap}}$ is confident about with special care. As the technical core of the proof, we show that under our carefully constructed measure, $T_{\text{bootstrap}}$ in expectation makes positive and constant progress during each phase of computation (Lemmas 4.2 and 4.3). Therefore, $T_{\text{bootstrap}}$ is able to achieve the desired guarantees after sufficiently many phases.

### 4.1 Bootstrapping algorithm

We describe our depth-$O(KL)$ $(0.1, 0.1, 100)$-uniform likelihood booster $T_{\text{bootstrap}}$ taking $K \geq 1000k(\Sigma + 1)^n$ samples. Recall that each vertex $v$ of $T_{\text{bootstrap}}$ can be written as a Cartesian product $v = v_1 \times \cdots \times v_K$, where $v_j \subseteq \Sigma^n$ is the set of strings that are consistent with the queries made to the $j$-th sample so far. We say that the $j$-th sample is settled at $v$ if

$$LR(v_j) = \frac{D_1(v_j)}{D_0(v_j)} \notin [e^{-100}, e^{100}].$$

Note that it is possible for a sample to be settled in the wrong direction (e.g. $LR(v_j) < e^{-100}$ on input drawn from $D^K_0$), but we will show that this is not a serious issue.

The query algorithm $T_{\text{bootstrap}}$ proceeds in at most $C \cdot K$ phases (for some large constant $C > 0$). Each phase consists of at most $L$ queries and is described as follows:

**Phase $s = 1, \ldots, C \cdot K$:**

1. If fewer than $k(\Sigma + 1)^n$ out of the $K$ samples are unsettled, halt.
2. Else, since each $v_j$ is determined by a string $v_s$ in $(\Sigma \cup \{\ast\})^n$ recording the queries made so far to the $j$-th sample, by the Pigeonhole Principle there exist $k$ unsettled samples $j_1, \ldots, j_k$ with $v_{j_1} = \cdots = v_{j_k} = v_s$.
3. Run the depth-$L$ $(0.1, 25)$-overall likelihood booster $A^{(v_s)}$, assumed in Theorem 4.1 to exist, relative to the input-distribution pair

$$(D_0|v_s)^k, (D_1|v_s)^k$$

on the samples

$$(x^{j_1}, \ldots, x^{j_k}).$$

If any query causes one of these samples to become settled (i.e. $LR(v_{j_i}) \notin [e^{-100}, e^{100}]$ for some $i \in \{1, \ldots, k\}$), halt $A^{(v_s)}$ and go to the next Phase. Otherwise we proceed to the next Phase after $A^{(v_s)}$ terminates. If fewer than $L$ queries are made in the current phase, insert dummy vertices that do not make any query (see Section 2) to $T_{\text{bootstrap}}$ so that each phase corresponds to a path in $T_{\text{bootstrap}}$ with length exactly $L$. 

---
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4.2 Sub-martingale property of progress measure

It’s not hard to see that the overall likelihood ratio (OLR) is not an effective measure of progress for \( T_{\text{bootstrap}} \): OLR can rocket to infinity even when there is only one settled sample. In this subsection, we introduce a better progress measure: overall truncated log likelihood ratio (OTLLR), and show that it is a sub-martingale along the computation path of any decision tree (Lemma 4.2). In other words, \( T_{\text{bootstrap}} \) always makes non-negative progress in expectation. We will show that each phase of \( T_{\text{bootstrap}} \) makes positive expected progress in the next subsection (Subsection 4.3).

Let \( T \) be a deterministic decision tree that takes as input \( K \) samples. For every vertex \( v = v_1 \times \cdots \times v_K \) of \( T \), we define the truncated log likelihood ratio of \( v_j \) as

\[
\text{TLLR}(v_j) := \begin{cases} 
\log(\text{LR}(v_j)), & \text{if } |\log(\text{LR}(v_j))| \leq 100, \\
500, & \text{otherwise.}
\end{cases}
\]

Note that if \( \log(\text{LR}(v_j)) \) slightly exceeds the upper threshold 100, we set TLLR to a much higher value 500. Also, when \( \log(\text{LR}(v_j)) \) drops below the lower threshold -100, we also set TLLR to 500. Thus, the \( j \)-th sample is settled at \( v \) if and only if \( \text{TLLR}(v_j) \) = 500.

We define the overall truncated log-likelihood-ratio of \( v \) as the sum

\[
\text{OTLLR}(v) := \sum_{j=1}^{K} \text{TLLR}(v_j).
\]

The input \( x \) to \( T \) determines a computation path from the root of \( T \) to a leaf: \( v^0 \rightarrow v^1 \rightarrow \cdots \rightarrow v^\ell \). The randomness in \( x \) transfers to the randomness in the path, so the path is a stochastic process. We now show that OTLLR along the path is a sub-martingale when \( x \) is drawn from \( \mathcal{D}_K^\Sigma \):

\begin{remark}
Assume that \( T \) never queries a settled sample. Assume that the input \( x \) to \( T \) drawn from \( \mathcal{D}_K^\Sigma \), \( v \) is a non-leaf vertex with distance \( t \) from the root, and \( v \) is reachable (i.e. \( \Pr[v^t = v] > 0 \) on \( \mathcal{D}_K^\Sigma \)). Define \( \Delta^t := \text{OTLLR}(v^{t+1}) - \text{OTLLR}(v^t) \). Then we have

\[
\mathbb{E}[\Delta^t | v^t = v] \geq 0.001 \cdot \mathbb{E}[(\Delta^t)^2 | v^t = v] \geq 0.
\]
\end{remark}

\begin{proof}
Let us condition on \( v^t = v \) in the whole proof. If \( v \) is a dummy vertex that does not make any query, then \( \Delta^t = 0 \) deterministically and the lemma holds trivially. We assume that \( v \) is not a dummy vertex henceforth.

Suppose sample \( j \) is queried at vertex \( v \). We have \( \text{OTLLR}(v^{t+1}) - \text{OTLLR}(v^t) = \text{TLLR}(v^{t+1}_j) - \text{TLLR}(v^t_j) \). Since \( T \) never queries a settled sample, we know \( \text{TLLR}(v^{t+1}_j) = \log \frac{\mathcal{D}_j(v^{t+1}_j)}{\mathcal{D}_j(v^t_j)} \in [-100, 100] \).

Let \( \sigma \in \Sigma \) denote the random outcome of the query, and let \( p_0(\sigma), p_1(\sigma) \) denote the probability that the outcome to the query is \( \sigma \) under \( \mathcal{D}_0|_{v^t_j}, \mathcal{D}_1|_{v^t_j} \), respectively. Let \( H \subseteq \Sigma \) denote the set of \( \sigma \in \Sigma \) with \( |\text{TLLR}(v^t_j) + \log \frac{p_1(\sigma)}{p_0(\sigma)}| > 100 \). Note that \( \mathcal{D}_0(v^{t+1}_j) = \mathcal{D}_0(v^t_j)p_0(\sigma) \) and \( \mathcal{D}_1(v^{t+1}_j) = \mathcal{D}_1(v^t_j)p_1(\sigma) \), so

\[
\text{TLLR}(v^{t+1}_j) = \begin{cases} 
\text{TLLR}(v^{t}_j) + \log \frac{p_1(\sigma)}{p_0(\sigma)}, & \sigma \notin H, \\
500, & \sigma \in H.
\end{cases}
\]

Thus, \( H \) is precisely the set of outcomes \( \sigma \in \Sigma \) that make sample \( j \) settled at \( v^{t+1} \). Let \( W = W(\sigma) \) denote the difference \( \text{TLLR}(v^{t+1}_j) - \text{TLLR}(v^t_j) \). Our goal is to prove \( \mathbb{E}[W] \geq 0.001 \cdot \mathbb{E}[(W)^2] \).
Note that $W(\sigma) \in [400, 600]$ when $\sigma \in H$ and $W(\sigma) = \log \frac{p_1(\sigma)}{p_0(\sigma)} \in [-200, 200]$ when $\sigma \notin H$. We have

$$
\mathbb{E}[W] \geq 400 \sum_{\sigma \in H} p_1(\sigma) + \sum_{\sigma \notin H} p_1(\sigma) \log \frac{p_1(\sigma)}{p_0(\sigma)} = 400 \sum_{\sigma \in H} p_1(\sigma) + \sum_{\sigma \notin H} p_0(\sigma) \cdot \frac{p_1(\sigma)}{p_0(\sigma)} \log \frac{p_1(\sigma)}{p_0(\sigma)}.
$$

(1)

By a helper lemma (Lemma 4.4) proved in Subsection 4.4, we know that

$$
\frac{p_1(\sigma)}{p_0(\sigma)} \log \frac{p_1(\sigma)}{p_0(\sigma)} \geq \left( \frac{p_1(\sigma)}{p_0(\sigma)} - 1 \right) + \frac{1}{400} \cdot \frac{p_1(\sigma)}{p_0(\sigma)} \left( \log \frac{p_1(\sigma)}{p_0(\sigma)} \right)^2.
$$

Plugging this into (1), we have

$$
\mathbb{E}[W] \geq 400 \sum_{\sigma \in H} p_1(\sigma) + \sum_{\sigma \notin H} p_1(\sigma) - \sum_{\sigma \notin H} p_0(\sigma) + \frac{1}{400} \sum_{\sigma \notin H} p_1(\sigma) \left( \log \frac{p_1(\sigma)}{p_0(\sigma)} \right)^2
$$

$$
\geq 400 \sum_{\sigma \in H} p_1(\sigma) + \left( \sum_{\sigma \notin H} p_1(\sigma) - 1 \right) + \frac{1}{400} \sum_{\sigma \notin H} p_1(\sigma) \left( \log \frac{p_1(\sigma)}{p_0(\sigma)} \right)^2
$$

$$
= 400 \sum_{\sigma \in H} p_1(\sigma) - \sum_{\sigma \notin H} p_1(\sigma) + \frac{1}{400} \sum_{\sigma \notin H} p_1(\sigma) \left( \log \frac{p_1(\sigma)}{p_0(\sigma)} \right)^2
$$

$$
= 399 \sum_{\sigma \in H} p_1(\sigma) + \frac{1}{400} \sum_{\sigma \notin H} p_1(\sigma) \left( \log \frac{p_1(\sigma)}{p_0(\sigma)} \right)^2
$$

$$
= 399 \sum_{\sigma \in H} p_1(\sigma) + \frac{1}{400} \sum_{\sigma \notin H} p_1(\sigma)(W(\sigma))^2
$$

$$
\geq \frac{1}{1000} \sum_{\sigma \in H} p_1(\sigma)(W(\sigma))^2 + \frac{1}{400} \sum_{\sigma \notin H} p_1(\sigma)(W(\sigma))^2
$$

$$
\geq \frac{1}{1000} \mathbb{E}[W^2] .
$$

4.3 Bounding the conditional expectation of progress

In the previous subsection, we showed that OTLLR, as a progress measure, is a sub-martingale. Now we refine our progress measure to also include the natural measure number of settled samples, and show that each phase of $T_{\text{bootstrap}}$ makes positive progress in expectation.

Recall that we inserted dummy vertices in $T_{\text{bootstrap}}$ to ensure that each phase corresponds to a computation path of length exactly $L$. Therefore, an entire computation path of $T_{\text{bootstrap}}$ must have length divisible by $L$: $v^0 \rightarrow \ldots \rightarrow v^{tL}$. The sub-path $v^{tL} \rightarrow \ldots \rightarrow v^{(t+1)L}$ is the computation path of the $(t+1)$-th phase.

Define $S(v)$ as the number of settled samples at vertex $v$. Our new measure of progress is

$$
P(v^t) := S(v^t) + \text{OTLLR}(v^t).
$$

Lemma 4.3. Assume that the input $x$ to $T_{\text{bootstrap}}$ is drawn from $\mathcal{D}_K^N$, $v$ is a non-leaf vertex with distance $tL$ from the root, and $v$ is reachable (i.e. $\Pr[v^{tL} = v] > 0$ on $\mathcal{D}_K^N$). Then we have

$$
\mathbb{E}[P(v^{(t+1)L}) - P(v^{tL}) | v^{tL} = v] \geq 0.001.
$$

Before proving the lemma, we first show how it implies Theorem 4.1.
Proof of Theorem 4.1. We consider an extended version of $T_{\text{bootstrap}}$ that always halts after exactly $C \cdot K$ phases: whenever it would halt at line 1, it instead enters dummy phases and increases its total progress $P$ by 0.001 per phase (so that now $P = S + \text{OTLLR} + 0.001 \cdot$ number of dummy phases). By Lemma 4.3, the extended algorithm finishes with expected total progress $\mathbb{E}[P] \geq 0.001 C \cdot K$ on input drawn from $\mathcal{D}_1^K$. However, $P$ can never grow too large: before any dummy phase, $P$ is at most $501K$, and there are at most $C \cdot K$ dummy phases, so $P \leq 501K + 0.001C \cdot K$. By Markov’s inequality on the non-negative random variable $(501K + 0.001C \cdot K) - P$, we have $\Pr[P \leq 501K] \leq \frac{501K}{501K + 0.001C \cdot K}$. If we choose a large enough $C$, we know that with probability at least 0.99, the total progress exceeds $501K$, which means that the extended algorithm enters dummy phases before halting, and the original algorithm halts at line 1 with all but 0.001 fraction of the samples settled.

It now suffices to show that the fraction of samples settled in the wrong direction (i.e., the likelihood ratio drops below $e^{-100}$) is at most 0.01 with probability at least 0.99. We first fix $j$ and show that the probability that the $j$-th sample is settled in the wrong direction is at most $e^{-100}$, and then use the linearity of expectation and Markov’s inequality to bound the overall wrong settlement.

Conditioning on all but the $j$-th sample, $T_{\text{bootstrap}}$ becomes a deterministic decision tree $T'$ on a single sample. Let $U$ denote the set of leaves of $T'$ with LR($\ell$) $\leq e^{-100}$. We have $\sum_{\ell \in U} D_1(\ell) \leq e^{-100} \sum_{\ell \in U} D_0(\ell) \leq e^{-100}$. This means that the probability that a sample from $D_1$ reaches leaves in $U$ is at most $e^{-100}$. Thus the probability of wrong settlement for sample $j$ in $T_{\text{bootstrap}}$ is at most $e^{-100}$.

By the linearity of expectation, the expected fraction of samples settled in the wrong direction is at most $e^{-100}$. Then by Markov’s inequality, with probability at least 0.99, the fraction of wrong settlement is at most 0.01.

Proof of Lemma 4.3. $S(v^{(t+1)L}) - S(v^{tL})$ is either 0 or 1, depending on whether or not a sample becomes settled in phase $t + 1$.

In the case where $\Pr[S(v^{(t+1)L}) - S(v^{tL}) = 1 | v^{tL} = v] \geq 0.001$, we have $\mathbb{E}[S(v^{(t+1)L}) - S(v^{tL}) | v^{tL} = v] \geq 0.001$, and by Lemma 4.2 we have $\mathbb{E}[\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^{tL}) | v^{tL} = v] \geq 0$. Summing these two inequalities up proves the lemma.

From now on, we consider the harder case where $\Pr[S(v^{(t+1)L}) - S(v^{tL}) = 1 | v^{tL} = v] < 0.001$. We first prove that

$$\Pr[\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^{tL}) \geq 3 | v^{tL} = v] \geq 0.8. \quad (2)$$

Recall that in this phase $T_{\text{bootstrap}}$ runs the $(0.1, 25)$-overall likelihood booster $A^{(v^*)}$ for $(D_0|_v)^k$ and $(D_1|_v)^k$ on the samples $j_1, \ldots, j_k$. If $S(v^{(t+1)L}) - S(v^{tL}) = 0$, i.e. no sample becomes settled in this phase, then

$$\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^{tL}) = \sum_{s=1}^k \left( \log \frac{D_1(v^{j_s^{(t+1)L}})}{D_0(v^{j_s^{(t+1)L}})} - \log \frac{D_1(v^{j_s^{tL}})}{D_0(v^{j_s^{tL}})} \right).$$

Conditioning on $v^{tL} = v$, we have $v^{j_s^{tL}} = v^{j_s}$, since $v_{j_1} = \cdots = v_{j_k} = v$. From $\frac{D_0(v^{j_s^{(t+1)L}})}{D_0(v^{j_s})} = D_0|_{v_s}(v^{j_s^{(t+1)L}})$, we see that

$$\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^{tL}) = \log \prod_{s=1}^k \frac{D_1|_{v_s}(v^{j_s^{(t+1)L}})}{D_0|_{v_s}(v^{j_s^{(t+1)L}})}.$$
Recall that $A^{(v^*)}$ halts early only when a new sample becomes settled, which happens with probability < 0.001. Therefore, in order to prove (2) by a union bound, we only need to prove that the extended version of phase $t + 1$ where $A^{(v^*)}$ gets to run without early halting achieves $\prod_{s=1}^{k} \frac{D_{s+1} \cdot (v^{(t+1)L})}{D_{s} \cdot (v^{(t+1)L})} \geq e^3$ with probability at least 0.9. This is indeed true because $A^{(v^*)}$ is a (0.1, 25)-overall likelihood booster for $(D_0|_{v^*})^k$ and $(D_1|_{v^*})^k$.

We now prove $E[\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^L)|v^L = v] \geq 0.001$. We prove it by contradiction. Suppose $E[\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^L)|v^L = v] < 0.001$. For $tL \leq s < (t + 1)L$, define $\Delta(v^s)$ as the conditional expectation $E[\text{OTLLR}(v^{s+1}) - \text{OTLLR}(v^s)|v^s]$ and $\Delta_2(v^s)$ as the conditional variance $E[(\text{OTLLR}(v^{s+1}) - \text{OTLLR}(v^s) - \Delta(v^s))^2|v^s]$. Note that

$$\Delta_2(v^s) = E[(\text{OTLLR}(v^{s+1}) - \text{OTLLR}(v^s))^2|v^s] - (\Delta(v^s))^2$$

Thus by Lemma 4.2, we know that $\Delta(v^s) \geq 0.001 \cdot \Delta_2(v^s) \geq 0$. Now we have

$$0.001 > E[\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^L)|v^L = v] = \sum_{tL \leq s < (t + 1)L} E[\Delta(v^s)|v^L = v].$$

By Markov’s inequality, we have $Pr\left[\sum_{tL \leq s < (t + 1)L} \Delta(v^s) \geq 1|v^L = v\right] \leq 0.001$. Now by a union bound with (2), we have

$$E\left[\left(\sum_{tL \leq s < (t + 1)L} \text{OTLLR}(v^{s+1}) - \text{OTLLR}(v^s) - \Delta(v^s)\right)^2\right]_{v^L = v} \geq (0.8 - 0.001) \times (3 - 1)^2 \times 3. \quad (3)$$

Since $E[\text{OTLLR}(v^{s+1}) - \text{OTLLR}(v^s) - \Delta(v^s)|v^s] = 0$, we have

$$E[\text{OTLLR}(v^{s+1}) - \text{OTLLR}(v^s) - \Delta(v^s)] = 0$$

whenever $s_1 < s_2$ by further conditioning on $v^{s_2}$. Thus expanding (3) we have

$$\sum_{tL \leq s < (t + 1)L} E[\Delta_2(v^s)|v^L = v] = E\left[\left(\sum_{tL \leq s < (t + 1)L} \text{OTLLR}(v^{s+1}) - \text{OTLLR}(v^s) - \Delta(v^s)\right)^2\right]_{v^L = v} \geq 3.$$ 

Since $\Delta(v^s) \geq 0.001 \cdot \Delta_2(v^s)$, we have

$$0.001 > \sum_{tL \leq s < (t + 1)L} E[\Delta(v^s)|v^L = v] \geq 0.001 \cdot \sum_{tL \leq s < (t + 1)L} E[\Delta_2(v^s)|v^L = v] \geq 0.001 \times 3,$$

a contradiction.

Now we have shown $E[\text{OTLLR}(v^{(t+1)L}) - \text{OTLLR}(v^L)|v^L = v] \geq 0.001$. Adding it to the trivial inequality $E[S(v^{(t+1)L}) - S(v^L)|v^L = v] \geq 0$ proves the lemma.
4.4 A helper inequality

Lemma 4.4. For all $M \geq 0, t \in (0, e^M]$, we have

$$t \ln t - (t - 1) \geq \frac{1}{M + 2} \cdot t \ln^2 t.$$ 

Proof. Define function $h(t) = t \ln t - (t - 1) - \frac{1}{M + 2} \cdot t \ln^2 t$ on the interval $t \in (0, e^M]$. Our goal is to show $h(t) \geq 0$. Note that $h(1) = 0$, so we only need to show $h'(t) \geq 0$ for $t \geq 1$ and $h'(t) \leq 0$ for $t \leq 1$. We prove this by calculating $h'(t)$:

$$h'(t) = \ln t - \frac{1}{M + 2} \cdot \ln^2 t - \frac{2}{M + 2} \cdot \ln t = \left(1 - \frac{(\ln t) + 2}{M + 2}\right) \ln t.$$ 

Note that $1 - \frac{(\ln t) + 2}{M + 2} \geq 0$ because $\ln t \leq M$. Therefore $h'(t) \geq 0$ when $t \geq 1$ and $h'(t) \leq 0$ when $t \leq 1$, as desired.

5 Application 1: Selection Problem

5.1 Bi-correlated samples

To establish a relationship between correlated samples and selection, we first define an intermediate problem. The bi-correlated samples problem is defined by (here $D_{ab} := D_a \times D_b$):

$$\text{biCorr}_r(f, D) := \min_{k \geq 1} D_r(f^{2k}, \frac{1}{2}D_{01}^k + \frac{1}{2}D_{10}^k),$$

$$\text{biCorr}_e(f) := \max_D \text{biCorr}_r(f, D).$$

That is, the task is to decide whether $f^{2k}$ outputs $(01)^k$ or $(10)^k$ as $k \to \infty$. We show this is as hard as correlated samples:

Lemma 5.1. $\text{Corr}(f, D) = \Theta(\text{biCorr}(f, D))$.

Proof. It is obvious that $\text{biCorr}(f, D) \leq \text{Corr}(f, D)$, so we focus on the converse, $\text{Corr}(f, D) \leq O(\text{biCorr}(f, D))$. The proof is via a hybrid argument. Let $T: \{0, 1\}^n \to \{0, 1\}$ be an optimal algorithm for biCorr$_{1/4}(f, D)$ that uses $k$ sample pairs. Letting $d(\cdot, \cdot)$ denote the statistical distance between two distributions, the fact that $T$ achieves error $\epsilon := 1/3$ can be written as

$$d(T(D_{01}^k), T(D_{10}^k)) \geq 1 - 2\epsilon.$$ 

By the triangle inequality,

$$d(T(D_{01}^k), T(D_{00}^k)) + d(T(D_{00}^k), T(D_{10}^k)) \geq 1 - 2\epsilon.$$ 

Either the first or the second term is $\geq (1 - 2\epsilon)/2$. Say the first (second case is similar):

$$d(T(D_{01}^k), T(D_{00}^k)) \geq \frac{(1 - 2\epsilon)}{2} = 1 - 2\epsilon' \quad \text{where } \epsilon' := 1/4 + \epsilon/2 = 5/12.$$ 

This means we can turn $T$ into a $5/12$-error algorithm for the correlated $k$-samples problem: the odd numbered input samples of $T$ the algorithm can generate from $D_0$ on its own; the even numbered input samples of $T$ are taken from the input to the correlated $k$-samples problem. Finally, the error can be reduced to $1/3$ via Fact 1.1. ✤
5.2 Proof of Theorem 1.3

First item. The following claim together with Lemma 5.1 implies the first item.

> Claim 5.2. $\text{biCorr}_e(f, D) \leq \text{Sel}_e(f, D)$.

Proof. Let $T_{\text{Sel}}$ be an optimal algorithm for $\text{Sel}_e(f, D)$ using $k$ samples. We describe an algorithm $T_{\text{biCorr}}$ for bi-correlated $k$-samples with the same error and query cost. Let $x = (x_{ij})$ for $(i, j) \in [k] \times [2]$ be the random input to $T_{\text{biCorr}}$, that is, either $(i) \ x \sim D_0$ or $(ii) \ x \sim D_0^1$. The algorithm $T_{\text{biCorr}}$ chooses a random string $z \in [2]^k$ and runs $T_{\text{Sel}}$ on input $y := (x_{iz_i})_{i \in [k]}$. Note that $y$ is distributed as $D^k$ in both cases (i) and (ii). Suppose $T_{\text{Sel}}$ outputs some $(i, f(x_{iz_i}))$. Assuming this output is correct for selection, and remembering our choice of $z_i$, we can deduce which case, (i) or (ii), the input $x$ came from, and let $T_{\text{biCorr}}$ guess accordingly. Hence algorithm $T_{\text{biCorr}}$ is correct every time $T_{\text{Sel}}$ is, and so the error parameter is unaffected.

Second and third item. For separating correlated samples from selection, we again consider the $n$-bit XOR function. Define $x \sim D$ by the following process:

1. Sample $z$ uniformly from $\{0, 1\}^{n-2}$ and let $a := \text{XOR}_{n-2}(z)$.
2. Sample $b$ uniformly from $\{0, 1\}$.
3. With probability $\epsilon := 1\%$, output $x := aaz$; with probability $1 - \epsilon = 99\%$, output $x := bbz$.

Note that the first two bits of $x \sim D$ are identical and hence $\text{XOR}_n(x) = \text{XOR}_{n-2}(z)$. Moreover, the first bit is $\epsilon$-correlated with the function value $\text{XOR}_n(x)$. This makes $(\text{XOR}_n, D)$ easy for the correlated samples problem: The 1-query algorithm that guesses the function value based on the first bit of the first sample has error $\leq 1/2 - \epsilon/2$, and this error can be reduced to $1/3$ via Fact 1.1. This shows that $\text{Corr}(\text{XOR}_n, D) = O(1)$.

Next we prove the lower bound $\text{Sel}(\text{XOR}_n, D) = \Omega(n)$, which also proves the third item. Suppose for contradiction that $T$ is a height-$(n - 3)$ deterministic decision tree for $k$-selection for $(\text{XOR}_n, D)$. Consider any leaf $\ell$ that claims the $i$-th sample evaluates to $b \in \{0, 1\}$. If we condition $D^k$ by the $\leq n - 3$ queries made by $\ell$, we note that the function value is still only slightly biased away from 1/2, that is, $\mathbb{E}_{x \sim D_{fbs}\{\text{XOR}_n(x_i)\}} \in 1/2 \pm \epsilon$. Hence no leaf of $T$ can compute selection to within error $\leq 1/3$. This concludes the proof of Theorem 1.3.

6 Application 2: Randomized Composition

Goal. In this section we prove Theorem 1.6, namely $R(f \circ g) \geq \Omega(\text{fbs}(f)R(g))$. By Theorem 1.2 and Lemma 5.1 (from Subsection 5.1) it suffices to show

$$\text{biCorr}(g) \leq O(R(f \circ g) / \text{fbs}(f)).$$

Let $T$ be an optimal $1/10$-error algorithm for $f \circ g$ making $q := O(R(f \circ g))$ queries. Our goal is, given any balanced input distribution $D := \frac{1}{2}D_0 + \frac{1}{2}D_1$ to the inner function $g$, to build a bounded-error algorithm $T'$ solving the bi-correlated samples problem for $(g, D)$.

Rarely queried block. By the definition of $\text{fbs}(f)$, there is an input $y \in \{0, 1\}^n$ to $f$ (say, $f(y) = 0$) with sensitive blocks $B_1, \ldots, B_N \subseteq [n]$ and weights $w_1, \ldots, w_N \in [0, 1]$ such that

$$\sum_{j \in [N]} w_j = \text{fbs}(f),$$  \hspace{1cm} (4)

$$\sum_{j : B_j \ni i} w_j \leq 1, \hspace{0.5cm} \forall i \in [n].$$  \hspace{1cm} (5)
For any $z \in \{0,1\}^n$, define $D_z$ as the distribution over $(x_1, \ldots, x_n) \in \{0,1\}^n$ where each $x_i$ is drawn independently from $D_z$. Hence we have $g^*(x) = z$ for $x \sim D_z$. We define

$$q_j \coloneqq \text{expected \# of queries } T \text{ makes to block } B_j \text{ on input } D_y.$$ 

That is, if we denote by $i_t \in [n]$ the block that $T$ queries at time $t$, then $q_j$ is the expected number of time steps $t$ with $i_t \in B_j$. By linearity of expectation and (5), we have

$$\sum_{j \in [N]} w_j q_j = E\left[\sum_{j \in [N]} w_j \sum_{t: i_t \in B_j} 1\right] = E\left[\sum_{t \in [q]} \sum_{j: B_{j \exists t}, w_j} 1\right] \leq E\left[\sum_{t \in [q]} 1\right] \leq q.$$ 

Combining this with (4), we know there exists $j \in [N]$, say $j = 1$ for simplicity, such that

$$q_1 \leq \frac{q}{\text{fbs}(f)}.$$

**Truncated $T$.** Next we modify $T$ so that it makes at most $5q_1$ queries to block $B_1$ for every input (not just on average over $D_y$). Namely, if $T$ makes more than $5q_1$ queries to block $B_1$, we simply let $T$ halt and output 1; otherwise its behavior is unchanged. We denote this “truncated” algorithm by $T^{tr}$. We claim that $T^{tr}$ still computes $f \circ g$ correctly on average over both $D_y$ and $D_{y,n_1}$ (recall that $y^{B_1}$ is $y$ but with the block $B_1$ flipped; note that $f(g^{B_1}) = 1$ and hence $(f \circ g)(x) = 1$ for each $x \sim D_{y,n_1}$)

$$\text{Correct for } x \sim D_{y,n_1}: \quad \Pr[T^{tr}(x) = 1] \geq \Pr[T(x) = 1] \geq 4/5. \tag{6}$$

$$\text{Correct for } x \sim D_y: \quad \Pr[T^{tr}(x) = 0] \geq \Pr[T(x) = 0] - \Pr[T(x) \text{ makes } 5q_1 \text{ queries to } B_1] \geq 4/5 - 1/5 \geq 3/5, \tag{7} \tag{8}$$

where (7) uses the Union Bound and (8) uses the Markov Bound.

**Algorithm $T'$.** We are ready to define the algorithm $T'$ for the bi-correlated samples problem for $(g, D)$. The random input to this problem is $z = (z_{ij})$, $(i, j) \in [n] \times \{0,1\}$, sampled either from (i) $D_{01}^n$ or (ii) $D_{10}^n$. On input $z$ the algorithm $T'$ simply runs $T^{tr}$ on the input $(x_1, \ldots, x_n) \in \{0,1\}^n$ defined by

$$x_i \coloneqq \begin{cases} z_{1i} & \text{for } i \in B_1, \\ z_{0i} & \text{for } i \notin B_1. \end{cases}$$

That is, for $i \in B_1$ the algorithm $T'$ simply copies its input bits in $z$ to the bits of $x$. For $i \notin B_1$ the algorithm $T'$ uses its own randomness to generate an independent sample from either $D_0$ or $D_1$. The key observation is that in case (i) we have $x \sim D_y$, and in case (ii) we have $x \sim D_{y,n_1}$. But $T^{tr}$ can distinguish these two cases to within bounded error by (6) and (9). Hence $T'$ is a bounded-error algorithm for bi-correlated samples with query cost $5q_1 \leq O(q/\text{fbs}(f))$. This completes the proof of Theorem 1.6.
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Abstract

The median of a set of vertices $P$ of a graph $G$ is the set of all vertices $x$ of $G$ minimizing the sum of distances from $x$ to all vertices of $P$. In this paper, we present a linear time algorithm to compute medians in median graphs, improving over the existing quadratic time algorithm. We also present a linear time algorithm to compute medians in the $\ell_1$-cube complexes associated with median graphs. Median graphs constitute the principal class of graphs investigated in metric graph theory and have a rich geometric and combinatorial structure. Our algorithm is based on the majority rule characterization of medians in median graphs and on a fast computation of parallelism classes of edges ($\Theta$-classes or hyperplanes) via Lexicographic Breadth First Search (LexBFS). To prove the correctness of our algorithm, we show that any LexBFS ordering of the vertices of $G$ satisfies the following fellow traveler property of independent interest: the parents of any two adjacent vertices of $G$ are also adjacent.
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1 Introduction

The median problem (also called the Fermat-Torricelli problem or the Weber problem) is one of the oldest optimization problems in Euclidean geometry [43]. The median problem can be defined for any metric space $(X, d)$: given a finite set $P \subset X$ of points with positive weights, compute the points $x$ of $X$ minimizing the sum of the distances from $x$ to the points...
of \( P \) multiplied by their weights. The median problem in graphs is one of the principal models in network location theory [35, 62] and is equivalent to finding nodes with largest closeness centrality in network analysis [14, 15, 57]. It also occurs in social group choice as the Kemeny median. In the consensus problem in social group choice, given individual rankings one has to compute a consensual group decision. By Arrow’s impossibility theorem, there is no consensus function satisfying natural “fairness” axioms. It is also well-known that the majority rule leads to Condorcet’s paradox, i.e., to the existence of cycles in the majority relation. In this respect, the Kemeny median [39, 40] is an important consensus function and corresponds to the median problem in graphs of permutahedra.

The median problem in Euclidean spaces cannot be solved in a symbolic form [6], but it can be solved numerically by Weiszfeld’s algorithm [66] and its convergent modifications (see e.g. [51]) and can be approximated in nearly linear time with arbitrary precision [26]. For the \( \ell_1 \)-metric the median problem becomes much easier and can be solved by the majority rule on coordinates, i.e., by taking as median a point whose \( i \)th coordinate is the median of the list consisting of \( i \)th coordinates of the points of \( P \). This kind of majority rule was used in [38] to define centroids of trees (which coincide with their medians [32, 62]). For graphs with \( n \) vertices, \( m \) edges, and standard graph distance, the median problem can be trivially solved in \( O(nm) \) time by solving the All Pairs Shortest Paths (APSP) problem. One may ask if APSP is necessary to compute the median. However, by [1] APSP and median problem are equivalent under subcubic reductions. It was also shown in [2] that computing the medians of sparse graphs in subquadratic time refutes the HS (Hitting Set) conjecture.

In this paper, we show that the medians in median graphs can be computed in optimal \( O(m) \) time (i.e., without solving APSP). Median graphs are the graphs in which each triplet \( u, v, w \) of vertices has a unique median, i.e., a vertex metrically lying between \( u \) and \( v \), \( v \) and \( w \), and \( w \) and \( u \). They originally arise in universal algebra [4, 18] and their properties have been first investigated in [45, 49]. It was shown in [24, 54] that the cube complexes of median graphs are exactly the CAT(0) cube complexes, i.e., cube complexes of global non-positive curvature. CAT(0) cube complexes, introduced and nicely characterized in [33] in a local-to-global way, are now one of the principal objects of investigation in geometric group theory [59]. Median graphs also occur in Computer Science: by [3, 13] they are exactly the domains of event structures (one of the basic abstract models of concurrency) [50] and median-closed subsets of hypercubes are exactly the solution sets of 2-SAT formulas [48, 60]. The bijections between median graphs, CAT(0) cube complexes, and event structures have been used in [20, 21, 25] to disprove three conjectures in concurrency [56, 63, 64]. Finally, median graphs, viewed as median closures of sets of vertices of a hypercube, contain all most parsimonious (Steiner) trees [12] and as such have been extensively applied in human genetics. For a survey on median graphs and their connections with other discrete and geometric structures, see the books [36, 42], the surveys [10, 41], and the paper [22].

As we noticed, median graphs have strong geometric and metric properties. For the median problem, the concept of \( \Theta \)-classes is essential. Two edges of a median graph \( G \) are called opposite if they are opposite in a common square of \( G \). The equivalence relation \( \Theta \) is the reflexive and transitive closure of this oppositeness relation. Each equivalence class of \( \Theta \) is called a \( \Theta \)-class (\( \Theta \)-classes correspond to hyperplanes in CAT(0) cube complexes [58] and to events in event structures [50]). Removing the edges of a \( \Theta \)-class, the graph \( G \) is split into two connected components which are convex and gated. Thus they are called halfspaces of \( G \). The convexity of halfspaces implies via [29] that any median graph \( G \) isometrically embeds into a hypercube of dimension equals to the number \( q \) of \( \Theta \)-classes of \( G \).
Our results and motivation. In this paper, we present a linear time algorithm to compute medians in median graphs and in $\ell_1$-cube complexes associated to median graphs. Our main motivation and technique stem from the majority rule characterization of medians in median graphs and the unimodality of the median function [8, 61]. Even if the majority rule is simple to state and is a commonly approved consensus method, its algorithmic implementation is less trivial if one has to avoid the computation of the distance matrix. On the other hand, the unimodality of the median function implies that one may find the median set by using local search. More generally, consider a partial orientation of the input median graph $G$, where an edge $uv$ is transformed into the arc $\overrightarrow{uv}$ iff the median function at $u$ is larger than the median function at $v$ (in case of equality we do not orient the edge $uv$). Then the median set is exactly the set of all the sinks in this partial orientation of $G$. Therefore, it remains to compare for every edge $uv$ the median function at $u$ and at $v$ in constant time. For this we use the partition of the edge-set of a median graph $G$ into $\Theta$-classes and; for every $\Theta$-class, the partition of the vertex-set of $G$ into complementary halfspaces. It is easy to notice that all edges of the same $\Theta$-class are oriented in the same way because for any such edge $uv$ the difference between the median functions at $u$ and at $v$, respectively, can be expressed as the sum of weights of all vertices in the same halfspace as $v$ minus the sum of weights of all vertices in the same halfspace as $u$.

Our main technical contribution is a new method for computing the $\Theta$-classes of a median graph $G$ with $n$ vertices and $m$ edges in linear $O(m)$ time. For this, we prove that Lexicographic Breadth First Search (LexBFS) [55] produces an ordering of the vertices of $G$ satisfying the following fellow traveler property: for any edge $uv$, the parents of $u$ and $v$ are adjacent. With the $\Theta$-classes of $G$ at hand and the majority rule for halfspaces, we can compute the weights of halfspaces of $G$ in optimal time $O(m)$, leading to an algorithm of the same complexity for computing the median set. We adapt our method to compute in linear time the median of a finite set of points in the $\ell_1$-cube complex associated with $G$. The method can be applied to compute the total distance (the Wiener index) in optimal $O(m)$ time and the distance matrix of $G$ in optimal $O(n^2)$ time (see the full version [16]).

Related work. The study of medians in median graphs originated in [8, 61] and continued in [7, 44, 46, 47, 53]. Using different techniques and extending the majority rule for trees [32], the following majority rule has been established in [8, 61]: a halfspace $H$ of a median graph $G$ contains at least one median iff $H$ contains at least one half of the total weight of $G$; moreover, the median of $G$ coincides with the intersection of halfspaces of $G$ containing strictly more than half of the total weight. Hence the median set is always convex. It was shown in [61] that the median function of a median graph is weakly convex (an analog of a discrete convex function). This convexity property characterizes all graphs in which all local medians are global [9]. A nice axiomatic characterization of medians of median graphs via three basic axioms has been obtained in [47]. More recently, [53] characterized median graphs as closed Condorcet domains, i.e., as sets of linear orders with the property that, whenever the preferences of all voters belong to the set, their majority relation has no cycles and also belongs to the set. In the full version [16] we show that the median graphs are the bipartite graphs in which the medians are characterized by the majority rule.

Prior to our work, the best algorithm to compute the $\Theta$-classes of a median graph $G$ has complexity $O(m \log n)$ [34]. It was used in [34] to recognize median graphs in subquadratic time. The previous best algorithm for the median problem in a median graph $G$ with $n$ vertices and $q$ $\Theta$-classes has complexity $O(qm)$ [7] which is quadratic in the worst case. Indeed $q$ may be linear in $n$ (as in the case of trees) and is always at least $d(\sqrt{n} - 1)$ as shown below.
(d is the largest dimension of a hypercube which is an induced subgraph of G). Additionally, [7] assumes that an isometric embedding of G in a q-hypercube is given. The description of such an embedding has already size $O(q^n)$. The $\Theta$-classes of a median graph $G$ correspond to the coordinates of the smallest hypercube in which $G$ isometrically embeds (this is called the isometric dimension of $G$ [36]). Thus one can define $\Theta$-classes for all partial cubes, i.e., graphs isometrically embeddable into hypercubes. An efficient computation (in $O(n^2)$ time) of all $\Theta$-classes was the main step of the $O(n^2)$ algorithm of [30] for recognizing partial cubes. The fellow-traveler property (which is essential in our computation of $\Theta$-classes) is a notion coming from geometric group theory [31] and is a main tool to prove the (bi)automaticity of a group. In a slightly stronger form it allows to establish the dismantlability of graphs (see [19, 23, 24] for examples of classes of graphs in which a fellow traveler order was obtained by BFS or LexBFS). LexBFS has been used to solve optimally several algorithmic problems in different classes of graphs, in particular for their recognition (for a survey, see [28]).

Cube complexes of median graphs with $\ell_1$-metric have been investigated in [65]. The same complexes but endowed with the $\ell_2$-metric are exactly the CAT(0) cube complexes. As we noticed above, they are of great importance in geometric group theory [59]. The paper [17] established that the space of trees with a fixed set of leaves is a CAT(0) cube complex. A polynomial-time algorithm to compute the $\ell_2$-distance between two points in this space was proposed in [52]. This result was recently extended in [37] to all CAT(0) cube complexes. A convergent numerical algorithm for the median problem in CAT(0) spaces was given in [5].

2 Preliminaries

All graphs $G = (V, E)$ in this paper are finite, undirected, simple, and connected; $V$ is the vertex-set and $E$ is the edge-set of $G$. We write $u \sim v$ if $u, v \in V$ are adjacent. The distance $d(u, v) = d_G(u, v)$ between two vertices $u$ and $v$ is the length of a shortest $(u, v)$-path, and the interval $I(u, v) = \{x \in V : d(u, x) + d(x, v) = d(u, v)\}$ consists of all the vertices on shortest $(u, v)$-paths. A set $H$ (or the subgraph induced by $H$) is convex if $I(u, v) \subseteq H$ for any two vertices $u, v$ of $H$; $H$ is a halfspace if $H$ and $V \setminus H$ are convex. Finally, $H$ is gated if for every vertex $v \in V$, there exists a (unique) vertex $v' \in V(H)$ (the gate of $v$ in $H$) such that for all $u \in V(H)$, $v' \in I(u, v)$. The $k$-dimensional hypercube $Q_k$ has all subsets of $\{1, \ldots, k\}$ as the vertex-set and $A \sim B$ iff $|A \Delta B| = 1$. A graph $G$ is called median if $I(x, y) \cap I(y, z) \cap I(z, x)$ is a singleton for each triplet $x, y, z$ of vertices; this unique intersection vertex $m(x, y, z)$ is called the median of $x, y, z$. Median graphs are bipartite and do not contain induced $K_{2,3}$. The dimension $d = \dim(G)$ of a median graph $G$ is the largest dimension of a hypercube of $G$. In $G$, we refer to the 4-cycles as squares, and the hypercube subgraphs as cubes.

A map $w : V \to \mathbb{R}^+ \cup \{0\}$ is called a weight function. For a vertex $v \in V$, $w(v)$ denotes the weight of $v$ (for a set $S \subseteq V$, $w(S) = \sum_{x \in S} w(x)$ denotes the weight of $S$). Then $F_w(x) = \sum_{v \in V} w(v)d(x, v)$ is called the median function of the graph $G$ and a vertex $x$ minimizing $F_w$ is called a median vertex of $G$. Finally, $\text{Med}_w(G) = \{x \in V : x$ is a median of $G\}$ is called the median set (or simply, the median) of $G$ with respect to the weight function $w$.

3 Facts about median graphs

We recall the principal properties of median graphs used in the algorithms. Some of those results are a part of folklore for the people working in metric graph theory and some other results can be found in the papers [45, 46] by Mulder.
From now on, \( G = (V,E) \) is a median graph with \( n \) vertices and \( m \) edges. The first three properties follow from the definition.

- **Lemma 1 (Quadrangle Condition).** For any vertices \( u,v,w,z \) of \( G \) such that \( v,w \sim z \) and \( d(u,v) = d(u,w) = d(u,z) - 1 = k \), there is a unique vertex \( x \sim v,w \) such that \( d(u,x) = k - 1 \).

- **Lemma 2 (Cube Condition).** Any three squares of \( G \), pairwise intersecting in three edges and all three intersecting in a single vertex, belong to a 3-dimensional cube of \( G \).

- **Lemma 3 (Convex=Gated).** A subgraph of \( G \) is convex if and only if it is gated. Each convex subgraph \( S \) of \( G \) is the intersection of all halfspaces containing \( S \).

Two edges \( uv \) and \( u'v' \) of \( G \) are in relation \( \Theta_0 \) if \( uuvv'u' \) is a square of \( G \) and \( uv \) and \( u'v' \) are opposite edges of this square. Let \( \Theta \) denote the reflexive and transitive closure of \( \Theta_0 \). Denote by \( E_1, \ldots, E_q \) the equivalence classes of \( \Theta \) and call them \( \Theta \)-classes (see Fig. 1(a)).

- **Lemma 4.** [45] (Halfspaces and \( \Theta \)-classes). For any \( \Theta \)-class \( E_i \) of \( G \), the graph \( G_i = (V,E_i) \) consists of exactly two connected components \( H'_i \) and \( H''_i \) that are halfspaces of \( G \); all halfspaces of \( G \) have this form. If \( uv \in E_i \), then \( H'_i \) and \( H''_i \) are the subgraphs of \( G \) induced by \( W(u,v) = \{ x \in V : d(u,x) < d(v,x) \} \) and \( W(v,u) = \{ x \in V : d(v,x) < d(u,x) \} \).

Two \( \Theta \)-classes \( E_i \) and \( E_j \) are crossing if each halfspace of the pair \( \{H'_i,H''_i\} \) intersects each halfspace of the pair \( \{H'_j,H''_j\} \); otherwise, \( E_i \) and \( E_j \) are called laminar.

- **Lemma 5 (Crossing \( \Theta \)-classes).** Any vertex \( v \in V(G) \) and incident edges \( vv_1 \in E_1, \ldots, vv_k \in E_k \) belong to a single cube of \( G \) if and only if \( E_1, \ldots, E_k \) are pairwise crossing.

The boundary \( \partial H'_i \) of a halfspace \( H'_i \) is the subgraph of \( H'_i \) induced by all vertices \( v' \) of \( H'_i \) having a neighbor \( v'' \) in \( H''_i \). A halfspace \( H'_i \) of \( G \) is peripheral if \( \partial H'_i = H'_i \) (See Fig. 1(b)).

- **Lemma 6 (Boundaries).** For any \( \Theta \)-class \( E_i \) of \( G \), \( \partial H'_i \) and \( \partial H''_i \) are isomorphic and gated.

From now on, we suppose that \( G \) is rooted at an arbitrary vertex \( v_0 \) called the basepoint. For any \( \Theta \)-class \( E_i \), we assume that \( v_0 \) belongs to the halfspace \( H'_i \). Let \( d(v_0,H'_i) = \min\{d(v_0,x) : x \in H'_i\} \). Since \( H'_i \) is gated, the gate of \( v_0 \) in \( H'_i \) is the unique vertex of \( H'_i \).
at distance \(d(v_0, H'_1)\) from \(v_0\). Since median graphs are bipartite, the choice of \(v_0\) defines a canonical orientation of the edges of \(G\): \(uv \in E\) is oriented from \(u\) to \(v\) (notation \(\overrightarrow{uv}\)) if \(d(v_0, u) < d(v_0, v)\). Let \(\overrightarrow{G}_{v_0}\) denote the resulting oriented pointed graph.

Lemma 7. \([46]\) (Peripheral Halfspaces). Any halfspace \(H'_1\) maximizing \(d(v_0, H'_1)\) is peripheral.

For a vertex \(v\), all vertices \(u\) such that \(\overrightarrow{uv}\) is an edge of \(\overrightarrow{G}_{v_0}\) are called predecessors of \(v\) and are denoted by \(\Lambda(v)\). Equivalently, \(\Lambda(v)\) consists of all neighbors of \(v\) in the interval \(I(v_0, v)\). A median graph \(G\) satisfies the downward cube property if any vertex \(v\) and all its predecessors \(\Lambda(v)\) belong to a single cube of \(G\).

Lemma 8. \([45]\) (Downward Cube Property). \(G\) satisfies the downward cube property.

Lemma 8 immediately implies the following upper bound on the number of edges of \(G\):

Corollary 9. If \(G\) has dimension \(d\), then \(m \leq dn \leq n \log n\).

We give a sharp lower bound on the number of \(q\) \(\Theta\)-classes, which is new to our knowledge.

Proposition 10. If \(G\) has \(q\) \(\Theta\)-classes and dimension \(d\), then \(q \geq d(\sqrt[\sqrt{d} - 1] - 1)\) and this bound is tight.

Proof. Let \(\Gamma(G)\) be the crossing graph \(\Gamma(G)\) of \(G\): \(V(\Gamma(G))\) is the set of \(\Theta\)-classes of \(G\) and two \(\Theta\)-classes are adjacent in \(\Gamma(G)\) if they are crossing. Note that \(|V(\Gamma(G))| = q\). Let \(\Lambda(\Gamma(G))\) be the clique complex of \(\Gamma(G)\). By the characterization of median graphs among ample classes [11, Proposition 4], the number of vertices of \(G\) is equal to the number \(|X(\Gamma(G))|\) of simplices of \(X(\Gamma(G))\). Since \(G\) is of dimension \(d\), by [11, Proposition 4], \(\Gamma(G)\) does not contain cliques of size \(d + 1\). By Zykov’s theorem [68] (see also [67]), the number of \(k\)-simplices in \(X(\Gamma(G))\) is at most \(\binom{d}{k}\left(\frac{d}{d}ight)^k\). Hence \(n = |V(G)| = |X(\Gamma(G))| \leq \sum_{k=0}^{d} \binom{d}{k}\left(\frac{d}{d}\right)^k = (1 + \frac{1}{d})^d\) and thus \(q \geq d(\sqrt[\sqrt{d} - 1] - 1)\). Let now \(G\) be the Cartesian product of \(d\) paths of length \((\sqrt[\sqrt{d} - 1] - 1)\). Then \(G\) has \((\sqrt[\sqrt{d} - 1] - 1\)^d = n\) vertices and \(d(\sqrt[\sqrt{d} - 1] - 1)\) \(\Theta\)-classes (each \(\Theta\)-class of \(G\) corresponds to an edge of one of factors).

4 Computation of the \(\Theta\)-classes via LexBFS

The Breadth-First Search (BFS) refines the basepoint order and defines the same orientation \(\overrightarrow{G}_{v_0}\) of \(G\). BFS uses a queue \(Q\) and the insertion in \(Q\) defines a total order \(<\) on the vertices of \(G\): \(x < y\) iff \(x\) is inserted in \(Q\) before \(y\). When a vertex \(u\) arrives at the head of \(Q\), it is removed from \(Q\) and all not yet discovered neighbors \(v\) of \(u\) are inserted in \(Q\); \(u\) becomes the parent \(f(v)\) of \(v\); for any vertex \(v \neq v_0\), \(f(v)\) is the smallest predecessor of \(v\). The arcs \(\overrightarrow{f(v)}\) define the BFS-tree of \(G\). The Lexicographic Breadth-First Search (LexBFS), proposed in [55], is a refinement of BFS. In BFS, if \(u\) and \(v\) have the same parent, then the algorithm order them arbitrarily. Instead, the LexBFS chooses between \(u\) and \(v\) by considering the ordering of their second-earliest predecessors. If only one of them has a second-earliest predecessor, then that one is chosen. If both \(u\) and \(v\) have the same second-earliest predecessor, then the tie is broken by considering their third-earliest predecessor, and so on (See Fig. 1(c)).

The LexBFS uses a set partitioning data structure and can be implemented in linear time [55]. In median graphs, the next lemma shows that it suffices to consider only the earliest and second-earliest predecessors, leading to a simpler implementation of LexBFS:

Lemma 11. If \(u\) and \(v\) are two vertices of a median graph \(G\), then \(|\Lambda(u) \cap \Lambda(v)| \leq 1\).
During the execution of BFS (or LexBFS), one can assume that for each vertex \( v \) the set \( \Lambda(v) \) of its predecessors is computed as an ordered list \( \Lambda_<(v) \) (ordered by \( < \)). By Lemma 8, \( |\Lambda_<\left(v\right)| \leq d := \dim(G) \). Note that \( < \) also gives rise to a total order on the edges of \( G \): for two edges \( wv \) and \( u'v' \) with \( u < v \) and \( u' < v' \) we have \( wv < u'v' \) iff \( u < u' \) or if \( u = u' \) and \( v < v' \). The next lemma characterizes the first edge in the order \( < \) of each \( \Theta \)-class \( E_i \).

**Lemma 12.** An edge \( uv \in E_i \) with \( d(v_0, u) < d(v_0, v) \) is the first edge in the order \( < \) of \( E_i \) iff \( \Lambda_<\left(v\right) = \{u\} \).

A graph \( G \) satisfies the fellow-traveler property if for any LexBFS ordering of the vertices of \( G \), for any edge \( uv \) with \( v_0 \notin \{u, v\} \), the parents \( f(u) \) and \( f(v) \) are adjacent.

**Theorem 13.** Any median graph \( G \) satisfies the fellow-traveler property.

**Proof.** Let \( < \) be an arbitrary LexBFS order of the vertices of \( G \) and \( f \) be its parent map. Since any LexBFS order is a BFS order, \( < \) and \( f \) satisfy the following properties of BFS:

- \((\text{BFS1})\) if \( u < v \), then \( f(u) \leq f(v) \);
- \((\text{BFS2})\) if \( v \neq v_0 \), then \( f(v) = \min \{u: u \sim v\} \);
- \((\text{BFS3})\) if \( v \neq v_0 \), then \( f(v) = \min \{u: u \sim v\} \);
- \((\text{BFS4})\) if \( u < v \) and \( v \sim f(u) \), then \( f(v) = f(u) \).

Notice also the following simple but useful property:

**Lemma 14.** If \( abcd \) is a square of \( G \) with \( d(v_0, c) = k \), \( d(v_0, b) = d(v_0, d) = k + 1 \), \( d(v_0, a) = k + 2 \) and \( f(a) = b \), and the edge \( ad \) satisfies the fellow-traveler property, then \( f(d) = c \).

We prove the fellow-traveler property by induction on the total order on the edges of \( G \) defined by \( < \). The proof is illustrated by several figures (the arcs of the parent map are represented in bold). We use the following convention: all vertices having the same distance to the basepoint \( v_0 \) will be labeled by the same letter but will be indexed differently; for example, \( w_1 \) and \( w_2 \) are two vertices having the same distance to \( v_0 \).

Suppose by way of contradiction that \( e = u_1v_3 \) with \( v_3 < u_1 \) is the first edge in the order \( < \) such that the parents \( f(u_1) \) and \( f(v_3) \) of \( u_1 \) and \( v_3 \) are not adjacent. Then necessarily \( f(u_1) \neq v_3 \). Set \( v_1 = f(u_1) \) and \( w_3 = f(v_3) \) (Fig. 2a). Since \( d(v_0, v_1) = d(v_0, v_3) \) and \( u_1 \sim v_1, v_3 \), by the quadrangle condition \( v_1 \) and \( v_3 \) have a common neighbor at distance

![Figure 2 Animated proof of Theorem 13.](image-url)
Medians in Median Graphs in Linear Time

d(v₀, v₁) − 1 from v₀. This vertex cannot be w₃, otherwise f(u₁) and f(v₃) would be adjacent. Therefore there is a vertex w₂ ∼ v₁, v₃ at distance d(v₀, v₁) − 1 from v₀ (Fig. 2b). By induction hypothesis, the parent v₃ = f(v₁) of w₃ is adjacent to w₃ = f(v₃). Since u₁ ∼ v₁ = f(u₁), v₃ and v₂ ∼ w₂ = f(v₂), w₁, by (BFS3) we conclude that v₁ < v₃ and w₃ < w₂. By (BFS2), f(v₁) ≤ f(v₂), whence f(v₁) ≤ w₃ and since f(v₁) ≠ f(v₃) (otherwise, f(u₁) ∼ f(v₂)), we deduce that f(v₁) < w₃ < w₂. Hence f(v₁) ≠ w₄. Set w₁ = f(v₁). By the induction hypothesis, f(v₁) = w₁ is adjacent to f(w₄) = x₃ (Fig. 2c). By the cube condition applied to the squares w₄v₁w₁x₃, w₁v₁x₁v₃, and w₄v₃w₁x₃ there is a vertex v₂ adjacent to u₁, w₁, and w₃. Since u₁ ∼ v₂ and f(u₁) = v₁, by (BFS3) we obtain v₁ < v₂. Since v₂ is adjacent to w₁ and w₁ = f(v₁), by (BFS4) we obtain f(v₂) = f(v₁) = w₁, and by (BFS2), w₂ < v₃. Since f(v₂) = w₁, by Lemma 14 for v₂w₁x₃w₃, we obtain f(w₃) = x₃ (Fig. 2d). Since v₁ < v₂, f(v₁) = f(v₂) = w₁, and v₂ ∼ w₁, w₃, by LexBFS v₁ is adjacent to a predecessor different from w₁ and smaller than w₃. Since w₃ < w₄, this predecessor cannot be w₄. Denote by w₂ the second smallest predecessor of v₁ (Fig. 2e) and note that w₁ < w₂ < w₃ < w₄.

By the quadrangle condition, w₂ and w₄ are adjacent to a vertex x₅, which is necessarily different from x₃ because G is K₂,₃-free. By the induction hypothesis, f(w₂) and f(v₁) = w₁ are adjacent. Then f(w₂) ≠ x₃, x₅, otherwise we obtain a forbidden K₂,₃. Set f(w₂) = x₂. Analogously, f(x₁) = y₅ and f(w₂) = x₂ are adjacent as well as f(x₅) = y₅ and f(v₃) = x₃ (Fig. 2f). By (BFS1), x₂ = f(w₂) < f(w₃) = x₃ and by (BFS3), x₃ = f(w₄) < x₅. Since w₂ < w₄ with f(w₃) = f(w₄) and w₂ is adjacent to x₃, by LexBFS w₃ must have a predecessor different from x₃ and smaller than x₅. This vertex cannot be x₂ by (BFS3) since f(w₃) = x₃. Denote this predecessor of w₃ by x₄ and observe that x₂ < x₃ < x₄ < x₅. By the induction hypothesis, the parent of x₄ is adjacent to f(w₃) = x₃. Let y₄ = f(x₄).

If y₅ = y₅, applying the cube condition to the squares x₃x₅wₓ₅, x₃wₓ₅x₅y₅, and x₃wₓ₅x₅wₓ₅ we find a vertex w adjacent to x₁, x₃, and x₅. Applying the cube condition to the squares w₄wₓ₅wx₅, w₁v₁x₅w₃, and w₄v₃w₁x₃ we find a vertex v adjacent to w₁, w₂, and w. Since v ∼ w₂, by (BFS3) f(v) ≤ w₂ < w₃ = f(v₃), hence by (BFS2) we obtain v ∼ v₃. Therefore we can apply the induction hypothesis, and by Lemma 14 for u₁v₁w₁v₂, we deduce that f(v) = w₂. By Lemma 14 for v₃wₓ₅x₅w, we deduce that f(w) = x₄ (Fig. 2g). Applying the induction hypothesis to the edge vw we have that f(v) = w₂ is adjacent to f(w) = x₄, yielding a forbidden K₂,₃ induced by v, x₅, x₄, w, w₂ (Fig. 2g). All this shows that y₄ ≠ y₅. By the quadrangle condition, y₅ and y₄ have a common neighbor z₅ (Fig. 2h).

Recall that x₂ < x₃ < x₄ < x₅, and note that by (BFS1), y₄ = f(x₄) < f(x₅) = y₅. We denote by H the subgraph of G induced by the vertices V’ = \{w₁, x₁, x₃, x₄, x₅, y₄, y₅, z₅\}. The set of edges of H is E’ = \{z₅y₄, z₅y₅, y₄x₄, y₄x₃, y₅x₂, y₅z₅, y₅x₅, x₃w₁, x₃w₂, x₃w₃\}. To conclude the proof, we use the following technical lemma.

**Lemma 15.** Let H = (V’, E’) (Fig. 3a) be an induced graph of G, where d(v₀, w₁) = d(v₀, x₂) + 1 = ⋅⋅⋅ = d(v₀, x₃) + 1 = d(v₀, y₄) + 2 = d(v₀, y₅) + 2 = d(v₀, z₅) + 3 and f(x₅) = y₅ and f(x₄) = y₄, such that x₂ < x₃ < x₄ < x₅ and y₄ < y₅. If G satisfies the fellow-traveler property up to distance d(v₀, w₁), then there exists a vertex x₀ such that x₀ < x₂ and x₀ ∼ v₁, y₄ (Fig. 3b).

Since G contains a subgraph H satisfying the conditions of Lemma 15, there exists a vertex x₀ such that x₀ < x₂ and x₀ ∼ v₁, y₄ (Fig. 2i). By the cube condition applied to the squares x₃w₁x₀,y₄, x₃x₁w₂v₃, and x₃w₃x₄y₄, there exists w₀ ∼ x₀, v₂, x₄ (Fig. 2i). Since x₄ is adjacent to w₀, by (BFS3) f(w₀) ≤ w₃ = f(x₃). By (BFS2), w₀ < w₄. Recall that f(v₁) = w₁ = f(v₂) and that w₂ is the second-earliest predecessor of v₁. Since w₀ < w₂ and w₀ is a predecessor of v₂, by LexBFS we deduce that w₂ < v₁. Since v₁ and v₂ are
We also use the existence of peripheral halfspaces and the majority rule. We use Theorem 16 to compute the median set $\Theta$-class of $G$. The order of $uv$ in the LexBFS-order. Pick the first unprocessed edge $uv$ and suppose that $u \in \Lambda_<(v)$. If $\Lambda_<(v) = \{u\}$, by Lemma 12, $uv$ is the first edge of its $\Theta$-class; thus we create a new $\Theta$-class $E_i$ and insert $uv$ as the first edge of $E_i$. We call $uv$ the root of $E_i$ and keep $d(v_0, v)$ as the distance from $v_0$ to $H'_i$. Now suppose $|\Lambda_<(v)| \geq 2$. We consider two cases: (i) $u \neq f(v)$ and (ii) $u = f(v)$. For (i), by Theorem 13, $uv$ and $f(u)f(v)$ are opposite edges of a square. Therefore $uv$ belongs to the $\Theta$-class of $f(u)f(v)$ (which was already computed because $f(u)f(v) < uv$). In order to recover the $\Theta$-class of the edge $f(u)f(v)$ in constant time, we use a (non-initialized) matrix $A$ whose rows and columns correspond to the vertices of $G$ such that $A[x, y]$ contains the $\Theta$-class of the edge $xy$ when $x$ and $y$ are adjacent and the $\Theta$-class of $xy$ has already been computed and $A[x, y]$ is undefined if $x$ and $y$ are not adjacent or if the $\Theta$-class of $xy$ has not been computed yet. For (ii), pick any $x \in \Lambda_<(v), x \neq u$. By Theorem 13, $uv = f(v)v$ and $f(u)x$ are opposite edges of a square. Since $f(x)x$ appears before $uv$ in the LexBFS order, the $\Theta$-class of $f(x)x$ has already been computed, and the algorithm inserts $uv$ in the $\Theta$-class of $f(x)x$. Each $\Theta$-class $E_i$ is totally ordered by the order in which the edges are inserted in $E_i$. Consequently, we obtain:

**Theorem 16.** The $\Theta$-classes of a median graph $G$ can be computed in $O(m)$ time.

### 5 The median of $G$

We use Theorem 16 to compute the median set $\text{Med}_m(G)$ of a median graph $G$ in $O(m)$ time. We also use the existence of peripheral halfspaces and the majority rule.

#### 5.1 Peripheral peeling

The order $E_1, E_2, \ldots, E_q$ in which the $\Theta$-classes $E_i$ of $G$ are constructed corresponds to the order of the distances from $v_0$ to $H'_i$: if $i < j$ then $d(v_0, H'_i) \leq d(v_0, H'_j)$ (recall that $v_0 \in H'_0$). By Lemma 7, the halfspace $H'_0$ of $E_q$ is peripheral. If we contract all edges of $E_q$ (i.e., we identify the vertices of $H'_q = \partial H'_q$ with their neighbors in $\partial H'_q$), we get a smaller median graph $\tilde{G} = H''_q$. $\tilde{G}$ has $q - 1 \Theta$-classes $\tilde{E}_1, \ldots, \tilde{E}_{q-1}$, where $\tilde{E}_i$ consists of the edges of $E_i$ in $\tilde{G}$. The halfspaces of $\tilde{G}$ have the form $\tilde{H}'_i = H'_i \cap H''_q$ and $\tilde{H}''_i = H''_i \cap H''_q$. Then $\tilde{E}_1, \ldots, \tilde{E}_{q-1}$ corresponds to the ordering of the halfspaces $\tilde{H}'_1, \ldots, \tilde{H}'_{q-1}$ of $\tilde{G}$ by their distances to $v_0$. Hence the last halfspace $\tilde{H}'_{q-1}$ is peripheral in $\tilde{G}$. Thus the ordering $E_q, E_{q-1}, \ldots, E_1$ of
the Θ-classes of $G$ provides us with a set $G_q = G, G_{q-1} = \tilde{G}, \ldots, G_0$ of median graphs such that $G_0$ is a single vertex and for each $i \geq 1$, the Θ-class $E_i$ defines a peripheral halfspace in the graph $G_i$ obtained after the successive contractions of the peripheral halfspaces of $G_q, G_{q-1}, \ldots, G_{i+1}$ defined by $E_q, E_{q-1}, \ldots, E_i$. We call $G_q, G_{q-1}, \ldots, G_0$ a peripheral peeling of $G$. Since each vertex of $G$ and each Θ-class is contracted only once, we do not need to explicitly compute the restriction of each Θ-class of $G$ to each $G_i$. For this it is enough to keep for each vertex $v$ a variable indicating whether this vertex belongs to an already contracted peripheral halfspace or not. Hence, when the $i$th Θ-class must be contracted, we simply traverse the edges of $E_i$ and select those edges whose both ends are not yet contracted.

5.2 Computing the weights of the halfspaces of $G$

We use a peripheral peeling $G_q, G_{q-1}, \ldots, G_0$ of $G$ to compute the weights $w(H'_i)$ and $w(H''_i)$, $i = 1, \ldots, q$ of all halfspaces of $G$. As above, let $\tilde{G}$ be obtained from $G$ by contracting the Θ-class $E_q$. Consider the weight function $\tilde{w}$ on $\tilde{G} = H''_q$ defined as follows:

$$\tilde{w}(v'') = \begin{cases} w(v'') + w(v') & \text{if } v'' \in \partial H''_q, v' \in H'_q, \text{ and } v'' \sim v', \\ w(v'') & \text{if } v'' \in H''_q \setminus \partial H''_q. \end{cases}$$

Lemma 17. For any Θ-class $E_i$ of $\tilde{G}$, $\tilde{w}(\tilde{H}'_i) = w(H'_i)$ and $\tilde{w}(\tilde{H}''_i) = w(H''_i)$.

By Lemma 17, to compute all $w(H'_i)$ and $w(H''_i)$, it suffices to compute the weight of the peripheral halfspace of $E_i$ in the graph $G_i$, set it as $w(H'_i)$, and set $w(H''_i) := w(G) - w(H'_i)$.

Let $G$ be the current median graph, let $H'_q$ be a peripheral halfspace of $G$, and $\tilde{G} = H''_q$ be the graph obtained from $G$ by contracting the edges of $E_q$. To compute $w(H''_q)$, we traverse the vertices of $H'_q$ (by considering the edges of $E_q$). Set $w(H''_q) = w(G) - w(H'_q)$.

Let $\tilde{w}$ be the weight function on $\tilde{G}$ defined by Equation 5.1. Clearly, $\tilde{w}$ can be computed in $O(|V(H'_q)|) = O(|E_q|)$ time. Then by Lemma 17 it suffices to recursively apply the algorithm to the graph $\tilde{G}$ and the weight function $\tilde{w}$. Since each edge of $G$ is considered only when its Θ-class is contracted, this algorithm has complexity $O(m)$.

5.3 The median $\text{Med}_w(G)$

We start with a simple property of the median function $F_w$ that follows from Lemma 4:

Lemma 18. If $xy \in E_i$ with $x \in H'_i$ and $y \in H''_i$, then $F_w(x) - F_w(y) = w(H''_i) - w(H'_i)$.

A halfspace $H$ of $G$ is majority if $w(H) > \frac{1}{2}w(G)$, minority if $w(H) < \frac{1}{2}w(G)$, and egalitarian if $w(H) = \frac{1}{2}w(G)$. Let $\text{Med}_{w}^{\mathrm{loc}}(G) = \{v \in V : F_w(v) \leq F_w(u), \forall u \sim v\}$ be the set of local medians of $G$. We continue with the majority rule:

Lemma 19. [8, 61]. $\text{Med}_w(G)$ is the intersection of all majority halfspaces and $\text{Med}_w(G)$ intersects all egalitarian halfspaces. If $H'_i$ and $H''_i$ are egalitarian halfspaces, then $\text{Med}_w(G)$ intersects both $H'_i$ and $H''_i$. Moreover, $\text{Med}_w(G) = \text{Med}_w^{\mathrm{loc}}(G)$.

We use Proposition 19 and the weights of halfspaces computed above to derive $\text{Med}_w(G)$. For this, we define a new orientation of the edges $v'v''$ of each Θ-class $E_i$ of $G$ as follows. If $v' \in H'_i$ and $v'' \in H''_i$, then we direct $v'v''$ from $v'$ to $v''$ if $w(H''_i) > w(H'_i)$ and from $v''$ to $v'$ if $w(H'_i) > w(H''_i)$. If $w(H'_i) = w(H''_i)$, then the edge $v'v''$ is not directed. We denote this partially directed graph by $\vec{G}$. A vertex $v$ of $G$ is a sink of $\vec{G}$ if there is no edge $uv$ directed in $\vec{G}$ from $u$ to $v$. From Lemma 18, $u$ is a sink of $\vec{G}$ if and only if $u$ is a local median of $G$.
By Proposition 19, \( \text{Med}_w^\text{loc}(G) = \text{Med}_w(G) \) and thus \( \text{Med}_w(G) \) coincides with the set \( S(\overline{G}) \) of sinks of \( \overline{G} \). Note that in the graph induced by \( \text{Med}_w(G) \), all edges are non-oriented in \( \overline{G} \). Once all \( w(H') \) and \( w(H'') \) have been computed, the orientation \( \overline{G} \) of \( G \) can be constructed in \( O(m) \) by traversing all \( \Theta \)-classes \( E_i \) of \( G \). The graph induced by \( S(\overline{G}) \) can then be found in \( O(m) \).

- **Theorem 20.** The median \( \text{Med}_w(G) \) of a median graph \( G \) can be computed in \( O(m) \) time.

- **Corollary 21.** If \( w(G) > 0 \), we can find \( u, v \in V(G) \) in \( O(m) \) such that \( \text{Med}_w(G) = I(u, v) \).

### 6 The median problem in the cube complex of \( G \)

We describe a linear time algorithm to compute medians in cube complexes of median graphs.

#### 6.1 The main result

**The problem.** Let \( G \) be the cube complex of a median graph \( G \) obtained by replacing each graphic cube of \( G \) by a unit solid cube and by isometrically identifying common subcubes. We refer to \( G \) as to the geometric realization of \( G \) (see Fig. 4(a)). We suppose that \( G \) is endowed with the intrinsic \( \ell_1 \)-metric \( d_1 \). Let \( P \) be a finite set of points of \( (G, d_1) \) (called terminals) and let \( w \) be a weight function on \( G \) such that \( w(p) > 0 \) if \( p \in P \) and \( w(p) = 0 \) if \( p \notin P \). The goal of the **median problem** is to compute the set \( \text{Med}_w(G) \) of median points of \( G \), i.e., the set of all points \( x \in G \) minimizing the function \( F_w(x) = \sum_{p \in G} w(p)d_1(x, p) = \sum_{p \in P} w(p)d_1(x, p) \).

**The input.** The cube complex \( G \) is given by its 1-skeleton \( G \). Each terminal \( p \in P \) is given by its coordinates in the smallest cube \( Q(p) \) of \( G \) containing \( p \). Namely, we give a vertex \( v(p) \) of \( Q(p) \) together with its neighbors in \( Q(p) \) and the coordinates of \( p \) in the embedding of \( Q(p) \) as a unit cube in which \( v(p) \) is the origin of coordinates. Let \( \delta \) be the sum of the sizes of the encodings of the points of \( P \). Thus the input of the median problem has size \( O(m + \delta) \).

**The output.** Unlike \( \text{Med}_w(G) \) (which is a gated subgraph of \( G \)), \( \text{Med}_w(G) \) is not a subcomplex of \( G \). Nevertheless we show that \( \text{Med}_w(G) \) is a subcomplex of the box complex \( \hat{G} \) obtained by subdividing \( G \), using the hyperplanes passing via the terminals of \( P \). The output is the 1-skeleton \( \hat{M} \) of \( \text{Med}_w(G) \) and \( \text{Med}_w(\hat{G}) \), and the local coordinates of the vertices of \( \hat{M} \) in \( G \). We show that the output has linear size \( O(m) \).

- **Theorem 22.** The 1-skeleton \( \hat{M} \) of \( \text{Med}_w(G) \) can be computed in linear time \( O(m + \delta) \).

#### 6.2 Geometric halfspaces and hyperplanes

In the following, we fix a basepoint \( v_0 \) of \( G \). For each point \( x \) of \( G \), let \( Q(x) \) be the smallest cube of \( G \) containing \( x \) and let \( v(x) \) be the gate of \( v_0 \) in \( Q(x) \). For each \( \Theta \)-class \( E_i \) defining a dimension of \( Q(x) \), let \( \epsilon_i(x) \) be the coordinate of \( x \) along \( E_i \) in the embedding of \( Q(x) \) as a unit cube in which \( v(x) \) is the origin. For a \( \Theta \)-class \( E_i \) and a cube \( Q \) having \( E_i \) as a dimension, the \( i \)-midcube of \( Q \) is the subspace of \( Q \) obtained by restricting the \( E_i \)-coordinate of \( Q \) to \( \frac{1}{2} \). A **midhyperplane** \( h_i \) of \( G \) is the union of all \( i \)-midcubes. Each \( h_i \) cuts \( G \) in two components [58] and the union of each of these components with \( h_i \) is called a geometric halfspace (see Fig. 4(b)). The **carrier** \( N_i \) of \( E_i \) is the union of all cubes of \( G \) intersecting \( h_i \); \( N_i \) is isomorphic to \( h_i \times [0, 1] \). For a \( \Theta \)-class \( E_i \) and \( 0 < \epsilon < 1 \), the **hyperplane** \( h_i(\epsilon) \) is the set of all points \( x \in N_i \) such that \( \epsilon_i(x) = \epsilon \). Let \( h_i(0) \) and \( h_i(1) \) be the respective geometric...
realizations of $\partial H''_i$ and $\partial H'_i$. Note that $h_i(e)$ is obtained from $h_i$ by a translation. The open carrier $\mathcal{N}'_i$ is $N'_i \setminus (h_i(0) \cup h_i(1))$. We denote by $H'_i(e)$ and $H''_i(e)$ the geometric halfspaces of $G$ defined by $h_i(e)$. Let $H''_i := H''_i(0)$ and $H'_i := H'_i(1)$; they are the geometric realizations of $H'_i$ and $H''_i$. Note that $G$ is the disjoint union of $H'_i$, $H''_i$, and $N'_i$.

6.3 The majority rule for $G$

The box complex $\hat{G}$. By [65, Theorem 3.16], $(G, d_1)$ is a median metric space (i.e., $|I(x, y) \cap I(y, z)| = 1 \forall x, y, z \in G$). For each $p \in P$ and each coordinate $\epsilon_i(p)$, consider the hyperplane $h_i(\epsilon_i(p))$. All such hyperplanes subdivide $G$ into a box complex $\hat{G}$ (see Fig. 4(c)). Clearly, $(\hat{G}, d_1)$ is a median space. By [65, Theorem 3.13], the 1-skeleton $\hat{G}$ of $\hat{G}$ is a median graph and each point of $P$ corresponds to a vertex of $\hat{G}$. The $\Theta$-classes of $G$ are subdivisions of the $\Theta$-classes of $\hat{G}$. In $G$, all edges of a $\Theta$-class of $G$ have the same length. Let $\hat{G}_i$ be the graph $\hat{G}$ in which the edges have these lengths. $\hat{G}_i$ is a median space, thus $\text{Med}_w(\hat{G}_i) = \text{Med}_w(\hat{G}_i)$ by [61]. By Proposition 19, $\text{Med}_w(\hat{G}_i)$ is the intersection of the majoritary halfspaces of $\hat{G}$.

$\triangleright$ Proposition 23. $\text{Med}_w(G)$ is the subcomplex of $\hat{G}$ defined by $\hat{M} := \text{Med}_w(\hat{G}_i)$.

The $E_i$-median problems. We adapt now Proposition 19 to the continuous setting. For a $\Theta$-class of $G$, the $E_i$-median is the median of the multiset of points of the segment $[0,1]$ weighted as follows: the weight $w_i(0)$ of 0 is $w(H''_i)$, the weight $w_i(1)$ of 1 is $w(H'_i)$, and for each $p \in P \cap N'_i$, there is a point $\epsilon_i(p)$ of $[0,1]$ of weight $w_i(\epsilon_i(p)) = w(p)$. It is well-known that this median is a segment $[\rho'_i, \rho''_i]$ defined by two consecutive points $\rho''_i \leq \rho'_i$ of $[0,1]$ with positive weights, and for any $p \in P$, $\epsilon_i(p) \leq \rho''_i$ or $\epsilon_i(p) \geq \rho'_i$. Majoritary, minoritary, and egalitarian geometric halfspaces of $G$ are defined in the same way as the halfspaces of $G$.

$\triangleright$ Proposition 24. Let $E_i$ be a $\Theta$-class of $G$. Then the following holds:

1. $\text{Med}_w(G) \subseteq H''_i$ (resp., $\text{Med}_w(G) \subseteq H'_i$) if and only if $H''_i$ is majoritary (resp., $H'_i$ is majoritary), i.e., $\rho''_i = \rho'_i = 0$ (resp., $\rho''_i = \rho'_i = 1$);
2. $\text{Med}_w(G) \subseteq H''_i \cup N'_i$ (resp., $\text{Med}_w(G) \subseteq H'_i \cup N'_i$) and $\text{Med}_w(G)$ intersects each of the sets $H''_i$ (resp., $H'_i$) and $N'_i$ if and only if $H''_i$ (resp., $H'_i$) is egalitarian and $H'_i$ (resp., $H''_i$) is minoritary, i.e., $0 = \rho''_i < \rho'_i < 1$ (resp., $0 < \rho''_i < \rho'_i = 1$);
3. $\text{Med}_w(G) \subseteq N''_i$ if and only if $H''_i$ and $H''_i$ are minoritary, i.e., $0 < \rho''_i \leq \rho'_i < 1$;
4. $\text{Med}_w(G)$ intersects the three sets $H_i$, $H''_i$, and $N''_i$ if and only if $H'_i$ and $H''_i$ are egalitarian, i.e., $0 = \rho''_i \leq \rho'_i = 1$ (and thus $w(N''_i) = 0$).
6.4 The algorithm

Preprocessing the input. We first compute the $\Theta$-classes $E_1, E_2, \ldots, E_q$ of $G$ ordered by increasing distance from $v_0$. Using this, we can modify the input of the median problem in linear time $O(m + \delta)$ in such a way that for each terminal $p \in P$, $v(p)$ is the gate of $v_0$ in $Q(p)$. In this way, the local coordinates of the terminals of $P$ coincide with the coordinates $c_i(p)$ defined in Section 6.2. For each $\Theta$-class $E_i$, let $P_i = P \cap N_i = \{p \in P : 0 < c^p_i(p) < 1\}$, and for each point $v \in V(G)$, let $P_v = \{p \in P : v(p) = v\}$. By traversing the points of $P$, we can compute all sets $P_i, 1 \leq i \leq q$ and $P_v, v \in V$ and the weights of these sets in time $O(\delta)$.

Computing the $E_i$-medians. We first compute the weights $w_i(0) = w(H^o)'i$ and $w_i(1) = w(H^1)'i$ of the geometric halfspaces $H^o_i, H^1_i$ of $G$. For each vertex $v$ of $G$, let $w_v(v) = w(P_v)$. Note that $w_0(V) = w(P)$. Since $v_0 \in H^o_i, w_0(H^i_i) = w(H^o_i) + w(N^o_i)$ for each $\Theta$-class $E_i$. We apply the algorithm of Section 5.2 to $G$ with the weight function $w_0$ to compute the weights $w_0(H^i_1)$ and $w_0(H^i_o)$ of all halfspaces of $G$. Since $w(N^o_i) = w(P_i)$ is known, we can compute $w(H^o_i) = w_0(H^i_o)$ and $w(H^o_i) = w_0(H^i_o) - w(P_i)$. This allows us to complete the definition of each $E_i$-median problem which altogether can be solved linearly in the size of the input [27, Problem 9.2], i.e., in time $O(\Sigma_{i=1}^{q}(|P_i| + 2)) = O(\delta + m)$.

Computing $\tilde{M}$. To compute the 1-skeleton $\tilde{M}$ of Med$_w(G)$ in $\hat{G}$, we orient the edges of $E_i$ according to the weights of $H^o_i$ and $H^o_o$: $v'v'' \in E_i$ with $v' \in H^o_i$ and $v'' \in H^o_o$ is directed from $v''$ to $v'$ if $g_{v'} = g_{v''} = 1$ ($H^o_i$ is majoritary) and from $v'$ to $v''$ if $g_{v'} = g_{v''} = 0$ ($H^o_o$ is majoritary), otherwise the edges of $E_i$ are not oriented. Denote this partially directed graph by $\tilde{G}$ and let $S(\tilde{G})$ be the set of sinks of $\tilde{G}$. A non-directed edge $v'v'' \in E_i$ defines a half-edge with origin $v''$ if $g_{v''} > 0$ and a half-edge with origin $v'$ if $g_{v'} < 1$ (an edge $v'v''$ such that $0 < g_{v''} \leq g_{v'} < 1$ defines two half-edges).

**Proposition 25.** For any vertex $v$ of $\hat{G}$, all half-edges with origin $v$ define a cube $Q_v$ of $G$.

**Proof.** For any vertex $v$ and two $\Theta$-classes $E_i, E_j$ defining half-edges with origin $v$, let $v_i$ and $v_j$ be the respective neighbors of $v$ in $\hat{G}$ along the directions $E_i$ and $E_j$. By Proposition 24, $v(v_i)$ and $v(v_j)$ point to two majoritary halfspaces of $\hat{G}$. Since those two halfspaces cannot be disjoint, $E_i$ and $E_j$ are crossing. The proposition then follows from Lemma 5. ▶

For any cube $Q$ of $G$, let $B(Q) \subseteq Q$ be the subcomplex of $\hat{G}$ that is the Cartesian product of the $E_i$-medians $[g^o_i, g^1_i]$ over all $\Theta$-classes $E_i$ which define dimensions of $Q$. By the definition of the $E_i$-medians, $B(Q)$ is a single box of $\hat{G}$ and its vertices belong to $\hat{G}$.

**Proposition 26.** For any cube $Q$ of $G$, if $Q \cap \text{Med}_w(G) \neq \emptyset$, then $B(Q) = \text{Med}_w(G) \cap Q$.

**Proof.** If a vertex $x$ of $B(Q)$ is not a median of $\hat{G}$, by Proposition 19, $x$ is not a local median of $\hat{G}$. Thus $F_w(x) > F_w(y)$ for an edge $xy$ of $\hat{G}$. Suppose that $xy$ is parallel to the edges of $E_i$ of $G$. Then $c_i(x)$ coincides with $g^o_i$ or $g^1_i$. Since $F_w(x) > F_w(y)$, the halfspace $W(y, x)$ of $\hat{G}$ is majoritary, contrary to the assumption that $c_i(x)$ is an $E_i$-median point. Thus all vertices of $B(Q)$ belong to $\tilde{M}$ and by Proposition 23, $B(Q) \subseteq \text{Med}_w(G)$. It remains to show that any point of $Q \setminus B(Q)$ is not median. Otherwise, by Proposition 23 and since $\tilde{M}$ is convex, there exists a vertex $y \notin B(Q)$ of $(\tilde{M} \cap Q) \setminus B(Q)$ adjacent to a vertex $x$ of $B(Q)$. Let $xy$ be parallel to $E_i$. Then $c_i(x)$ coincides with $g^o_i$ or $g^1_i$ and $c_i(y)$ does not belong to the $E_i$-median $[g^o_i, g^1_i]$. Hence the halfspace $W(y, x)$ of $\hat{G}$ is minoritary, contrary to $F_w(y) = F_w(x)$. ▶
For a sink $v$ of $\tilde{G}$, let $g(v)$ be the point of $Q_v$ such that for each $\Theta$-class $E_i$ of $Q_v$, $\epsilon_i(g(v)) = g$ if $v \in \mathcal{H}_i'$ and $\epsilon_i(g(v)) = g'$ if $v \in \mathcal{H}_i''$. Note that $g(v)$ is the gate of $v$ in $B(Q_v)$ and $g(v)$ is a vertex of $\tilde{M}$. Conversely, let $x \in \tilde{M}$ and consider the cube $Q(x)$. Since $B(Q(x))$ is a cell of $\tilde{G}$, for each $\Theta$-class $E_i$ of $Q(x)$, we have $\epsilon_i(x) \in \{g, g'\}$. Let $f(x)$ be the vertex of $Q(x)$ such that $f(x) \in \mathcal{H}_i'$ if $\epsilon_i(x) = g'$ and $f(x) \in \mathcal{H}_i''$ otherwise.

\textbf{Proposition 27.} For any $v \in S(\tilde{G})$, $g(v)$ is the gate of $v$ in $\tilde{M}$ and $\text{Med}_w(\tilde{G})$. For any $x \in M$, $x = g(f(x))$ is the gate of $x$ in $\tilde{M}$ and $\text{Med}_w(\tilde{G})$.

Furthermore, for any edge $uv$ of $G$ with $u, v \in S(\tilde{G})$, either $g(u) = g(v)$ or $(g(u)g(v)$ is an edge of $\tilde{M}$. Conversely, for any edge $xy$ of $\tilde{M}$, $f(x)f(y)$ is an edge of $G$.

\textbf{Proof.} By Proposition 24 applied to $G$, Proposition 19 applied to $\tilde{G}$, and the definition of sinks of $\tilde{G}$, $g(v)$ is a sink of $\tilde{G}$, thus $g(v)$ is a median of $\tilde{G}$ and $G$. Since $B(Q_v) = \text{Med}_w(\tilde{G}) \cap Q_v$ is gated and non-empty, the gate of $v$ in $\text{Med}_w(\tilde{G})$ belongs to $B(Q_v)$ and thus the gate of $v$ in $\text{Med}_w(\tilde{G})$ is the gate of $v$ in $B(Q_v)$. Conversely, $\epsilon_i(x) \notin \{0, 1\}$ for any $E_i$ defining a dimension of $Q(x)$, thus there is an $E_j$-half-edge with origin $x$. Pick any new $E_j$-edge incident to $v$ such that $E_j$ does not define a dimension of $Q(x)$. Without loss of generality, assume that $f(x) \in \mathcal{H}_i'$. Then $x \in \mathcal{H}_i'$, yielding $\mathcal{H}_i' \geq \frac{1}{2}w(P)$. By Proposition 24, $g_j' = 1$ and thus $f(x)$ is not the origin of an $E_j$-edge or $E_j$-half-edge. Consequently, $Q(f(x)) = Q(x)$ by Proposition 25 and by the definition of $f(x)$ and $g(f(x))$, we have $x = g(f(x))$.

Let $v'v''$ be an $E_i$-edge between two sinks of $\tilde{G}$ with $v' \in \mathcal{H}_i'$ and $v'' \in \mathcal{H}_i''$. Let $x' = g(v')$ and $x'' = g(v'')$ and assume that $x' \neq x''$. Let $u', u''$ be the points of $v'v''$ such that $\epsilon_i(u') = \epsilon_i(u'') = \epsilon_i$. Note that $u'$ and $u''$ are adjacent vertices of $\tilde{G}$ and that $u' \in \mathcal{I}_g(v', x')$ and $u'' \in \mathcal{I}_g(v'', x'')$. In $\tilde{G}$, $x''$ is the gate of $u''$ (and $x'$ is the gate of $u'$) in $\tilde{M}$. Since $d_G(u', x') + d_G(x', x'') = d_G(u', x'') \leq d_G(u', x') + 1$ and $d_G(x'', x''') + d_G(x', x'') = d_G(u', x') \leq d_G(u', x') + 1$, we obtain that $d_G(x', x'') \leq 1$.

Any edge $x'x'''$ of $\tilde{M}$ is parallel to a $\Theta$-class $E_i$ of $\tilde{G}$. For any $\Theta$-class $E_j$ of $Q(x''')$ (resp. $Q(x'')$) with $j \neq i$, $E_j$ is a $\Theta$-class of $Q(x'')$ (resp. $Q(x'')$) and $\epsilon_j(x') = \epsilon_j(x'')$. By their definition, $f(x')$ and $f(x'')$ can be separated only by $E_i$, i.e., $d_G(f(x'), f(x'')) \leq 1$. Since $f$ is an injection from $V(\tilde{M})$ to $S(\tilde{G})$, necessarily $f(x')$ and $f(x'')$ are adjacent.

The algorithm computes the set $S(\tilde{G})$ of all sinks of $\tilde{G}$ and for each sink $v \in S(\tilde{G})$, it computes the gate of $g(v)$ of $v$ in $\tilde{M}$ and the local coordinates of $g(v)$ in $G$. The algorithm returns $\{g(v) : v \in S(\tilde{G})\}$ as $V(\tilde{M})$ and $\{g(u)g(v) : uv \in E \text{ and } u, v \in S(\tilde{G})\}$ as $E(\tilde{M})$.

Proposition 27 implies that $\tilde{V}(\tilde{M})$ and $E(\tilde{M})$ are correctly computed and that $\tilde{M}$ contains at most $n$ vertices and $m$ edges. Moreover each vertex $x$ of $\tilde{M}$ is the gate $g(f(x))$ of the vertex $f(x)$ of $Q(x)$ that has dimension at most $\deg(f(x))$. Hence the size of the description of the vertices of $\tilde{M}$ is at most $O(m)$. This finishes the proof of Theorem 22.
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Abstract

We study the problem of coloring a given graph using a small number of colors in several well-established models of computation for big data. These include the data streaming model, the general graph query model, the massively parallel communication (MPC) model, and the CONGESTED-CLIQUE and the LOCAL models of distributed computation. On the one hand, we give algorithms with sublinear complexity, for the appropriate notion of complexity in each of these models. Our algorithms color a graph $G$ using $\kappa(G) \cdot (1 + o(1))$ colors, where $\kappa(G)$ is the degeneracy of $G$: this parameter is closely related to the arboricity $\alpha(G)$. As a function of $\kappa(G)$ alone, our results are close to best possible, since the optimal number of colors is $\kappa(G) + 1$. For several classes of graphs, including real-world “big graphs,” our results improve upon the number of colors used by the various $(\Delta(G) + 1)$-coloring algorithms known for these models, where $\Delta(G)$ is the maximum degree in $G$, since $\Delta(G) \geq \kappa(G)$ and can in fact be arbitrarily larger than $\kappa(G)$.

On the other hand, we establish certain lower bounds indicating that sublinear algorithms probably cannot go much further. In particular, we prove that any randomized coloring algorithm that uses at most $\kappa(G) + O(1)$ colors would require $\Omega(n^2)$ storage in the one pass streaming model, and $\Omega(n^2)$ many queries in the general graph query model, where $n$ is the number of vertices in the graph. These lower bounds hold even when the value of $\kappa(G)$ is known in advance; at the same time, our upper bounds do not require $\kappa(G)$ to be given in advance.
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1 Introduction

Graph coloring is a fundamental topic in combinatorics and the corresponding algorithmic problem of coloring an input graph with a small number of colors is a basic and heavily studied problem in computer science. It has numerous applications, e.g., in scheduling [67, 49, 48], air traffic flow management [15], frequency assignment in wireless networks [8, 56], and register allocation [21, 26, 22]. More recently, vertex coloring has been used to compute seed vertices in social networks that are then expanded to detect community structures in the network [54].

Given an \( n \)-vertex graph \( G = (V, E) \), the task is to assign colors to the vertices in \( V \) so that no two adjacent vertices get the same color. Doing so with the minimum possible number of colors – called the chromatic number, \( \chi(G) \) – is famously hard: it is NP-hard to even approximate \( \chi(G) \) to a factor of \( n^{1-\varepsilon} \) for any constant \( \varepsilon > 0 \) [31, 68, 45]. In the face of this hardness, it is algorithmically interesting to color \( G \) with a possibly suboptimal number of colors depending upon tractable parameters of \( G \). One such simple parameter is \( \Delta \), the maximum degree: a trivial greedy algorithm colors \( G \) with \( \Delta + 1 \) colors in linear time.

We study graph coloring in a number of space-constrained and data-access-constrained settings, including the data streaming model, a query model, and certain distributed computing models. As expected, coloring using the optimal number of colors is hard in these models. Abboud et al. [1] show that coloring an \( n \)-vertex graph \( G \) with \( \chi(G) \) colors in the \( p \)-pass streaming setting requires \( \Omega(n^2/p) \) space, and checking \( c \)-colorability for \( 3 \leq c < n \) requires \( \Omega((n - c)^2/p) \) space. In such constrained settings, even finding a coloring with “about \( \Delta \)” colors is a fairly nontrivial problem that has been studied from various angles in a flurry of research over the last decade [5, 10, 23, 24, 40, 59]. In a recent breakthrough (awarded Best Paper at SODA 2019), Assadi, Chen, and Khanna [5] gave sublinear algorithms for \((\Delta + 1)\)-coloring an input graph in such models.

In this work, we focus on colorings that use “about \( \kappa \)” colors, where \( \kappa = \kappa(G) \) is the degeneracy of \( G \), a parameter that improves upon \( \Delta \). It is defined as follows: \( \kappa = \min\{k : \) every induced subgraph of \( G \) has a vertex of degree at most \( k \}\}. Every graph is \((\kappa + 1)\)-colorable. Clearly, \( \kappa \leq \Delta \) and can be much smaller than \( \Delta \) for sparse graphs and real-world graphs; see Table 2. Thus, our aim is to use fewer colors when \((\Delta + 1)\)-coloring might be wasteful. A closely related parameter is \( \alpha(G) \), the arboricity of the graph, which is the minimum number of forests into which the set of edges of \( G \) can be partitioned. It is known that \( \alpha \leq \kappa < 2\alpha \). A number of works has studied the \( O(\alpha) \)-coloring problem in distributed computing models [11, 12, 35, 36, 47]. However, to the best of our knowledge, such coloring algorithms were unknown in the data streaming and graph query models.

There is a simple greedy algorithm that runs in linear time and produces a \((\kappa + 1)\)-coloring; see Section 3. However, just as before, when processing a massive graph under the constraints of either the space-bounded streaming model or certain distributed computing models, the inherently sequential nature of the greedy algorithm makes it infeasible. We overcome this barrier with a very simple framework: decompose the graph into smaller subgraphs so as to store all the blocks in our limited memory, and then run the greedy algorithm on each block. We show that this basic framework (with careful implementation in the respective models) suffices for obtaining the colorings we seek.

On the other hand, we give a number of lower bounds showing that, despite its simplicity, our algorithmic framework does about as good a job as sublinear algorithms can. In particular, no randomized algorithm can achieve \((\kappa + O(1))\)-colorings without spending \( \Omega(n^2) \) space in the streaming model or \( \Omega(n^2) \) queries in the query model.
1.1 Our Results and Techniques

Algorithms. We give new graph coloring algorithms, parametrized by the degeneracy \( \kappa \), in the following models:

1. the data streaming model, where the input is a stream of edge insertions and deletions (i.e., a dynamic graph stream) resulting in the eventual graph to be colored and we are limited to a work space of \( \tilde{O}(n) \) bits\(^1\), the so-called semi-streaming setting [32];
2. the general graph query model [38], where we may access the graph using only neighbor queries (what is the \( i \)th neighbor of \( x \)?) and pair queries (are \( x \) and \( y \) adjacent?)
3. the massively parallel communication (MPC) model, where each of a large number of memory-limited processors holds a sublinear-sized portion of the input data and computation proceeds using rounds of communication;
4. the congested clique model of distributed computation, where there is one processor per vertex holding that vertex's neighborhood information and each round allows each processor to communicate \( O(\log n) \) bits to a specific other processor; and
5. the LOCAL model of distributed computation, where there is one processor per vertex holding that vertex's neighborhood information and each round allows each processor to send an arbitrary amount of information to all its neighbors.

Table 1 summarizes our algorithmic results and provides, in each case, a basic comparison with the most related result from prior work. We give an elaborate account of the related works in Section 2.

As we have noted, \( \kappa \leq \Delta \) in every case; indeed, \( \kappa \) could be arbitrarily better than \( \Delta \) as shown by the example of a star graph, where \( \kappa = 1 \) whereas \( \Delta = n - 1 \). From a practical standpoint, it is notable that in many real-world large graphs drawn from various application domains – such as social networks, web graphs, and biological networks – the parameter \( \kappa \) is often significantly smaller than \( \Delta \). See Table 2 for some concrete numbers. That said, \( \kappa + o(\kappa) \) is, in general, mathematically incomparable with \( \Delta + 1 \).

\(^1\) The \( \tilde{O}(\cdot) \) notation hides factors polylogarithmic in \( n \).

<table>
<thead>
<tr>
<th>Model</th>
<th>Colors</th>
<th>Complexity Parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Streaming (one pass)</td>
<td>( \Delta + 1 ) ( \kappa + o(\kappa) )</td>
<td>( \tilde{O}(n) ) space, ( \tilde{O}(n) ) post-processing time</td>
<td>[5] this paper</td>
</tr>
<tr>
<td>Query</td>
<td>( \Delta + 1 ) ( \kappa + o(\kappa) )</td>
<td>( \tilde{O}(n^{3/2}) ) queries</td>
<td>[5] this paper</td>
</tr>
<tr>
<td>MPC</td>
<td>( \Delta + 1 ) ( \kappa + o(\kappa) )</td>
<td>( O(1) ) rounds, ( O(n \log^2 n) ) bits per processor</td>
<td>[5] this paper</td>
</tr>
<tr>
<td>Congested</td>
<td>( \Delta + 1 ) ( \kappa + o(\kappa) ) ( \kappa + o(\kappa) )(^*)</td>
<td>( O(1) ) rounds</td>
<td>[23] this paper</td>
</tr>
<tr>
<td>Clique</td>
<td>( O(\kappa) ) ( \kappa + o(\kappa) )(^*)</td>
<td>( O(1) ) rounds</td>
<td>[36] this paper</td>
</tr>
<tr>
<td>LOCAL</td>
<td>( O(\kappa n^{1/k}) ) ( O(\kappa n^{1/k} \log n) )</td>
<td>( O(k) ) rounds, for ( k \in [\omega(\log \log n), O(\sqrt{\log n})] )</td>
<td>[47] this paper</td>
</tr>
</tbody>
</table>

Table 1 summarizes our algorithmic results and provides, in each case, a basic comparison with the most related result from prior work. We give an elaborate account of the related works in Section 2.

As we have noted, \( \kappa \leq \Delta \) in every case; indeed, \( \kappa \) could be arbitrarily better than \( \Delta \) as shown by the example of a star graph, where \( \kappa = 1 \) whereas \( \Delta = n - 1 \). From a practical standpoint, it is notable that in many real-world large graphs drawn from various application domains – such as social networks, web graphs, and biological networks – the parameter \( \kappa \) is often significantly smaller than \( \Delta \). See Table 2 for some concrete numbers. That said, \( \kappa + o(\kappa) \) is, in general, mathematically incomparable with \( \Delta + 1 \).
Table 2 Statistics of several large real-world graphs taken from the application domains of social networks, web graphs, and biological networks, showing that the degeneracy, $\kappa$, is often significantly smaller than the maximum degree, $\Delta$. Source: http://networkrepository.com [61].

| Graph              | $|V|$ | $|E|$ | $\Delta$ | $\kappa$ |
|--------------------|------|------|----------|----------|
| soc-friendster     | 66M  | 2B   | 5K       | 305      |
| fb-uci-uni         | 59M  | 92M  | 5K       | 17       |
| soc-livejournal    | 4M   | 28M  | 3K       | 214      |
| soc-orkut          | 3M   | 106M | 27K      | 231      |
| web-baidu-baike   | 2M   | 18M  | 98K      | 83       |
| web-hudong         | 2M   | 15M  | 62K      | 529      |

| Graph              | $|V|$ | $|E|$ | $\Delta$ | $\kappa$ |
|--------------------|------|------|----------|----------|
| web-wikipedia2009  | 2M   | 5M   | 3K       | 67       |
| web-google         | 916K | 5M   | 6K       | 65       |
| bio-mouse-gene     | 43K  | 14M  | 8K       | 1K       |
| bio-human-gene1    | 22K  | 12M  | 8K       | 2K       |
| bio-human-gene2    | 14K  | 9M   | 7K       | 2K       |
| bio-WormNet-v3     | 16K  | 763K | 1K       | 165      |

A key contribution here is a conceptual idea and a corresponding technical lemma underlying all our algorithms. We show that every graph admits a “small” sized low degeneracy partition (LDP), which is a partition of its vertex set into “few” blocks such that the subgraph induced by each block has low degeneracy, roughly logarithmic in $n$. Moreover, such an LDP can be computed by a very simple and distributed randomized algorithm: for each vertex, choose a “color” independently and uniformly at random from a suitable-sized palette (this is not to be confused with the eventual graph coloring we seek; this random assignment is most probably not a proper coloring of the graph). The resulting color classes define the blocks of such a partition, with high probability. Theorem 8, the LDP Theorem, makes this precise. Given an LDP, a generic graph coloring algorithm is to run the aforementioned greedy algorithm on each block, using distinct palettes for the distinct blocks. We obtain algorithms achieving our claimed results by suitably implementing this generic algorithm in each computational model.

Lower Bounds. Recall that a graph with degeneracy $\kappa$ admits a proper $(\kappa + 1)$-coloring. As Table 1 makes clear, there are several space-conscious $(\Delta + 1)$-coloring algorithms known; perhaps we could aim for improved algorithms that provide $(\kappa + 1)$-colorings? We prove that this is not possible in sublinear complexity in either the streaming or the query model. In fact, we prove more. We show that distinguishing $n$-vertex graphs of degeneracy $\kappa$ from those with chromatic number $\kappa + 2$ requires $\Omega(n^2)$ space in the streaming model and $\Omega(n^2)$ queries in the general graph query model. This shows that it is hard to produce a $(\kappa + 1)$-coloring and in fact even to determine the value of $\kappa$. These results generalize to the problems of producing a $(\kappa + \lambda)$-coloring or estimating the degeneracy up to $\pm \lambda$; the corresponding lower bounds are $\Omega(n^2/\lambda^2)$. Furthermore, the streaming lower bounds hold even in the insertion-only model, where the input stream is simply a listing of the graph’s edges in some order; compare this with our upper bound, which works even for dynamic graph streams.

A possible criticism of the above lower bounds for coloring is that they seem to depend on it being hard to estimate the degeneracy $\kappa$. Perhaps the coloring problem could become easier if $\kappa$ was given to the algorithm in advance? We prove two more lower bounds showing that this is not so: the same $\Omega(n^2/\lambda^2)$ bounds hold even with $\kappa$ known a priori.

In the full version of this paper [18], we present a “combinatorial” lower bound that addresses a potential criticism of our main algorithmic technique: the LDP. Perhaps a more sophisticated graph-theoretic result, such as the Palette Sparsification Theorem of Assadi et al. (see Section 2), could improve the quality of the colorings obtained? We prove that this is not so: there is no analogous theorem for colorings with “about $\kappa$” colors.
2 Related Work and Comparisons

Streaming and Query Models. Assadi et al. [5] give a one-pass streaming $(\Delta + 1)$-coloring algorithm that uses $O(n)$ space (i.e., is semi-streaming) and works on dynamic graph streams. They also give a $(\Delta + 1)$-coloring algorithm in the general graph query model that makes $\tilde{O}(n^{3/2})$ queries. For these, they establish a beautiful Palette Sparsification Theorem: a combinatorial result saying that choosing a random $O(\log n)$-sized palette from $\{1, \ldots, \Delta + 1\}$ for each vertex allows a compatible list coloring. While we do not get a similarly tight combinatorial result – there isn’t one, as we just noted – we do achieve faster post-processing time ($\tilde{O}(n)$ versus their $\tilde{O}(n\sqrt{\Delta})$) in the streaming setting and have a simpler post-processing algorithm (greedy offline versus matching-based) in the query setting, while keeping other complexity parameters the same (Table 1). These wins come at the price of a less tight result – $(1 + o(1))\kappa$ colors instead of the combinatorially optimal $\kappa + 1$ – but of course our streaming and query lower bounds show that such slack is necessary. Also, as noted before, we often have $\kappa \ll \Delta$ (Table 2).

For streaming lower bounds, Abboud et al. [1] show that coloring a graph $G$ with $\chi(G)$ colors requires $\Omega(n^2/p)$ space in $p$ passes. They also show that deciding $c$-colorability for $3 \leq c < n$ (that might be a function of $n$) takes $\Omega((n-c)^2/p)$ space in $p$ passes. Furthermore, any streaming algorithm that distinguishes between $\chi(G) \leq 3c$ and $\chi(G) > 4c$ must use $\Omega(n^2/pc^2)$ space. Another recent work on coloring in the streaming model is Radhakrishnan et al. [60], which studies the problem of 2-coloring an $n$-uniform hypergraph.

In the query model, there are a number of works studying basic graph problems [39, 57, 25] but, to the best of our knowledge, Assadi et al. were the first to study graph coloring in this sense. Also, to the best of our knowledge, there was no previously known algorithm for $O(n)$-coloring in the semi-streaming and graph query settings, whereas here we obtain $(\kappa + o(\kappa))$-colorings; recall the bound $\kappa \leq 2\alpha - 1$.

MPC and Congested Clique Models. The MapReduce framework [27] is extensively used in distributed computing to process massive data sets. Beame, Koutris, and Suciu [16] defined the Massively Parallel Communication (MPC) model to abstract out key theoretical features of MapReduce; it has since become a widely used setting for designing and analyzing big data algorithms, especially for graph problems. Another well studied model for distributed graph algorithms is Congested Clique [50]. Behnezhad et al. [17] show that Congested Clique is equivalent to the “semi-MPC model,” defined as MPC with $O(n\log n)$ bits of memory per machine, thanks to simulations in both directions preserving the round complexity.

Harvey et al. [41] gave a $(\Delta + o(\Delta))$-coloring algorithm in the MapReduce model; it can be simulated in MPC using $O(1)$ rounds and $O(n^{1+o(1)})$ space per machine for some constant $c > 0$. The aforementioned paper of Assadi et al. [5] gives an $O(1)$-round MPC algorithm for $(\Delta + 1)$-coloring using $O(n \log^3 n)$ bits of space per machine. Because this space usage is $\omega(n \log n)$, the equivalence result of Behnezhad et al. [17] does not apply and this doesn’t lead to an $O(1)$-round Congested Clique algorithm. In contrast, our MPC algorithm can be made to use only $O(n \log n)$ bits per machine and $\kappa + o(\kappa)$ colors for graphs with $\kappa = \omega(\log^2 n)$, and therefore leads to such a Congested Clique algorithm. Chang et al. [23] gave an $O(\sqrt{\log \log n})$-round MPC algorithm with $o(n)$ space per machine and $\tilde{O}(m)$ space in total. Using the improved network decomposition results by Rozhon and Ghaffari [62], this round complexity can be reduced to $O(\log \log \log n)$. We, however, focus on the quasi-linear memory per machine regime.
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Graph coloring has recently garnered considerable attention in the Congested Clique model. Parter [58] gave a $(\Delta + 1)$-coloring algorithm using $O(\log \log \Delta \cdot \log^* \Delta)$ rounds, later improved to $O(\log^* \Delta)$ by Parter and Su [59]. Chang et al. [23] have recently improved this to $O(1)$ rounds. They use similar but more involved graph partitioning techniques than us, as is probably necessary for a stringent $(\Delta + 1)$-coloring. For low-degeneracy graphs, our algorithm uses fewer colors than all these algorithms while achieving the best possible asymptotic round complexity ($O(1)$). Parallel to our work, Ghaffari and Sayyadi [36] gave an $O(1)$-round algorithm for the $O(\alpha)$-coloring problem. Their analysis suggests that they obtain a $(\alpha \epsilon)$-coloring algorithm, where the constant $c > 0$. On the other hand, we get a tight $(1 + o(1))\alpha$-coloring. Recall, again, that $\alpha \leq 2\alpha - 1$ (Fact 2). Hence, we have an arguably simpler algorithmic framework achieving better results. The main novelty in our techniques lies in choosing degeneracy as the key parameter (instead of arboricity, which could lead to results looser by a factor of $2$) and in the careful analysis that gives very sharp — not just asymptotic — bounds on the number of colors. Our algorithm (only the Congested Clique implementation), however, needs $\kappa = \omega(\log^2 n)$ or $\kappa = O(1)$ to keep the round complexity constant.

The LOCAL Model. There is a deep body of work on graph coloring in this model. Indeed, graph coloring is one of the most central “symmetry breaking” problems in distributed computing. We refer the reader to the monograph by Barenboim and Elkin [13] for an excellent overview of the state of the art. Here, we shall discuss only a few results closely related to our contribution.

There is a long line of work on fast $(\Delta + 1)$-coloring in the LOCAL model, in the deterministic as well as the randomized setting [55, 10, 33, 51, 44, 3, 63, 14] culminating in sublogarithmic time solutions due to Harris [40] and Chang et al. [24]. Barenboim and Elkin [11, 12] studied fast distributed coloring algorithms that may use far fewer than $\Delta$ colors: in particular, they gave algorithms that use $O(\alpha)$ colors and run in $O(\alpha^2 \log n)$ time on graphs with arboricity at most $\alpha$. Recall again that $\alpha \leq 2\alpha - 1$, so that a $2\alpha$-coloring always exists. They also gave a faster $O(\log n)$-time algorithm using $O(\alpha^2)$ colors. Further, they gave a family of algorithms that produce an $O(\alpha^2)$-coloring in $O(\log n + \log^* n)$, for every $t$ such that $2 \leq t \leq O(\sqrt{n/\alpha})$. Our algorithm for the LOCAL model builds on this latter result.

Kothapalli and Pemmaraju [47] focused on arboricity-dependant coloring using very few rounds. They gave a randomized $O(k)$-round algorithm that uses $O(\alpha n^{1/k})$ colors for $2 \log \log n \leq k \leq \sqrt{\log n}$ and $O((1+\epsilon/n^{1/k+3/k^2})^2)$ colors for $k < 2 \log \log n$. We extend their result to the range $k \in [\omega(\log n), o(\log n)]$, using $O(\alpha n^{1/k} \log n)$ colors.

Ghaffari and Lymouri [35] gave a randomized $O(\alpha)$-coloring algorithm that runs in time $O(\log n \cdot \min\{\log \log n, \log \alpha\})$ as well as an $O(\log n)$-time algorithm using $\min\{2/\epsilon + \alpha, O(\alpha \log \alpha)\}$ colors, for any constant $\epsilon > 0$. However, their technique does not yield a sublogarithmic time algorithm, even at the cost of a larger palette.

The LDP Technique. As mentioned earlier, our algorithmic results rely on the concept of a low degeneracy partition (LDP) that we introduce in this work. Some relatives of this idea have been considered before. Specifically, Barenboim and Elkin [13] define a $d$-defective (resp. $b$-arbo defective) $c$-coloring to be a vertex coloring using palette $[c]$ such that every color class induces a subgraph with maximum degree at most $d$ (resp. arboricity at most $b$). Obtaining such improper colorings is a useful first step towards obtaining proper colorings. They give deterministic algorithms to obtain good arbo defective colorings [12]. However, their algorithms are elaborate and are based on construction of low outdegree acyclic partial orientations of the graph’s edges: an expensive step in our space-conscious models.
Elsewhere (Theorem 10.5 of Barenboim and Elkin [13]), they note that a useful defective (not arbdefective) coloring is easily obtained by randomly picking a color for each vertex; this is then useful for computing an \(O(\Delta)\)-coloring.

Our LDP technique can be seen as a simple randomized method to produce an arbdefective coloring. Crucially, we parametrize our result using degeneracy instead of arboricity and give sharp – not just asymptotic – bounds on the degeneracy of each color class.

The Degeneracy Parameter. The parameter has been studied under several other names, such as width [34], linkage [46] and Szekeres-Wilf number [66]. For a graph \(G\), the number \(\kappa(G) + 1\) is often called the coloring number of \(G\) [28, 65]. It has also been extensively studied as \(k\)-core number in different areas such as data streaming and parallel computing [29], distributed systems [4], data mining [53], protein networks [6], and social networks [20]. Farach-Colton and Tsai [30] studied the parameter in the streaming model, and gave a one-pass semi-streaming algorithm that approximates the degeneracy of an input graph within a multiplicative factor of \(1 + \varepsilon\). Our lower bounds complement this result as we show that computing the degeneracy \(\kappa\) exactly or more generally within a multiplicative factor of 
\((1 + \kappa^{-1/2 + \gamma})\), for some constant \(\gamma\), is not possible in the one-pass semi-streaming setting.

Other Related Work. Other work considers coloring in the setting of dynamic graph algorithms: edges are inserted and deleted over time and the goal is to maintain a valid vertex coloring of the graph that must be updated quickly after each modification. Unlike in the streaming setting, there is no space restriction. Bhattacharya et al. [19] gave a randomized algorithm that maintains a \((\Delta + 1)\)-coloring with \(O(\log \Delta)\) expected amortized update time, later improved to \(O(1)\) by Henzinger and Peng [43]. Solomon and Wein [64] studied the problem for low-arboricity graphs and gave an \(O(\alpha \log^2 n)\)-coloring algorithm with \(O(\text{poly}(\log \log n))\) update time. Recently, Henzinger et al. [42] designed an \(O(\alpha \log n)\) coloring algorithm with \(O(\log^2 n)\) update time. Barba et al. [9] gave tradeoffs between the number of colors used and update time. However, the techniques in these works do not seem to apply in the streaming setting due to fundamental differences in the models.

Estimating the arboricity of a graph in the streaming model is a well studied problem. McGregor et al. [52] gave a one pass \((1+\varepsilon)\)-approximation algorithm to estimate the arboricity of graph using \(\tilde{O}(n)\) space. Bahmani et al. [7] gave a matching lower bound. Our lower bounds for estimating degeneracy are quantitatively much larger but they call for much tighter estimates.

### 3 Preliminaries

Throughout this paper, graphs are simple, undirected, and unweighted. In considering a graph coloring problem, the input graph will usually be called \(G\) and we will put \(n = |V(G)|\). The notation “\(\log x\)” stands for \(\log_2 x\). For an integer \(k\), we denote the set \(\{1, 2, \ldots, k\}\) by \([k]\).

For a graph \(G\), we define \(\Delta(G) = \max\{\deg(v) : v \in V(G)\}\). We say that \(G\) is \(k\)-degenerate if every induced subgraph of \(G\) has a vertex of degree at most \(k\). For instance, every forest is \(1\)-degenerate and an elementary theorem says that every planar graph is \(5\)-degenerate. The degeneracy \(\kappa(G)\) is the smallest \(k\) such that \(G\) is \(k\)-degenerate.

The arboricity \(\alpha(G)\) is the smallest \(r\) such that the edge set \(E(G)\) can be partitioned into \(r\) forests. When the graph \(G\) is clear from the context, we simply write \(\Delta\), \(\kappa\), and \(\alpha\), instead of \(\Delta(G)\), etc.

We note two useful facts: the first is immediate and the second is an easy exercise.

- **Fact 1.** If an \(n\)-vertex graph has degeneracy \(\kappa\), then it has at most \(kn\) edges.
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**Fact 2.** In every graph, the degeneracy \( \kappa \) and arboricity \( \alpha \) satisfy \( \alpha \leq \kappa \leq 2\alpha - 1 \).

In analyzing our algorithms, it will be useful to consider certain *vertex orderings* of graphs and their connection with the notion of degeneracy, given by Lemma 5 below. Although the lemma is folklore, it is crucial to our analysis, so we include a proof for completeness.

**Definition 3.** An ordering of \( G \) is a list consisting of all its vertices (equivalently, a total order on \( V(G) \)). Given an ordering \( \prec \), for each \( v \in V(G) \), the ordered neighborhood \( N_{G,\prec}(v) := \{ w \in V(G) : \{ v, w \} \in E(G), v \prec w \} \), i.e., the set of neighbors of \( v \) that appear after \( v \) in the ordering. The ordered degree \( \text{odeg}_{G,\prec}(v) := |N_{G,\prec}(v)| \).

**Definition 4.** A degeneracy ordering of \( G \) is an ordering produced by the following algorithm: starting with an empty list, pick a minimum degree vertex \( v \) (breaking ties arbitrarily), append \( v \) to the end of the list, and recurse on \( G - v \) if it is nonempty.

**Lemma 5.** \( G \) is \( k \)-degenerate iff there exists an ordering \( \prec \) such that \( \text{odeg}_{G,\prec}(v) \leq k \) for all \( v \in V(G) \).

**Proof.** Suppose that \( G \) is \( k \)-degenerate. Let \( \prec = (v_1, \ldots, v_n) \) be a degeneracy ordering. Then, for each \( i \), \( \text{odeg}_{G,\prec}(v_i) \) is the degree of \( v_i \) in the induced subgraph \( H := G \setminus \{v_1, \ldots, v_{i-1}\} \). By definition, \( H \) has a vertex of degree at most \( k \), so \( v_i \), being a minimum degree vertex in \( H \), must have degree at most \( k \).

On the other hand, suppose that \( G \) has an ordering \( \prec \) such that \( \text{odeg}_{G,\prec}(v) \leq k \) for all \( v \in V(G) \). Let \( H \) be an induced subgraph of \( G \). Let \( v \) be the leftmost (i.e., smallest) vertex in \( V(H) \) according to \( \prec \). Then all neighbors of \( v \) in \( H \) in fact lie in \( N_{G,\prec}(v) \), so \( \deg_H(v) \leq \text{odeg}_{G,\prec}(v) \leq k \). Therefore, \( G \) is \( k \)-degenerate.

A \( c \)-coloring of a graph \( G \) is a mapping \( \psi : V(G) \to [c] \); it is said to be a *proper coloring* if it makes no edge monochromatic: \( \psi(u) \neq \psi(v) \) for all \( \{u, v\} \in E(G) \). The smallest \( c \) such that \( G \) has a proper \( c \)-coloring is called the *chromatic number* \( \chi(G) \). By considering the vertices of \( G \) one at a time and coloring greedily, we immediately obtain a proper \( (\Delta+1) \)-coloring. This idea easily extends to degeneracy-based coloring.

**Lemma 6.** Given unrestricted (“offline”) access to an input graph \( G \), we can produce a proper \( (\kappa + 1) \)-coloring of \( G \) in linear time.

**Proof.** Construct a degeneracy ordering \( (v_1, \ldots, v_n) \) of \( G \) and then greedily color the vertices one by one in the order \( (v_n, \ldots, v_1) \). Given a palette of size \( \kappa + 1 \), by the “only if” direction of Lemma 5, there will always be a free color for a vertex.

Of course, the simple algorithm above is not implementable directly in “sublinear” settings, such as space-bounded streaming algorithms, query models, or distributed computing models. Nevertheless, we shall use it on suitably constructed subgraphs of our input graph.

We shall use the following form of the Chernoff bound.

**Fact 7.** Let \( X \) be a sum of mutually independent indicator random variables. Let \( \mu \) and \( \delta \) be real numbers such that \( \mathbb{E}X \leq \mu \) and \( 0 \leq \delta \leq 1 \). Then, \( \Pr[X \geq (1 + \delta)\mu] \leq \exp\left(-\mu\delta^2/3\right) \).

## 4 A Generic Framework for Coloring Algorithms

In this section, we give a generic framework for graph coloring that we later instantiate in various computational models. As a reminder, our focus is on graphs \( G \) with a nontrivial upper bound on the degeneracy \( \kappa = \kappa(G) \). Each such graph *admits* a proper \( (\kappa + 1) \)-coloring; our focus will be on obtaining a proper \( (\kappa + o(\kappa)) \)-coloring efficiently.
As a broad outline, our framework calls for coloring $G$ in two phases. The first phase produces a low degeneracy partition (LDP) of $G$: it partitions $V(G)$ into a “small” number of parts, each of which induces a subgraph that has “low” degeneracy. This step can be thought of as preprocessing and it is essentially free (in terms of complexity) in each of our models. The second phase properly colors each part, using a small number of colors, which is possible because the degeneracy is low. In later sections, we shall see that the low degeneracy allows this second phase to be efficient in each of the models we consider.

## 4.1 A Low Degeneracy Partition

In this phase of our coloring framework, we assign each vertex a color chosen uniformly at random from $[\ell]$, these choices being mutually independent, where $\ell$ is a suitable parameter. For each $i \in [\ell]$, let $G_i$ denote the subgraph of $G$ induced by vertices colored $i$. We shall call each $G_i$ a block of the vertex partition given by $(G_1, \ldots, G_{\ell})$. The next theorem, our main technical tool, provides certain guarantees on this partition given a suitable choice of $\ell$.

**Theorem 8 (LDP Theorem).** Let $G$ be an $n$-vertex graph with degeneracy $\kappa$. Let $k \in [1, n]$ be a “guess” for the value of $\kappa$ and let $s \geq Cn \log n$ be a sparsity parameter, where $C$ is a sufficiently large universal constant. Put

$$\ell = \left\lceil \frac{2nk}{s} \right\rceil, \quad \lambda = 3\sqrt{n\ell \log n},$$

and let $\psi: V(G) \to [\ell]$ be a uniformly random coloring of $G$. For $i \in [\ell]$, let $G_i$ be the subgraph induced by $\psi^{-1}(i)$. Then, the partition $(G_1, \ldots, G_{\ell})$ has the following properties.

(i) If $k < 2\kappa$, then w.h.p., for each $i$, the degeneracy $\kappa(G_i) \leq (\kappa + \lambda)/\ell$.

(ii) W.h.p., for each $i$, the block size $|V(G_i)| \leq 2n/\ell$.

(iii) If $\kappa \leq k \leq 2\kappa$, then w.h.p., the number of monochromatic edges $|E(G_1) \cup \cdots \cup E(G_{\ell})| \leq s$.

In each case, “w.h.p.” means “with probability at least $1 - 1/\text{poly}(n)$.”

**Proof.** Notice that when $k \leq (C/2) \log n$, the condition $s \geq Cn \log n$ results in $\ell = 1$, so the vertex partition is the trivial one-block partition, which obviously satisfies all the properties in the theorem. Thus, in our proof, we may assume that $k > (C/2) \log n$.

We start with Item ii, which is the most straightforward. From Equation (1), we have

$$\ell \leq 4nk/s,$$

so

$$\frac{n}{\ell} \geq \frac{s}{4k} \geq \frac{Cn \log n}{4k} \geq \frac{C \log n}{4}.$$

Each block size $|V(G_i)|$ has binomial distribution $\text{Bin}(n, 1/\ell)$, so a Chernoff bound gives

$$\Pr \left[ |V(G_i)| > \frac{2n}{\ell} \right] \leq \exp \left( -\frac{n}{3\ell} \lambda \right) \leq \exp \left( -C \log n \frac{1}{12} \right) \leq \frac{1}{n^2},$$

for sufficiently large $C$. By a union bound over the at most $n$ blocks, Item ii fails with probability at most $1/n$.

Items i and iii include the condition $k \leq 2\kappa$, which we shall assume for the rest of the proof. By Equation (1) and the bounds $s \geq Cn \log n$ and $k > (C/2) \log n$,

$$\ell \leq \left\lceil \frac{2k}{C \log n} \right\rceil \leq \frac{4k}{C \log n} \leq \frac{8\kappa}{C \log n}.$$
whence, for sufficiently large $C$,\[ \lambda \leq 3 \sqrt{\frac{8 \kappa}{C \log n}} \log n \leq \kappa. \tag{2} \]

We now turn to establishing Item i. Let $\prec$ be a degeneracy ordering for $G$. For each $i \in [\ell]$, let $\prec_i$ be the restriction of $\prec$ to $V(G_i)$. Consider a particular vertex $v \in V(G)$ and let $j = \psi(v)$ be its color. We shall prove that, w.h.p., $\text{o.deg}_{G,\prec_i}(v) \leq (\kappa + \lambda)/\ell$.

By the “only if” direction of Lemma 5, we have $\text{o.deg}_{G,\prec_i}(v) = |N_{G,\prec_i}(v)| \leq \kappa$. Now note that
\[ \text{o.deg}_{G,\prec_i}(v) = \sum_{u \in N_{G,\prec_i}(v)} \mathbb{I}_{\{\psi(u) = \psi(v)\}} \]
is a sum of mutually independent indicator random variables, each of which has expectation $1/\ell$. Therefore, $E(\text{o.deg}_{G,\prec_i}(v)) = \text{o.deg}_{G,\prec_i}(v)/\ell \leq \kappa/\ell$. Since $\lambda \leq \kappa$ by Equation (2), we may use the form of the Chernoff bound in Fact 7, which gives us
\[ \Pr \left[ \text{o.deg}_{G,\prec_i}(v) > \frac{\kappa + \lambda}{\ell} \right] \leq \exp \left( -\frac{\kappa^2}{3\ell} \right) \leq \frac{1}{n^3}, \]
where the equality follows from Equation (1). In words, with probability at least $1 - 1/n^3$, the vertex $v$ has ordered degree at most $(\kappa + \lambda)/\ell$ within its own block. By a union bound, with probability at least $1 - 1/n^2$, all $n$ vertices of $G$ satisfy this property. When this happens, by the “if” direction of Lemma 5, it follows that $\kappa(G_i) \leq (\kappa + \lambda)/\ell$ for every $i$.

Finally, we take up Item iii, which is now straightforward. Assume that the high probability event in Item i occurs. Then, by Fact 1,
\[ |E(G_1) \cup \cdots \cup E(G_\ell)| \leq \sum_{i=1}^{\ell} \kappa(G_i) |V(G_i)| \leq \frac{\kappa + \lambda}{\ell} \sum_{i=1}^{\ell} |V(G_i)| = \frac{n(\kappa + \lambda)}{\ell} \leq \frac{2nk}{\ell} \leq s, \]
where the final inequality uses the condition $\kappa \leq k$ and Equation (1).

It will be convenient to encapsulate the guarantees of this theorem in a definition.

**Definition 9.** Suppose graph $G$ has degeneracy $\kappa$. A vertex partition $(G_1, \ldots, G_\ell)$ simultaneously satisfying the degeneracy bound in Item i, the block size bound in Item ii, and the (monochromatic) edge sparsity bound in Item iii in Theorem 8 is called an $(\ell, s, \lambda)$-LDP of $G$.

It will turn out that an $(\ell, s, \lambda)$-LDP leads to a proper coloring of $G$ using at most $\kappa + \lambda + \ell$ colors. An instructive setting of parameters is $s = \Theta((n \log n)/\epsilon^2)$, where $\epsilon$ is either a small constant or a slowly vanishing function of $n$, such as $1/\log n$. Then, a quick calculation shows that when an accurate guess $k \in [\kappa, 2\kappa]$ is made, Theorem 8 guarantees an LDP that has edge sparsity $s = O(n)$ and that leads to an eventual proper coloring using $(1 + O(\epsilon))k$ colors. When $\epsilon = o(1)$, this number of colors is $\kappa + o(\kappa)$.

Recall that the second phase of our coloring framework involves coloring each $G_i$ separately, exploiting its low degeneracy. Indeed, given an $(\ell, s, \lambda)$-LDP, each block $G_i$ admits a proper $(\kappa(G_i) + 1)$-coloring. Suppose we use a distinct palette for each block; then the total number of colors used is
\[ \sum_{i=1}^{\ell} (\kappa(G_i) + 1) \leq \ell \left( \frac{\kappa + \lambda}{\ell} + 1 \right) = \kappa + \lambda + \ell, \tag{3} \]
as claimed above. Of course, even if our first phase random coloring \( \psi \) yields a suitable LDP, we still have to collect each block \( G_i \) or at least enough information about each block so as to produce a proper \((\kappa(G_i) + 1)\)-coloring. How we do this depends on the precise model of computation; see Sections 5 and 6 here and the full version [18] for further instantiations.

### 4.2 Applications in Various Models

We now turn to the application of the framework in designing graph coloring algorithms in specific models of computation for big data, where the focus is on utilizing space sublinear in the size of the massive input graph. Such models are sometimes termed *space-conscious*.

In Section 5, we discuss the simulation of our framework in the streaming model. We present a semi-streaming algorithm in the dynamic model, meaning that edges can be both inserted and deleted. Our main result is captured in Theorem 10.

▶ **Theorem 10.** Set \( s = \lceil \varepsilon^{-2} n \log n \rceil \), where \( \varepsilon > 0 \) is a parameter. There is a one-pass algorithm that processes a dynamic (i.e., turnstile) graph stream using \( O(\varepsilon^{-2} n \log^4 n) \) bits of space and, with high probability, produces a proper coloring using at most \((1 + O(\varepsilon))\kappa\) colors. In particular, taking \( \varepsilon = 1/\log n \), it produces a \((\kappa + o(\kappa))\)-coloring using \( \tilde{O}(n) \) space. Each edge update is processed in \( \tilde{O}(1) \) time and end-of-stream post-processing takes \( \tilde{O}(n) \) time.

In Section 6, applying our framework to the general graph query model, we obtain:

▶ **Theorem 11.** Given query access to a graph \( G \), there is a randomized algorithm that, with high probability, produces a proper coloring of \( G \) using \( \kappa + o(\kappa) \) colors. The algorithm’s worst-case query complexity, running time, and space usage are all \( \tilde{O}(n^{3/2}) \).

Besides this, we obtain algorithmic results in certain distributed models of computation, namely MPC, Congested-Clique, and LOCAL models, where graph coloring is one of the most heavily studied problems. Our results are stated below. See the full version of our paper [18] for the corresponding discussions and proofs.

▶ **Theorem 12.** There is a randomized \( O(1) \)-round MPC algorithm that, given an \( n \)-vertex graph \( G \), outputs a \((\kappa + o(\kappa))\)-coloring of \( G \) with high probability. The algorithm uses \( n \) processors, each with \( O(n \log^2 n) \) bits of memory.

▶ **Theorem 13.** There is a randomized \( O(1) \)-round algorithm in the Congested Clique model that, given a graph \( G \), w.h.p. finds a \((\kappa + O(\kappa^{3/4} \log^{1/2} n))\)-coloring. For \( \kappa = \omega(\log^2 n) \), this gives a \((\kappa + o(\kappa))\)-coloring.

▶ **Theorem 14.** There is a randomized distributed algorithm in the LOCAL model that, given an \( n \)-vertex graph \( G \), an estimate of its arboricity \( \alpha \) up to a constant factor, and a parameter \( t \) such that \( 2 < t \leq \sqrt{n/\log n} \), produces an \( O(t \alpha \log n) \)-coloring of \( G \) in time \( O(\log t \cdot n + \log^* n) \).

### 5 Streaming Model

We turn to the most intensely studied space-conscious model: the data streaming model. For graph problems, in the basic model, the input is a stream of non-repeated edges that define the input graph \( G \); this is called the *insertion-only* model, since it can be thought of as building up \( G \) through a sequence of edge insertions. In the more general *dynamic graph model* or *turnstile model*, the stream is a sequence of edge updates, each update being either
an insertion or a deletion: the net effect is to build up $G$. Our algorithm below will work in this more general model. Later, in we shall give a corresponding lower bound that will hold even in the insertion-only model (for a lower bound, this is a strength).

We assume that the vertex set $V(G) = [n]$ and the input is a stream $\sigma$ of at most $m = \text{poly}(n)$ updates to an initially empty graph. An update is a triple $(u, v, c)$, where $u, v \in V(G)$ and $c \in \{-1, 1\}$: when $c = 1$, this token represents an insertion of edge $(u, v)$ and when $c = -1$, it represents a deletion. Let $N = \binom{n}{2}$ and $[[m]] = \mathbb{Z} \cap [-m, m]$. It is convenient to imagine a vector $x \in [[m]]^N$ of edge multiplicities that starts at zero and is updated entrywise with each token. The input graph $G$ described by the stream will be the underlying simple graph, i.e., $E(G)$ will be the set of all edges $(u, v)$ such that $x_{u,v} \neq 0$ at the end. We shall say that $\sigma$ builds up $x$ and $G$.

Our algorithm makes use of two data streaming primitives, each a linear sketch. (We can do away with these sketches in the insertion-only setting; see the end of this section.) The first is a sketch for sparse recovery given by a matrix $A$ (say): given a vector $x \in [[m]]^N$ with sparsity $|x|_0 \leq t$, there is an efficient algorithm to reconstruct $x$ from $Ax$. The second is a sketch for $t_0$ estimation given by a random matrix $B$ (say): given a vector $x \in [[m]]^N$, there is an efficient algorithm that takes $Bx$ and computes from it an estimate of $|x|_0$ that, with probability at least $1 - \delta$, is a $(1 + \gamma)$-multiplicative approximation. It is known that there exists a suitable $A \in \{0, 1\}^{d \times N}$, where $d = O(t \log(N/t))$, where $A$ has column sparsity $O(\log(N/t))$; see, e.g., Theorem 9 of Gilbert and Indyk [37]. It is also known that there exists a suitable distribution over matrices giving $B \in \{0, 1\}^{d \times N}$ with $d' = O(\gamma^{-2} \log \delta^{-1} \log N(\log \gamma^{-1} + \log \log m))$. Further, given an update to the $i$th entry of $x$, the resulting updates in $Ax$ and $Bx$ can be effected quickly by generating the required portion of the $i$th columns of $A$ and $B$.

\begin{algorithm}
\caption{One-Pass Streaming Algorithm for Graph Coloring via Degeneracy.}
\begin{algorithmic}[1]
\Procedure{Color}{} \Comment{$\sigma$ builds up $x$ and $G$; $k \in [1, n]$ is a guess for $\kappa(G)$}
\State choose $s$, $\ell$ as in Equation (1) and $t, d, d', A, B$ as in the above discussion
\State initialize $y \in [[m]]^d$ and $z \in [[m]]^{d'}$ to zero
\State \For{$u \in [n]$} $\psi(u) \leftarrow$ uniform random color in $[\ell]$ \EndFor
\State \For{$(u, v, c) \in \sigma$} \If{$\psi(u) = \psi(v)$} $y \leftarrow y + cA_{u,v}$; $z \leftarrow z + cB_{u,v}$ \EndIf
\EndFor
\State if estimate of $|x|_0$ obtained from $z > 5s/4$ then abort
\State $w' \leftarrow$ result of $t$-sparse recovery from $y$ \Comment{$w' = w$}
\EndProcedure
\State \For{$i \in [\ell]$} $G_i \leftarrow$ simple graph induced by $\{(u, v) : w_{u,v}' \neq 0 \text{ and } \psi(u) = \psi(v) = i\}$
\EndFor
\State color $G_i$ using palette $\{(i, j) : 1 \leq j \leq \kappa(G_i) + 1\}$; cf. Lemma 6 \Comment{net effect is to color $G$}
\end{algorithmic}
\end{algorithm}

In our description of Algorithm 1, we use $A_{u,v}$ (resp. $B_{u,v}$) to denote the column of $A$ (resp. $B$) indexed by $(u, v)$. The algorithm’s logic results in sketches $y = Aw$ and $z = Bw$, where $w$ corresponds to the subgraph of $G$ consisting of $\psi$-monochromatic edges only (cf. Theorem 8), i.e., $w$ is obtained from $x$ by zeroing out all entries except those indexed by $(u, v)$ with $\psi(u) = \psi(v)$. We choose the parameter $t = 2s$, where $s \geq Cn \log n$ is the sparsity parameter from Theorem 8, which gives $d = O(s \log n)$; we choose $\gamma = 1/4$ and $\delta = 1/n$, giving $d' = O(\log^3 n)$.

Notice that Algorithm 1 requires a guess for $\kappa := \kappa(G)$, which is not known in advance. Our final one-pass algorithm runs $O(\log n)$ parallel instances of Color($\sigma, k$), using geometrically spaced guesses $k = 2, 4, 8, \ldots$ It outputs the coloring produced by the non-aborting run that uses the smallest guess. This leads to this section’s main result (restated from Section 4.2).
Theorem 10. Set $s = [\varepsilon^{-2}n\log n]$, where $\varepsilon > 0$ is a parameter. There is a one-pass algorithm that processes a dynamic (i.e., turnstile) graph stream using $O(\varepsilon^{-2}n\log^4 n)$ bits of space and, with high probability, produces a proper coloring using at most $(1 + O(\varepsilon))\kappa$ colors. In particular, taking $\varepsilon = 1/\log n$, it produces a $(\kappa + o(\kappa))$-coloring using $O(n)$ space. Each edge update is processed in $\tilde{O}(1)$ time and end-of-stream post-processing takes $\tilde{O}(n)$ time.

Proof. The coloring produced is obviously proper. Let us bound the number of colors used. One of the parallel runs of COlOR($\sigma, k$) in Algorithm 1 will use a value $k = k^* \in (\kappa, 2\kappa)$. We shall prove that, w.h.p., (a) every non-aborting run with $k \leq k^*$ will use at most $(1 + O(\varepsilon))\kappa$ colors, and (b) the run with $k = k^*$ will not abort.

We start with (a). Consider a particular run using $k \leq k^*$. By Item i of Theorem 8, each $G_i$ has degeneracy at most $(\kappa + \lambda)/\ell$; so if $w$ is correctly recovered by the sparse recovery sketch (i.e., $w' = w$ in Algorithm 1), then each $G_i$ is correctly recovered and the run uses at most $\kappa + \lambda + \ell$ colors, as in Equation (3). Using the values from Equation (1), this number is at most $(1 + O(\varepsilon))\kappa$. Now, if the run does not abort, then the estimate of the sparsity $\|w\|_0$ is at most $5s/4$. By the guarantees of the $\ell_0$-estimation sketch, the true sparsity is at most $(5/4)(5s/4) < 2s = t$, so, w.h.p., $w$ is indeed $t$-sparse and, by the guarantees of the sparse recovery sketch, $w' = w$. Taking a union bound over all $O(\log n)$ runs, the bound on the number of colors holds for all required runs simultaneously, w.h.p..

We now take up (b). Note that $\|w\|_0$ is precisely the number of $\psi$-monochromatic edges in $G$. By Item iii of Theorem 8, we have $\|w_0\| \leq s$ w.h.p. By the accuracy guarantee of the $\ell_0$-estimation sketch, in this run the estimate of $\|w\|_0$ is at most $5s/4$ w.h.p., so the run does not abort.

The space usage of each parallel run is dominated by the computation of $y$, so it is $O(d \log m) = O(s \log n \log m) = O(\varepsilon^{-2}n \log^2 n)$, using our setting of $s$ and the assumption $m = \text{poly}(n)$. The claims about the update time and post-processing time follow directly from the properties of a state-of-the-art sparse recovery scheme, e.g., the scheme based on expander matching pursuit given in Theorem 9 of Gilbert and Indyk [37].

6 Query Model

We now turn to the general graph query model, a standard model of space-conscious algorithms for big graphs where the input graph is random-accessible but the emphasis is on the examining only a tiny (ideally, sublinear) portion of it; for general background see Chapter 10 of Goldreich’s book [38]. In this model, the algorithm starts out knowing the vertex set $[n]$ of the input graph $G$ and can access $G$ only through the following types of queries.

- A pair query $\text{Pair}(u, v)$, where $u, v \in [n]$. The query returns 1 if $\{u, v\} \in E(G)$ and 0 otherwise. For better readability, we shall write this query as $\text{Pair}(u, v)$.
- A neighbor query $\text{Neighbor}(u, j)$, where $u \in [n]$ and $j \in [n - 1]$. The query returns $v \in [n]$ where $v$ is the $j$th neighbor of $u$ in some underlying fixed ordering of vertex adjacency lists; if $\deg(v) < j$, so that there does not exist a $j$th neighbor, the query returns $\bot$.

Naturally, when solving a problem in this model, the goal is to do so while minimizing the number of queries.

6.1 Sublinear Algorithm

By adapting the combinatorial machinery from their semi streaming algorithm, Assadi et al. [5] gave an $\tilde{O}(n^{3/2})$-query algorithm for finding a $(\Delta + 1)$-coloring. Our LDP framework gives a considerably simpler algorithm using $\kappa + o(\kappa)$ colors, where $\kappa := \kappa(G)$. We remark here that $\tilde{O}(n^{3/2})$ query complexity is optimal (up to polylogarithmic actors), as Assadi et al. [5] proved a matching lower bound for any $(c \cdot \Delta)$-coloring algorithm, for any constant $c > 1$. 
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Theorem 11. Given query access to a graph $G$, there is a randomized algorithm that, with high probability, produces a proper coloring of $G$ using $\kappa + o(\kappa)$ colors. The algorithm’s worst-case query complexity, running time, and space usage are all $\tilde{O}(n^{3/2})$.

Proof. The algorithm proceeds in two stages. In the first stage, it attempts to extract all edges in $G$ through neighbor queries alone, aborting when “too many” queries have been made. More precisely, it loops over all vertices $v$ and, for each $v$, issues queries Neighbor$(v, 1), \text{Neighbor}(v, 2), \ldots$ until a query returns $\perp$. If this stage ends up making $3n^{3/2}$ queries (say) without having processed every vertex, then it aborts and the algorithm moves on to the second stage. By Fact 1, if $\kappa \leq \sqrt{n}$, then this stage will not abort and the algorithm will have obtained $G$ completely; it can then $(\kappa + 1)$-color $(G$ as in Lemma 6) and terminate, skipping the second stage.

In the second stage, we know that $\kappa > \sqrt{n}$. The algorithm now uses a random coloring $\psi$ to construct an $(\ell, s, \lambda)$-LDP of $G$ using the “guess” $k = \sqrt{n}$, with $s = \Theta(\epsilon^{-2}n\log n)$ and $\ell, \lambda$ given by Equation (1). To produce each subgraph $G_i$ in the LDP, the algorithm simply makes all possible queries Pair$(u, v)$ where $\psi(u) = \psi(v)$. W.h.p., the number of queries made is at most

$$\frac{1}{2} \sum_{i \in [\ell]} |V(G_i)|^2 \leq \frac{\ell}{2} \left( \frac{2n}{\ell} \right)^2 \leq \frac{n^{3/2} \log n}{4nk} = \Theta \left( \frac{\sqrt{n}^{1/2} \log n}{\epsilon^2} \right),$$

where the first inequality uses Item ii of Theorem 8. We can enforce this bound in the worst case by aborting if it is violated.

Clearly, $k \leq 2\kappa$, so Item i of Theorem 8 applies and by the discussion after Definition 9, the algorithm uses $(1 + O(\epsilon))\kappa$ colors. Setting $\epsilon = 1/\log n$, this number is at most $\kappa + o(\kappa)$ and the overall number of queries remains $\tilde{O}(n^{3/2})$, as required.

7 Lower Bounds

Can we improve the guarantees of our algorithms so that they use at most $\kappa + 1$ colors, rather than $\kappa + o(\kappa)$? After all, every graph $G$ does have a proper $(\kappa(G) + 1)$-coloring. Our lower bounds answer this with a strong “No” in the data streaming and query models. If we insist on a coloring that good, we would incur the worst possible space or query complexity: $\Omega(n^2)$. In fact, this holds even if $\kappa$ is known to the algorithm in advance. Moreover, all our streaming lower bounds hold even if the input stream consists of edge insertions alone.

Our lower bounds generalize to the problem of producing a $(\kappa + \lambda)$-coloring. We show that this requires $\Omega(n^{2/\lambda^2})$ space or query complexity. Such generalizations are based on the following Blow-Up Lemma.

Definition 15. Let $G$ be a graph and $\lambda$ a positive integer. The blow-up graph $G^\lambda$ is obtained by replacing each vertex of $G$ with a copy of the complete graph $K_\lambda$ and replacing each edge of $G$ with a complete bipartite graph between the copies of $K_\lambda$ at its endpoints. More succinctly, $G^\lambda$ is the lexicographical product $G[K_\lambda]$.

Lemma 16 (Blow-Up Lemma). For all graphs $G$ and positive integers $\lambda, c$, if $G$ has a $c$-clique, then $G^\lambda$ has a $(c\lambda)$-clique. Also, $\kappa(G^\lambda) \leq (\kappa(G) + 1)\lambda - 1$.

Proof. The claim about cliques is immediate. The bound on $\kappa(G^\lambda)$ follows by taking a degeneracy ordering of $G$ and replacing each vertex $v$ by a list of vertices of the clique that replaces $v$ in $G^\lambda$, ordering vertices within the clique arbitrarily.
Streamline Lower Bounds. Our streaming lower bounds use reductions from the INDEX problem in communication complexity. In the INDEX\(N\) problem, Alice is given a vector \(x = (x_1, \ldots, x_N) \in \{0,1\}^N\) and Bob is given an index \(k \in [N]\). The goal is for Alice to send Bob a (possibly random) \(c\)-bit message that enables Bob to output \(x_k\) with probability at least 2/3. The largest \(c\) for which such a protocol exists is called the one-way randomized communication complexity, \(R^1(\text{INDEX}_N)\). As is well known, \(R^1(\text{INDEX}_N) = \Omega(N)\) [2].

We shall in fact consider instances of INDEX\(N\) where \(N = p^2\), for an integer \(p\). Using a canonical bijection between \([N]\) and \([p] \times [p]\), we reinterpret \(x\) as a matrix with entries \((x_{ij})_{i,j \in [p]}\), and Bob’s input as \((y,z) \in [p] \times [p]\). We further interpret this matrix \(x\) as the bipartite adjacency matrix of a \((2p)\)-vertex balanced bipartite graph \(H_x\). Such graphs \(H_x\) will be key gadgets in the reductions to follow.

Definition 17. For \(x \in \{0,1\}^{p^2p}\), a realization of \(H_x\) on a list \((\ell_1, \ldots, \ell_p, r_1, \ldots, r_p)\) of distinct vertices is a graph on these vertices whose edge set is \(\{(\ell_i, r_j) : x_{ij} = 1\}\).

First Flavor: Degeneracy Not Known in Advance. To prove lower bounds of the first flavor, we start by demonstrating the hardness of the abstract problem GRAPH-DIST.

Definition 18 (GRAPH-DIST problem). Consider two graph families: \(G_1 := G_1(n,q,\lambda)\), consisting of \(n\)-vertex graphs with chromatic number \(\chi \geq (q+1)\lambda\), and \(G_2 := G_2(n,q,\lambda)\), consisting of \(n\)-vertex graphs with \(\kappa \leq q\lambda - 1\). Then GRAPH-DIST\((n,q,\lambda)\) is the problem of distinguishing \(G_1\) from \(G_2\) (note that \(G_1 \cap G_2 = \emptyset\): given an input graph \(G\) on \(n\) vertices, the problem is to decide whether \(G \in G_1\) or \(G \in G_2\), with success probability at least \(2/3\).

We shall prove that GRAPH-DIST is “hard” in the insertion-only streaming setting and in the query setting, thereby establishing that in these models it is hard to produce a \((\kappa+\lambda)\)-coloring. In fact, our proofs will show that it is just as hard to estimate the parameter \(\kappa\); this goes to show that the hardness of the coloring problem is not just because of the large output size.

Lemma 19. Solving GRAPH-DIST\((n,q,\lambda)\) in one pass requires \(\Omega(n^2/\lambda^2)\) space. More precisely, there is a constant \(c > 0\) such that for every integer \(\lambda \geq 1\) and every sufficiently large integer \(q\), there is a setting \(n = n(q,\lambda)\) for which every randomized one-pass streaming algorithm for GRAPH-DIST\((n,q,\lambda)\) requires at least \(cn^2/\lambda^2\) bits of space.

Proof. Put \(p = q - 1\). We reduce from INDEX\(N\), where \(N = p^2\), using the following plan. Starting with an empty graph on \(n = 3p\) vertices, Alice adds certain edges based on her input \(x \in \{0,1\}^{p^2p}\) and then Bob adds certain other edges based on his input.
By design, solving \( \text{GRAPH-DIST}(n, q, \lambda) \) on the resulting final graph reveals the bit \( x_{yz} \), implying that a one-pass streaming algorithm for \( \text{GRAPH-DIST} \) requires at least \( R^{-1}(\text{INDEX}_G) = \Omega(N) = \Omega(p^2) = \Omega(n^2/\lambda^2) \) bits of memory. The details follow.

First, consider \( \lambda = 1 \). We use the vertex set \( L \cup R \cup C \) (“\( \omega \)” denotes a disjoint union), where \( L = \{ \ell_1, \ldots, \ell_p \} \), \( R = \{ r_1, \ldots, r_p \} \), and \( |C| = p \). Alice introduces the edges of the gadget graph \( H_k \) (from def. 17), realized on the vertices \( \{ \ell_1, \ldots, \ell_p, r_1, \ldots, r_p \} \). Bob introduces all possible edges within \( C \cup \{ y, z \} \), except for \( \{ \ell_y, r_z \} \). Let \( G \) be the resulting graph (see Figure 1a).

If \( x_{yz} = 1 \), then \( G \) contains a clique on \( C \cup \{ \ell_y, r_z \} \), whence \( \chi(G) \geq p + 2 \). If, on the other hand, \( x_{yz} = 0 \), then we claim that \( \kappa(G) \leq p \). By Lemma 5, the claim will follow if we exhibit a vertex ordering \( < \) such that \( \text{odeg}_{G, C}(v) \leq p \) for all \( v \in V(G) \). We use an ordering where \( L \cup R \setminus \{ \ell_y, r_z \} \prec \ell_y \prec \{ r_z \} \cup C \) and the ordering within each set is arbitrary. By construction of \( H_k \), each vertex in \( L \cup R \setminus \{ \ell_y, r_z \} \) has total degree at most \( p \). For each vertex \( v \in \{ r_z \} \cup C \), we trivially have \( \text{odeg}_{G, C}(v) \leq p \) because \( |C| = p \). Finally, since \( x_{yz} = 0 \), the vertex \( r_z \) is not a neighbor of \( \ell_y \); so \( \text{odeg}_{G, C}(\ell_y) = |C| = p \). This proves the claim.

When \( \lambda \geq 1 \), Alice and Bob introduce edges so as to create the blow-up graph \( G^\lambda \), as in Definition 15. By Lemma 16, if \( x_{yz} = 1 \), then \( G^\lambda \) has a \( (p + 2)\chi\)-clique, whereas if \( x_{yz} = 0 \), then \( \kappa(G^\lambda) \leq (p + 1)\lambda - 1 \). In the former case, \( \chi(G^\lambda) \geq (p + 2)\lambda = (q + 1)\lambda \), so that \( G^\lambda \in G_1(n, q, \lambda) \); cf. Definition 18. In the latter case, \( \kappa(G^\lambda) \leq q\lambda - 1 \), so that \( G^\lambda \in G_2(n, q, \lambda) \). Thus, solving \( \text{GRAPH-DIST}(n, q, \lambda) \) on \( G^\lambda \) reveals \( x_{yz} \).

Our coloring lower bounds are straightforward consequences of the above lemma.

**Theorem 20.** Given a single randomized pass over a stream of edges of an \( n \)-vertex graph \( G \), succeeding with probability at least 2/3 at either of the following tasks requires \( \Omega(n^2/\lambda^2) \) space, where \( \lambda \geq 1 \) is an integer parameter:

(i) produce a proper \((\kappa + \lambda)\)-coloring of \( G \);

(ii) produce an estimate \( \hat{\kappa} \) such that \( |\hat{\kappa} - \kappa| \leq \lambda \).

Furthermore, if we require \( \lambda = O(\kappa^{\frac{1}{1-\gamma}}) \), where \( \gamma > 0 \), then neither task admits a semi-streaming algorithm.

**Proof.** An algorithm for either task i and or task ii immediately solves \( \text{GRAPH-DIST} \) with appropriate parameters, implying the \( \Omega(n^2/\lambda^2) \) bounds, thanks to Lemma 19. For the “furthermore” statement, note that the graphs in the family \( G_2 \) constructed in the proof of Lemma 19 have \( \kappa = \Theta(n) \), so performing either task with the stated guarantee on \( \lambda \) would require \( \Omega(n^{1+2\gamma}) \) space, which is not in \( O(n) \).

**Remark.** Together, Theorem 10 and Theorem 20 say that producing a \((\kappa + \kappa/\log O(1))n \)-coloring is possible in semi-streaming space whereas producing a \((\kappa + O(\kappa^{\frac{1}{2}-O(1)}))n \)-coloring is not. We leave open the question of whether this gap can be tightened.

**Second Flavor: Degeneracy Known in Advance.** We now show that the coloring problem remains just as hard even if the algorithm knows the degeneracy of the graph before seeing the edge stream.

**Theorem 21.** Given as input an integer \( \kappa \), followed by a stream of edges of an \( n \)-vertex graph \( G \) with degeneracy \( \kappa \), a randomized one-pass algorithm that produces a proper \((\kappa + \lambda)\)-coloring of \( G \) requires \( \Omega(n^2/\lambda^2) \) bits of space. Furthermore, if we require \( \lambda = O(\kappa^{\frac{1}{2}-\gamma}) \), where \( \gamma > 0 \), then the task does not admit a semi-streaming algorithm.
Proof. We reduce from \( INDEX_N \), where \( N = p^2 \), using a plan analogous to the one used in proving Lemma 19. Alice and Bob will construct a graph on \( n = 5\lambda p \) vertices, using their respective inputs \( x \in \{0,1\}^{p \times p} \) and \( (y,z) \in [p] \times [p] \).

First, we consider the case \( \lambda = 1 \). We use the vertex set \( L \cup R \cup R \cup C \), where \( L = \{\ell_1, \ldots, \ell_p\} \), \( R = \{r_1, \ldots, r_p\} \), \( \overline{L} = \{\overline{\ell}_1, \ldots, \overline{\ell}_p\} \), \( \overline{R} = \{\overline{r}_1, \ldots, \overline{r}_p\} \), and \( |C| = p \). Let \( \overline{x} \) be the bitwise complement of \( x \). Alice introduces the edges of the gadget graph \( H_\lambda \) (from Definition 17), realized on \( L \cup R \), and the edges of \( H_{\overline{x}} \) realized on \( \overline{L} \cup \overline{R} \). For ease of notation, put \( \ell := \ell_y \), \( r := r_z \), \( \overline{\ell} := \overline{\ell_y} \), \( \overline{r} := \overline{r_z} \), and \( S := C \cup \{\ell, r, \overline{\ell}, \overline{r}\} \). Bob introduces all possible edges within \( S \), except for \( \{\ell, \overline{r}\} \) and \( \{\overline{\ell}, r\} \). Let \( G \) be the resulting graph (see Figure 1b).

We claim that the degeneracy \( \kappa(G) = p + 2 \). To prove this, we consider the case \( x_{yz} = 1 \) (the other case, \( x_{yz} = 0 \), is symmetric). By construction, \( G \) contains a clique on the \( p + 3 \) vertices in \( C \cup \{\ell, r, \overline{\ell}\} \), therefore, by definition of degeneracy, \( \kappa(G) \geq p + 2 \). To show that \( \kappa(G) \leq p + 2 \), it will suffice to exhibit a vertex ordering \( < \) such that \( \text{odeg}_{G, <}(v) \leq p + 2 \) for all \( v \in V(G) \). To this end, consider an ordering where \( V(G) \setminus S < \overline{S} < S \setminus \{\overline{\ell}\} \) and the ordering within each set is arbitrary. Each vertex \( v \in V(G) \setminus S \) has \( \text{odeg}_{G, <}(v) \leq \deg(v) \leq p \) and each vertex \( v \in S \setminus \{\overline{\ell}\} \) has \( \text{odeg}_{G, <}(v) \leq |S \setminus \{\overline{\ell}\}| - 1 = p + 2 \). As for the vertex \( \overline{\ell} \), since \( \overline{\ell}_{yz} = 1 - x_{yz} = 0 \), by the construction in Definition 17, \( \overline{r} \) is not a neighbor of \( \overline{\ell} \); therefore, \( \text{odeg}_{G, <}(\overline{\ell}) \leq |S \setminus \{\overline{\ell}\}| = p + 2 \).

Let \( \mathcal{A} \) be a streaming algorithm that behaves as in the theorem statement. Recall that we are considering \( \lambda = 1 \). Since \( \kappa(G) = p + 2 \) for every instance of \( INDEX_N \), Alice and Bob can simulate \( \mathcal{A} \) on their constructed graph \( G \) by first feeding it the number \( p + 2 \), then Alice’s edges, and then Bob’s. When \( \mathcal{A} \) succeeds, the coloring it outputs is a proper \( (p + 3) \)-coloring; therefore it must repeat a color inside \( S \), as \( |S| = p + 4 \). But \( S \) has exactly one pair of non-adjacent vertices: the pair \( \{\ell, r\} \) if \( x_{yz} = 0 \), and the pair \( \{\overline{\ell}, r\} \) if \( x_{yz} = 1 \). Thus, an examination of which two vertices in \( S \) receive the same color reveals \( x_{yz} \), solving the \( INDEX_N \) instance. It follows that \( \mathcal{A} \) must use at least \( R^\ast(INDEX_N) = \Omega(N) = \Omega(p^2) \) bits of space.

Now consider an arbitrary \( \lambda \). Alice and Bob proceed as above, except that they simulate \( \mathcal{A} \) on the blow-up graph \( G^\lambda \). Since \( G \) always has a \( (p + 3) \)-clique and \( \kappa(G) = p + 2 \), the two halves of Lemma 16 together imply \( \kappa(G^\lambda) = (p + 3)\lambda - 1 \). So, when \( \mathcal{A} \) succeeds, it properly colors \( G^\lambda \) using at most \( (p + 4)\lambda - 1 \) colors. For each \( A \subseteq V(G) \), abusing notation, let \( A^\lambda \) denote its corresponding set of vertices in \( G^\lambda \) (cf. Definition 15). Since \( |S^\lambda| = (p + 4)\lambda \), there must be a color repetition within \( S^\lambda \). Reasoning as above, this repetition must occur within \( \{\ell, r\}^\lambda \) when \( x_{yz} = 0 \) and within \( \{\overline{\ell}, r\}^\lambda \) when \( x_{yz} = 1 \). Therefore, Bob can examine the coloring to solve \( INDEX_N \), showing that \( \mathcal{A} \) must use \( \Omega(N) = \Omega(p^2) = \Omega(n^2/\lambda^2) \) space.

The “furthermore” part follows by observing that \( \kappa(G^\lambda) = \Theta(|V(G^\lambda)|) \).

Query Lower Bounds. We prove lower bounds of the above two flavors for the graph query model as well. We describe the proofs in the full version of the paper [18].

- **Theorem 22.** Given query access to an \( n \)-vertex graph \( G \), succeeding with probability at least \( 2/3 \) at either of the following tasks requires \( \Omega(n^2/\lambda^2) \) queries, where \( \lambda \geq 1 \) is an integer:
  1. produce a proper \((\kappa + \lambda)\)-coloring of \( G \);
  2. produce an estimate \( \hat{\kappa} \) such that \( |\hat{\kappa} - \kappa| \leq \lambda \).

- **Theorem 23.** Given an integer \( \kappa \) and query access to an \( n \)-vertex graph \( G \) with \( \kappa(G) = \kappa \), an algorithm that, with probability \( 2/3 \), produces a proper \((\kappa + \lambda)\)-coloring of \( G \) must make \( \Omega(n^2/\lambda^2) \) queries.
Combinatorial Lower Bound. Finally, we prove a combinatorial result that shows that unlike $(\Delta + 1)$-coloring, an analogous Palette Sparsification Theorem (as in Assadi et al. [5]) doesn’t exist for degeneracy-based coloring. Moreover, our result implies that an algorithm based on such a technique must use at least as many colors as Algorithm 1. We discuss this in detail in the full version of our paper [18].

References


Graph Coloring via Degeneracy in Streaming and Other Space-Conscious Models

11:20


Abstract

We study the problem of computing an approximate maximum cardinality matching in the semi-streaming model when edges arrive in a random order. In the semi-streaming model, the edges of the input graph $G = (V, E)$ are given as a stream $e_1, \ldots, e_m$, and the algorithm is allowed to make a single pass over this stream while using $O(n \text{polylog}(n))$ space ($m = |E|$ and $n = |V|$). If the order of edges is adversarial, a simple single-pass greedy algorithm yields a $1/2$-approximation in $O(n)$ space; achieving a better approximation in adversarial streams remains an elusive open question.

A line of recent work shows that one can improve upon the $1/2$-approximation if the edges of the stream arrive in a random order. The state of the art for this model is two-fold: Assadi et al. [SODA 2019] show how to compute a $\frac{2}{3}(\sim .66)$-approximate matching, but the space requirement is $O(n^{1.5} \text{polylog}(n))$. Very recently, Farhadi et al. [SODA 2020] presented an algorithm with the desired space usage of $O(n \text{polylog}(n))$, but a worse approximation ratio of $\frac{2}{3}(\sim .545)$, or $\frac{2}{3}(=.6)$ in bipartite graphs.

In this paper, we present an algorithm that computes a $\frac{2}{3}(\sim .66)$-approximate matching using only $O(n \log(n))$ space, improving upon both results above. We also note that for adversarial streams, a lower bound of Kapralov [SODA 2013] shows that any algorithm that achieves a $1 - \frac{1}{e}(\sim .63)$-approximation requires $(n^{1+\Omega(1)/\log \log(n)})$ space. Our result for random-order streams is the first to go beyond the adversarial-order lower bound, thus establishing that computing a maximum matching is provably easier in random-order streams.

1 Introduction

Computing a maximum cardinality matching is a classical problem in combinatorial optimization, with a large number of algorithms and applications. Motivated by the rise of massive graphs, much of the recent research on this problem has focused on sub-linear algorithms that are able to compute a matching without storing the entire graph in memory. One of the standard sub-linear models for processing graphs is known as the semi-streaming model [17]: the algorithm has access to a sequence of edges (the stream), and is allowed to make a single pass over this sequence while only using only $O(n \text{polylog}(n))$ internal memory, where $n$ is the number of vertices in the graph. Note that the memory used is still significantly smaller than the number of edges in the graph, and that $O(n)$ memory is also necessary if we want the algorithm to output the actual edges of the matching. (One typically assumes...
12:2 Improved Bounds for Matching in Random-Order Streams

Table 1 Single-pass semi-streaming algorithms known for the maximum matching when edges arrive in a random order. The space bounds are expressed in terms of $O(\log(n))$-size words, though many existing results do not state the exact polylog(n) term. The result of Gamlath et al. [18] works in weighted graphs; all others are restricted to unweighted graphs.

<table>
<thead>
<tr>
<th>Approximation Factor</th>
<th>Bipartite graphs</th>
<th>General graphs</th>
<th>Space</th>
</tr>
</thead>
<tbody>
<tr>
<td>Konrad et al. [28]</td>
<td>0.5005</td>
<td>0.5003</td>
<td>$O(n)$</td>
</tr>
<tr>
<td>Gamlath et al. [18]</td>
<td>0.512</td>
<td>0.506</td>
<td>$O(n \cdot \text{polylog}(n))$</td>
</tr>
<tr>
<td>Konrad [27]</td>
<td>0.539</td>
<td>-</td>
<td>$O(n \cdot \text{polylog}(n))$</td>
</tr>
<tr>
<td>Assadi et al. [3]</td>
<td>0.666</td>
<td>0.666</td>
<td>$O(n^{1.5} \cdot \text{polylog}(n))$</td>
</tr>
<tr>
<td>Farhadi et al. [16]</td>
<td>0.6</td>
<td>0.545</td>
<td>$O(n \cdot \text{polylog}(n))$</td>
</tr>
<tr>
<td>This paper</td>
<td>0.666</td>
<td>0.666</td>
<td>$O(n \log(n))$</td>
</tr>
</tbody>
</table>

$O(\log(n))$-size words, so that a single edge can be stored in $O(1)$ space; if one were to express space in terms of the number of bits, all the space bounds in this paper would increase by a $O(\log(n))$ factor.)

If the edges of the stream arrive in an arbitrary order, a simple greedy algorithm can compute a maximal matching – and hence a 1/2-approximate maximum matching – in a single streaming pass and $O(n)$ space. Going beyond a 1/2-approximation with a single pass is considered one of the main open problems in the area. The strongest lower bound is by Kapralov [23], who build upon an earlier lower bound of Goel et al. [20]: any algorithm with approximation ratio $\geq 1 - 1/e \sim .63$ requires $n^{1+\Omega(1/\log\log(n))}$ space [23]. But we still do not know where the right answer lies between 1/2 and 1 - 1/e.

To make progress on this intriguing problem, several recent papers studied a more relaxed model, where the graph is still arbitrary, but the edges are assumed to arrive in a uniformly random order. Konrad et al. were the first to go beyond a 1/2-approximation in this setting: they showed that in random-order streams, there exists an $O(n)$-space algorithm that computes an .5003-approximate matching, or .5005-approximate for bipartite graphs [28]. This was later improved to .506 in general graphs [18] and .539 in bipartite graphs [27]. Assadi et al. then showed an algorithm with an approximation ratio of $(2/3 - \epsilon) \sim .66$, but their algorithm had a significantly larger space requirement of $O(n^{1.5} \cdot \text{polylog}(n))$ [3]. Finally, very recently (SODA 2020), Farhadi et al. achieved the current state of the art for $O(n\text{polylog}(n))$ space; their algorithm achieves an approximation ratio of $6/11 \sim .545$ for general graphs and $3/5 = .6$ for bipartite graphs [16]. A summary of these results can be found in Table 1.

Although this line of work suggests that computing a maximum matching might be fundamentally easier in random-order streams, we note that even in bipartite graphs, none of the previous results go beyond the best known lower bound for adversarial streams mentioned above [23]: the algorithm of Assadi et al. uses too much space ($n^{1.5} \gg n^{1+1/\log\log(n)}$), while the result of Farhadi et al. has an approximation ratio of $.6 < 1 - 1/e$.

Our result is the first to go beyond the adversarial-order lower bound, thus establishing that computing a matching is provably easier in random-order streams.

Theorem 1 (Our Result). Given any (possibly non-bipartite) graph $G$ and any approximation parameter $1 > \epsilon > 0$, there exists a deterministic single-pass streaming algorithm that with high probability computes a $(2/3 - \epsilon)$-approximate matching if the edges of $G$ arrive in a uniformly random order. The space usage of the algorithm is $O(n \log(n) \text{poly}(\epsilon^{-1}))$.
Our result significantly improves upon the space requirement of Assadi et al. [3] and the approximation ratio of Farhadi et al. [16]. In fact, our algorithm achieves the best of both those results (see Table 1). On top of that, our result is quite simple; given that it improves upon a sequence of previous results, we see this simplicity as a plus.

Related Work

If the only requirement is to return an approximate estimate of the size of the maximum matching, rather than the actual edges, a surprising result by Kapralov et al. shows that one can get away with very little space: given a single pass over a random-order stream, it is possible to estimate the size within a $1/\text{polylog}(n)$ factor using only $\text{polylog}(n)$ space [24]; a very recent improvement reduces the polylog factors to $O(\log^5(n))$ [25]. There is also a line of work that estimates the size of the matching in $o(n)$ space in adversarial streams for special classes of graphs such as planar graphs or low-arboricity graphs [14, 8, 30, 11, 31].

There are many one-pass streaming algorithms for computing a maximum matching in weighted graphs. For adversarial-order streaming, a long line of work culminated in a $(1/2 - \epsilon)$-approximation using $O(n)$ space [17, 29, 13, 12, 32, 19]. Gamalath et al. recently showed that for random-order streams, one can achieve an approximation ratio of $1/2 + \Omega(1)$, [18]. See also other related work on weighted graphs in [8].

There are several results on upper and lower bounds for computing a maximum matching in dynamic streams (where edges can also be deleted) [26, 10, 6, 9, 5]. Finally, there are several results that are able to achieve better bounds by allowing the algorithm to make multiple passes over the stream: some results focus on just two or three passes [28, 15, 22, 27], while others seek to compute a $(1 - \epsilon)$-approximate matching by allowing a large constant number (or even $\log(n)$) passes [29, 1, 21, 2].

Overview of Techniques

The basic greedy algorithm trivially achieves a $1/2$-approximate matching in adversarial streams; in fact, Konrad et al later showed that the ratio remains $1/2 + o(1)$ even in random-order streams [28]. Existing algorithms for improving the $1/2$ ratio in random-order streams generally fall into two categories. The algorithms in [28, 27, 18, 16] use the randomness of the stream to compute some fraction of short augmenting paths, thus going beyond the $1/2$-approximation of a maximal matching. The result in [3] instead shows that one can obtain a large matching by constructing a subgraph that obeys certain degree-properties.

Our result follows the framework of [3]. Given any graph $G$, an earlier result of Bernstein and Stein for fully dynamic matching defined the notion of an edge-degree constrained subgraph (denoted EDCS), which is a sparse subgraph $H \subseteq G$ that obeys certain degree-properties [7]. They showed that any EDCS $H$ always contains a $(2/3 - \epsilon)$-approximate matching. The streaming result of Assadi et al. [3] then showed that given a random-order stream, it is possible to compute an EDCS $H$ in $O(n^{1.5})$ space; returning the maximum matching in $H$ yields a $(2/3 - \epsilon)$-approximate matching in $G$.

Our result also takes the EDCS as its starting point, but it is unclear how to compute an EDCS $H$ of $G$ using less than $O(n^{1.5})$ space. Our algorithm requires two new contributions. Firstly, we show that it is sufficient for $H$ to satisfy a somewhat relaxed set of properties. Our main contribution is then to use an entirely different construction of this relaxed subgraph, which uses the randomness of the stream more aggressively to compute $H$ using low space.
2 Notation and Preliminaries

Consider any graph \( H = (V_H, E_H) \). We define \( \text{deg}_H(v) \) to be the degree of \( v \) in \( H \) and we define the degree of an edge \((u, v)\) to be \( \text{deg}_H(u) + \text{deg}_H(v) \). A matching \( M \) in \( H \) is a set of vertex-disjoint edges. All graphs in this paper are unweighted and undirected. We use \( \mu(H) \) to denote the size of the maximum matching in \( H \). Unless otherwise indicated, we let \( G = (V, E) \) refer to the input graph and let \( n = |V| \) and \( m = |E| \). We note that every graph referred to in the paper has the same vertex \( V \) as the input graph; when we refer to subgraphs, we are always referring to a subset of edges on this same vertex set.

The input graph \( G = (V, E) \) is given as a stream of edges \( S = \{e_1, \ldots, e_m\} \). We assume that the permutation \( (e_1, \ldots, e_m) \) of the edges is chosen uniformly at random among all permutations of \( E \). We use \( S_{[i,j]} \) to denote the substream \( \{e_i, \ldots, e_j\} \), and we use \( G_{[i,j]} \subseteq G \) to denote the subgraph of \( G \) containing all edges in \( \{e_i, \ldots, e_j\} \).

Our analysis will apply concentration bounds to segments \( S_{[i,j]} \) of the stream. Observe that because the stream is a random permutation, any segment \( S_{[i,j]} \) is equivalent to sampling \( j - i + 1 \) edges from the stream without replacement. We can thus apply the Chernoff bound for negatively associated variables (see e.g. the primer in [33]).

\[ \textbf{Theorem 2 (Chernoff).} \quad \text{Let } X_1, \ldots, X_n \text{ be negatively associated random variables taking values in } [0,1]. \text{ Let } X = \sum X_i \text{ and let } \mu = \mathbb{E}[X]. \text{ Then, for any } 0 < \delta < 1 \text{ we have} \]

\[ \Pr[X \leq \mu(1 - \delta)] \leq \exp\left(-\frac{\mu \cdot \delta^2}{2}\right), \]

and

\[ \Pr[X \geq \mu(1 + \delta)] \leq \exp\left(-\frac{\mu \cdot \delta^2}{3}\right) \]

\[ \textbf{The early and late sections of the stream} \]

Our algorithm will use the first \( \epsilon m \) edges of the stream to learn about the graph and will effectively ignore them for the purposes of analyzing the maximum matching. Thus, we only approximate the maximum matching in the later \((1 - \epsilon)m\) edges of stream; because the stream is random, these edges still contain a large fraction of the maximum matching. We use the following definitions and lemmas to formalize this intuition.

\[ \textbf{Definition 3.} \quad \text{We Let } E^{\text{early}} \text{ denote the first } \epsilon m \text{ edges of the stream, and } E^{\text{late}} \text{ denote the rest: that is, } E^{\text{early}} = \{e_1, \ldots, e_{\epsilon m}\}, \text{ and } E^{\text{late}} = \{e_{\epsilon m+1}, \ldots, e_m\}. \quad \text{Define } G^{\text{early}} = (V, E^{\text{early}}) \text{ and } G^{\text{late}} = (V, E^{\text{late}}) = G_{>\epsilon m}. \]

For the probability bounds to work out, we need to assume that \( \mu(G) \geq 20 \log(n)\epsilon^{-2} \). We justify this assumption by observing that every graph \( G \) satisfies \( m \leq 2n\mu(G) \), so if \( \mu(G) < 20 \log(n)\epsilon^{-2} \), then the algorithm can trivially return an exact maximum matching by simply storing every edge using only \( O(m) = O(\log(n)\epsilon^{-2}) \) space. This justifies the following:

\[ \textbf{Claim 4 (Assumption).} \quad \text{We can assume for the rest of the paper that } \mu(G) \geq 20 \log(n)\epsilon^{-2}. \]

Combining Claim 4 with Chernoff bound we get the following lemma, which allows us to focus our analysis on the edges in \( G^{\text{late}} \).

\[ \textbf{Lemma 5.} \quad \text{Assuming that } \epsilon < 1/2, \text{ we have that } \Pr[\mu(G^{\text{late}}) \geq (1 - 2\epsilon)\mu(G)] \geq 1 - n^{-5}. \]
Proof. Fix some maximum matching \( M = (f_1, \ldots, f_\mu(G)) \) of \( G \). Define \( X_i \) to be the indicator variable that edge \( f_i \in M \) appears in \( G^{\text{late}} \). Since \( G^{\text{late}} \) is random, and since \( G^{\text{late}} \) contains exactly \((1-\epsilon)m\) edges, we have that \( E[X_i] = (1-\epsilon) \) and \( \sum E[X_i] = (1-\epsilon)\mu(G) \). It is also easy to see that the \( X_i \) are negatively associated, since these variables correspond to sampling \((1-\epsilon)m\) edges without replacement. Recall from Claim 4 that we assume \( \mu(G) > 20 \log(n)\epsilon^{-2} \). Applying the Chernoff Bound in Theorem 2 completes the proof.

Existing Work on EDCS

We now review the basic facts about the edge-degree constrained subgraph (EDCS), which was first introduced in [7].

Definition 6. Let \( G = (V, E) \) be a graph, and \( H = (V, E_H) \) a subgraph of \( G \). Given any parameters \( \beta \geq 2 \) and \( \lambda < 1 \), we say that \( H \) is a \( (\beta, \lambda) \)-EDCS of \( G \) if \( H \) satisfies the following properties:

- [Property P1]. For any edge \( (u, v) \in H \), \( \deg_H(u) + \deg_H(v) \leq \beta \)
- [Property P2]. For any edge \( (u, v) \in G \setminus H \), \( \deg_H(u) + \deg_H(v) \geq \beta(1-\lambda) \).

The crucial fact about the EDCS is that it always contains a (almost) \( 2/3 \)-approximate matching. The simplest proof of Lemma 7 below is in Lemma 3.2 of [4].

Lemma 7 ([4]). Let \( G(V, E) \) be any graph and \( \epsilon < 1/2 \) be some parameter. Let \( \lambda, \beta \) be parameters with \( \lambda \leq \frac{\epsilon}{24}, \beta \geq 8\lambda^{-2}\log(1/\lambda) \). Then, for any \( (\beta, \lambda) \)-EDCS \( H \) of \( G \), we have that \( \mu(H) \geq (\frac{\lambda}{4} - \epsilon)\mu(G) \). (Note that the final guarantee is stated slightly differently than in Lemma 3.2 of [4], and to ensure the two are equivalent, we set \( \lambda \) to be a factor of two smaller than in Lemma 3.2 of [4].)

3 Our Modified Subgraph

Unlike the algorithm of [3], we do not actually construct an EDCS of \( G \), as we do not know how to do this in less than \( O(n^{1.5}) \) space. We instead rely on a more relaxed set of properties, which we analyze using Lemma 7 as a black-box. We now introduce some of the basic new tools used by our algorithm. Note that graph \( G \) in the lemma and definitions below crucially refers to any arbitrary graph \( G \), and not necessarily the main input graph of the streaming algorithm.

Definition 8. We say that a graph \( H \) has bounded edge-degree \( \beta \) if for every edge \( (u, v) \in H \), \( \deg_H(u) + \deg_H(v) \leq \beta \).

Definition 9. Let \( G \) be any graph, and let \( H \) be a subgraph of \( G \) with bounded edge-degree \( \beta \). For any parameter \( \lambda < 1 \), we say that an edge \( (u, v) \in G \setminus H \) is \((G, H, \beta, \lambda)\)-underfull if \( \deg_H(u) + \deg_H(v) < \beta(1 - \lambda) \).

The two definitions above effectively separate the two EDCS properties: any subgraph \( H \) of \( G \) with bounded edge-degree \( \beta \) automatically satisfies property P1 of an EDCS, and underfull edges are then those that violate property P2. We now show that one can always construct a large matching from the combination of these two parts.

Lemma 10. Let \( \epsilon < 1/2 \) be any parameter, and let \( \lambda, \beta \) be parameters with \( \lambda \leq \frac{\epsilon}{24}, \beta \geq 16\lambda^{-2}\log(1/\lambda) \). Consider any graph \( G \), and any subgraph \( H \) with bounded edge-degree \( \beta \). Let \( X \) contain all edges in \( G \setminus H \) that are \((G, H, \beta, \lambda)\)-underfull. Then \( \mu(X \cup H) \geq (2/3 - \epsilon)\mu(G) \).
Proof. Note that it is NOT necessarily the case that $H \cup X$ is an EDCS of $G$, because adding the edges of $X$ to $H$ will increase vertex and edge degrees in $H$, so $H \cup X$ might not satisfy property P1 of an EDCS. We thus need a more careful argument.

Let $M_G$ be the maximum matching in $G$, let $M_H^H = M_G \cap H$ and let $M_H^{G \setminus H} = M_G \cap (G \setminus H)$. Let $X^M = X \cap M_H^{G \setminus H}$. Note that by construction, $M_G \subseteq H \cup M_H^{G \setminus H}$, so $\mu(H \cup M_H^{G \setminus H}) = \mu(G)$.

We now complete the proof by showing that $H \cup X^M$ is a $(\beta + 2, 2\lambda)$-EDCS of $H \cup M_H^{G \setminus H}$.

Let us start by showing property P2. Recall that $\left(\frac{1}{\beta} - 1\right)$-underfull edges in $H$ satisfy property P1 of an EDCS. We thus need a more careful argument.

For property P1, note that $\deg_H(u) + \deg_H(v) < \beta(1 - \lambda)$, so by construction $X^M$ contains all such edges in $M_H^{G \setminus H}$. Thus, every edge $(u, v) \in (H \cup M_H^{G \setminus H}) \setminus (H \cup X^M) = M_H^{G \setminus H} \setminus X^M$ must have $\deg_H(u) + \deg_H(v) \geq \beta(1 - \lambda) \geq (\beta + 2)(1 - 2\lambda)$, where the last inequality is just rearranging the algebra to fit Property P2 for our new EDCS parameters of $\beta + 2, 2\lambda$.

Note that because of how we set the parameters, $\beta' = \beta + 2 < 2\beta$ and $\lambda' = 2\lambda$ satisfy the requirements of Lemma 7. We thus have that $\mu(H \cup X) \geq \mu(H \cup X^M) \geq (2/3 - \epsilon) \mu(H \cup M_H^{G \setminus H}) = (2/3 - \epsilon) \mu(G)$. ▶

4 The Algorithm

4.1 The Two Phases

Our algorithm will proceed in two phases. Once phase I terminates, the algorithm proceeds to phase II and never returns to phase I. The goal of phase I is to construct a suitable subgraph $H$ of $G$. We now state the formal properties that will be guaranteed by phase I.

Definition 11 (parameters). Throughout this section we use the following parameters. Let $\epsilon < 1/2$ be the final approximation parameter we are aiming for. Set $\lambda = \frac{\epsilon}{128\lambda}$ and set $\beta = 16\lambda^{-2}\log(1/\lambda)$; note that $\lambda$ and $\beta$ are $O(\text{poly}(1/\epsilon))$. Set $\alpha = \frac{\epsilon m}{n^{2/3} + 1} = O(\frac{\epsilon}{n^{2/3}} \text{poly}(1/\epsilon))$ and $\gamma = 5\log(n)\frac{\beta}{\alpha} = O(n \log(n) \text{poly}(1/\epsilon))$.

Lemma 12. Phase I uses $O(n\beta) = O(n^{\text{poly}(1/\epsilon)})$ space and constructs a subgraph $H$ of $G$. The phase satisfies the following properties:

1. Phase I terminates within the first $cn$ edges of the stream. That is, Phase I terminates at the end of processing some edge $e_i$ with $i \leq cn$.

2. When Phase I terminates at the end of processing some edge $e_i$, the subgraph $H \subseteq G$ constructed during this phase satisfies the following properties:
   a. $H$ has bounded edge-degree $\beta$. As a corollary, $H$ has $O(n\beta)$ edges.
   b. With probability at least $1 - n^{-3}$, the total number of $(G_{>i}, H, \beta, \lambda)$-underfull edges in $G_{>i} \setminus H$ is at most $\gamma$. (Recall that $G_{>i}$ denotes the subgraph of $G$ that contains all edges in $\{e_{i+1}, \ldots, e_m\}$.)

We now show that if we can ensure the properties of Lemma 12, our main result follows.

Proof of Theorem 1. Let us say that Phase I terminates after edge $e_i$ and let $H$ be the subgraph constructed by Phase I. Phase II of the algorithm proceeds as follows. It initializes an empty set $X$. Then, for every edge $(u, v)$ in $S_{[i+1, m]}$, if $\deg_H(u) + \deg_H(v) < \beta(1 - \lambda)$ (that is, if $(u, v)$ is $(G_{>i}, H, \beta, \lambda)$-underfull), the algorithm adds edge $(u, v)$ to $X$. After the algorithm completes the stream, it then returns the maximum matching in $H \cup X$. 

Improved Bounds for Matching in Random-Order Streams
Let us now analyze the approximation ratio. By property 1 of Lemma 12, $G > i \subseteq G^\text{late}$; thus, $X$ contains all $(G^\text{late}, H, \beta, \lambda)$-underfull edges. By property 2a, $H$ has bounded edge-degree $\beta$. Thus, applying Lemma 10, we have that $\mu(H) \geq (2/3 - \epsilon)\mu(G^\text{late})$. Combining this with Lemma 5, we get that $\mu(H) \geq (2/3 - \epsilon)(1 - 2\epsilon)\mu(G) \geq (2/3 - 3\epsilon)\mu(G)$; using $\epsilon = \epsilon/3$ thus yields the desired approximation ratio.

For the space analysis, we know from Lemma 12 that Phase I requires $O(n\beta)$ space, which is the space needed to store subgraph $X$; this procedure repeatedly picks an edge to proceed to Phase II. (The intuition is that since the ordering of the stream is random, if the algorithm failed to find an underfull edge in an entire epoch, then there must be relatively few underfull edges left in the stream, so Property 2b of Lemma 12 will be satisfied.)

Finally, note that the only two probabilistic claims are Lemma 5 and Property 2b of Lemma 12, both of which hold with probability $\geq 1 - n^{-3}$. A union bound thus yields an overall probability of success $\geq 1 - 2n^{-3}$.

4.2 Description of Phase I

All we have left is to describe Phase I and prove Lemma 12. See Algorithm 1 for pseudocode of the entire algorithm. Recall the parameters $\epsilon, \beta, \lambda, \alpha, \gamma$ from Definition 11. Phase I is split into epochs, each containing exactly $\alpha$ edges from the stream. So in epoch $i$, the algorithm looks at $S_{(i-1)\alpha+1,\alpha}$.

Phase I initializes the graph $H = \emptyset$. In epoch $i$, the algorithm goes through the edges of $S_{(i-1)\alpha+1,\alpha}$ one by one. For edge $(u,v)$, if $\deg_H(u) + \deg_H(v) < (1 - \lambda)\beta$, then the algorithm adds edge $(u,v)$ to $H$ (Line 5). (Note that the algorithm changes $H$ over time, so $\deg_H(u) + \deg_H(v)$ always refers to the degrees in $H$ at the time edge $(u,v)$ is being examined.) After each edge insertion to $H$, the algorithm runs procedure RemoveOverfullEdges($H$) (Line 7); this procedure repeatedly picks an edge $(x,y)$ with $\deg_H(x) + \deg_H(y) > \beta$ until no such edge remains. Note that as a result, our algorithm preserves the invariant that $H$ always has bounded edge-degree $\beta$.

In each epoch, the algorithm also has a single boolean $\text{FoundUnderfull}$, which is set to True if the algorithm ever adds an edge to $H$ during that epoch. At the end of the epoch, if $\text{FoundUnderfull}$ is set to True, then the algorithm simply proceeds to the next epoch. If $\text{FoundUnderfull}$ is False, then the algorithm permanently terminates Phase I and proceeds to Phase II. (The intuition is that since the ordering of the stream is random, if the algorithm failed to find an underfull edge in an entire epoch, then there must be relatively few underfull edges left in the stream, so Property 2b of Lemma 12 will be satisfied.)

Note that $\text{FoundUnderfull}$ being false is the only way Phase I can terminate (Line 9); we prove in the analysis that this deterministically occurs within the first $cn$ edges of the stream.

4.3 Analysis

We now turn to proving Lemma 12. The hardest part is proving Property 1. Observe that every epoch that doesn’t terminate Phase I must add at least one edge to $H$. To prove Property 1, we use an auxiliary lemma that bounds the total number of changes made to $H$.

Lemma 13. Fix any parameter $\beta > 2$. Let $H = (V_H, E_H)$ be a graph, with $E_H$ initially empty. Say that an adversary adds and removes edges from $H$ using an arbitrary sequence of two possible moves

- [Deletion Move]. Remove an edge $(u,v)$ from $H$ for which $\deg_H(u) + \deg_H(v) > \beta$
- [Insertion Move]. Add an edge $(u,v)$ to $H$ for some pair $u,v \in V$ for which $\deg_H(u) + \deg_H(v) < \beta - 1$.

Then, after $n\beta^2$ moves, no legal move remains.
Algorithm 1 The algorithm for computing a matching in a random-order stream. After initialization, the algorithm goes to Phase I. Once the algorithm exits Phase I, it moves on to Phase II and never returns to Phase I. Line 9 is the only place where the algorithm can exit Phase I.

Procedure Initialization

Initialize $H = \emptyset$ /* $H$ is a global variable modified by Phase I */
Let $\epsilon < 1/2$ be the main approximation parameter
Set $\lambda = \frac{\epsilon}{128}$, $\beta = 16\lambda^{-2} \log \frac{1}{\lambda}$, $\alpha = \frac{\epsilon m}{n^{\beta+1}}$, $\gamma = 5\log \frac{n}{m}$ (Definition 11).

Go To Phase I

Procedure Phase I

Do Until Termination /* each iteration corresponds to one epoch */

(1) $\text{FoundUnderfull} \leftarrow \text{FALSE}$

(2) for $\alpha$ Iterations: do /* each epoch looks at exactly $\alpha$ edges. */

(3) Let $(u,v)$ be the next edge in the stream

(4) if $\deg_H(u) + \deg_H(v) < \beta(1-\lambda)$ then

(5) Add edge $(u,v)$ to $H$ /* note: this increases $\deg_H(u)$ and $\deg_H(v)$. */

(6) $\text{FoundUnderfull} \leftarrow \text{TRUE}$

(7) $\text{RemoveOverfullEdges}(H)$

(8) if $\text{FoundUnderfull} = \text{FALSE}$ then

(9) Go To Phase II /* permanently exit Phase I. */

/* Else, will move on to the next epoch of Phase I. */

Procedure RemoveOverfullEdges($H$)

(1) while there exists $(u,v) \in H$ such that $\deg_H(u) + \deg_H(v) > \beta$ do

(2) Remove $(u,v)$ from $H$ /* note: this decreases $\deg_H(u)$ and $\deg_H(v)$. */

/* note: when the while loop terminates, $H$ is guaranteed to have bounded edge-degree $\beta$. */

Procedure Phase II

(1) Initialize $X \leftarrow \emptyset$ /* all underfull edges will be added to $X$. */

(2) foreach remaining edge $(u,v)$ in the stream do

(3) if $\deg_H(u) + \deg_H(v) < \beta(1-\lambda)$ then

(4) Add edge $(u,v)$ to $X$ /* note: this does NOT change any $\deg_H(v)$. */

(5) Return the maximum matching in $H \cup X$;

Proof. The proof is similar to that of Proposition 2.4 in [4]. Define the following potential functions $\Phi_1(H) = (\beta - 1/2) \cdot \sum_{v \in V_H} \deg_H(v)$, $\Phi_2(H) = \sum_{(u,v) \in E_H} \deg_H(u) + \deg_H(v)$, and the main potential function $\Phi(H) = \Phi_1(H) - \Phi_2(H)$. Note that initially $H$ is empty so $\Phi(H) = 0$. We claim that at all times $\Phi(H) \leq \Phi_1(H) \leq n\beta^2$. To see this, note that every vertex $v \in V_H$ always has $\deg_H(v) \leq \beta$, because as long as $\deg_H(v) = \beta$, the adversary cannot perform any insertion moves incident to $v$. In the rest of the proof, we show that every Insertion/Deletion move increases $\Phi(H)$ by at least 1; combined with the fact that at all times $0 \leq \Phi(H) \leq n\beta^2$, we get that there are at most $n\beta^2$ moves in total.
Consider any Deletion Move of edge \((u, v)\). Clearly \(\Phi_1(v)\) decreases by exactly \(2\beta - 1\). We now show that \(\Phi_2(v)\) decreases by at least \(2\beta\). One the one hand, \(\Phi_2(v)\) decreases by at least \(\beta + 1\) because edge \((u, v)\) no longer participates in the sum, and \(\deg_H(u) + \deg_H(v)\) was \(\geq \beta + 1\) before the deletion. But at the same time, since \(\deg_H(u) + \deg_H(v) \geq \beta + 1\) before the deletion, there are at least \(\beta - 1\) edges other than \((u, v)\) incident to \(u\) or \(v\), and each of their degree decreases by 1 in the sum for \(\Phi_2(H)\). Thus, \(\Phi_2(H)\) decreases by at least \(\beta + 1 + (\beta - 1) = 2\beta\), while \(\Phi_1(H)\) decreases by exactly \(2\beta - 1\), so overall \(\Phi(H) = \Phi_1(H) - \Phi_2(H)\) increases by at least one.

Similarly, consider any Insertion Move of edge \((u, v)\). Clearly \(\Phi_1(v)\) increases by exactly \(2\beta - 1\). We now show that \(\Phi_2(v)\) increases by at most \(2\beta - 2\). Recall that \(\deg_H(u) + \deg_H(v) \leq \beta - 2\) before the insertion, so after the insertion we have that \(\deg_H(u) + \deg_H(v) \leq \beta\), so the edge \((u, v)\) itself contributes at most \(\beta\) to the sum in \(\Phi_2\). There are also at most \(\beta - 2\) edges other than \((u, v)\) incident to \(u\) or \(v\), each of whose edge degrees increases by 1. Thus, overall, \(\Phi_2(H)\) increases by at most \(\beta + (\beta - 2) = 2\beta - 2\), so \(\phi(H)\) increases by at least \((2\beta - 1) - (2\beta - 2) = 1\).

**Proof of Lemma 12.** Property 2a is clearly satisfied by construction, because after any insertion to \(H\) the algorithm runs \(\text{RemoveOnderfullEdges}(H)\) (line 7) to ensure that \(H\) has bounded edge-degree \(\beta\). As a result, we clearly have that every vertex degree is at most \(\beta\), so Phase I needs only \(O(n\beta^2)\) space to store \(H\).

For the proof of Property 1, observe that any changes the algorithm makes to \(H\) follow the rules for Insertion/Deletion moves from Lemma 13, so Algorithm 1 makes at most \(n\beta^2\) changes to \(H\). (Line 5 of Phase I corresponds to deletion moves in Lemma 13, while line 2 of \(\text{RemoveOnderfullEdges}(H)\) corresponds to insertion moves. Note that line 5 of phase I actually obeys an even stronger inequality than deletion moves, since \(\beta(1 - \lambda) < \beta - 1\).)

Each epoch that does not terminate Phase I makes at least one change to \(H\), so phase I goes through at most \(n/\beta^2 + 1\) epochs before termination. Each epoch contains \(\alpha\) edges, so overall Phase I goes through at most \(\alpha(n/\beta^2 + 1) = \epsilon m\) edges, as desired.

All that remains is to prove Property 2b. As mentioned above, the intuition is simple: the algorithm only exits Phase I if it fails to find a single underfull edge in the entire epoch (Line 9), and since the stream is random, such an event implies that there are probably relatively few underfull edges left in the stream. We now formalize this intuition.

Let \(A_i\) be the event that \(\text{FoundUnderfull}\) is set to \(\text{false}\) in epoch \(i\). Recall that epoch \(i\) ends on edge \(e_{\alpha i}\); let \(B_i\) be the event that the number of \((G_{\geq \alpha}, H, \beta, \lambda)\)-underfull edges is more than \(\gamma\). Note that Property 2b fails to hold if and only if we have \(A_i \land B_i\) for some \(i\), so we now upper bound \(\Pr[A_i \land B_i]\). Our bound relies on the randomness of the stream. Let \(E_i^\gamma\) contain all edges in the graph that have not yet appeared in the stream at the beginning of epoch \(i\). Let \(E_i^\alpha\) be the edges that appear in epoch \(i\) (for epoch), and note that \(E_i^\alpha\) is a subset of size \(\alpha\) chosen uniformly at random from \(E_i^\gamma\). Define \(H_i\) to be the subgraph \(H\) at the beginning of epoch \(i\), and define \(E_i^\nu \subseteq E_i^\alpha\) to be the set \(\{(u, v) \in E_i^\alpha \mid \deg_H(u) + \deg_H(v) < \beta(1 - \lambda)\}\) (\(u\) for underfull). Observe that because of event \(A_i\), the graph \(H\) does not change throughout epoch \(i\), so an edge that is underfull at any point during the epoch will be underfull at the end as well. Thus, \(A_i \land B_i\) is equivalent to the event that \(|E_i^\nu| > \gamma\) but \(E_i^\nu \cap E_i^\gamma = \emptyset\).

Let \(A_i^k\) be the event that the \(k\)th edge of epoch \(i\) is not in \(E_i^\nu\). We have that

\[
\Pr[B_i \land A_i] \leq \Pr[A_i] \land B_i] = \Pr[A_i^1] \land B_i] \prod_{k=2}^{\alpha} \Pr[A_i^k] \land B_i, A_i^1, \ldots, A_i^{k-1}].
\]
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Now, observe that
\[ \Pr[A_i | B_i] < 1 - \frac{\gamma}{m} \]
because the first edge of the epoch is chosen uniformly at random from the set of \( \leq m \) remaining edges, and the event fails if the chosen edge is in \( E_i \), where \( |E_i| > \gamma \) by definition of \( B_i \). Similarly, for any \( k \),
\[ \Pr[A_i^k | B_i, A_i^1, \ldots, A_i^{k-1}] < 1 - \frac{\gamma}{m} \]
because conditioning on the previous events \( A_i^j \) implies that no edge from \( E_i \) has yet appeared in this epoch, so there are still at least \( \gamma \) edges from \( E_i \) left in the stream.

Recall from Definition 11 that \( \gamma = 5 \log(n) \cdot \frac{m}{\alpha} \). Combining the three above equations yields that \( \Pr[B_i \land A_i] \leq (1 - \frac{\gamma}{m})^\alpha = (1 - \frac{5 \log(n)}{\alpha})^\alpha \leq n^{-5} \). There are clearly at most \( n^2 \) epochs, so union bounding over all of them shows that Property 2b fails with probability at most \( n^{-5} \), as desired.

5 Open Problems

We presented a new single-pass streaming algorithm for computing a maximum matching in a random-order stream. The algorithm achieves a \((2/3 - \epsilon)\)-approximation using \( O(n \log(n)) \) space; these bounds improve upon all previous results for the problem.

But while \( 2/3 \) is a natural boundary, there is no reason to believe it is the best possible. Is there an algorithm with approximation ratio \( 2/3 + \Omega(1) \)? Is it possible to compute a \((1 - \epsilon)\)-approximate matching in random-order streams? A lower bound of \( 1 - \Omega(1) \) in this setting would also be extremely interesting.

Another natural open problem is get improved bounds for weighted graphs. Gamlath et al. [18] recently broke through the barrier of \( 1/2 \) and presented an algorithm for weighted graphs that computes a \( 0.506 \)-approximation (or \( 0.512 \) in bipartite graphs) in random-order streams. Can we improve the approximation ratio to \( 2/3 \) in weighted graphs? To \((1 - \epsilon)\)?
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Abstract

In the online multiple knapsack problem, an algorithm faces a stream of items, and each item has to be either rejected or stored irrevocably in one of \( n \) bins (knapsacks) of equal size. The gain of an algorithm is equal to the sum of sizes of accepted items and the goal is to maximize the total gain.

So far, for this natural problem, the best solution was the 0.5-competitive algorithm FirstFit (the result holds for any \( n \geq 2 \)). We present the first algorithm that beats this ratio, achieving the competitive ratio of \( \frac{1}{1 + \ln(2)} - O(1/n) \approx 0.5906 - O(1/n) \). Our algorithm is deterministic and optimal up to lower-order terms, as the upper bound of \( 1/(1 + \ln(2)) \) for randomized solutions was given previously by Cygan et al. [TOCS 2016].
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1 Introduction

Knapsack problems have been studied in theoretical computer science for decades [13, 14]. In particular, in the multiple knapsack problem [2, 5, 6, 7, 10, 12, 18], items of given sizes and profits have to be stored in \( n \) bins (knapsacks), each of capacity 1. The goal is to find a subset of all items that maximizes the total profit and can be feasibly packed into bins without exceeding their capacities. We consider an online scenario, where an online algorithm is given a sequence of items of unknown length. When an item is presented to an algorithm, it has to either irrevocably reject the item or accept it to a chosen bin (which cannot be changed in the future). The actions of an online algorithm have to be made without the knowledge of future items.

Proportional case. In this paper, we focus on the most natural, proportional variant (sometimes called uniform), where item profits are equal to item sizes and the goal is to maximize the sum of profits of all accepted items.
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The single-bin case \( (n = 1) \) has been fully resolved: no deterministic online algorithm can be competitive [16], and the best randomized algorithm ROne by Böckenhauer et al. [4] achieves the optimal competitive ratio of 0.5.\(^1\)

Less is known for multiple-bin case \( (n \geq 2) \). Cygan et al. [7] showed that the FirstFit algorithm is 0.5-competitive and proved that no algorithm (even a randomized one) can achieve a competitive ratio greater than \( R \), where

\[
R = 1/(1 + \ln 2) \approx 0.5906.
\]

**Other variants.** Some authors focused on the variant, where the goal is to maximize the maximum profit over all bins, instead of the sum of the profits. For this objective, optimal competitive ratios are already known: 0.5-competitive deterministic algorithm was given by Böckenhauer et al. [4], and the upper bound of 0.5 holding even for randomized solutions were presented by Cygan et al. [7].

The multiple knapsack problem can be generalized in another direction: profits and sizes may be unrelated. However, already the unit variant, where the profit of each item is equal to 1, does not admit any competitive solutions (even randomized ones) [5].

These results together mean that the proportional case studied in this paper is the only variant, whose online complexity has not been fully resolved yet.

### 1.1 Our results

The main result of this paper is an \((R - O(1/n))\)-competitive deterministic online algorithm for the proportional variant of the multiple knapsack problem. We give insights for our construction in Section 1.3 below and the definition of our algorithm later in Section 2. Given the upper bound of \( R \) for randomized solutions [7], our result is optimal up to lower-order terms also for the class of randomized solutions.

It is possible to show that for deterministic algorithms, the term \( O(1/n) \) in the competitive ratio is inevitable: in the full version of the paper, we show how the upper bound construction given in [7] can be tweaked and extended to show that the competitive ratio of any deterministic algorithm is at most \( R - O(1/n) \).

### 1.2 Related work

Some previous papers focused on a removable scenario, where an accepted item can be removed afterwards from its bin [2, 7, 8, 10, 11]. Achievable competitive ratios are better than their non-removable counterparts; in particular, the proportional variant admits constant-competitive deterministic algorithms even for a single bin [10].

The online knapsack problem has been also considered in relaxed variants: with resource augmentation, where the bin capacities of an online algorithm are larger than those of the optimal offline one [11, 17], with a resource buffer [9], or in the variant where an algorithm may accept fractions of items [17].

The hardness of the variants with arbitrary profits and sizes as well as applications to online auctions motivated another strand of research focused on the so-called random-order model [1, 3, 15, 19]. There, the set of items is chosen adversarially, but the items are presented to an online algorithm in random order.

---

\(^1\) An online algorithm is called \( \alpha \)-competitive if, for any input instance, its total profit is at least fraction \( \alpha \) of the optimal (offline) solution. While many papers use the reciprocal of \( \alpha \) as the competitive ratio, the current definition is more suited for accounting arguments in our proofs.
1.3 Algorithmic challenges and ideas

Our algorithm splits items into three categories: large (of size greater than $1/2$), medium (of size from the interval $[\phi, 1/2]$) and small (of size smaller than $\phi$). We defer the actual definition of $\phi$.

First, we explain what an online algorithm should do when it faces a stream of large items. Note that no two large items can fit together in a single bin. If an algorithm greedily collects all large items, then the adversary may give $n$ items of size $1/2 + \epsilon$ (accepted by an online algorithm) followed by $n$ items of size $1$ (accepted by an optimal offline algorithm Opt), and the resulting competitive ratio is then $0.5$. On the other hand, if an algorithm stops after accepting some number of large items, Opt may collect all of them.

Our Rising Threshold Algorithm (RTA) balances these two strategies. It chooses a non-decreasing threshold function $f : [0, 1] \rightarrow [1/2, 1]$ and ensures that the size of the $i$-th accepted large item is at least $f(i/n)$. While an actual definition of $f$ is given later, to grasp a general idea, it is worth looking at its plot in Figure 1 (left). A natural adversarial strategy is to give large items meeting these thresholds, and once RTA fills $k$ bins, present $n$ items of sizes slightly smaller than the next threshold $f((k + 1)/n)$. These items will be rejected by RTA but can be accepted by Opt. Analyzing this strategy and ensuring that the ratio is at least $R$ for any choice of $k$ yields boundary conditions. Analyzing these conditions for $n$ tending to infinity, we obtain a differential equation, whose solution is the function $f$ used in our algorithm.

The actual difficulty, however, is posed by medium items. RTA never proactively rejects them and it keeps a subset of marked medium items in their own bins (one item per one bin), while it stacks the remaining, non-marked ones (places them together in the same bin, possibly combining items of similar sizes). This strategy allows RTA to combine a large item with marked medium items later. However, the amount of marked items has to be carefully managed as they do not contribute large gain alone. A typical approach would be to partition medium items into discrete sub-classes, control the number of items in each class, and analyze the gain on the basis of the minimal size item in a particular subclass. To achieve optimal competitive ratio, we however need a more fine-grained approach: we use a carefully crafted continuous function $\xi$ to control the number of marked items larger than a given value. Analyzing all possible adversarial strategies gives boundary conditions for $\xi$. In particular, the value $\phi$ that separates medium items from small ones was chosen as the minimum value that ensures the existence of function $\xi$ satisfying all boundary conditions.

Finally, we note that simply stacking small items in their own bins would not lead to the desired competitive ratio. Instead, RTA tries to stack them in a single bin, but whenever its load exceeds $\phi$, RTA tries to merge them into a single medium item and verify whether such an item could be marked. This allows for combining them in critical cases with large items.

1.4 Preliminaries

We have $n$ bins of capacity $1$, numbered from 1 to $n$. An input is a stream of items from $(0, 1]$, defined by their sizes. Upon seeing an item, an online algorithm has to either reject it or place it in an arbitrary bin without violating the bin’s capacity. The load of a bin $b$, denoted $\text{load}(b)$, is the sum of item sizes stored in bin $b$. We define the load of a set of items as the sum of their sizes and the total load as the load of all items collected by an algorithm. Additionally, for any $x \leq 1/2$, we define $\text{pile}(x) = \max\{2/3, 2x\}$. Note that if we put medium items of sizes at least $x$ (till it is possible) into a bin $b$, then $\text{load}(b) \geq \text{pile}(x)$.
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To simplify calculations, for any set $Z$ of items, we define the gain of $Z$, denoted $g(Z)$, as their load divided by $n$; similarly, the total gain is the total load divided by $n$. Furthermore, we use $\min(Z)$ to denote the minimum size of an item in set $Z$. If $Z$ is accepted by our online algorithm, $b(Z)$ denotes the number of bins our algorithm uses to accommodate these items, divided by $n$. For any value $x \in [0, 1]$, $Z_{x} \geq x$ is the set of all items from $Z$ of size greater or equal $x$. Whenever we use terms $g(Z)$, $\min(Z)$ or $b(Z)$ for a set $Z$ that varies during runtime, we mean these values for the set $Z$ after an online algorithm terminates its execution.

For any input sequence $\sigma$ and an algorithm $A$, we use $A(\sigma)$ to denote the total gain of $A$ on sequence $\sigma$. We denote the optimal offline algorithm by $\text{OPT}$.

1.5 Neglecting lower-order terms

As our goal is to show the competitive ratio $R - O(1/n)$, we introduce a notation that allows to neglect terms of order $1/n$. We say that $x$ is approximately equal to $y$ (we write $x \approx y$) if $|x - y| = O(1/n)$. Furthermore, we say that $x$ is approximately greater than $y$ (we write $x \gtrsim y$) if $x \geq y$ or $x \approx y$; we define relation $\lessapprox$ analogously. Each of these relations is transitive when composed a constant number of times.

In our analysis, we are dealing with Lipschitz continuous functions (their derivative is bounded by a universal constant). For such function $h$, (i) the relation $\approx$ is preserved after application of $h$, and (ii) an integral of $h$ can be approximated by a sum, as stated in the following facts, used extensively in the paper.

- **Fact 1.** Fix any Lipschitz continuous function $h$ and values $x \approx y$ from its domain. Then, $h(x) \approx h(y)$. Furthermore, if $h$ is non-decreasing, then $x \lessapprox y$ implies $h(x) \lessapprox h(y)$ and $x \gtrsim y$ implies $h(x) \gtrsim h(y)$.

- **Fact 2.** For any Lipschitz continuous function $h$ and integers $a$, $b$ satisfying $1 \leq a \leq b \leq n$, it holds that $(1/n) \cdot \sum_{i=a+1}^{b} h(i/n) \approx \int_{a/n}^{b/n} h(x) \, dx$.

1.6 Roadmap of the proof

We present our algorithm in Section 2. Its analysis consists of three main parts.

- In Section 3, we investigate the gain of RTA on large items and explain the choice of the threshold function $f$.
- In Section 4, we study properties of medium items, marking routine, function $\xi$ and show how the marked items influence the gain on other non-large items.
- In Section 5, we study the impact of marked items on bins containing large items.

Each of these parts is concluded with a statement that, under certain conditions, RTA is $(R - O(1/n))$-competitive (cf. Lemma 5, Lemma 15, Lemma 20 and Lemma 21). In Section 6, we argue that these lemmas cover all possible outcomes. For succinctness, some technical claims have been moved to Section 7.

2 Rising Threshold Algorithm

We arrange items into three categories: small, medium and large. We say that an item is large if its size is in the range $(1/2, 1]$, medium if it is in the range $[\phi, 1/2]$, and otherwise it is small, where we define

\[ \xi_c = (1 + (2/3) \cdot \ln(4/3)) \cdot R - 2/3 \approx 0.0372 \quad \text{and} \quad (1) \]
\[ \phi = (2/3) \cdot \xi_c / (2/3 - R + \xi_c) \approx 0.2191. \quad (2) \]
We further arrange medium items into subcategories $M_2$, $M_3$ and $M_4$: a medium item belongs to $M_i$ if its size is from range $(1/(i + 1), 1/i)$. As we partition only medium items this way, $M_4$ contains items of sizes from $[\phi, 1/4]$. Note that at most $i$ items of category $M_i$ fit in a single bin.

At some times (defined precisely later) a group of small items of a total load from $[\phi, 2\phi)$ stored in a single bin may become merged, and from that point is treated as a single medium item. We ensure that such merging action does not violate invariants of our algorithm.

Our algorithm RTA applies labels to bins; the possible labels are $E$, $A$, $S_\ast$, $M_S$, $M_2$, $M_3$, and $L_+$. Each bin starts as an $E$-bin, and RTA can relabel it later. The label determines the content of a given bin:
- an $E$-bin is empty,
- an $A$-bin (an auxiliary bin) contains small items of a total load smaller than $\phi$ and at most one $A$-bin exists at any time,
- an $S_\ast$-bin contains one or multiple small items,
- an $M_S$-bin contains a single marked medium item,
- an $M_i$-bin contains one or more medium items of category $M_i$,
- an $L_+$-bin contains a single large item and possibly some other non-large ones.

For any label $C$, we define a corresponding set, also denoted $C$, containing all items stored in bins of label $C$. For instance, $L_+$ is a set containing all items stored in $L_+$-bins. Furthermore, we define $L$ as the set of all large items (clearly $L \subseteq L_+$ and $b(L) = b(L_+)$) and the set $M_\ast = M_2 \uplus M_3 \uplus M_4$.

RTA processes a stream of items, and it operates until the stream ends or there are no more empty bins (even if an incoming item could fit in some partially filled bin). Upon the arrival of an item, RTA classifies it by its size and proceeds as described below.

**Large items.** Whenever a large item arrives, RTA compares its size with the threshold $f(b(L) + 1/n)$, and if the item is smaller, RTA rejects it. The function $f: [0, 1] \rightarrow [1/2, 1]$ is defined as

\[
f(x) = \begin{cases} 
1/2 & \text{if } x \leq R, \\
(2e)x - 1 & \text{otherwise},
\end{cases}
\]

and depicted in Figure 1 (left). If the item meets the threshold, RTA attempts to put it in an $M_S$-bin with sufficient space left (relabeling it to $L_+$), and if no such bin exists, RTA puts the item in any empty bin.
Medium items. We fix a continuous and decreasing function $\xi$ that maps medium item sizes to $[0, \xi_c/\phi]$:

\[
\xi(x) = \begin{cases} 
\xi_c/x & \text{if } x \in [\phi, 1/3], \\
9\xi_c \cdot (1 - 2x) & \text{if } x \in (1/3, 1/2]. 
\end{cases}
\] (4)

We say that the subset $Z$ of medium items is $\xi$-dominated if $|Z^{\leq x}|/n \leq \xi(x)$ for any $x \in Z$. Intuitively, it means that if we sort items of $Z$ from largest to smallest, then all points $(i/n, x_i)$ are under or at the plot of $\xi^{-1}$, see Figure 3 (left).

RTA never proactively rejects medium items, i.e., it always accepts them if it has an empty bin. Some medium items become marked upon arrival; we denote the set of medium marked items by $D$. Large or small items are never marked. Marked medium items are never combined in a single bin with other marked medium items. At all times, RTA ensures that the set $D$ is $\xi$-dominated. As no two items from $D$ are stored in a single bin, this corresponds to the condition $b(D^{\leq x}) \leq \xi(x)$ for any $x \in D$. Each marked item is stored either in an $M_S$-bin (alone) or in an $L_+$-bin (together with a large item and possibly some other non-marked items). That is, $M_S \subseteq D \subseteq M_S \cup L_+$.

Whenever a medium item arrives, RTA attempts to put it in an $L_+$-bin. If it does not fit there, RTA verifies whether marking it (including it in the set $D$) preserves $\xi$-domination of $D$. If so, RTA marks it and stores it in a separate $M_S$-bin. Otherwise, RTA fails to mark the item and the item is stored in an $M_i$-bin (where $i$ depends on the item size); it is added to an existing bin whenever possible and a new $M_i$-bin is opened only when necessary.

We emphasize that if RTA puts a large item in an $M_S$-bin later (and relabel it to $L_+$), the sole medium item from this bin remains marked (i.e., in the set $D$). However, if a medium item fits in an $L_+$-bin at the time of its arrival, it avoids being marked, even though its inclusion might not violate $\xi$-dominance of the set $D$. Note also that $M_i$ contains medium items RTA failed to mark.

Small items. RTA never proactively rejects any small item. Whenever a small item arrives, RTA attempts to put this item in an $L_+$-bin, in an $S_*$-bin, and in the $A$-bin, in this exact order. If the item does not fit in any of them (this is possible only if the $A$-bin does not exist), RTA places it in an empty bin and relabels this bin to $A$.

If RTA places the small item in an already existing $A$-bin and in effect its load reaches or exceeds $\phi$, RTA attempts to merge all its items into a single medium marked item. If the resulting medium item can be marked and included in $D$ without violating its $\xi$-dominance, RTA relabels the $A$-bin to $M_S$ and treats its contents as a single marked medium item from now on. Otherwise, it simply changes the label of the $A$-bin to $S_*$.

3 Gain on large items

In this section, we analyze the gain of RTA on large items. To this end, we first calculate the integral of function $f$, denoted $F$ (see Figure 1, left) and list its properties that can be verified by routine calculations.

\[
F(x) = \int_0^x f(y) dy = \begin{cases} 
x/2 & \text{if } x \leq R, \\
R \cdot (2e)^{x-1} & \text{otherwise.} \end{cases}
\] (5)

▲ Lemma 3. The following properties hold for function $F$.
1. $f^{-1}(c) = 1 + R \cdot \ln c$ and $F(f^{-1}(c)) = R \cdot c$ for any $c \in (1/2, 1]$.
2. $F(x)/f(x) = \min(x, R)$ for any $x \in [0, 1]$.
3. $(1/n) \cdot \sum_{i=1}^{\ell} f(i/n) \approx \int_0^{\ell/n} f(x) dx = F(\ell/n)$ for any $\ell \in \{0, \ldots, n\}$. 


Using Lemma 3, we may bound on the gain of RTA on large items \( L \) and use this bound to estimate its competitive ratio when it terminates with empty bins.

\[
\text{Lemma 4.} \quad \text{It holds that } g(L) \gtrsim F(b(L)) = F(b(L_+)). \text{ Moreover, } g(L) \gtrsim F(b(L)) + g(L^{\geq x}) - x \cdot b(L^{\geq x}) \text{ for any } x \geq f(b(L)).
\]

**Proof.** For the first part of the lemma, we sort large items from \( L \) in the order they were accepted by RTA. The size of the \( i \)-th large item is at least the threshold \( f(i/n) \). Hence, by Lemma 3, \( g(L) \geq (1/n) \cdot \sum_{i=1}^{\lfloor |L|/n \rfloor} f(i/n) \approx F(|L|/n) = F(b(L)). \)

To show the second part, we fix any \( x \geq f(b(L)) \) and for each large item of size greater than \( x \) we reduce its size to \( x \). The total gain of the removed parts is exactly \( g(L^{\geq x}) - x \cdot b(L^{\geq x}) \). The resulting large item sizes still satisfy acceptance thresholds, and thus the gain on the remaining part of \( L \) is approximately greater than \( F(b(L)) \). Summing up yields \( g(L) \gtrsim F(b(L)) + g(L^{\geq x}) - x \cdot b(L^{\geq x}) \).

3.1 When RTA terminates with some empty bins

\[
\text{Lemma 5.} \quad \text{If RTA terminates with some empty bins, then it is } (R - O(1/n))\text{-competitive.}
\]

**Proof.** Fix an input sequence \( \sigma \). As RTA terminates with empty bins, it manages to accept all medium and small items from \( \sigma \). Furthermore, it accepts large items from \( \sigma \) according to the thresholds given by function \( f \). Recall that \( f \) is non-decreasing: at the beginning it is equal to \( 1/2 \) (RTA accepts any large item) and the acceptance threshold grows as RTA accepts more large items. Let \( x = f(b(L) + 1/n) \) be the value of the acceptance threshold for large items when RTA terminates. We consider two cases:

- \( b(L) \leq R - 1/n \). The threshold used for each large item is at most \( x \leq f(R) = 1/2 \), i.e., RTA accepts all large items. Then, RTA accepts all items and is \( 1 \)-competitive.
- \( b(L) > R - 1/n \). Let \( N \) be the set of all non-large items accepted by RTA. By Lemma 4,

\[
\text{RTA}(\sigma) = g(L) + g(N) \gtrsim F(b(L)) + g(L^{\geq x}) - x \cdot b(L^{\geq x}) + g(N)
\]

\[
\approx R \cdot x + g(L^{\geq x}) - x \cdot b(L^{\geq x}) + g(N).
\]

where for the last relation we used \( F(b(L)) \approx F(f^{-1}(x)) = R \cdot x \) (by Lemma 3).

As RTA takes all non-large items and all large items that are at least \( x \), the input sequence \( \sigma \) contains items taken by RTA and possibly some large items smaller than \( x \). Thus, the gain of \( \text{OPT} \) on large items is maximized when it takes \( L^{\geq x} \) and fills the remaining \( n - |L^{\geq x}| \) bins with large items from \( \sigma \) smaller than \( x \). The total gain of \( \text{OPT} \) is thus at most

\[
\text{OPT}(\sigma) \leq g(L^{\geq x}) + x \cdot (1 - b(L^{\geq x})) + g(N) = x + g(L^{\geq x}) - x \cdot b(L^{\geq x}) + g(N).
\]

Comparing the bounds on gains of RTA and \( \text{OPT} \) and observing that the term \( g(L^{\geq x}) - x \cdot b(L^{\geq x}) + g(N) \) is non-negative, yields \( \text{RTA}(\sigma) \geq R \cdot \text{OPT}(\sigma) - O(1/n) \). As \( \text{OPT}(\sigma) \geq g(L) = \Omega(1) \), we obtain \( \text{RTA}(\sigma) \geq (R - O(1/n)) \cdot \text{OPT}(\sigma) \).

As an immediate corollary, we observe that if \( \sigma \) contains large items only, then RTA is \((R - O(1/n))\text{-competitive: If it terminates with empty bins, then its competitive ratio follows by Lemma 5. Otherwise, it terminates with } n \text{ large items, and hence, by Lemma 4, } \text{RTA}(\sigma) \gtrsim F(b(L)) = F(1) = R. \text{ On the other hand, } \text{OPT}(\sigma) \leq 1, \text{ and therefore the competitive ratio is at most } R - O(1/n) \text{ also in this case.}
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We start with a shorthand notation. Let

\[ T(a, b) = (a + b - 1/2) \cdot (\xi(b) - \xi(a)), \]

where \( a, b \in [\varphi, 1/2] \) (so that the values of \( \xi(a) \) and \( \xi(b) \) are well defined).

Our choice of function \( \xi \) satisfies the conditions below. In fact, for our analysis to hold, function \( \xi \) could be replaced by any Lipschitz continuous and non-increasing function mapping \([\varphi, 1/2]\) to \([0, 1]\) satisfying these properties.

\[ T(a, b) = (a + b - 1/2) \cdot (\xi(b) - \xi(a)), \]

where \( a, b \in [\varphi, 1/2] \) (so that the values of \( \xi(a) \) and \( \xi(b) \) are well defined).

Our choice of function \( \xi \) satisfies the conditions below. In fact, for our analysis to hold, function \( \xi \) could be replaced by any Lipschitz continuous and non-increasing function mapping \([\varphi, 1/2]\) to \([0, 1]\) satisfying these properties.

\[ T(a, b) = (a + b - 1/2) \cdot (\xi(b) - \xi(a)), \]

where \( a, b \in [\varphi, 1/2] \) (so that the values of \( \xi(a) \) and \( \xi(b) \) are well defined).

Our choice of function \( \xi \) satisfies the conditions below. In fact, for our analysis to hold, function \( \xi \) could be replaced by any Lipschitz continuous and non-increasing function mapping \([\varphi, 1/2]\) to \([0, 1]\) satisfying these properties.

4 Gain on medium items

In the remaining part of the analysis, we make use of the following functions. For any \( c \in (1/2, 1] \), let \( P(c) = \int_0^c \min\{f(y), c\} \, dy \) and \( Q(c) = \int_c^1 \max\{c - f(y), 0\} \, dy \). Both functions are increasing and depicted in Figure 1 (right). As we show below (cf. the last property of Lemma 6), \( P(c) \) lower-bounds the gain of \( \text{RTA} \) in the case when its load on non-\( L_a \) bins is at least \( c \).

Lemma 6. Fix any \( c \in (1/2, 1] \) and any \( x \in [0, 1] \). It holds that

1. \( P(c) = c - R \cdot c \cdot \ln(2c) \),
2. \( Q(c) = R \cdot c \cdot \ln(2c) \),
3. \( P(c) + Q(c) = c \),
4. \( F(x) + c \cdot (1 - x) \geq P(c) \).

Proof of Lemma 6. We fix any \( c \in (1/2, 1] \) and any \( x \in [0, 1] \). For the first property, observe that

\[ P(c) = \int_0^{1/c} f(y) \, dy + \int_{1/c}^1 c \, dy = \mathcal{F}(1/c) + c \cdot (1 - f^{-1}(c)) = c - R \cdot c \cdot \ln(2c), \]

where for the last equality we used Lemma 3. Similarly, the second property follows as

\[ Q(c) = \int_0^{1/c} c - f(y) \, dy = c \cdot f^{-1}(c) - \mathcal{F}(f^{-1}(c)) = R \cdot c \cdot \ln(2c). \]

The third relation, \( P(c) + Q(c) = c \), follows immediately by the first two. Finally, for the last relation, we use

\[ F(x) + c \cdot (1 - x) = \int_0^x f(y) \, dy + \int_x^1 c \, dy \geq \int_0^x \min\{f(y), c\} \, dy + \int_x^1 \min\{f(y), c\} \, dy = P(c). \]

See also Figure 2 for a geometric argument.

4.1 Boundary conditions on function \( \xi \)

We start with a shorthand notation. Let \( T(a, b) = (a + b - 1/2) \cdot (\xi(b) - \xi(a)) \), where \( a, b \in [\varphi, 1/2] \) (so that the values of \( \xi(a) \) and \( \xi(b) \) are well defined).

Our choice of function \( \xi \) satisfies the conditions below. In fact, for our analysis to hold, function \( \xi \) could be replaced by any Lipschitz continuous and non-increasing function mapping \([\varphi, 1/2]\) to \([0, 1]\) satisfying these properties.
4.2 Marked and tight items

We start with a simple bound on the gain of RTA on $M_S$-bins. Recall that these bins store single marked items.

**Lemma 8.** If RTA terminates with at least one $M_S$-bin, then $g(M_S) \geq \min(M_S) \cdot b(M_S)$, and $b(M_S) \leq \xi(\min(M_S))$.

**Proof.** The first condition follows trivially as each $M_S$-bin contains a single medium item of size at least $\min(M_S)$. For the second condition, note that $M_S \subseteq D$, and thus also $M_S \subseteq D_{z\min(M_S)}$. As $D$ is $\xi$-dominated, $b(M_S) \leq b(D_{z\min(M_S)}) \leq \xi(\min(M_S))$. ▶

We now take a closer look at the marked items and their influence on the gain on other sets of items. We say that a medium marked item $x \in D$ is *tight* if it is on the verge of violating $\xi$-domination invariant.

**Definition 9.** An item $x \in D$ is tight if $b(D_{z^x}) > \xi(x) - 1/n$.

If an item $x \in D$ is tight, then another item of size $x$ or greater cannot be included in $D$ without violating $\xi$-domination invariant. Figure 3 (left) illustrates this concept. As $D$ can only grow, once an item becomes tight, it remains tight till the end. We emphasize that items smaller than $x$ are not relevant for determining whether $x$ is tight. If $D$ contains a tight item, then $mt(D)$ denotes the size of the minimum tight item in $D$. This important parameter influences the gain both on set $D$ and also on stacking bins $M_*$ and $S_*$.

**Lemma 10.** If $D$ contains a tight item, then $g(D) \geq mt(D) \cdot \xi(mt(D))$.

**Proof.** Fix a tight item $d \in D$ of size $mt(D)$. By Definition 9, $b(D_{z^d}) > \xi(d) - 1/n$, and thus $g(D) \geq g(D_{z^d}) \geq d \cdot b(D_{z^d}) \geq d \cdot \xi(d)$. ▶

4.3 Impact of tight items on stacking bins

By Property 1 of Lemma 7, $x \cdot \xi(x)$ is a non-increasing function of $x$. Therefore, the smaller $mt(D)$ is, the larger is the lower bound on $g(D)$ guaranteed by Lemma 10. Now we argue that the larger $mt(D)$ is, the better is the gain on stacking bins $M_*$ and $S_*$.

**Lemma 11.** Assume RTA failed to mark a medium item $y$. Then, a tight item exists and $mt(D) \leq y$.

**Proof.** Let $D_{ext} = D \cup \{y\}$. By the lemma assumption, $D_{ext}$ is not $\xi$-dominated, i.e., there exists an item $x \in D_{ext}$ such that $b(D_{z^x}^{ext}) > \xi(x)$. Note that $x \leq y$, as otherwise we would have $D_{z^x}^{ext} = D_{z^x}^{ext}$, and thus $b(D_{z^x}) > \xi(x)$, which would contradict $\xi$-domination of $D$. ▶
Let \( d \geq x \) be the minimum size of an item from \( D^{\geq x} \). Then, \( D^{\geq d} = D^{\geq x} \), and thus

\[
\beta(D^{\geq d}) = \beta(D^{\geq x}) = \beta(D^{\geq x}_{\text{ext}}) - 1/n > \xi(x) - 1/n \geq \xi(d) - 1/n,
\]

where in the last inequality we used monotonicity of \( \xi \). By (6), \( d \) is tight. On the other hand, \( \xi \)-domination of \( D \) implies that \( \beta(D^{\geq d}) \leq \xi(d) \). This, combined with (6), yields \( \xi(d) \approx \xi(x) \), and thus \( d \approx x \leq y \). Note that \( d \) remains tight till the end of the execution. This concludes the lemma, as the minimum tight item, \( mt(D) \), can be only smaller than \( d \).

\[\blacktriangleleft\]

**Lemma 12.** If RTA finishes

- with at least one \( M_* \)-bin, then \( mt(D) \) is defined and \( mt(D) \lesssim \min(M_*) \);
- with at least one \( S_* \)-bin, then \( mt(D) \) is defined and \( mt(D) \lesssim 2\phi \).

**Proof.** For the first part of the lemma, fix a medium item from \( M_* \) of size \( \min(M_*) \). By the definition of RTA, it failed to mark this item. Hence, by Lemma 11, \( mt(D) \) is defined and \( mt(D) \lesssim \min(M_*) \).

Assume now that RTA finishes with at least one \( S_* \)-bin. When the first such \( S_* \)-bin was created, RTA placed a small item \( s < \phi \) in the already existing \( A \)-bin of load \( r < \phi \), and the merge action failed, because RTA failed to mark the resulting item of size \( s + r \). Thus, again by Lemma 11, \( mt(D) \) is defined and \( mt(D) \lesssim s + r < 2\phi \).

\[\blacktriangleleft\]

To estimate the gain on \( M_* \)-bins and \( S_* \)-bins, we define

\[
level_* = \begin{cases} 
\min\{\text{pile}(mt(D)), 1 - \phi\} & \text{if } D \text{ contains a tight item and } S_* \neq \emptyset, \\
\text{pile}(mt(D)) & \text{if } D \text{ contains a tight item and } S_* = \emptyset, \\
1 & \text{if } D \text{ does not contain any tight item.}
\end{cases}
\]

**Lemma 13.** It holds that \( g(M_* \cup S_*) \gtrsim level_* \cdot b(M_* \cup S_*) \).

**Proof.** If \( D \) does not contain a tight item, then, by Lemma 12, both \( M_* \) and \( S_* \) are empty, and the lemma follows trivially. Thus, in the following we assume that \( D \) contains a tight item and we take a closer look at the contents of \( S_* \)-bins and \( M_* \)-bins.
Assume that \( M_+ \) is non-empty. RTA creates a new \( M_i \)-bin (for \( i \in \{2, 3, 4\} \)) if the incoming medium item of category \( M_i \) (of size \( 1/(i + 1) \)) does not fit in any of the existing \( M_i \) bins. Hence, each \( M_i \)-bin (except at most one) has exactly \( i \) items, and therefore its load is greater than \( i/(i + 1) \geq 2/3 \) and is also at least \( i \cdot \min(M_i) \geq 2 \cdot \min(M_i) \). Thus,

\[
g(M_i) \geq \max\{2/3, 2 \cdot \min(M_i)\} \cdot b(M_i) = \text{pile}(\min(M_i)) \cdot b(M_i) \geq \text{pile}(\text{mt}(D)) \cdot b(M_i),
\]

where the second inequality follows by Lemma 12 and by monotonicity of function pile. Note that (8) holds trivially also when there are no \( M_+ \)-bins.

If there are some \( S_+ \)-bins, recall that RTA creates a new \( S_+ \)-bin only if the considered small item does not fit in any existing \( S_+ \)-bin. Thus, the load of each \( S_+ \)-bin (except at most one) is at least \( 1 - \phi \), and therefore \( g(S_i) \geq (1 - \phi) \cdot b(S_i) \). Combining this with (8) implies \( g(M_+ \oplus S_+) \geq \text{pile}(\text{mt}(D)) \cdot b(M_+) + (1 - \phi) \cdot b(S_+) \geq \min\{\text{pile}(\text{mt}(D)), 1 - \phi\} \cdot b(M_+ \oplus S_+) \).

### 4.4 When RTA terminates without empty bins and without \( M_S \)-bins

Using tight items, we may analyze the case when RTA terminates without empty bins and without \( M_S \)-bins, and show that in such case its gain is approximately greater than \( R \). As the gain of OPT is at most 1, this yields the desired competitive ratio.

**Lemma 14.** If RTA terminates without empty bins, then \( b(L) + b(M_S) + b(M_+) + b(S_+) \approx 1 \).

**Proof.** There is at most one \( A \)-bin. The remaining bins (at least \( n - 1 \) many) are of classes \( L_+, M_S, M_+ \) or \( S_+ \), and thus \( b(L) + b(M_S) + b(M_+) + b(S_+) \approx 1 \).

**Lemma 15.** If on input \( \sigma \), RTA terminates without empty bins and without \( M_S \)-bins, then RTA(\( \sigma \)) \( \gtrsim R \).

**Proof.** We analyze the gain of RTA on three disjoint sets: \( L, D \) and \( M_+ \oplus S_+ \).

\[
\text{RTA}(\sigma) \geq g(L) + g(M_+ \oplus S_+) + g(D) \\
\geq F(b(L)) + \text{level}_+ \cdot (1 - b(L)) + g(D) \\
\geq P(\text{level}_+, g(D))
\]

(by L. 4, L. 13 and L. 14)

If \( D \) does not contain a tight item, then \( \text{level}_+ = 1 \), and thus RTA(\( \sigma \)) \( \gtrsim P(1) = R \).

If \( D \) contains a tight item, then by Lemma 10, \( g(D) \geq \text{mt}(D) \cdot \xi(\text{mt}(D)) \), and therefore RTA(\( \sigma \)) \( \gtrsim P(\text{level}_+, \text{mt}(D) \cdot \xi(\text{mt}(D))) \). We consider two cases.

- If \( \text{level}_+ \geq \text{pile}(\text{mt}(D)) \), then RTA(\( \sigma \)) \( \gtrsim P(\text{pile}(\text{mt}(D))) + \text{mt}(D) \cdot \xi(\text{mt}(D)) \geq R \), where the last inequality follows by Property 2 of Lemma 7.
- The opposite case, \( \text{level}_+ < \text{pile}(\text{mt}(D)) \), is possible only if \( S_+ \)-bins exist and \( \text{level}_+ = 1 - \phi \). By Lemma 12, the existence of \( S_+ \)-bins implies \( \text{mt}(D) \lesssim 2 \cdot \phi \). As the function \( x \cdot \xi(x) \) is non-increasing (cf. Property 1 of Lemma 7), RTA(\( \sigma \)) \( \gtrsim P(1 - \phi) + 2 \cdot \phi \cdot \xi(2\phi) \geq R \). The last inequality follows by Property 3 of Lemma 7.

### 5 Gain on large items revisited

In this section, we assume that RTA terminates without empty bins and with at least one \( M_S \)-bin. Recall that Lemma 4 allows us to estimate \( g(L_+) \) by calculating the gain on large items alone. Now we show how to improve this bound by taking into account non-large items.
in $L_+$. First, we leverage the fact that if a (marked) medium item is in $M_S$, then RTA must have failed to combine it with a large item, and we obtain a better lower bound on the size of each large item. Second, we show that in some cases marked medium items must be in $L_+$ which increases its load. If an $M_S$-bin exists, we define

$$T^* = \begin{cases} 
T(\min(M_S), \text{mt}(D)) & \text{if } \text{mt}(D) \text{ is defined and } \min(M_S) > \max(\min(M_S), 1/3) \\
0 & \text{otherwise,}
\end{cases}$$

$$\text{thr}(M_S) = \min\{1 - \min(M_S), 1/2 + \phi\}.$$  

Note that $T^*$ is always non-negative. In particular, $T(\min(M_S), \text{mt}(D)) = (\min(M_S) + \text{mt}(D) - 1/2) \cdot (\xi(\text{mt}(D)) - \xi(\min(M_S))) \geq 0$ because $\min(M_S) + \text{mt}(D) \geq 1/2$ for $\min(M_S) > 1/3$ and $\text{mt}(D) \geq \phi$.

**Lemma 16.** Assume RTA terminates with at least one $M_S$-bin. Then, the load of any $L_+$-bin is at least $\text{thr}(M_S)$.

**Proof.** Consider any $L_+$-bin $b$ and let $y$ be the large item contained in this bin. If $b$ contains an additional medium item, then its load is greater than $1/2 + \phi$, and the lemma follows. Hence, in the following, we assume that $y$ was not combined with a medium item in a single bin. As RTA finishes with an $M_S$-bin, we fix a medium item $x$ of size $\min(M_S)$. We consider three cases.

- Item $x$ arrived (or was created by merging some small items) before the arrival of $y$. RTA did not place $y$ in the $M_S$-bin containing $x$, because $y + x > 1$. Thus, $\text{load}(b) \geq y \geq 1 - x = 1 - \min(M_S)$.
- Item $x$ arrived after the arrival of $y$. (Some small items might be placed together with $y$ prior to the arrival of $x$.) As RTA placed $x$ in a separate bin, it did not fit in $b$, i.e., the load of $b$ at the time of the arrival of $x$ was greater than $1 - x = 1 - \min(M_S)$.
- Item $x$ was created by merging small items after the arrival of $y$. Let $s < x$ be the small item that caused the creation of $x$. RTA placed $s$ in $A$-bin, because $s$ did not fit in $b$, i.e., the load of $b$ at that time was greater than $1 - s > 1 - x = 1 - \min(M_S)$.  

**Lemma 17.** Assume that RTA terminates with at least one $M_S$-bin. Then, $g(L_+) \geq T^* + \int_0^{b(L_+)} \max\{f(y), \text{thr}(M_S)\} \, dy$.

**Proof.** We sort accepted large items by their arrival time and denote the bin containing the $i$-th large item by $b_i$. The bin $b_i$ contains a large item of size at least $f(i/n)$ because of the acceptance threshold, and its load is at least $\text{thr}(M_S)$ by Lemma 16, i.e., $\text{load}(b_i) \geq \max\{f(i/n), \text{thr}(M_S)\}$.

We now show how to decrease the load in $L_+$-bins, so that the remaining load in bin $b_i$ remains at least $\max\{f(i/n), \text{thr}(M_S)\}$ and the change in the total gain is approximately equal to $T^*$. This claim is trivial for $T^* = 0$, so we assume $T^* > 0$. This is possible only if a tight item exists, $\min(M_S) > \text{mt}(D)$ and $\min(M_S) > 1/3$. As $\min(M_S) > \text{mt}(D)$, every marked medium item of size from the interval $[\text{mt}(D), \min(M_S)]$ is in (a separate) $L_+$-bin; let $\tilde{L}$ be the set of these bins. As $M_S \subseteq D^{\geq \text{mt}(D)}$, $n \cdot b(\tilde{L}) = |D^{\geq \text{mt}(D)} \setminus M_S| = |D^{\geq \text{mt}(D)}| - |M_S|$. Using the tightness of $\text{mt}(D)$ and Lemma 8, $b(\tilde{L}) = b(D^{\geq \text{mt}(D)}) - b(M_S) \geq \xi(\text{mt}(D)) - \xi(\min(M_S))$. From each bin of $\tilde{L}$ we remove a load of $\text{mt}(D) + \min(M_S) - 1/2$. The induced change in the total gain is then approximately equal to $b(\tilde{L}) \cdot (\text{mt}(D) + \min(M_S) - 1/2) = T^*$.

We now analyze the load of bin $b_i$ after the removal. The original load of bin $b_i$ was at least $f(i/n) + \text{mt}(D)$, and after removal it is at least $f(i/n) + \min(M_S) - 1/2$. This amount is at least $f(i/n)$ (as $\min(M_S) \leq 1/2$) and at least $1 - \min(M_S) \geq \text{thr}(M_S)$ (as $f(i/n) \geq 1/2$). Hence, the remaining load of $b_i$ is at least $\max\{f(i/n), \text{thr}(M_S)\}$. 
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Thus, $g(L_+) - T^* \geq \frac{1}{n} \sum_{i=1}^{b(L)} \max \{f(i/n), \text{thr}(M_S)\} \approx \int_0^{b(L)} \max \{f(y), \text{thr}(M_S)\} \, dy$. Particular subsets of $L_+$ are depicted in Figure 3 (right); the removed part of gain $T^*$ is depicted as (1).

**Lemma 18.** Assume that RTA terminates with at least one $M_S$-bin. Then, $g(L_+) + \eta \cdot (1 - b(L)) \geq \mathcal{P}(\eta) + Q(\min \{\text{thr}(M_S), \eta\}) + T^*$ for any $\eta \in (1/2, 1]$. 

**Proof.** We fix any $\eta \in (1/2, 1]$ and define $h = \min \{\text{thr}(M_S), \eta\}$. By Lemma 17, $g(L_+) - T^* + \eta \cdot (1 - b(L)) \geq \int_0^{b(L)} \max \{f(y), h\} \, dy + \int_{b(L)}^1 \eta \, dy$. We denote this lower bound by $A(b(L))$ and we analyze it as a function of $b(L)$. When $b(L) < f^{-1}(h)$, then using $h \leq \eta$ we obtain $A(b(L)) = \int_0^{b(L)} h \, dy + \int_{b(L)}^1 \eta \, dy \geq \int_0^{f^{-1}(h)} h \, dy + \int_{f^{-1}(h)}^1 \eta \, dy = A(f^{-1}(h))$. Therefore, we need to lower-bound the value of $A(b(L))$ only for $b(L) \geq f^{-1}(h)$. In such case,

$$A(b(L)) = \int_0^{b(L)} \max \{h, f(y)\} \, dy + \int_{b(L)}^1 \eta \, dy = \int_0^{b(L)} f(y) \, dy + \int_{b(L)}^1 \eta \, dy + \int_0^{b(L)} \max \{h - f(y), 0\} \, dy \geq \int_0^1 \min \{f(y), \eta\} + \int_0^1 \max \{h - f(y), 0\} \, dy = \mathcal{P}(\eta) + Q(h).$$

**5.1 When RTA terminates without empty bins and with some $M_S$-bins**

The following lemma combines our bounds on gains on $L_+$, $M_+$, $S_+$ and $M_S$.

**Lemma 19.** Assume that RTA run on input $\sigma$ terminates without empty bins and with at least one $M_S$-bin. Then, for any $\eta \in (1/2, \text{level}_*)$,

$$\text{RTA}(\sigma) \geq \mathcal{P}(\eta) + Q(\min \{\eta, \text{thr}(M_S)\}) + T^* + (\min(M_S) - \eta) \cdot \xi(\min(M_S)).$$

**Proof.** By the lemma assumptions,

$$\text{RTA}(\sigma) \geq g(L_+) + g(M_+ \cup S_+) + g(M_S) \geq g(L_+) + \eta \cdot b(M_+ \cup S_+) + \min(M_S) \cdot b(M_S)$$

(by L. 13 and L. 8)

$$\approx g(L_+) + \eta \cdot (1 - b(L_+)) + (\min(M_S) - \eta) \cdot b(M_S).$$

(by L. 14)

Applying the guarantee of Lemma 18 to $g(L_+) + \eta \cdot (1 - b(L_+))$ concludes the proof.

**Lemma 20.** Assume that RTA run on input $\sigma$ terminates without empty bins and with at least one $M_S$-bin. If $\min(M_S) \leq 1/3$, then $\text{RTA}(\sigma) \geq R$.

**Proof.** As level_* $\geq 2/3$, we may apply Lemma 19 with $\eta = 2/3$. Note that thr($M_S$) $\geq 2/3$ for $\min(M_S) \leq 1/3$. Then,

$$\text{RTA}(\sigma) \geq \mathcal{P}(2/3) + Q(2/3) + (\min(M_S) - 2/3) \cdot \xi(\min(M_S)) = 2/3 + (\phi - 2/3) \cdot \xi(\min(M_S)) \geq R.$$  

(by L. 6)

The last inequality follows by Property 4 of Lemma 7.

**Lemma 21.** Assume that RTA run on input $\sigma$ terminates without empty bins and with at least one $M_S$-bin. If $\min(M_S) > 1/3$, then $\text{RTA}(\sigma) \geq R$.
Proof. As \( \min(M) > 1/3 \), \( \text{thr}(M_S) < 1 - \min(M_S) \geq 2/3 \). Lemma 19 applied with any \( \eta \in [2/3, \text{level}_1] \) yields

\[
\text{Rta}(\sigma) \geq P(\eta) + Q(1 - \min(M_S)) + T^* + (\min(M_S) - \eta) \cdot \xi(\min(M_S)).
\]  

(9)

First, we assume that \( D \) has no tight items. Then, \( \text{level}_* = 1 \), and we may use (9) with \( \eta = 2 \cdot \min(M_S) \) obtaining \( \text{Rta}(\sigma) \geq P(2 \cdot \min(M_S)) + Q(1 - \min(M_S)) - \min(M_S) \cdot \xi(\min(M_S)) \geq R \), where the last inequality follows by Property 7 of Lemma 7.

Second, we assume that \( D \) contains a tight item and we consider three cases.

- \( \text{level}_* < \text{pile}(\text{mt}(D)) \). This relation is possible only when \( \text{level}_* = 1 - \phi \) and \( \text{Rta} \) terminates with at least one \( S_\phi \)-bin. In this case, Lemma 12 implies that \( \text{mt}(D) \leq 2\phi \). We apply (9) with \( \eta = 1 - \phi \) obtaining \( \text{Rta}(\sigma) \geq P(1 - \phi) + Q(1 - \min(M_S)) + T^* + (\min(M_S) + \phi - 1) \cdot \xi(\min(M_S)) \), which is at least \( R \) by Property 5 of Lemma 7.

- \( \text{level}_* \geq \text{pile}(\text{mt}(D)) \) and \( \min(M_S) \leq \text{mt}(D) \). Using monotonicity of pile, \( \text{level}_* \geq \text{pile}(\min(M_S)) = 2 \cdot \min(M_S) \). Applying (9) with \( \eta = 2 \cdot \min(M_S) \) yields \( \text{Rta}(\sigma) \geq R \) by Property 7 of Lemma 7.

- \( \text{level}_* \geq \text{pile}(\text{mt}(D)) \) and \( \min(M) > \text{mt}(D) \). In this case, \( T^* = T(\min(M_S), \text{mt}(D)) \). Applying (9) with \( \eta = \text{pile}(\text{mt}(D)) \) yields \( \text{Rta}(\sigma) \geq P(\text{pile}(\text{mt}(D))) + Q(1 - \min(M_S)) + T(\min(M_S), \text{mt}(D)) + (\min(M_S) - \text{pile}(\text{mt}(D))) \cdot \xi(\min(M_S)) \), which is at least \( R \) by Property 6 of Lemma 7.

6 Competitive ratio of RTA

Theorem 22. The competitive ratio of \( \text{Rta} \) for the multiple knapsack problem is at least \( R - O(1/n) \).

Proof. Fix an input \( \sigma \). If \( \text{Rta}(\sigma) \) terminates with some empty bins, then its competitive ratio follows by Lemma 5.

Hence, below we assume that \( \text{Rta} \) terminates without empty bins. We presented three lemmas that cover all possible cases: there are no \( M_S \)-bins (Lemma 15), there are \( M_S \)-bins and \( \min(M_S) \leq 1/3 \) (Lemma 20), and there are \( M_S \)-bins and \( \min(M_S) > 1/3 \) (Lemma 21). In all these cases, we proved \( \text{Rta}(\sigma) \geq R \). As \( \text{OPT}(\sigma) \leq 1 \), the theorem follows.

7 Proof of Lemma 7

We start with technical helper claims.

Fact 23. The functions below are the derivatives of functions \( P \), \( Q \) and \( \xi \), respectively.

\[
P'(x) = -R \cdot \ln x
\]
\[
Q'(x) = 1 + R \cdot \ln x
\]
\[
\xi'(x) = \begin{cases} 
-\xi_c/x^2 & \text{if } x < 1/3, \\
-18\xi_c & \text{if } x > 1/3
\end{cases}
\]

Lemma 24. \( T(x, y) \) is a non-increasing function of \( y \) in the interval \([\phi, 1/2] \).

Proof. Recall that \( T(x, y) = (x + y - 1/2) \cdot (\xi(y) - \xi(x)) \) is defined for \( x, y \in [\phi, 1/2] \). As the function \( T(x, y) \) is continuous and differentiable everywhere except \( y = 1/3 \), it suffices to show that its partial derivative \( \partial_y T(x, y) \) is non-positive (except \( y = 1/3 \)). We have
\[ \partial_y T(x, y) = \xi(y) - \xi(x) + (x + y - 1/2) \cdot \xi'(y) \leq \xi(y) + y \cdot \xi'(y), \]

where for the inequality we used \( \xi(x) \geq 0 \) and \( (x - 1/2) \cdot \xi'(y) \geq 0 \).

If \( y \leq 1/3 \), then \( \partial_y T(x, y) \leq \xi(y) + y \cdot (-\xi(y)/3) = 0 \). If \( y > 1/3 \), then \( \partial_y T(x, y) \leq 9\xi_c \cdot (1 - 2y) - 18\xi_c \cdot y = 9\xi_c \cdot (1 - 4y) < 0 \), which concludes the proof. \( \blacksquare \)

**Lemma 25.** \( P(2/3) = R - \xi_c \) and for any \( y \in [2/3, 1] \) it holds that \( P(y) \geq R + 3\xi_c \cdot y - 3\xi_c \).

**Proof.** For the first part of the lemma, observe that by the definition of \( \xi_c \) (see (1)),

\[ P(2/3) + \xi_c = 2/3 - R \cdot (2/3) \cdot \ln(4/3) + (1 + (2/3) \cdot \ln(4/3)) \cdot R - 2/3 = R. \]

To show the second relation, note that \( P(2/3) = R - \xi_c \) and \( P(1) = R \). Let \( h(y) = R + 3\xi_c \cdot y - 3\xi_c \) be the linear function that coincides with \( P(y) \) for \( y = 2/3 \) and \( y = 1 \). As the function \( P \) is concave on its whole domain (its second derivative \( P''(y) = -R/y \) is negative), we have \( P(y) \geq h(y) \) for any \( y \in [2/3, 1] \). \( \blacksquare \)

**Proof of Lemma 7.** Note that \( \xi(1/3) = 3 \cdot \xi_c \) and \( \xi(1/2) = 0 \). For each property, we define an appropriate function \( G_1 \) that we analyze; for all properties except the first one, we show that the function value is at least \( R \) for an appropriate range of arguments.

**Property 1.** Let \( G_1(x) = x \cdot \xi(x) \). Then \( G_1(x) = \xi_c \) for \( x \in [\phi, 1/3] \), and for \( x \in [1/3, 1/2] \) it holds that \( G_1(x) = 9\xi_c \cdot x \cdot (1 - 2x) \), i.e., the function \( G_1(x) \) is decreasing. Hence, \( G_1(x) \) is non-increasing in the whole domain \([\phi, 1/2]\).

**Property 2.** Let \( G_2(x) = P(\text{pile}(x)) + x \cdot \xi(x) \); we want to show that \( G_2(x) \geq R \) for any \( x \in [\phi, 1/2] \). For \( x \in [\phi, 1/3] \), it holds that \( G_2(x) = P(2/3) + \xi_c = R \) (by Lemma 25).

For \( x \in [1/3, 1/2] \), \( G_2(x) = P(2x) + x \cdot \xi(x) \). Using Lemma 25, we obtain \( G_2(x) \geq R + 6\xi_c \cdot x - 3\xi_c + 9\xi_c \cdot (x - 2x^2) = R - 18\xi_c \cdot (x - 1/2) \cdot (x - 1/3) \geq R \). The last inequality follows as for any \( x \in [1/3, 1/2] \) the term \((x - 1/2) \cdot (x - 1/3)\) is non-positive.

**Property 3.** Let \( G_3 = P(1 - \phi) + 2\phi \cdot \xi(2\phi) \). It can be verified numerically that \( G_3 > 0.593 > R \).

**Property 4.** Let \( G_4(x) = 2/3 - (2/3 - \phi) \cdot \xi(x) \). As the function \( \xi(x) \) is decreasing, for any \( x \in [\phi, 1/3] \) it holds that \( G_4(x) \geq G_4(\phi) = 2/3 - (2/3) \cdot \xi_c/\phi + \xi_c \). Substituting the definition of \( \phi \) (see (2)), we obtain \( G_4(x) \geq G_4(\phi) \geq 2/3 - 2/3 + R - \xi_c + \xi_c = R \).

**Property 5.** Let \( G_5(x, y) = \tilde{G}_5(x) + \max\{T(x, y), 0\} \), where \( \tilde{G}_5(x) = P(1 - \phi) + Q(1 - x) + (x + \phi - 1) \cdot \xi(x) \). We want to show that \( G_5(x, y) \geq R \) for any \( x \in [1/3, 1/2] \) and \( y \in [\phi, 2\phi] \).

- If \( x \in [1/3, 2\phi] \), then already \( \tilde{G}_5(x) \geq R \). To show this relation, we estimate its derivative in the interval \([1/3, 2\phi] \):

\[
\tilde{G}_5'(x) = -1 - R \cdot \ln(1 - x) + (x + \phi - 1) \cdot \xi'(x) + \xi(x) \\
= -1 - R \cdot \ln(1 - x) - 36\xi_c \cdot x - 18\xi_c \cdot \phi + 27\xi_c \\
\leq -1 - R \cdot \ln(1 - 2\phi) - 36\xi_c \cdot (1/3) - 18\xi_c \cdot \phi + 27\xi_c < -0.2479 < 0.
\]

Hence, \( \tilde{G}_5 \) is decreasing in the interval \([1/3, 2\phi] \), and thus for any \( x \in [1/3, 2\phi] \) it holds that \( G_5(x, y) \geq \tilde{G}_5(x) \geq \tilde{G}_5(2\phi) > 0.5997 > R \).

- If \( x \in (2\phi, 1/2] \), then \( T(x, y) \geq 0 \). As \( T(x, y) \) is a non-increasing function of \( y \) in the interval \([\phi, 2\phi] \) (by Lemma 24), it holds that \( T(x, y) \geq T(x, 2\phi) \). Therefore,

\[
G_5(x, y) \geq G_5(x, 2\phi) = P(1 - \phi) + Q(1 - x) - (\phi + 1/2) \cdot \xi(x) + (x + 2\phi - 1/2) \cdot \xi(2\phi).
\]
We now estimate its partial derivative for \( x \in [2\phi, 1/2] \):
\[
\partial_x G_6(x, 2\phi) = -1 - R \cdot \ln(1 - x) - (\phi + 1/2) \cdot \xi'(x) + \xi(2\phi) \\
\leq -1 - R \cdot \ln(1/2) + 18\xi_c \cdot (\phi + 1/2) + 9\xi_c \cdot (1 - 4\phi) < -0.0673 < 0.
\]

Therefore \( G_5(x, 2\phi) \) is decreasing as a function of \( x \) in the interval \([2\phi, 1/2] \). Thus, for the considered range of arguments, \( G_5(x, y) \geq G_5(x, 2\phi) \geq G_5(1/2, 2\phi) > 0.5934 > R \).

**Property 6.** Let

\[
G_6(x, y) = P(\pi(y)) + Q(1 - x) + (x - \pi(y)) \cdot \xi(x) + T(x, y)
\]

Fix any pair \((x, y) \in [1/3, 1/2] \times [\phi, 1/2], \) such that \( y \leq x \). We prove that \( G_6(x, y) \geq R \), by showing each of the following inequalities

\[
G_6(x, y) \geq G_6(x, y') \geq \tilde{G}_6(1/2, y'') \geq R,
\]

where \( y' = \max\{y, 1/3\} \) and \( y'' = y' + 1/2 - x \). The function \( \tilde{G}_6 \) is a lower bound on function \( G_6 \) created by using Lemma \ref{lemma:properties} (and defined formally later).

The first inequality of (10) is trivial for \( y \geq 1/3 \), hence we assume that \( y < 1/3 \). In such case, using the definition of function pile, we get \( G_6(x, y) = P(2/3) + Q(1 - x) + (x - 2/3) \cdot \xi(x) + T(x, y) \). As \( T(x, y) \) is a decreasing function of \( y \), we obtain that \( T(x, y) \geq T(x, y') \) and thus also \( G_6(x, y) \geq G_6(x, y') \).

To show the second inequality of (10), we first simplify \( G_6(x, y) \) using that \( y \geq 1/3 \) and the definition of pile:

\[
G_6(x, y) = P(2y) + Q(1 - x) + (x - 2y) \cdot \xi(x) + (x + y - 1/2) \cdot (\xi(y) - \xi(x))
\]

Now, using Lemma \ref{lemma:properties}, we have

\[
G_6(x, y) \geq R + Q(1 - x) + 6\xi_c \cdot y - 3\xi_c + (1/2 - 3y) \cdot \xi(x) + (x + y - 1/2) \cdot \xi(y).
\]

We denote the estimate above by \( \tilde{G}_6(x, y) \) and we inspect its two partial derivatives.

\[
\partial_x \tilde{G}_6(x, y) = -1 - R \cdot \ln(1 - x) + (1/2 - 3y) \cdot \xi'(x) + \xi(y) \\
\partial_y \tilde{G}_6(x, y) = 6\xi_c - 3 \cdot \xi(x) + \xi(y) + (x + y - 1/2) \cdot \xi'(y)
\]

The directional derivative along the vector \( v = (1, 1) \) is then equal to

\[
\partial_v \tilde{G}_6(x, y) = \partial_x \tilde{G}_6(x, y) + \partial_y \tilde{G}_6(x, y) \\
= -1 - R \cdot \ln(1 - x) + 6\xi_c - 3 \cdot \xi(x) + 2 \cdot \xi(y) - 18\xi_c \cdot (x - 2y) \\
= -1 + R \cdot \ln(1/2) + 36\xi_c \cdot x - 3\xi_c \\
\leq -1 - R \cdot \ln(1/2) + 36\xi_c \cdot (1/2) - 3\xi_c < -0.0322 < 0.
\]

This means that if we take any point \((x, y') \in [1/3, 1/2] \times [1/3, 1/2], \) where \( y' \leq x, \) and move along vector \( v \), to point \((1/2, y'') = (1/2, y' + 1/2 - x), \) the value of the function \( \tilde{G}_6 \) can only decrease. This concludes the proof of the third inequality of (10).

To show the final inequality of (10), we fix any \( y'' \in [1/3, 1/2] \). Then \( \tilde{G}_6(1/2, y'') = R + 6\xi_c \cdot y - 3\xi_c + y'' \cdot \xi(y'') \geq R - 18\xi_c \cdot (y'' - 1/2) \cdot (y'' - 1/3) \geq R, \) where the last inequality holds as \( (y'' - 1/2) \cdot (y'' - 1/3) \) is non-positive.

**Property 7.** Let \( G_7(x) = P(2x) + Q(1 - x) - x \cdot \xi(x). \) For \( x \in [1/3, 1/2], \) it holds that \( G_7(x) = G_6(x, x). \) Hence \( G_7(x) \geq R \) for \( x \in [1/3, 1/2] \) follows by Property 6. \( \blacksquare \)
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Space Efficient Construction of Lyndon Arrays in Linear Time

Introduction & Related Work

The Lyndon array [5] is a well-known combinatorial object on strings and has gained renewed attention [6, 7, 14, 18, 19, 23] due to its recently discovered central role in combinatorics on strings, e.g., when computing all the runs in a string [2]. It is known [18, 13] that the Lyndon array can be computed in linear time from the list of lexicographically sorted suffixes (the suffix array). Baier [1] introduced the first direct algorithm for computing the Lyndon array – interestingly as a preliminary step for his new suffix sorting algorithm. However, it requires $\Theta(n \lg n)$ bits of additional working space even for just computing the Lyndon array. Other Lyndon array construction algorithms have been introduced [13, 19, 20], but they all have the same space bounds.

The Lyndon array has some structural properties that allow for a more space efficient representation, namely using only $2n + 2$ bits [19]. Thus, it would be desirable to compute this succinct representation using less than $\Theta(n \lg n)$ bits of working space, without sacrificing the linear running time. Previously, no such algorithm was known.

Our Contributions. We introduce the first algorithm that computes the succinct Lyndon array in $O(n)$ time, using only $O(n \lg n / \lg n)$ bits of additional working space. Alternatively, our algorithm can construct the plain ($O(n \lg n)$-bits) Lyndon array using only $O(1)$ words of additional working space, i.e., directly without precomputing the suffix array. In practice, our approach is up to 10 times faster than previous algorithms for the Lyndon array.

The rest of the paper is organized as follows: In Section 2 we introduce the notation and definitions that we use throughout the paper. Section 3 provides a new intuitive definition of the succinct Lyndon array. We introduce our construction algorithm for the succinct Lyndon array in Sections 4 and 5, and adapt it such that it computes the plain ($O(n \lg n)$-bits) Lyndon array in Section 6. Finally, we present experimental results for both versions (Section 7), and summarize our findings (Section 8).

Preliminaries

We write $\lg x$ for $\log_2 x$. For $i, j \in \mathbb{N}$, the interval $[i, j]$ represents $\{x \mid x \in \mathbb{N} \land i \leq x \leq j\}$. We use the notation $[i, j + 1] = (i - 1, j] = (i - 1, j + 1) = [i, j]$ for open and half-open discrete intervals. Our analysis is performed in the word RAM model [17], where we can perform fundamental operations (logical shifts, basic arithmetic operations etc.) on words of size $w$ bits in constant time. For the input size $n$ of our problems we assume $[\lg n] \leq w$.

A string (also called text) over the alphabet $\Sigma$ is a finite sequence of symbols from the finite and totally ordered set $\Sigma$. We say that a string $S$ has length $n$ and write $|S| = n$, iff $S$ is a sequence of exactly $n$ symbols. The $i$-th symbol of a string $S$ is denoted by $S[i]$, while the substring from the $i$-th to the $j$-th symbol is denoted by $S[i..j]$. For convenience we use the interval notations $S[i..j + 1] = S[i - 1..j] = S[i - 1..j + 1] = S[i..j]$. The $i$-th suffix of $S$ is defined as $S_i = S[i..n]$, while the substring $S[i..i]$ is called prefix of $S$. A prefix or suffix of $S$ is called proper, iff its length is at most $n - 1$. The concatenation of two strings $S$ and $T$ is denoted by $S \cdot T$. The length of the longest common prefix ($LCP$) between $S$ and $T$ is defined as $LCP(S, T) = \max \{\ell \mid S[1..\ell] = T[1..\ell]\}$. The longest common extension ($LCE$) of indices $i$ and $j$ is the length of the LCP between $S_i$ and $S_j$, i.e. $LCE(i, j) = LCP(S_i, S_j)$. We can simplify the description of our algorithm by introducing a special symbol $\$ \notin \Sigma$ that is smaller than all symbols from $\Sigma$. For a string $S$ of length $n$ we define the $0$-th suffix $S_0 = \$ as well as the $(n + 1)$-st suffix and position $S_{n+1} = S[n+1] = \$. The total order on $\Sigma$...
induces a total order on the set $\Sigma^*$ of strings over $\Sigma$. Let $S$ and $T$ be strings over $\Sigma$, and let $\ell = \text{lcp}(S, T)$. We say that $S$ is lexicographically smaller than $T$ and write $S < T$, iff we have $S \neq T$ and $S[\ell + 1] < T[\ell + 1]$. Analogously, we say that $S$ is lexicographically larger than $T$ and write $S > T$, iff we have $S \neq T$ and $S[\ell + 1] > T[\ell + 1]$.

## 2.1 The Lyndon Array & Nearest Smaller Suffixes

A Lyndon word is a string that is lexicographically smaller than all of its proper suffixes, i.e. $S$ is a Lyndon word, iff $\forall i \in [2..n] : S_i > S$ holds [8]. For example, the string `northamerica` is not a Lyndon word because its suffix `america` is lexicographically smaller than itself. On the other hand, its substring `amer` is a Lyndon word. The Lyndon array of $S$ identifies the longest Lyndon word at each position of $S$:

**Definition 1 (Lyndon Array).** Given a string $S$ of length $n$, the Lyndon array is an array $\lambda$ of $n$ integers with $\lambda[i] = \max\{\ell \mid S[i..i + \ell] \text{ is a Lyndon word}\}$.

**Definition 2 (Nearest Smaller Suffixes).** Given a string $S$ and a suffix $S_i$, the next smaller suffix of $S_i$ is $S_j$, where $j$ is the smallest index that is larger than $i$ and satisfies $S_i > S_j$.

The previous smaller suffix of $S_i$ is defined analogously. The next-smaller-suffix array (NSS array) and previous-smaller-suffix array (PSS array) are arrays of size $n$, defined as follows:

$$
nss[i] = \min\{j \mid j \in (i, n + 1] \land S_i > S_j\} \quad \text{and} \quad pss[i] = \max\{j \mid j \in [0, i) \land S_j < S_i\}
$$

The Lyndon array and nearest smaller suffixes are highly related to each other. In fact, the NSS array is merely a different representation of the Lyndon array (Lemma 3), as visualized in Figure 1a. We conclude the preliminaries by showing a slightly weaker connection between the PSS array and Lyndon words (Lemma 4).

**Lemma 3 (Lemma 15 [13]).** The longest Lyndon word at position $i$ ends at the starting position of the NSS of $S_i$, i.e. $\lambda[i] = \text{nss}[i] - i$.

**Lemma 4.** Let $\text{pss}[j] = i > 0$, then $S[i..j]$ is a Lyndon word.

Proof. By definition, the string $S[i..j]$ is a Lyndon word iff there exists no $k \in (i,j)$ with $S[k..j] > S[i..j]$. Assume that such a $k$ exists. Since $i = \text{pss}[j]$, we know that (a) $S_k > S_i$. Now assume there is a mismatching character between $S[k..j]$ and $S[i..j]$. Then appending $S_j$ to both strings preserves this mismatch. This implies that we have $S[k..j] < S[i..j] \iff S[k..j] \cdot S_j < S[i..j] \cdot S_j$, and thus $S_k < S_i$, which contradicts (a). Therefore, we know that (b) $S[k..j] = S[i..i + (j - k)]$. Then

$$
S_k \overset{(a)}{>} S_i \iff S[k..j] \cdot S_j > S[i..i + (j - k)] \cdot S_{i+(j-k)} \overset{(b)}{=} S_j > S_{i+(j-k)}
$$

which contradicts the fact that $\text{pss}[j] = i < i + (j - k)$. Hence, the described $k$ cannot exist, and $S[i..j]$ must be a Lyndon word. \hfill $\blacksquare$

## 3 Previous-Smaller-Suffix Trees

In this section we introduce the **previous-smaller-suffix tree**, which simulates access to the Lyndon array, the NSS array, and the PSS array. The PSS array inherently forms a tree in which each index $i$ is represented by a node whose parent is $\text{pss}[i]$. The root is the artificial index 0, which is parent of all indices that do not have a PSS (see Figure 1b for an example).
Definition 5 (Previous-Smaller-Suffix Tree $T_{pss}$). Let $S$ be a string of length $n$. The previous-smaller-suffix tree (PSS tree) of $S$ is an ordinal tree $T_{pss}$ with nodes $[0, n]$ and root 0. For $i \in [1, n]$, we define $\text{PARENT}(i) = \text{pss}[i]$. The children are arranged in ascending order, i.e. if $i$ is a left-side sibling of $j$, then $i < j$ holds.

The PSS tree is highly similar to the Left-to-Right-Minima (LRM) tree [3, 9, 22], which we will briefly explain now. Given an array $A[1, n]$ with artificial minimum $A[0] = -\infty$, let $\text{psv}[i] = \max\{j \mid j \in [0, i) \land A[j] < A[i]\}$ be the index of the previous smaller value (PSV) of $A[i]$. The LRM tree of $A$ is an ordinal tree in which each index $i$ is a child of $\text{psv}[i]$, and the children are ordered ascendingly (i.e. the only difference to the PSS tree is that we consider previous smaller values instead of previous smaller suffixes). If $A$ is the inverse suffix array of $S$, then by definition of the inverse suffix array we have $\forall i, j \in [1, n] : S_i < S_j \iff A[i] < A[j]$. It follows that the PSS tree of a string is identical to the LRM tree of its inverse suffix array. Consequently, an important property of the LRM tree also applies to the PSS tree:

Corollary 6 (Lemma 1 [9]). The nodes of the PSS tree directly correspond to the preorder-numbers, i.e. node $i$ has preorder-number $i$ (if the first preorder-number is 0).

The corollary allows us to simulate the NSS array with the PSS tree:

Lemma 7. Given the PSS tree, NSS array and Lyndon array of the same string we have $\text{nss}[i] = i + \text{SubtreeSize}(i)$ and thus $\lambda[i] = \text{SubtreeSize}(i)$.

Proof. Since the nodes directly correspond to the preorder-numbers (Corollary 6), it follows that the descendants of $i$ form a consecutive interval $(i, r]$. Since $i + \text{SubtreeSize}(i) = i + (r - i + 1) = r + 1$ holds, we only have to show $\text{nss}[i] = r + 1$. Assume $r = n$, then there is no index larger than $i$ that is not a descendant of $i$. Clearly, in this case $i$ does not have an NSS, and thus it follows $\text{nss}[i] = n + 1 = r + 1$. Assume $r < n$ instead, then $S_{r+1}$ must be lexicographically smaller than all suffixes that begin at positions from $[i, r]$, since otherwise $r + 1$ would be a descendant of $i$. Therefore, $S_{r+1}$ is the first suffix that starts right of $i$ and is lexicographically smaller than $S_i$, which means $\text{nss}[i] = r + 1$. 

\[^{1}\text{SubtreeSize}(i)$ denotes the number of nodes in the subtree that is rooted in $i$, including $i$ itself.
3.1 Storing the PSS Tree as a BPS

We store the PSS tree as a balanced parentheses sequence (BPS, [21]) of length \(2n+2\), which takes \(2n+2\) bits. Note that this is less than the \(\approx 2.54n\) bits that are necessary to encode previous and next smaller values [10] because different suffixes of a text cannot be equal. As a shorthand for the BPS of the PSS tree we write \(B_{pss}\). The sequence is algorithmically defined by a preorder-traversal of the PSS tree, where we write an opening parenthesis whenever we walk down an edge, and a closing one whenever we walk up an edge. An example is provided in Figure 1b. Note that the BPS of the PSS tree is identical to the succinct Lyndon array presentation from [19]. While the BPS itself does not support fast tree operations, it can be used to construct the data structure from [22], which takes \(O(n)\) time and \(O(n)\) bits of working space. This data structure is of size \(2n + O(n/\log n)\) bits (for any \(c \in \mathbb{N}^+\) of our choice) and supports Parent(\cdot) and SubtreeSize(\cdot) operations in \(O(c^2)\) time, and thus allows us to simulate access to the Lyndon array in \(O(c^2)\) time using Lemma 7.

**Operations on a BPS Prefix.** Since we will be building \(B_{pss}\) from left to right, at any given point of the algorithm execution we know a prefix of \(B_{pss}\). It is crucial that we maintain support for the following queries in constant time:

- Given the index \(o_i\) of an opening parenthesis in \(B_{pss}\), determine the node \(i\) that belongs to the parenthesis. We have \(i = \text{rank}_{\text{open}}(o_i) - 1\), where \(\text{rank}_{\text{open}}(o_i)\) is the number of opening parentheses in \(B_{pss}[1..o_i]\).

- Given a preorder-number \(i\), find the index \(o_i\) of the corresponding opening parenthesis in \(B_{pss}\). We have \(o_i = \text{select}_{\text{open}}(i) = \min\{o \mid \text{rank}_{\text{open}}(o) > i\}\).

- Given an integer \(k \geq 1\), find the index \(a_{\text{unc}}(k) = \text{select}_{\text{unc}}(k)\) of the \(k\)-th unclosed parenthesis in \(B_{pss}\). An opening parenthesis is called unclosed, if we have not written the matching closing parenthesis yet. For example, there are five opening parentheses in \((())\), but only the first and the third one are unclosed.

There are support data structures of size \(O(n \log \log n / \log n)\) bits that answer \(\text{rank}_{\text{open}}\) and \(\text{select}_{\text{open}}\) queries in constant time [16]. Since these data structures can be constructed in linear time by scanning the BPS from left to right, clearly we can maintain them with no significant time overhead when writing the BPS in an append-only manner. The structure for \(\text{select}_{\text{unc}}\) is a simple modification of the structure for \(\text{select}_{\text{open}}\). Consider the (not necessarily balanced) parentheses sequence \(\hat{B}\) with \(\hat{B}[i] = (\), if \(B_{pss}[i]\) is an unclosed parenthesis, and otherwise \(\hat{B}[i] = )\). Clearly, answering \(\text{select}_{\text{unc}}\) on \(B_{pss}\) is equivalent to answering \(\text{select}_{\text{open}}\) on \(\hat{B}\). Thus, if we construct the \(\text{select}_{\text{open}}\) data structure by Golynski [16, Section 2.1] for \(\hat{B}\), then we already have a working index for \(\text{select}_{\text{unc}}\) on \(B_{pss}\). However, this approach comes at the cost of additional \(2n\) bits of space because we need to explicitly store \(\hat{B}\). In the following paragraph, we outline how to modify the index such that queries can be answered directly on \(B_{pss}\), i.e. without \(\hat{B}\). The reader should be familiar with [16, Section 2.1].

Assume that we want to answer \(\text{select}_{\text{open}}(i)\) on \(\hat{B}\). Golynski’s index conceptually splits \(\hat{B}\) into chunks of size \(\log n - 3\log \log n\). At the time we actually need to access \(\hat{B}\), we have already identified the chunk \(\hat{C} = \hat{B}[c_{x}..c_{x} + \log n - 3\log \log n]\) and the value \(p\) such that the \(i\)-th opening parenthesis in \(\hat{B}\) is exactly the \(p\)-th opening parenthesis in \(\hat{C}\). Answering the query is realized by simply retrieving the index \(j\) of the \(p\)-th opening parenthesis within \(\hat{C}\) from a precomputed lookup table. Then, the result of the query is \(c_{x} + j - 1\). We can answer the query without \(\hat{B}\), if we retrieve the chunk \(C = B_{pss}[c_{x}..c_{x} + \log n - 3\log \log n]\) directly from \(B_{pss}\) (instead of retrieving the chunk \(\hat{C}\) from \(\hat{B}\)). We only need to change the precomputed lookup table such that it returns the index of the \(p\)-th unclosed parenthesis within the chunk instead of the index of the \(p\)-th opening parenthesis.
Append parentheses to \( B_{\text{pss}} \) may invalidate parts of the support data structure for \( \text{select}_{\text{uncl}} \). The reason for this is that we essentially emulate \( \text{select}_{\text{uncl}} \) on \( B_{\text{pss}} \) by answering \( \text{select}_{\text{open}} \) on \( \hat{B} \). Appending a closing parenthesis to \( B_{\text{pss}} \) not only translates to appending a closing parenthesis to \( \hat{B} \), but also means that we have to replace the rightmost opening parenthesis in \( \hat{B} \) with a closing one. Thus, we may have to change previously computed parts of the support data structure. This can easily be handled without significant time overhead by only periodically updating the data structure, and naively keeping track of newly appended parentheses in between updates. We omit the details.

## 4 Constructing the PSS Tree

In this section we introduce our construction algorithm for the BPS of the PSS tree, which processes the indices of the input text in left-to-right order. Processing index \( i \) essentially means that we attach \( i \) to a partial PSS tree that is induced by the nodes from \([0, i)\). An example is provided in Figure 2a. But how can we efficiently determine \( i \)'s parent \( \text{pss}[i] \)? Consider the nodes on the rightmost path of the partial tree, which starts at \( i-1 \) and ends at the root 0. We call the set of these nodes \( \text{PSS closure} \ \mathcal{P}_{i-1} \) of \( i-1 \) because it contains exactly the nodes that can be obtained by repeated application of the PSS function on \( i-1 \). For \( j \in [1, n] \) we recursively define \( \mathcal{P}_0 = \{0\} \) and \( \mathcal{P}_j = \{j\} \cup \mathcal{P}_{\text{pss}[j]} \). Interestingly, \( \text{pss}[i] \) is a member of \( \mathcal{P}_{i-1} \):

**Lemma 8.** For any index \( i \in [1, n] \) we have \( \text{pss}[i] = \max \{ j \mid j \in \mathcal{P}_{i-1} \land \mathcal{S}_j \prec \mathcal{S}_i \} \).

**Proof.** If we show \( \text{pss}[i] \in \mathcal{P}_{i-1} \), then the correctness of the lemma follows from Definition 2. Assume \( \text{pss}[i] \notin \mathcal{P}_{i-1} \), then there is some index \( j \in \mathcal{P}_{i-1} \) with \( \text{pss}[i] \in (\text{pss}[j], j) \). By Definition 2, this implies \( \mathcal{S}_{\text{pss}[i]} \prec \mathcal{S}_j \). However, we also have \( j \in (\text{pss}[i], i) \), which leads to the contradiction \( \mathcal{S}_{\text{pss}[i]} \prec \mathcal{S}_j \). ▶

Let \( p_1 = i-1, p_2, \ldots, p_k = 0 \) be the elements of \( \mathcal{P}_{i-1} \) in descending order, then it follows from Lemma 8 that there is some \( m \in [1, k] \) with \( \text{pss}[i] = p_m \), i.e. node \( i \) has to become a child of \( p_m \) in the partial PSS tree. In terms of the BPS, we have to append \( m-1 \) closing parentheses to the BPS prefix. Then, we can simply write the opening parenthesis of node \( i \). Once again, an example is provided in Figure 2b.
Algorithm 1 \textbf{BuildPssBps}.

\begin{algorithm}
\textbf{Input:} String $S$ of length $n$ \\
\textbf{Output:} BPS of the PSS Tree of $S$
\begin{algorithmic}
\STATE $\mathcal{B}_{pss} \leftarrow ()$ \Comment{Open node 0}
\FOR{$i = 1$ \TO $n$}
\STATE Let $\mathcal{P}_{i-1} = \{p_1, \ldots, p_k\}$ with $\text{pss}[p_k] = p_{k+1}$
\STATE Determine $p_m = \text{pss}[i]$ \Comment{Close nodes $p_1, \ldots, p_{m-1}$}
\STATE Append $m - 1$ closing parentheses to $\mathcal{B}_{pss}$ \Comment{Close nodes $p_1, \ldots, p_{m-1}$}
\STATE Append one opening parenthesis to $\mathcal{B}_{pss}$ \Comment{Open node $i$}
\STATE Append $|\mathcal{P}_n|$ closing parentheses to $\mathcal{B}_{pss}$ \Comment{Close rightmost path}
\ENDFOR
\end{algorithmic}
\end{algorithm}

Our construction algorithm for $\mathcal{B}_{pss}$ is based on this simple idea, as outlined by Algorithm 1.
Initially, the BPS only contains the opening parenthesis of the root 0 (line 1). Then, whenever we process an index $i$, we use $\mathcal{P}_{i-1}$ to determine $p_m$ (lines 3–4) and extend $\mathcal{B}_{pss}$ by appending $m - 1$ closing parentheses and one opening one (lines 5–6). Finally, once all nodes have been added to the PSS tree, we only have to close all remaining unclosed parentheses (line 7). The algorithm has two black boxes: How do we determine $\mathcal{P}_{i-1}$ (line 3), and how do we use it to find $p_m$ (line 4)? The first question is easily answered, since the operations that we support on the BPS prefix at all times (see Section 3.1) are already sufficient to access each element of $\mathcal{P}_{i-1}$ in constant time. Let $p_1, \ldots, p_k$ be exactly these elements in descending order. As explained earlier, they directly correspond to the unclosed parentheses of the BPS prefix, such that $p_k$ corresponds to the leftmost unclosed parenthesis, and $p_1$ to the rightmost one. Therefore, we have $p_x = \text{rank}_{\text{open}}(\text{select}_{\text{unc}}(k - x + 1)) - 1$. It remains to be shown how to efficiently find $p_m$.

4.1 Efficiently Computing $p_m$

Consider the following naive approach for computing $p_m$: Iterate over the indices $p_1, \ldots, p_k$ in descending order (i.e. $p_1$ first, $p_k$ last). For each index $p_x$, evaluate whether $S_{p_x} < S_i$ holds. As soon as this is the case, we have found $p_m$. The cost of this approach is high: A naive suffix comparison between $S_{p_x}$ and $S_i$ takes $\text{LCE}(p_x, i) + 1$ individual character comparisons, which means that we spend $O(m + \sum_{x=1}^{m} \text{LCE}(p_x, i))$ time to determine $m$. However, the following property will allow us to decrease this time bound significantly:

\begin{corollary}[Bitonic LCE Values] Let $p_1, \ldots, p_k$ be exactly the elements of $\mathcal{P}_{i-1}$ in descending order and let $p_m = \text{pss}[i]$. Furthermore, let $\ell_x = \text{LCE}(p_x, i)$ for all $x \in [1, k]$. We have $\ell_1 \leq \ell_2 \leq \cdots \leq \ell_{m-1}$ as well as $\ell_m \geq \ell_{m+1} \geq \cdots \geq \ell_k$.
\end{corollary}

\begin{proof}
Follows from $S_{p_1} \succ \cdots \succ S_{p_{m-1}} \succ S_i \succ S_{p_m} \succ \cdots \succ S_{p_k}$ and simple properties of the lexicographical order.
\end{proof}

From now on, we continue using the notation $\ell_x = \text{LCE}(p_x, i)$ from the corollary. Note that the longest LCE between $i$ and any of the $p_x$ occurs either with $p_m$ or with $p_{m-1}$. Let $\ell_{\text{max}} = \max(\ell_{m-1}, \ell_m)$ be this largest LCE value, then our more sophisticated approach for determining $m$ only takes $O(m + \ell_{\text{max}})$ time. It consists of two steps: First, we determine a candidate interval $[u, w] \subseteq [1, k]$ of size at most $\ell_{\text{max}}$ that contains $m$. In the second step we gradually narrow down the borders of the candidate interval until the exact value of $m$ is known.
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**Figure 3** Matching character comparisons when determining \( p_m \). On the left we have the suffix \( S_i \) as well as \( S_{p_1}, S_{p_2}, \ldots, S_{p_{w_1}} \), which are relevant for the first step. Each prefix \( \alpha, \beta, \gamma, \delta \) highlights the LCP between the respective suffix \( S_{p_x} \) and \( S_i \). On the right side we have the suffixes \( S_{p_{u}}, S_{p_{u+1}}, \ldots, S_{p_w} \), which are relevant for the second step. (Best viewed in color.)

**Step 1:** Find a candidate interval. Our goal is to find \( (u, w) = (u, u + \ell_u + 1) \) with \( m \in (u, w] \). Initially, we naively compute \( \ell_1 = \text{LCE}(p_1, i) \), allowing us to evaluate \( S_{p_1} \prec S_i \) in constant time. If this holds, then we have \( m = 1 \) and no further steps are necessary. Otherwise, let \( u \leftarrow 1 \) and (i) let \( w \leftarrow u + \ell_w + 1 \). We already know that \( u < m \) holds. Now we have to evaluate if \( m \leq w \) also holds. Therefore, we compute \( \ell_w = \text{LCE}(p_w, i) \) naïvely, which allows us to check in constant time if \( S_{p_w} \prec S_i \) and decide if \( m \leq w \) holds. If this is not the case, then we assign \( u \leftarrow w \) as well as \( \ell_u \leftarrow \ell_w \) and continue at (i). If however \( S_{p_w} \prec S_i \) holds, then we have \( m \leq w \) and therefore \( m \in (u, w] \). Figure 3 (left) outlines the procedure.

**Step 2:** Narrow down \((u, w]\) to the exact value of \( m \). Now we gradually tighten the borders of the candidate interval. If \( \ell_u \) is smaller than \( \ell_w \), then we try to increase \( u \) by one. Otherwise, we try to decrease \( w \) by one.

Assume that we have \( \ell_u < \ell_w \), then it follows from Corollary 9 that \( \ell_{u+1} \geq \ell_u \) holds. Therefore, when computing \( \ell_{u+1} \) we can simply skip the first \( \ell_u \) character comparisons. Now we use \( \ell_{u+1} \) to evaluate in constant time if \( S_{p_{u+1}} \prec S_i \) holds. If that is the case, then we have \( u + 1 < m \) and thus we can assign \( u \leftarrow u + 1 \) and start Step 2 from the beginning. If however \( S_{p_{u+1}} \prec S_i \) holds, then we have \( m = u + 1 \) and no further steps are necessary. In case of \( \ell_w \geq \ell_u \) we proceed analogously. Once again, Figure 3 (right) visualizes the procedure.

**Time Complexity.** Step 1 is dominated by computing LCE values. Determining the final LCE value \( \ell_w \) takes \( \ell_w + 1 \) individual character comparisons and thus \( \Theta(\ell_w + 1) \) time. Whenever we compute any previous value of \( \ell_w \), we increase \( w \) by \( \ell_w + 1 \) afterwards. Therefore, the time for computing all LCE values is bound by \( \Theta(w + \ell_w) = \Theta(u + \ell_u + \ell_w) \subseteq O(m + \ell_{\text{max}}) \). Since initially \( (u, w] \) has size at most \( \ell_{\text{max}} \), we call Step 2 at most \( O(\ell_{\text{max}}) \) times. With every call we increase \( \ell_u \) or \( \ell_w \) by exactly the number of matching character comparisons that we perform. Therefore, the total number of matching character comparisons is bound by \( 2\ell_{\text{max}} \).
Thus, the total time needed for Step 2 is bound by $O(\ell_{\text{max}})$. In sum, processing index $i$ takes $O(m + \ell_{\text{max}})$ time. For the total processing time of all indices (and thus the execution time of Algorithm 1) we get:

$$
\sum_{i=1}^{n} O\left( \max_{p_{i-1} \in \mathcal{P}_{i-1}} \text{LCE}(p_{x_i}, i) \right) + \sum_{i=1}^{n} O\left( \max_{p_{j} \in \mathcal{P}_{i-1}} \text{LCE}(p_{x_j}, i) \right) = O(n) + O(n^2)
$$

(The $O(m)$-terms sum to $O(n)$ since $m - 1$ is exactly the number of closing parentheses that we write while processing $i$, and there are exactly $n + 1$ closing parentheses in the entire BPS.) As it appears, the total time bound of the algorithm is still far from linear time. However, it is easy to identify the crucial time component that makes the algorithm too expensive. From now on we call the $O(\ell_{\text{max}})$ term of the processing time negligible, while the $O(\ell_{\text{max}})$ term is called critical.

Clearly, if we could somehow remove the critical terms, we would already achieve linear time. There exists a variety of data structures that could help us to achieve this goal by accelerating suffix comparisons, e.g. the (compressed or sparse) suffix tree, the (compressed) suffix array, or dedicated data structures for fast LCE queries. However, all of these data structures require more than $O(n)$ bits of construction space, or more than $O(n)$ construction time, or they are non-deterministic, or their efficiency depends on the alphabet or the compressability of the text. For example, there exists a linear time construction algorithm for the sparse suffix tree [15], but it is non-deterministic. This motivates the techniques that we describe in the following sections, which directly remove the critical terms without relying on any of the aforementioned data structures. This way, the execution time of Algorithm 1 decreases to $O(n)$, while the additional working space remains unchanged.

5 Achieving Linear Time

The critical time component for processing index $i$ is $\ell_{\text{max}} = \max_{p_{x_j} \in \mathcal{P}_{i-1}} \text{LCE}(p_{x_j}, i)$. When processing $i$ with the technique from Section 4.1, we inherently find out the exact value of $\ell_{\text{max}}$, and we also discover the index $p_{\text{max}}$ for which we have $\text{LCE}(p_{\text{max}}, i) = \ell_{\text{max}}$. From now on, we simply use $\ell = \ell_{\text{max}}$ and $j = p_{\text{max}}$. While discovering a large LCE value $\ell$ is costly, it yields valuable structural information about the input text: There is a repeating substring of length $\ell$ with occurrences $S[j..j + \ell]$ and $S[i..i + \ell]$. Intuitively, there is also a large repeating structure in the PSS tree, and consequently a repeating substring in $\mathcal{B}_{\text{pss}}$. This motivates the techniques shown in this section, which conceptually alter Algorithm 1 as follows: Whenever we finish processing an index $i$ with critical cost $\ell$, we skip the next $\Omega(\ell)$ iterations of the loop by simply extending the BPS prefix with the copy of an already computed part, which means that the amortized critical cost per index becomes constant.

Depending on $j$ and $\ell$ we choose either the run extension (Section 5.1) or the amortized look-ahead (Section 5.2) to perform the extension. Algorithm 2 outlines our final construction algorithm on a higher level, and complements the written description by showing when the special cases arise. Before going into detail, we point out that $S[j..i]$ is a Lyndon word. As mentioned earlier, it follows from Corollary 9 that $j$ equals $p_{m}$ or $p_{m-1}$. Since $i$ is the first node that is not a descendant of $p_{m-1}$, we have $\text{ss}[p_{m-1}] = i$. Therefore, if $j = p_{m-1}$ holds, we have $\text{ss}[j] = i$, which by definition implies that $S[j..i]$ is a Lyndon word. If however $j = p_{m} = \text{ss}[i]$ holds, then $S[j..i]$ is a Lyndon word because of Lemma 4.
Apply the run extension as described in Section 5.1.

Let \( t = \lfloor \ell/(i - j) \rfloor + 1 \). Take \( B_{\text{ps}}[o_j..o_1] \) and append it \((t - 2)\) times to \( B_{\text{ps}} \). Continue in line 2 with \( i \leftarrow i + (t - 2) \cdot (i - j) \).

Apply the amortized look-ahead as described in Section 5.2.

Using Lemma 13, find the largest value \( \chi \in [1, \lceil \ell/4 \rceil] \) that satisfies \( B_{\text{ps}}[o_j..o_{j+\chi-1}] = B_{\text{ps}}[o_i..o_{i+\chi-1}] \), and append a copy of \( B_{\text{ps}}[o_j..o_{j+\chi-1}] \) to \( B_{\text{ps}} \). Continue in line 2 with \( i \leftarrow i + \chi \). If \( \chi < \lceil \ell/4 \rceil \), then iteration \( i + \chi \) will automatically skip additional \( \Omega(\ell) \) iterations by using the run extension.

Append \( |\mathcal{P}_n| \) closing parentheses to \( B_{\text{ps}} \)

### 5.1 Run Extension

We apply the run extension iff we have \( \ell \geq 2(i - j) \). It is easy to see that in this case \( S'[j..j+\ell] \) and \( S'[i..i+\ell] \) overlap such that the Lyndon word \( \mu = S'[j..i] \) repeats itself at least three times, starting at index \( j \). We call the substring \( S'[j..i+\ell] \) *Lyndon run with period* \( |\mu| \).

The number of repetitions is \( t = \lceil \ell/|\mu| \rceil + 1 \geq 3 \), and the starting positions of the repetitions are \( r_1, \ldots, r_t \) with \( r_1 = j \), \( r_2 = i \), and generally \( r_x = r_{x-1} + |\mu| \). In a moment we will show that in this particular situation the following lemma holds:

> **Lemma 10.** Let \( o_x \) be the index of the opening parenthesis of node \( x \) in \( B_{\text{ps}} \). Then we have \( B_{\text{ps}}[o_1..o_2] = B_{\text{ps}}[o_2..o_3] = \cdots = B_{\text{ps}}[o_{r_1-1}..o_{r_1}] \).

Expressed less formally, each repetition of \( \mu \) except for the last one induces the same substring in the BPS. Performing the run extension is as easy as taking the already written substring \( B_{\text{ps}}[o_1..o_2] = B_{\text{ps}}[o_2..o_3] = \cdots = B_{\text{ps}}[o_{r_1-1}..o_{r_1}] \), and appending it \( t - 2 \) times to \( B_{\text{ps}} \). Afterwards, the last parenthesis that we have written is the opening parenthesis of node \( r_t \), and we continue
the execution of Algorithm 1 with iteration $t_i + 1$. Thus, we have skipped the processing of $r_i - i$ indices. Since

$$r_i - i = (t - 2) \cdot |\mu| \geq \frac{(t - 2) \cdot |\mu|}{t \cdot |\mu|} \cdot \ell \geq \frac{1}{3} \cdot \ell = \Omega(\ell),$$

it follows that the average critical cost per index from $[i, r_i]$ is constant.

**Proving the Lemma.** It remains to be shown that Lemma 10 holds. It is sufficient to prove the correctness for $t = 3$, since the correctness for the general case follows by repeatedly applying the lemma with $t = 3$. Therefore, we only have to show $p_{s_{\mu}}[o_{r_1}..o_{r_2}] = p_{s_{\mu}}[o_{r_2}..o_{r_3}].$

**Isomorphic Subtrees.** Since $\mu$ is a Lyndon word, it is easy to see that the suffixes at the starting positions of repetitions are lexicographically smaller than the suffixes that begin in between the starting positions of repetitions, i.e. we have $\forall x \in (r_1, r_2) : S_{r_1} \prec S_x$ and $\forall x \in (r_2, r_3) : S_{r_2} \prec S_x$. Consequently, the indices from $(r_1, r_2)$ are descendants of $r_1$ in the PSS tree, and the indices from $(r_2, r_3)$ are descendants of $r_2$ in the PSS tree, i.e. each of the intervals $[r_1, r_2)$ and $[r_2, r_3)$ induces a tree.

Next, we show that these trees are actually isomorphic. Clearly, the tree induced by $[r_1, r_2)$ solely depends on the lexicographical order of suffixes that begin within $[r_1, r_2)$, and the tree induced by $[r_2, r_3)$ solely depends on the lexicographical order of suffixes that begin within $[r_2, r_3)$. Assume that the trees are not isomorphic, then there must be a suffix comparison that yields different results in each interval, i.e. there must be offsets $a, b \in [0, |\mu|]$ with $a \neq b$ such that $S_{r_1+a} < S_{r_1+b} \iff S_{r_2+a} > S_{r_2+b}$ holds. However, this is impossible, as shown by the lemma below.

**Lemma 11.** For all $a, b \in [0, |\mu|)$ with $a \neq b$ we have $S_{r_1+a} \prec S_{r_1+b} \iff S_{r_2+a} \succ S_{r_2+b}$.

**Proof.** Assume w.l.o.g. $a < b$, and let $a' = a + 1$ and $b' = b + 1$. We can show that the strings $\mu_{a'} \cdot \mu$ and $\mu_{b'} \cdot \mu$ have a mismatch:

Consider the two hatched areas in the drawing above. The top area highlights the suffix $\mu_{a' + |\mu|}$ of $\mu$, which has length $c = |\mu| - (a' + |\mu|) + 1$. The bottom area highlights the prefix $\mu[1..c]$ of $\mu$. Since $\mu$ is a Lyndon word, there is no proper non-empty suffix of $\mu$ that is also a prefix of $\mu$. It follows that the hatched areas cannot be equal, i.e. $\mu_{a' + |\mu|} \neq \mu[1..c]$. This guarantees a mismatch between $\mu_{a'} \cdot \mu$ and $\mu_{b'} \cdot \mu$. Therefore, appending an arbitrary string to $\mu_{a'} \cdot \mu$ and $\mu_{b'} \cdot \mu$ does not influence the outcome of a lexicographical comparison.

The statement of the lemma directly follows by appending $S_{r_3}$ and $S_{r_4}$ respectively:

$$\mu_{a'} \cdot \mu < \mu_{b'} \cdot \mu \iff \mu_{a'} \cdot \mu \cdot S_{r_3} < \mu_{b'} \cdot \mu \cdot S_{r_3} \iff \mu_{a'} \cdot \mu \cdot S_{r_3} \prec \mu_{b'} \cdot \mu \cdot S_{r_3} \iff S_{r_1+a} = S_{r_1+b} = S_{r_2+a} = S_{r_2+b}.$$
As indicated by the hatched area, this implies that there is a proper non-empty suffix of the increasing run \( pss \), which is also a prefix of \( S \). Therefore, we have \( B_{pss}[o_1..o_{r_2}] = B_{pss}[o_{r_2}..o_{r_3}] \). There are two possible scenarios for this connection, which depend on the so called direction of the Lyndon run. We call a run increasing if \( S_{r_1} < S_{r_2} \) holds, and decreasing otherwise.

**Increasing Runs.** First, we focus on increasing runs. It follows from \( S_{r_1} < S_{r_2} \) that \( \mu \cdot S_{r_2} < \mu \cdot S_{r_3} \rightarrow S_{r_2} < S_{r_3} \rightarrow S_{r_1} < S_{r_2} < S_{r_3} \). Since \( \mu \) is a Lyndon word, we have \( \forall x \in (r_1, r_2) : S_{r_2} < S_x \) as well as \( \forall x \in (r_2, r_3) : S_{r_3} < S_x \). Therefore, we have \( pss[r_2] = r_1 \) and \( pss[r_3] = r_2 \), and the isomorphic subtrees are connected as visualized in Figure 4a. It is easy to see that a preorder-traversal from \( r_1 \) to \( r_2 \) yields the same sequence of parentheses as a preorder-traversal from \( r_2 \) to \( r_3 \). Therefore we have \( B_{pss}[o_1..o_{r_2}] = B_{pss}[o_{r_2}..o_{r_3}] \), which means that Lemma 10 holds for increasing runs.

**Decreasing Runs.** With the same argument as for increasing runs, we have \( S_{r_1} > S_{r_2} > S_{r_3} \) in decreasing runs. We also have \( \forall x \in (r_1, r_2) : S_{r_2} < S_x \) as well as \( \forall x \in (r_2, r_3) : S_{r_3} < S_x \), which means that \( pss[r_2] \leq pss[r_1] \) and \( pss[r_3] \leq pss[r_1] \) hold. In Lemma 12 we will show that in fact \( pss[r_1] = pss[r_2] = pss[r_3] \) holds, such that the isomorphic subtrees are connected as visualized in Figure 4b. A preorder-traversal from \( r_1 \) to \( r_2 \) yields the same sequence of parentheses as a preorder-traversal from \( r_2 \) to \( r_3 \). Therefore we have \( B_{pss}[o_1..o_{r_2}] = B_{pss}[o_{r_2}..o_{r_3}] \), which means that Lemma 10 holds for decreasing runs.

**Lemma 12.** In decreasing runs we have \( pss[r_1] = pss[r_2] = pss[r_3] \).

**Proof.** As explained previously, we have \( pss[r_2] \leq pss[r_1] \) and \( pss[r_3] \leq pss[r_1] \), and thus only need to show \( S_{pss[r_1]} < S_{r_2} \) and \( S_{pss[r_1]} < S_{r_3} \). We will show below that \( \mu \) cannot be a prefix of \( S_{pss[r_1]} \), from which the statement of the lemma can be deduced easily since the suffixes \( S_{r_2} \) and \( S_{r_3} \) begin with the prefix \( \mu \). Assume for the sake of contradiction that \( \mu \) is a prefix of \( S_{pss[r_1]} \). If we also assume \( pss[r_1] + |\mu| > r_1 \), we get:

\[
S = \begin{array}{c}
pss[r_1] \\
\mu \\
pss[r_1] + |\mu| \\
\end{array}
\]

As indicated by the hatched area, this implies that there is a proper non-empty suffix of \( \mu \) that is also a prefix of \( \mu \), which is impossible because \( \mu \) is a Lyndon word. Thus we have \( pss[r_1] + |\mu| \not> r_1 \). Also, we cannot have \( pss[r_1] + |\mu| = r_1 \), because then \( pss[r_1] \) would be
the starting position of another repetition of $\mu$, which would imply \( S_{\text{pss}[\ell]} \succ S_r \). It follows \( \text{pss}[\ell] + |\mu| < r \), i.e. \( \text{pss}[\ell] + |\mu| \in (\text{pss}[\ell], r) \) and thus \( S_{\text{pss}[\ell] + |\mu|} \succ S_r \). However, this leads to a contradiction:

\[
S_{\text{pss}[\ell]} < S_r \iff \mu \cdot S_{\text{pss}[\ell] + |\mu|} < \mu \cdot S_r \\
\iff S_{\text{pss}[\ell] + |\mu|} < S_r \\
\iff S_r = S_{\text{pss}[\ell] + |\mu|} < S_r
\]

### 5.2 Amortized Look-Ahead

Finally, we show how to amortize the critical cost \( \mathcal{O}(\ell) \) of processing index \( i \) if the run extension is not applicable, i.e. if we have \( \ell < 2(i - j) \). Unfortunately, the trees induced by the nodes from \([j, j + \ell]\) and \([i, i + \ell]\) are not necessarily isomorphic. However, we can still identify a sufficiently large isomorphic structure. In a moment we will show that the following lemma holds:

**Lemma 13.** Let \( \alpha_x \) be the index of the opening parenthesis of node \( x \) in \( B_{\text{pss}} \). We either have \( B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] = B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] \), or there is an integer \( \chi \in [\ell/4] \) with \( B_{\text{pss}}[\alpha_x, \alpha_x + \chi - 1] = B_{\text{pss}}[\alpha_x, \alpha_x + \chi - 1] \) and an index \( h \in [i, i + \chi] \) such that \( S[h, i + \ell] \) is a Lyndon run of the Lyndon word \( S[h, i + \ell + \chi] \). We can determine which case applies, and also determine the value of \( \chi \) (if applicable) in \( \mathcal{O}(\ell) \) time and \( \mathcal{O}(1) \) words of additional space.

When performing the amortized look-ahead we first determine which case of the lemma applies. Then, if \( B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] = B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] \), we extend the known prefix of the BPS by appending a copy of \( B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] \), and continue the execution of Algorithm 1 with iteration \( i + |\ell/4| \). Since this way we skip the processing of \( |\ell/4| - 1 = \Omega(\ell) \) indices, the average critical cost per index from \([i, i + |\ell/4|]\) is constant. If, however, the second case applies, then we determine the value of \( \chi \) and extend the known prefix of the BPS by appending a copy of \( B_{\text{pss}}[\alpha_x, \alpha_x + \chi - 1] \), allowing us to continue the execution of Algorithm 1 with iteration \( i + \chi \). We know that there is some \( h \in [i, i + \chi] \) such that \( S[h, i + \ell + \chi] \) is a Lyndon run of the Lyndon word \( \mu = S[h, i + \ell] \). This run might even be longer: Let \( \ell' = \text{LCE}(h, i + \chi) \) (computed naively), then \( S[h, i + \chi + \ell'] \) is the longest run of \( \mu \) that starts at index \( h \). If the run is increasing, then \( \text{pss}[i + \chi] = h \) holds (see Section 5.1), and the longest LCE that we discover when processing index \( i + \chi = \ell' \). If the run is decreasing, then \( \text{pss}[i + \chi] = \text{pss}[h] \) holds. Also in this case, the longest LCE that we discover when processing index \( i + \chi = \ell' \), since \( \text{LCE}(\text{pss}[i + \chi], i + \chi) \) is less than \(|\mu|\) (see proof of Lemma 12). Therefore, the critical cost of processing index \( i + \chi \) will be \( \Omega(\ell') \). However, since the Lyndon run has at least three repetitions, we will also skip the processing of \( \Omega(\ell') \) indices by using the run extension.

The algorithmic procedure for the second case can be summarized as follows: We process index \( i \) with critical cost \( \mathcal{O}(\ell) \) and skip \( \chi - 1 \) indices afterwards. Then we process index \( i + \chi \) with critical cost \( \mathcal{O}(\ell') \) and skip another \( \Omega(\ell') \) indices by using the run extension. Since we have \( \ell' = \Omega(\ell) \), the total critical cost is \( \mathcal{O}(\ell') \), and the total number of processed or skipped indices is \( \Omega(\ell') \). Thus, the average critical cost per index is constant.

**Proving Lemma 13.** It remains to be shown that Lemma 13 holds. For this purpose, assume \( B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] \neq B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] \). From now on we refer to \( B_{\text{pss}}[\alpha_x, \alpha_x + |\ell/4| - 1] \) and \( B_{\text{pss}}[\alpha_x, \alpha_x + \chi - 1] \) as left and right side, respectively. Consider the first mismatch between the two, where w.l.o.g. we assume that the mismatch has an opening parenthesis on the left...
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\( \ell = \text{LCE}(j, i) \) \\
\( \land \; d = \text{LCE}(j + h, j + x) \) \\
\( \land \; d < \ell - x \)

\[
\begin{array}{c}
\text{Figure 5} \text{ Proving Lemma 13. Equal colors indicate equal substrings. (Best viewed in color.)}
\end{array}
\]

side, and a closing one on the right side. On the left side, the opening parenthesis corresponds to a node \( j + x \) with \( x \in [1, \lceil \ell/4 \rceil] \) that is a child of another node \( j + h \). Since \( S[j + h, j + \ell] \) is a Lyndon word, all nodes from \((j, j + \ell)\) are descendants of \( j \). Consequently, we have \( h \in [0, x) \).

Now we look at the right side: Since we have a closing parenthesis instead of an opening one, we know that \( i + x \) is not attached to \( i + h \), but to a smaller node, i.e. we have \( \text{pss}[i + x] < i + h \). It follows that \( S_{j + h} \prec S_{j + x} \) and \( S_{j + h} \succ S_{j + x} \) hold. Let \( d = \text{LCE}(j + h, j + x) \) and assume \( d \leq \ell - x \). Then due to \( S_{j + h} \prec S_{j + x} \) we have \( S[j + h + d] < S[i + x + d] \). However, since we have \( S[j + h, j + \ell] = S[i + h, i + \ell] \), it follows \( \text{LCE}(i + h, i + x) = d \) and \( S[i + h + d] < S[i + x + d] \), which contradicts \( S_{i + h} \succ S_{i + x} \) (see Figure 5). Thus, it holds \( d = \text{LCE}(j + h, j + x) \geq \ell - x \), allowing us to show that \( S[j + h, j + \ell] \) is a Lyndon run with period \( x - h \). Since \( \text{pss}[j + x] = j + h \) holds, it follows from Lemma 4 that \( S[j + h, j + \ell] \) is a Lyndon word. Due to \( \text{LCE}(j + h, j + x) \geq \ell - x \geq 3(\ell/4) \geq 3(x-h) \) we know that the Lyndon word repeats at least four times, and the run extends all the way to the end of \( S[j + h, j + \ell] \). Note that since the opening parenthesis of node \( j + x \) causes the first mismatch between \( B_{\text{pss}}[o_j..o_{j+4}] \) and \( B_{\text{pss}}[o_{j+1}..o_{j+4}] \), we have \( B_{\text{pss}}[o_j..o_{j+x-1}] = B_{\text{pss}}[o_{j+1}..o_{j+x-1}] \). Therefore, \( \chi \leftarrow x \) already satisfies Lemma 13.

Finally, we explain how to determine \( \chi = x \in O(\ell) \) time. As described above, if \( B_{\text{pss}}[o_j..o_{j+4}] \neq B_{\text{pss}}[o_{j+1}..o_{j+4}] \), then there is some offset \( h < [\ell/4] \) such that \( S[j + h, j + \ell] \) is a Lyndon run of at least four repetitions of a Lyndon word \( \mu \). Consequently, \( S[j + [\ell/4]..j + \ell] \) has the form \( \text{su}(\mu) \cdot \mu^t \cdot \text{pr}(\mu) \) with \( t \geq 2 \), where \( \text{su}(\mu) \) and \( \text{pr}(\mu) \) are a proper suffix and a proper prefix of \( \mu \). A string of this form is called extended Lyndon run. In Section 5.2.1 we propose an algorithm that checks whether or not \( S[j + [\ell/4]..j + \ell] \) is an extended Lyndon run in \( O(\ell) \) time and constant additional space. If \( S[j + [\ell/4]..j + \ell] \) is not an extended Lyndon run, then we have \( B_{\text{pss}}[o_{j+1}..o_{j+4}] = B_{\text{pss}}[o_{j+1}..o_{j+4}] \) and no further steps are needed to satisfy Lemma 13. Otherwise, the algorithm from Section 5.2.1 also provides the period \( |\mu| \) of the run, as well as \( |\text{su}(\mu)| \). In this case, we try to extend the extended Lyndon run to the left: We are now not only considering \( S[j + [\ell/4]..j + \ell] \), but \( S[j..j + \ell] \). We want to find the leftmost index \( j + h \) that is the starting position of a repetition of \( \mu \). Given \( |\mu| \) and \( |\text{su}(\mu)| \), this can be done naively by scanning \( S[j..j + [\ell/4]] \) from right to left, which takes \( O(\ell) \) time. If we have \( h \geq [\ell/4] - |\mu| \), then the first case of Lemma 13 applies and no further steps are necessary. Otherwise, we let \( \chi \leftarrow h + |\mu| \). This concludes the proof of Lemma 13 and the description of our construction algorithm.

5.2.1 Detecting Extended Lyndon Runs

In this section, we propose a linear time algorithm that identifies extended Lyndon runs, i.e. strings of the form \( \text{su}(\mu) \cdot \mu^t \cdot \text{pr}(\mu) \) with \( t \geq 2 \), where \( \text{su}(\mu) \) and \( \text{pr}(\mu) \) are a proper suffix and a proper prefix of \( \mu \). Our approach exploits properties of the Lyndon factorization, which is defined as follows:
Lemma 14 (Lyndon Factorization [5]). Every non-empty string \( S \) can be decomposed into non-empty Lyndon words \( s_1, s_2, \ldots, s_m \) such that \( S = s_1 \cdot s_2 \cdot \ldots \cdot s_m \) and \( \forall i \in [2, m] : s_{i-1} \triangleright s_i \). There is exactly one such factorization for each string.

Lemma 15. Let \( S = \text{suf}(\mu) \cdot \mu^t \cdot \text{pre}(\mu) \) be an extended Lyndon run. Let \( x_1, \ldots, x_{k_1} \) be the Lyndon factorization of \( \text{suf}(\mu) \), and let \( y_1, \ldots, y_{k_2} \) be the Lyndon factorization of \( \text{pre}(\mu) \). Then the Lyndon factorization of \( S \) is \( x_1, \ldots, x_{k_1}, \mu, \mu, \ldots, \mu, y_1, \ldots, y_{k_2} \), \( l \) times.

Proof. Clearly, the factorization given by the lemma consists solely of Lyndon words. Thus, we only have to show \( x_1 \triangleright \ldots \triangleright x_{k_1} \triangleright \mu \triangleright y_1 \triangleright \ldots \triangleright y_{k_2} \). Since we defined \( x_1, \ldots, x_{k_1} \) and \( y_1, \ldots, y_{k_2} \) to be the Lyndon factorizations of \( \text{suf}(\mu) \) and \( \text{pre}(\mu) \) respectively, we already know that \( \forall i \in [2, k_1] : x_{i-1} \triangleright x_i \) and \( \forall i \in [2, k_2] : y_{i-1} \triangleright y_i \) hold. It remains to be shown that \( x_{k_1} \triangleright \mu \triangleright y_1 \) holds. Since \( x_{k_1} \) is an empty suffix of \( \text{suf}(\mu) \) and thus also an empty proper suffix of \( \mu \), it follows that \( x_{k_1} \triangleright \mu \) holds. Since \( y_1 \) is a prefix of \( \text{pre}(\mu) \) and thus also a prefix of \( \mu \), it follows (by definition of the lexicographical order) that \( \mu \triangleright y_1 \) holds.

Lemma 15 implies that the longest factor of the Lyndon factorization of an extended Lyndon run is exactly the repeating Lyndon word \( \mu \). This is the key insight that we use to detect extended Lyndon runs:

Lemma 16. Let \( S \) be a string of length \( n \). If \( S \) is an extended Lyndon run of the form \( S = \text{suf}(\mu) \cdot \mu^t \cdot \text{pre}(\mu) \), then we can determine \( |\mu| \) and \( |\text{suf}(\mu)| \) in \( O(n) \) time and \( O(1) \) words of additional space.

Proof. Using Duval’s algorithm [8, Algorithm 2.1], we compute the Lyndon factorization of \( S \) in \( O(n) \) time and \( O(1) \) words of additional space. The algorithm computes and outputs the factors one-at-a-time and in left-to-right order. Whenever it outputs a factor that is longer than all previous ones, we store its length \( l \) and its starting position \( d \). Note that since we investigate each factor individually and then immediately discard it, we never need to store the entire factorization in memory. If \( S \) is an extended Lyndon run, then following Lemma 15 it must have the form \( S = \text{suf}(\mu) \cdot \mu^t \cdot \text{pre}(\mu) \) with \( |\text{suf}(\mu)| = d - 1 \) and \( |\mu| = l \).

We now summarize our construction algorithm for the PSS tree. We process the indices from left to right using the techniques from Section 4.1, where processing an index means attaching it to the PSS tree. Whenever the critical time of processing an index is \( O(f) \), we skip the next \( \Omega(f) \) indices by using the run extension (Section 5.1) or the amortized look-ahead (Section 5.2). Thus, the critical time per index is constant, and the total worst-case execution time is \( O(n) \). In terms of working space, we only need \( O(n \log n / \log \log n) \) bits to support the operations described in Section 3.1. The correctness of the algorithm follows from the description. We have shown:

Theorem 17. For a string \( S \) of length \( n \) we can compute its succinct Lyndon array \( B_{pss} \) in \( O(n) \) time using \( O(n \log n / \log \log n) \) bits of working space apart from the space needed for \( S \) and \( B_{pss} \).
The algorithm can easily be adapted to compute the Lyndon array instead of the PSS tree. For this purpose, we use a single array $A$ (which later becomes the Lyndon array), and no further auxiliary data structures. We maintain the following invariant: At the time we start processing index $i$, we have $A[j] = \text{pss}[j]$ for $j \in \mathcal{P}_{i-1}$, and $A[j] = \lambda[j]$ for $j \in [1, i) \setminus \mathcal{P}_{i-1}$. As before, we determine $p_m = \text{pss}[i]$ with the techniques from Section 4.1. In Step 1 and Step 2 we require some access on elements of $\mathcal{P}_{i-1}$, which we can directly retrieve from $A$. Apart from that, the algorithm remains unchanged. Once we computed $p_m$, we set $A[i] \leftarrow p_m$ ($= \text{pss}[i]$). Additionally, it follows that $i$ is the first node that is not a descendant of any of the nodes $p_1, \ldots, p_{m-1}$, which means that we have $\text{nss}[p_x] = i$ for any such node. Therefore, we assign $A[p_x] \leftarrow i - p_x$ ($= \lambda[p_x]$). The run extension and the amortized look-ahead remain essentially unchanged, with the only difference being that we copy and append respective array intervals instead of BPS substrings (some trivial shifts on copied values are necessary). Once we have processed index $n$, we have $A[j] = \text{pss}[j]$ for $j \in \mathcal{P}_n$, and $A[j] = \lambda[j]$ for $j \in [1, n] \setminus \mathcal{P}_n$. Clearly, all indices $p_x \in \mathcal{P}_n$ do not have a next smaller suffix, and we set $A[p_x] \leftarrow n - p_x + 1 = \lambda[p_x]$. After this, we have $A = \lambda$. Since at all times we only use $A$ and no auxiliary data structures, the additional working space needed (apart from input and output) is constant. The linear execution time and correctness of the algorithm follow from the description. Thus we have shown:

$\triangleright$ **Theorem 18.** Given a string $S$ of length $n$, we can compute its Lyndon array $\lambda$ in $O(n)$ time using $O(1)$ words of working space apart from the space needed for $S$ and $\lambda$.

## 7 Experimental Results

We implemented our construction algorithm for both the succinct and the plain Lyndon array (LA-Succ and LA-Plain). The C++ implementation is publicly available at GitHub\(^2\). As a baseline we compared the throughput of our algorithms with the throughput of DivSufSort\(^3\), which is known to be the fastest suffix array construction algorithm in practice [12]. Thus, it can be seen as a natural lower bound for any Lyndon array construction algorithm that depends on the suffix array. Additionally we consider LA-ISA-NSV, which builds the Lyndon array by computing next smaller values on the inverse suffix array (see [13], we use DivSufSort to construct the suffix array). For LA-Succ we only construct the succinct Lyndon array without the support data structure for fast queries. All experiments were conducted on the LiDO3 cluster\(^4\), using an Intel Xeon E5-2640v4 processor and 64GiB of memory. We repeated each experiment five times and use the median as the final result. All texts are taken from the Pizza & Chili text corpus\(^5\).

Table 1 shows the throughput of the different algorithms, i.e. the number of input bytes that can be processed per second. We are able to construct the plain Lyndon array at a speed of between 41 MiB/s (fib41) and 82 MiB/s (xml), which is on average 9.9 times faster than LA-ISA-NSV, and 8.1 times faster than DivSufSort. Even in the worst case, LA-Plain is still 6.8 times faster than LA-ISA-NSV, and 5.2 times faster than DivSufSort (pitches). When constructing the succinct Lyndon array we achieve around 86% of the throughput of LA-Plain on average, but never less than 81% (pitches). In terms of memory usage, we measured the additional working space needed apart from the space for the text and the

---

\(^2\) [https://github.com/jonas-ellert/nearest-smaller-suffixes](https://github.com/jonas-ellert/nearest-smaller-suffixes)

\(^3\) [https://github.com/y-256/libdivsufsort](https://github.com/y-256/libdivsufsort)

\(^4\) [https://www.lido.tu-dortmund.de/cms/de/LiDO3/index.html](https://www.lido.tu-dortmund.de/cms/de/LiDO3/index.html)

\(^5\) [http://pizzachili.dcc.uchile.cl/](http://pizzachili.dcc.uchile.cl/)
Table 1 Throughput in MiB/s.

<table>
<thead>
<tr>
<th></th>
<th>(normal corpus)</th>
<th>(repetitive corpus)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>english.1GiB</td>
<td></td>
</tr>
<tr>
<td>LA-Plain</td>
<td>60.57</td>
<td>50.83</td>
</tr>
<tr>
<td>LA-Succ</td>
<td>52.81</td>
<td>46.03</td>
</tr>
<tr>
<td>LA-ISA-NSV</td>
<td>4.61</td>
<td>4.86</td>
</tr>
<tr>
<td>DivSufSort</td>
<td>5.53</td>
<td>5.76</td>
</tr>
</tbody>
</table>

(succinct) Lyndon array. Both LA-Plain and LA-Succ never needed more than 0.002 bytes of additional memory per input character (or 770 KiB of additional memory in total), which is why we do not list the results in detail.

8 Summary

We showed how to construct the succinct Lyndon array in linear time using $O(n \lg \lg n / \lg n)$ bits of working space. The construction algorithm can also produce the (non-succinct) Lyndon array in linear time using only $O(1)$ words of working space. There are no other linear time algorithms achieving these bounds. Our algorithm performs also extremely well in practice. We envision applications of these practical algorithms in full-text indexing, such as an improved implementation of Baier’s suffix array construction algorithm [1], or as a first step in sparse suffix sorting [11, 4].
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Abstract

Fault tolerant distance preservers are sparse subgraphs that preserve distances between given pairs of nodes under edge or vertex failures. In this paper, we present the first non-trivial constructions of subset distance preservers, which preserve all distances among a subset of nodes $S$, that can handle either an edge or a vertex fault.

For an $n$-vertex undirected weighted graph or weighted DAG $G = (V, E)$ and $S \subseteq V$, we present a construction of a subset preserver with $\widetilde{O}(|S|n)$ edges that is resilient to a single fault. In the single pair case ($|S| = 2$), the bound improves to $O(n)$. We further provide a nearly-matching lower bound of $\Omega(|S|n)$ in either setting, and we show that the same lower bound holds conditionally even if attention is restricted to unweighted graphs.

For an $n$-vertex directed unweighted graph $G = (V, E)$ and $r \in V, S \subseteq V$, we present a construction of a preserver of distances in $\{r\} \times S$ with $\widetilde{O}(n^{4/3}|S|^{5/6})$ edges that is resilient to a single fault. In the case $|S| = 1$ the bound improves to $O(n^{4/3})$, and for this case we provide another matching conditional lower bound.

For an $n$-vertex directed weighted graph $G = (V, E)$ and $r \in V, S \subseteq V$, we present a construction of a preserver of distances in $\{r\} \times S$ with $\widetilde{O}(n^{3/2}|S|^{3/4})$ edges that is resilient to a single vertex fault. (It was proved in [14] that the bound improves to $O(n^{3/2})$ when $|S| = 1$, and that this is conditionally tight.)
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1 Introduction

Distance Preservers. This paper is about distance preservers, a graph-theoretic primitive that appears in work on spanners [16, 32, 23, 17, 2, 1, 24], hopsets [2, 28, 27], shortcutting [27, 2], shortest path algorithms [5, 4, 21, 18], etc.; recently, distance preservers have also been a popular topic in their own right [17, 20, 16, 12, 25, 18].
Definition 1 (Distance Preservers). For a graph $G = (V, E)$ and a set $P \subseteq V \times V$ of “demand pairs”, a subgraph $H = (V, E_H \subseteq E)$ is a distance preserver of $G, P$ if

$$\text{dist}_G(s, t) = \text{dist}_H(s, t) \text{ for all } (s, t) \in P.$$  

When $P = S \times S$ for some $S \subseteq V$, we say that $H$ is a subset distance preserver of $G, S$.

Most often, the goal is to determine the worst-case tradeoff between the number of demand pairs and the number of edges needed for a distance preserver. For example, a classic result in the area is that any $p$ demand pairs in an $n$-node graph have a distance preserver on $O(np^{1/2})$ edges [20].

The subset distance preserver structure $P = S \times S$ is quite common in the known applications of distance preservers (e.g. [4, 21, 18]), and one of the primary reasons distance preservers were first developed was to address this setting [22]. Despite this, our understanding of subset distance preservers lags far behind our understanding of the general case. There is no graph setting in which the structure $P = S \times S$ is known to be useful towards proving sparser distance preservers, and yet our lower bounds get much worse when they are required to have this structure. To illustrate, one of the main questions in the area is whether one can generally have a subset preserver with only a constant number of edges per demand pair: Is there an absolute constant $c > 0$ such that, for any $|P| = n^{2-c}$ demand pairs in an $n$-node graph, there is always a distance preserver on $O(|P|)$ edges?

In the sourcewise setting $P = S \times V$, the answer is clearly yes (build a shortest path tree rooted at each $s \in S$). In the pairwise setting, i.e. $P$ is arbitrary, it was proved by Coppersmith and Elkin [20] that the answer is no (even if attention is restricted to undirected unweighted graphs). But in the intermediate subset setting $P = S \times S$, the question is completely open: we can neither prove it for undirected unweighted graphs, nor refute it for directed weighted graphs; all we know is that $c \leq \frac{2}{3}$ [12].

Fault Tolerance. Distance preservers and friends are often applied to networks or distributed systems where parts can spontaneously fail. A natural additional requirement for these applications is fault-tolerance, meaning roughly that the preserver is robust to these failures:

Definition 2 (Fault Tolerant Distance Preservers). For a graph $G = (V, E)$ and demand pairs $P$, a distance preserver $H$ of $G, P$ is fault tolerant (FT) if for any vertex or edge $x$ we have that $H \{x\}$ is still a distance preserver of $G \{x\}.$

We say $H$ is vertex (edge) fault tolerant, abbreviated VFT (EFT), to indicate that $x$ must specifically be a vertex (edge).

The current literature reflects a world in which vertex faults are harder to analyze than edge faults; many basic questions in the area are closed for EFT but open for (V)FT [19, 9, 8, 13, 15]. To highlight one example:

For a single demand pair $(s, t)$ in an undirected (possibly weighted) graph $G$, is there always an FT distance preserver on $O(n)$ edges?

In [14], it is proved that the answer is yes for the special case of edge failures. The argument leverages a convenient structural fact about edge failures, which may generally explain some of the EFT/VFT discrepancy: a shortest path in $G \{x\}$ is always the union of two shortest paths in $G$ when $x$ is an edge [3], but nothing like this seems to hold when $x$ is a vertex. Accordingly, the above question is open when the failures can be vertices.

1 One can also consider a version where several nodes/edges fail at once. However, recent lower bounds have proved that the available preserver quality is quite poor already for $f = 2$ faults [30, 14], so $f = 1$ may be the more applicable setting.
1.1 Our Results

In this work, we show that the $P = S \times S$ structure does actually seem to be useful in the FT setting. For background, it was proved by Bilo et al. [8] that any $|S|$ source nodes in an $n$-node undirected weighted graph has an EFT preserver on $\tilde{O}(n|S|)$ edges. Our main results fill in several gaps around this result, extending to the general FT setting and providing corresponding lower bounds.

**Theorem 3 (Undirected Graphs).** For any undirected weighted $n$-node graph $G = (V, E, w)$ and set of source nodes $S \subseteq V$, there is a general FT subset distance preserver on $\tilde{O}(n|S|)$ edges. When $|S| = 2$, the bound improves to $O(n)$. Moreover, for any given value of $|S|$ there are examples where $\Omega(n|S|)$ edges are needed.

We note that Theorem 3 positively resolves the latter open question mentioned above. We think this bound $\tilde{O}(n|S|)$ is surprising; to explain why, let us compare to the corresponding bounds in the non-faulty setting. Here the current state-of-the-art [20] is that $|S| = \sigma$ source nodes in an $n$-node graph have a subset distance preserver of size $O\left(\min\{n + n^{1/2}\sigma^2, n\sigma\}\right)$. In particular, when $\sigma \geq \sqrt{n}$ the bound is $O(n\sigma)$. In other words, following Theorem 3, one can tolerate a fault in this parameter regime essentially for free. It is more likely that this reflects the weakness of our current understanding of non-faulty subset distance preservers, rather a world in which fault tolerance is actually free. Still, the non-faulty subset distance preserver bounds have resisted improvement for the last 15 years, so the unintuitive hypothesis of free fault tolerance suggested by Theorem 3 may be hard to refute.

Since Theorem 3 is essentially best possible, for the rest of the paper we investigate to what extent it extends to other graph settings. For example, what if attention is restricted to unweighted graphs? Our lower bound construction fundamentally relies on the use of edge weights, and thus it does not constrain this setting. However, we show that it can be replaced with a conditional lower bound: it will not be possible to meaningfully improve Theorem 3 for unweighted graphs without first improving on the non-faulty setting. This result will use a new parameter for distance preservers that we call the gap. For a graph $G$ and demand pairs $P$, the gap is

$$\gamma(P) := \max_{(s, t), (s', t') \in P} \text{dist}_G(s, t) - \text{dist}_G(s', t').$$

Intuitively, the gap measures how close $G, P$ are to a “layered” instance: except for a few degenerate cases, the gap is 0 if and only if $G$ is a layered graph, $P$ is a subset of the first $\times$ last layer, and the shortest paths for $P$ cross the layers directly without backtracking. We use the following technical hypothesis for our unweighted lower bound:

**Hypothesis 4.** For any $\sigma = \sigma_n$, there is an $n$-node undirected unweighted graph $G$ and demand pairs $P = S \times T$ with

$$|S| \leq \sigma \quad \text{and} \quad |T| \leq \sqrt{\frac{n\sigma}{\gamma(P) + 1}}$$

such that any distance preserver has $\Omega(n\sigma)$ edges.

We remark that this hypothesis is only plausible when $|T| = \Omega(\sigma)$, and hence we need $\gamma(P) = O(n/\sigma)$. But the current understanding of non-faulty distance preservers is compatible with the bounds in Hypothesis 4, even if we were to assume more strongly that $\gamma(P) = 0$. 
Theorem 5. Assuming Hypothesis 4, for any $\sigma = \sigma_n$, there are examples of undirected unweighted $n$-node graphs and node subsets of size $|S| = \sigma$ where any FT distance preserver needs $\Omega(n\sigma)$ edges.

Thus Theorem 3 is conditionally tight even for unweighted graphs. Next, we ask if it extends to directed graphs. For the special case of DAGs, we observe that any replacement path avoiding a failure can be represented by concatenation of two original shortest paths linked together by an edge (much like the EFT setting). This allows the above content to extend directly to preservers for DAGs.

Theorem 6 (DAGs). The upper and lower bound of Theorem 3 both still hold when the input graph $G$ is a weighted DAG. If $G$ is an unweighted DAG, then the lower bound of Theorem 5 still holds as well, assuming that Hypothesis 4 also holds for unweighted DAGs.

The general directed setting is trickier. The question of single-pair FT preservers for directed weighted graphs was settled in [14]; these need at least $\Omega(n^{4/3})$ and at most $O(n^{3/2})$ edges, and hence Theorem 3 does not extend to this setting. For directed unweighted graphs, we provide the first improvements on this upper bound:

Theorem 7 (Directed Unweighted Graphs). For any directed unweighted $n$-node graph $G = (V, E)$, and demand pairs $(r, S) \in V \times 2^V$ there is an FT distance preserver on $\tilde{O}(n^{4/3}|S|^{5/6})$ edges. When $|S| = 1$, the bound improves to $O(n^{4/3})$.

Like before, we show conditional tightness of this bound, although here only in the single-pair setting. Our lower bound needs the following hypothesis:

Hypothesis 8. There is an $n$-node directed unweighted graph $G$ and demand pairs $P = S \times T$ with

$$|S|, |T|, \gamma(P) = O(n^{1/3})$$

such that any distance preserver has $\Omega(n^{4/3})$ edges.

Hypothesis 8 is more tenuous than Hypothesis 4, as it is right on the boundary of current techniques. We will discuss the interpretation of these hypotheses more shortly. Still, the point is that one cannot meaningfully improve our single-fault distance preservers without first gaining an improved understanding of the non-faulty case:

Theorem 9. Assuming Hypothesis 8, there are examples of directed unweighted $n$-node graphs and single demand pairs where any FT distance preserver needs $\Omega(n^{4/3})$ edges.

We remark that if the goal is just to refute the extension of Theorem 3 to directed graphs, rather than to show exact tightness of Theorem 7, then one can get by with a weaker assumption than Hypothesis 8 (e.g. the preserver lower bound can be $\Omega(n^{1.01})$, or one can trade this off with a relaxation of $|S|, |T|, \gamma(P)$).

Lastly, we mention that our techniques give a nontrivial extension of the single-pair result in [14] to the multi-target setting.

---

2 More specifically, it was proved that the correct size bound is exactly that of a non-faulty distance preserver of $n$ demand pairs in an $n$-node directed weighted graph. Due to [20], this is at least $\Omega(n^{4/3})$ and at most $O(n^{3/2})$. 

Theorem 10 (Directed Weighted Graphs). For any directed weighted $n$-node graph $G = (V, E)$ and demand pairs $(r, S) \in V \times 2^V$, there is an FT distance preserver on $\tilde{O}(n^{3/2}|S|^{3/4})$ edges.

We recall from [14] that the bound improves to $O(n^{3/2})$ when $|S| = 1$, and that this single-pair bound is unimprovable under the hypothesis that the current bounds for non-faulty distance preservers of directed weighted graphs are tight.

1.2 Interpretation of Hypotheses

Since our lower bounds rely on Hypotheses 4 and 8, we will give them some more context here and discuss how likely they are to be true. Currently, except for a certain tiny range of parameters [12], the state-of-the-art upper bounds for non-faulty $S \times T$ preservers are based entirely on a property called consistency:

Definition 11 (Consistency). A set of paths $\Pi$ in a (possibly directed) graph $G$ are consistent if, for any $\eta_1, \eta_2 \in \Pi$ with nodes $u < v \in \eta_1, u < v \in \eta_2$, the subpaths $\pi_1[u \mapsto v], \pi_2[u \mapsto v]$ are equal.

In other words, given any set of consistent paths with endpoints in $S \times T$, one can exploit the consistency property to prove upper bounds on the total number of edges contained in the union of all these paths [20, 12]. Interpreting $S \times T$ as demand pairs for a preserver, it is not hard to break shortest path ties in such a way that the chosen paths are consistent, and so these “consistency bounds” yield preserver upper bounds, which are essentially state-of-the-art.

With this in mind, let us imagine a weaker version of Hypotheses 4, where we hypothesize a consistent set of $S \times T$ paths with $\Omega(n\sigma)$ edges in their union, the gap $\gamma(S \times T)$ defined as the maximum difference between any two path lengths, and $|S|, |T|$ are bounded as before. From a construction in [16], this hypothesis is true. The similar “consistency-weakened” version of Hypothesis 8 is also true, from an unpublished construction of Bodwin and Reingold.

So, the truth of Hypotheses 4 and 8 essentially depends on how smoothly one can pass from consistent paths to unique shortest paths without destroying the other important properties of the construction, like the edge density and the gap. It is hard to say for sure whether this will be possible. Our guess is that the consistency bounds can be improved – and thus Hypotheses 4, 8 are false – but that this will require major new technical ideas that are not currently in the literature. The main evidence for this is that the consistency bounds have been polynomially improved for general pairwise preservers, which do not require the structure $P = S \times T$ [16]. But in the $P = S \times T$ setting the consistency bounds have resisted improvement for the last 15 years [20], despite significant research effort, so we feel that Hypotheses 4, 8 accurately mark the boundaries of current knowledge. Thus we interpret these hypotheses, and the corresponding lower bounds, as proof that no more progress can really be made in the FT setting until the non-faulty setting is understood first.

1.3 Related Work

For an $n$-vertex unweighted graph $G$ and a set of sources $S$, Parter and Peleg [31] showed that there exists an $S \times V$ FTP with $O(n^{3/2}|S|^{1/2})$ edges. This bound holds also for the case of a single node failure and when the graph is directed. They also showed that this result is existentially optimal, namely, there exist $n$-vertex graphs and a set of sources $S$ such that any $S \times V$ FTP has at least $\Omega(n^{3/2}|S|^{1/2})$ edges.

For the more general case of $P = S \times T$, [8] showed an FTP of size $O(n^{4/3}|S|^{1/3}|T|^{1/3})$ under edge failure. An FTP for a single pair in undirected (possibly weighted) graph of linear
size was explicitly presented in [14], but was also implied by previous replacement-paths algorithms, e.g., [29].

Considerably much less is known for the multiple fault setting (even for edges faults). Parter [30] showed an upper bound of $O(n^{5/3})$ edges for $\{s\} \times V$ (edge) $f$-FTP with $f = 2$, in undirected unweighted graphs. A matching lower bound of $\Omega(\lceil|S|^{1/(f+1)} \cdot n^{2-1/(f+1)}\rceil)$ for sourcewise $(P = S \times V)$ $f$-FTP was also provided in [30], for any $f$. Gupta and Khan [26] extended this result, providing a tight upper bound for sourcewise $(S \times V)$ $f$-FTP with $f = 2$. This bound holds also for the case of a two vertex failures and when the graph is directed. For the more general case of $f$ failures, Bodwin et al. [14] showed an upper bound of $O(f \cdot |S|^{1/2f} \cdot n^{2-1/2f})$ edges for a $S \times V$ $f$-FTP. This result holds under both edge and vertex failures, and in directed graphs. For weighted graphs, [14] showed that even a single pair $f$-FTP with $f \geq 2$ has $\Theta(n^2)$ edges.

Baswana and Khanna [7] proved the existence of a $(1+\epsilon)$ multiplicative vertex FT spanner for $P = \{s\} \times V$, with $O(n/e^\epsilon + n \log n)$ edges, for any $\epsilon > 0$. Recently, Bilò et al. [11] improved this result to $O(n \log n/e^2)$, for both edge and vertex single failure. In [10], Bilò et al. showed construction of approximate FTP to handle multiple edge failures. They showed that for any $f \geq 1$ and for $P = \{s\} \times V$, we can compute an FTP $O(fn)$ size that after failure of $f$ edge preserves distance up to a multiplicative stretch of $(2f + 1)$.

1.4 Preliminaries and Tools

Graph Notations. We use the following graph notations and definitions in the context of a given undirected graph $G = (V, E, w)$ with $n = |V|$, $m = |E|$ and a weight function $w : E \to \mathbb{R}^+$. To avoid complications due to shortest-paths of the same length, we assume throughout that all shortest path are computed with a consistent tie-breaking function $\pi$ that guarantees the uniqueness of the shortest-paths\(^3\). For every $x, y \in V$, and a subgraph $G' \subseteq G$, let $\pi(x, y, G')$ be the (unique) $x$-$y$ shortest path in $G'$, when $G' = G$ we may simply write $\pi(x, y)$. For any path $P$, let $P[x, y]$ be the subpath of $P$ between $x$ and $y$ and let $P(x, y) = P[x, y] \setminus \{x, y\}$. For a node $v \in V$, let $T_v$ be the shortest path tree rooted at $v$. For $v, x \in V$, let $T_v(x)$ the subtree of $T_v$ rooted at $x$.

For $s, t \in V$ and a failure $x \in V$, the replacement path $P_{s,t,x}$ is the unique $s$-$t$ shortest path in $G \setminus \{x\}$. To avoid cumbersome notation, when $s$ or $t$ are clear from context, we may omit them from the notation. Let $D_{s,t,x}$ be the detour segment of the replacement path defined by $P_{s,t,x} \setminus \pi(s, t)$.

For a path $P$, let $E(P)$ denote its edges and $V(P)$ denote its vertices. Similarly, for a collection of paths $\mathcal{P}$, we denote their edges and vertices with $E(\mathcal{P}) = \bigcup_{P \in \mathcal{P}} E(P)$ and $V(\mathcal{P}) = \bigcup_{P \in \mathcal{P}} V(P)$ respectively. We denote the first and last vertex of a path $P$ by first($P$) and last($P$) respectively. Similarly, for a collection of path $\mathcal{P}$, we denote their sources and terminals with first($\mathcal{P}$) = $\bigcup_{P \in \mathcal{P}}$ first($P$) and last($\mathcal{P}$) = $\bigcup_{P \in \mathcal{P}}$ last($P$). For a tree $T$ and vertices $u, v$ let LCA($u, v$) denote the least common ancestor of $u$ and $v$ in $T$.

Heavy Path Decomposition. For a shortest path tree $T_s$ rooted at $s$, we use the heavy-path decomposition technique devised by Sleator and Tarjan [33] in order to break the tree $T_s$ into vertex-disjoint paths with several desired properties. The following lemma summarizes the main properties of this partitioning scheme (proof can be also found in [7]).

---

\(^3\) See Def. 11 for a formal definition of a consistent tie-breaking.
Lemma 12 ([33]). There exist a linear time algorithm that given an \( n \)-vertex tree \( T \) computes a path \( Q \) in \( T \) whose removal breaks \( T \) into vertex-disjoint subtrees \( T_1, ..., T_\ell \) such that for each \( i \leq \ell \):

- \( |V(T_i)| \leq n/2 \) and \( V(Q) \cap V(T_i) = \emptyset \).
- \( T_i \) is connected to \( Q \) through some edge.

The desired decomposition is obtained by recursively applying Lemma 12 (on each of the subtrees \( T_i \)), getting a partition of \( T \) into vertex disjoint paths \( \mathcal{HP}(T) \). A useful property of the decomposition is that for every edge \((u, v) \in T \) that does not appear in any of the paths \( \mathcal{HP}(T) \), it holds that \( |V(T_i(v))| \leq |V(T_i(u))|/2 \). This yields the following useful lemma.

Lemma 13 ([7]). For any vertex \( v \), its path to the root in \( T \) intersects at most \( \log n \) paths in \( \mathcal{HP}(T) \).

## 2 Fault Tolerant Preservers for Undirected Graphs

### 2.1 Preservers for Undirected Weighted Graphs

Theorem 14. Any undirected (possibly weighted) \( G = (V, E, w) \) and a set \( S \subseteq V \) of sources has a \( S \times S \) subset (vertex) fault tolerant preserver \( H \) with \( O(n |S| \log n) \) edges.

The subgraph \( H \) simply contains all the \( S \times S \) replacement paths, that is,

\[
H = \{ P_{s,t,x} \mid s, t \in S, x \in \pi(s,t) \}.
\]

To prove Theorem 14, we will provide a bound on the size of \( H \).

Size Analysis. A replacement path \( P_{s,t,x} \) is short if it has at most \( n/|S| \) edges; otherwise it is long. Throughout this section, we mainly focus on bounding the number of edges in the collection of all short replacement paths, denoted throughout by \( \mathcal{P}_{\text{short}} \).

Lemma 15. \( |E(\mathcal{P}_{\text{short}})| = O(n |S| \log n) \).

We start by observing that to prove Theorem 14 it is indeed sufficient to consider only the short replacement paths.

Claim 16. Lemma 15 implies Theorem 14.

Proof. Let \( S^* \) be a sample of nodes obtained by including each node independently with probability \( p = |S|/n \), and let \( S' = S^* \cup S \). For each edge \( e \) in a long replacement path \( P = P_{s,t,x} \), by standard Chernoff bounds, with constant probability there are nodes \( s_1, s_2 \in S' \cap P \), separated by \( \leq n/|S| \) edges in \( P \), such that \( e \) comes between \( s_1 \) and \( s_2 \) in \( P \). We thus have \( e \in P_{s_1,s_2,x} \), so \( e \) is now part of a short replacement path. Hence \( e \) is counted in Lemma 15 with at least constant probability. Since only \( O(n |S| \log n) \) edges may be counted in this way, by linearity of expectation it follows that there are \( O(n |S| \log n) \) total edges in long replacement paths.

Road-Map for Proving Lemma 15. From now on, we focus on the collection of short replacement paths, \( \mathcal{P} = \mathcal{P}_{\text{short}} \). We will show the existence of a subgraph \( H' \) with \( O(|S| n) \) edges that contains all the edges of \( \mathcal{P} \). This subgraph will be the union of three auxiliary sub-graphs each containing a different subset of replacement paths. For any source \( s \in S \), we first show the existence of a subgraph \( H_s \) of size \( \tilde{O}(n) \) such that \( H_s \cup T(S) \) include
most of the replacement paths which originate at \( s \), where \( T(S) = \cup_s T_s \). Then, letting \( H_2 = \bigcup_{S \in \mathcal{S}} H_s \), we have that \( |H_2| = O(n|S|) \). Finally, the third subgraph \( H_3 \) will include a collection of left-over \( O(|S|^2 \log n) \) (short) replacement paths, and thus its size will be bounded by \( O(n|S| \log n) \) as well.

**Partitioning of Replacement Paths based on Heavy-Path Decomposition.** Throughout, we consider a fixed source node \( s \in S \) and the set \( \mathcal{P}_s = \{ P_{s,t,x} \mid P_{s,t,x} \in \mathcal{P}, t \in S \} \) of all its short replacement paths. We then divide these replacement paths into several subsets based on the heavy-path decomposition \( \mathcal{HP}(T_s) \) of the shortest-path tree \( T_s \) as follows. For every path \( Q \in \mathcal{HP}(T_s) \), let

\[
\mathcal{P}_s(Q) := \{ P_{s,t,x} \mid x \in Q \text{ and } x \notin \text{LCA}(t, \text{last}(Q)) \} \quad \text{and} \quad \mathcal{P}_s' = \bigcup_{Q \in \mathcal{HP}(T_s)} \mathcal{P}_s(Q).
\]

We will also define a small subset of the left-over replacement paths \( \mathcal{L}_s = \mathcal{P}_s \setminus \mathcal{P}_s' \). The analysis shows that \( |\mathcal{L}_s| = O(|S| \log n) \), and since all these replacement paths are short, the total number of edges in these left-over replacement paths can be bounded by \( O(|S| n \log n) \). We next bound the number of edges in each of the subsets \( \mathcal{P}_s(Q) \), enjoying the fact that the failures of all the replacement paths in these sets lie on a single path.

**Bounding the number of edges in \( \mathcal{P}_s(Q) \) (failure on a single path).** Let \( Q = \langle x_0, ..., x_k \rangle \). Following Baswana and Khanna [7], for every \( x_i \in Q \), we define the vertex partition of \( T_s \setminus \{ x_i \} \) into

\[
U_i := V(T_s \setminus T_s(x_i)), \quad D_i := V(T_s(x_{i+1})) \quad \text{and} \quad O_i := V(T_s) \setminus (U_i \cup D_i \cup \{ x_i \}).
\]

Note that for any \( i \neq j \), \( O_i \) and \( O_j \) are pairwise disjoint. This property is crucial for our construction.

**Observation 17.** Fix \( x_i \in Q \). If \( P_{s,t,x_i} \in \mathcal{P}_s(Q) \) and \( P_{s,t,x_i} \notin \pi(s,t) \) then \( t \in D_i \).

**Proof.** Since \( U_i \cup O_i \cup D_i = V \setminus \{ x_i \} \), we need to rule out two cases: (i) Assume that \( t \in U_i \). In this case \( x_i \notin \pi(s,t) \), and thus \( P_{s,t,x_i} = \pi(s,t) \). (ii) Assume that \( t \in O_i \). In this case, we must also have that \( x_i = \text{LCA}(t, \text{last}(Q)) \) and thus \( P_{s,t,x_i} \notin \mathcal{P}_s(Q) \) (this path will be included in the left-over set \( \mathcal{L}_s \)). As \( U_i \cup O_i \cup D_i = V \), we conclude that \( t \in D_i \). △

**Lemma 18.** Fix \( x_i \in Q \) and \( t \in S \setminus D_i \). The replacement path \( P = P_{s,t,x_i} \) is of the form \( p_1(P) \circ e_1(P) \circ p_2(P) \circ e_2(P) \circ p_3(P) \) where \( e_1(P), e_2(P) \) are edges, \( p_1(P) \subseteq T_s \), \( p_3(P) \subseteq T_t \) and \( V(p_2(P)) \subseteq O_i \). Each of the edges \( e_1(P), e_2(P) \) (but not both) and some of the paths \( p_i(P), i \in \{ 1, 2, 3 \} \) might be empty.

**Proof.** Let \( P_i = p_i(P) \) for \( i \in \{ 1, 2, 3 \} \), and \( e_j = e_j(P) \) for \( j \in \{ 1, 2 \} \). Let \( z \) be the first vertex of the path \( P \) (i.e., closest to \( s \)) that belongs to \( D_i \). Let \( u \) be the last vertex of the path \( P \) (i.e., closest to \( t \)) that belongs to \( U_i \). Let \( P_1 = P[s,u] \) and \( P_3 = P[z,t] \). We first claim that \( P_1 \subseteq T_s \). To see this, observe that since \( u \in U_i \), \( x_i \notin \pi(s,u) \) and thus \( P_1 = \pi(s,u) \subseteq T_s \). Since \( P_1 = \pi(s,u) \), it also implies that \( u \) appears strictly before \( z \) on the path \( P \).

Next, we show that \( P_3 \subseteq T_t \) by proving that \( x_i \notin \pi(z,t) \). Assume towards contradiction otherwise, i.e., that \( x_i \in \pi(z,t) \). We have that \( \pi(z,t) = \pi(z,x_i) \circ \pi(x_i,t) \). Since \( (x_i,x_{i+1}) \) appears on both of the paths \( \pi(z,x_i) \) and \( \pi(x_i,t) \), we get an alternative \( z \)-\( t \) path \( \pi(z,x_{i+1}) \circ \pi(x_{i+1},t) \) that is strictly shorter, leading to a contradiction. As \( x_i \notin \pi(z,t) \), we get that \( P_3 = \pi(z,t) \subseteq T_t \) as required. It remains to consider the path \( P(u,z) \). If \( P \cap O_i = \emptyset \) then...
we are done. Otherwise, let \( a, a' \) be the first (resp. last) vertices in \( O_i \) on the path \( P \). Note that it might be the case that \( o = o' \). Letting \( e_1 = (u, o) \), \( e_2 = (o', z) \), and \( P_2 = P[o, o'] \), we get that \( P = P_1 \circ e_1 \circ P_2 \circ e_2 \circ P_3 \) and by definition \( V(P_2) \subseteq O_i \). The claim follows.

From now on, for any path \( P \in \mathcal{P}_s(Q) \), let \( p_i(P), e_j(P) \) denote the partition defined in Lemma 18 (for \( i \in [3], j \in [2] \)). As \( p_1(P), p_2(P) \subseteq T(S) \), it remains to mainly bound the edges contributed by \( p_2(P) \) for every \( P \in \mathcal{P}_s(Q) \). To do that, we focus on a fixed failure \( x_i \in Q \) and define a special graph \( G_i \) (which is not necessarily a sub-graph of \( G \)) in which \( p_2(P) \) is a shortest path. A similar approach has been taken in [7]. For every \( x_i \in Q \), define the graph \( G_i = (V_i, E_i) \) such that \( V_i = O_i \cup \{s\} \) and \( E_i \) includes the edges of \( G[O_i] \) and the following additional edges. For each \( o \in O_i \), with a neighbor in \( U_i \), \( E_i \) contains the edge \( (s, o) \) with weight \( \min_{(u, o) \in E, u \in U_i} \{w((s, u, G)) + w((u, o))\} \). Letting \( \tau_i \) denote the shortest paths tree rooted at \( s \) in \( G_i \), define

\[
H(s, Q) := \left( \bigcup_{i<k} \left( \tau_i \cap G \right) \right) \cup \left( \bigcup_{P \in \mathcal{P}_s(Q), j \in \{1, 2\}} e_j(P) \right).
\]

We show the following:

\begin{itemize}
  \item [\textbf{Lemma 19.}] For every \( P_{s,t,x} \in \mathcal{P}_s(Q) \), it holds that \( P_{s,t,x} \subseteq T(S) \cup H(s, Q) \).
  \item \( |E(H(s, Q))| = O(|T_s(\text{first}(Q))| + |\mathcal{P}_s(Q)|) \).
\end{itemize}

\textbf{Proof.} (i) Since \( p_1(P_{s,t,x}), p_3(P_{s,t,x}) \subseteq T(S) \) and \( e_1(P_{s,t,x}), e_2(P_{s,t,x}) \in H(s, Q) \), it is sufficient to show that \( p_2(P_{s,t,x}) \subseteq \tau_i \cap G \). Specifically, we show that \( p_2(P_{s,t,x}) \) is a suffix of a shortest path rooted in \( s \) in the graph \( G_i \).

Let \( o, o' \) be the first (resp. last) nodes in \( P_{s,t,x} \cap O_i \). First, observe that the existence of an edge \( e = (s, o) \in G_i \) with weight \( w(e) \) implies that there exists a path in \( G[U_i \cup O_i] \) of weight \( w(e) \) from \( s \) to \( o \), such that all of its vertices are in \( U_i \) except the last one. Thus, if there exists a path of weight \( W \) from \( s \) to \( o \) in \( G_i \), it implies that there exists a path in \( G[U_i \cup O_i] \) of weight \( W \) from \( s \) to \( o \). We now claim \( p_2(P_{s,t,x}) \subseteq \tau_i \cap G \). Let \( u \in U_i \) be the vertex preceding \( o \) on the path \( P_{s,t,x} \) such that \( e_1(P_{s,t,x}) = (u, o) \) (i.e., alternatively, \( u \) is the last vertex in \( U_i \) on the path \( P_{s,t,x} \)). By the optimal subpath property,
$P_{s,t,x}[s,o']$ is a shortest path in $G \setminus \{x\}$, and by Lemma 18 it is in the subgraph $G[U_t \cup O_t]$. Recall that $V(P_{s,t,x}[s,u]) \subseteq U_t$ and $V(P_{s,t,x}[o,o']) \subseteq O_t$. Thus $e_1(P_{s,t,x})$ is the edge that minimizes $w(π(s,u,G)) + w((u,o))$, namely, $w((s,o)) = w(π(s,u,G)) + w((u,o))$. Therefore $(s,o) \circ P_{s,t,x}[o,o']$ is a shortest path from $s$ to $o'$ in $G_t$, and $P_{s,t,x} \subseteq τ_t \cap G$.

We proceed with (ii). As $V(τ_t \cap G) \subseteq O_t$, by the mutual disjointness of $O_t$’s, it follows that

$$\sum_{i<k} |τ_i \cap G| \leq \sum_{i<k} |O_i| \leq |T_s(\text{first}(Q))|.$$ 

The claim follows by noting that contribution of $e_1(P)$ and $e_2(P)$ for every $P \in P_s(Q)$ is at most $2|P_s(Q)|$.

Interestingly, Lemma 19(ii) yields an immediate linear upper bound for single pair preservers. That is, in the case where $S = \{s\}$ and $Q = π(s,t)$, the set $P_s(Q)$ contains all the replacement paths. As $|P_s(Q)|$ includes at most one path for each failure, its size is bounded by $|π(s,t)| = O(n)$.

**Corollary 20 (Single-Pair FT Preservers).** Any undirected (possibly weighted) graph $G = (V,E)$, and a pair of nodes $s,t \in V$ has a single-pair FT Preserver of linear size.

**Bounding the set $P'_s$.** So far, we assume that the failing vertex appears on a fixed path $Q \in \mathcal{HP}(T_s)$. We next bound the total number of edges in the union of all paths $P'_s = \bigcup Q \in \mathcal{HP}(T_s) P_s(Q)$. By Lemma 19, every $P_{s,t,x} \in P_s(Q)$ is contained in $T(S) \cup H(s,Q)$. Therefore, it remains to bound the total number of edges in the subgraph $H_s = \cup Q \in \mathcal{HP}(T_s) H(s,Q)$.

**Lemma 21.** $|E(H_s)| = O(n \log n)$.

**Proof.** Since $H_s = \cup Q \in \mathcal{HP}(T_s) H(s,Q)$, by Lemma 19 it is sufficient to show that:

- (i) $\sum_{Q \in \mathcal{HP}(T_s)} |T_s(\text{first}(Q))| = O(n \log n)$ and
- (ii) $\sum_{Q \in \mathcal{HP}(T_s)} |P_s(Q)| = O(n \log n)$.

Begin with (i). By Lemma 13, for every $t \in S$, the $s$-t path in $T_s$ intersects with at most $\log n$ paths $Q \in \mathcal{HP}(T_s)$. Since a vertex $t$ appears in $T_s(\text{first}(Q))$ only if first($Q$) $∈ π(s,t)$, it holds that each vertex belongs to at most $\log n$ such subtrees.

We proceed with (ii) and first show that $\sum_{Q \in \mathcal{HP}(T_s)} |P_s(Q)| \leq |P'_s|$. Recall that $P_s(Q)$ includes the replacement paths of $P'_s$ whose failure appears in $Q$. Since $\mathcal{HP}(T_s)$ is a partition of $T_s$, every two paths $Q \neq Q'$ in this partitioning are vertex disjoint. Thus for $Q \neq Q' \in \mathcal{HP}(T_s)$, $P_s(Q) \cap P'_s(Q') = \emptyset$, implying that $\{P'_s(Q)\}_{Q \in \mathcal{HP}(T_s)}$ is a partition of $P'_s$ and the claim follows.

Next, we show that $|P'_s| = O(n \log n)$ by claiming that for every $t \in S$, there are at most $O(n \log n/S)$ replacement paths between $s$ and $t$ in $P'_s$. Fix $t \in S$ and let $P'_s(t) = \{P_{s,t,x} | P_{s,t,x} \in P'_s\}$. Our goal is to show that $|P'_s(t)| \leq O(n \log n/S)$. Note that in the case where $G$ is unweighted, for every short replacement path $P_{s,t,x}$ with hop-length of $O(n \log n/S)$, it holds that the original shortest path $π(s,t)$ is short as well, and thus it has at most $O(n \log n/S)$ vertex failures that require a replacement path. Consider a shortest path $π(s,t)$ in a weighted graph and let $ℓ := c \cdot n \log n/S$. In the case that $π(s,t)$ has hop-length less than $2ℓ$, the lemma trivially holds. Otherwise, we assume $|π(s,t)| > 2ℓ$. Let $s'$ be the $ℓ$th vertex on the path from $s$, namely $π(s,s')$ has hop-length of $ℓ$. Similarly, let $t'$ be the $ℓ$th vertex on the path from $t$, namely $π(t,t')$ has hop-length of $ℓ$. Observe that any short replacement path $P \in P'_s(t)$ avoids both $s', t'$, otherwise its length is larger than $ℓ$. This implies that the starting point of any detour of a path in $P'_s(t)$ is before $s'$ and its ending point is after $t'$. We show that there is at most one replacement path $P \in P'_s(t)$ for all the
failures in $\pi(s', t')$. Assume towards contradiction that there are two replacement paths $P_s, P_u \in \mathcal{P}(t)$, and $u, v \in \pi(s', t')$. As both $P_s, P_u$ avoid $\pi(s', t')$, both avoid $u, v$. Thus, we get that both paths are shortest paths in $G \setminus \{u, v\}$, which is a contradiction to the uniqueness of the shortest paths. As any other shortest path must have a failure on $\pi(s, s')$ or $\pi(t', t)$, we have that $|P_s'(t)| \leq 1 + 2\ell$. Thus, for any $t \in S$, we have that $|P_s(t)| = O(n \log n/|S|)$, and $|P_s'| = O(n \log n)$, as desired.

**Bounding the number of edges in the left-over subset $\mathcal{L}_s$.** It remains to bound the number of edges contributed by the left-over replacement paths.

\[ \triangleright \text{Claim 22. } |\mathcal{L}_s| = O(|S| \log n) \text{ and thus } |E(\mathcal{L}_s)| = O(n \log n). \]

**Proof.** We first claim that for every fixed $t \in S$, $\mathcal{L}_s$ contains $O(\log n)$ replacement paths between $s$ and $t$. Thus, $|\mathcal{L}_s| = O(|S| \log n)$. Recall that $P_{s,t,x} \in \mathcal{L}_s$ if and only if there exists a path $Q \in \mathcal{H}(T_1)$ such that $x \in Q$ and $x = \text{LCA}(t, \text{last}(Q))$. Thus, we have that $x \in \pi(s, t) \cap Q$. According to Lemma 13, there are at most $\log n$ paths from $\mathcal{H}(T_1)$ intersecting with $\pi(s, t)$ in $T_1$. Since an LCA is unique for every pair of nodes, for each such path $Q$ there is only one failure $x$ such that $x = \text{LCA}(t, \text{last}(Q))$. Since each path in $\mathcal{L}_s$ is short, i.e., has at most $O(n/|S|)$ edges, the total number of edges in the paths of $\mathcal{L}_s$ is bounded by $O(n|S| \log n)$ as desired.

We are now ready to complete the proof of Lemma 15.

**Proof of Lemma 15.** The collection of all short replacement paths $\mathcal{P}$ is divided into $\bigcup_s \mathcal{P}_s'$ and the left-over sets $\bigcup_s \mathcal{L}_s$. By Lemma 19(i), $E(\mathcal{P}_s') \subseteq H_s \cup T(s)$. By Lemma 21, $|E(H_s)| = O(n \log n)$ and thus the total number of edges in $\bigcup_s \mathcal{P}_s'$ is bounded by $O(n|S| \log n)$. By Claim 22, $|E(\mathcal{L}_s)| = O(n \log n)$ and thus $E(\bigcup_s \mathcal{L}_s) = O(n|S| \log n)$. The lemma follows.

### 2.2 Preservers for Undirected Unweighted Graphs

We next extend our constructions to the $S \times T$ setting. In [8], such an extension has been provided for the case of the single edge failure. We obtain the following theorem.

\[ \triangleright \text{Theorem 23. } \text{For any undirected unweighted } G = (V, E) \text{ and subsets } S, T \subseteq V, \text{ one can compute a (vertex) fault tolerant } S \times T \text{ preserver } H \text{ with } O(n^{1/3}|S|^{1/3}|T|^{1/3}) \text{ edges.} \]

**Proof.** The subgraph $H$ simply contains all the $S \times T$ replacement paths, i.e., $H = \{ P_{s,t,x} \mid s, t \in S, x \in \pi(s, t) \}$. We will bound size the size of this subgraph, by bounding the size of subgraph $H'$ that contains $H$. Let $R$ be a random subset of $O(n/L)$ nodes where $L$ is a parameter to be optimized later. Let $\ell = \lceil L \log n \rceil$. The subgraph $H' = H_1 \cup H_2$ is defined as follows.

1. Let $H_1$ be an $W \times W$ FPT for $W = R \cup S$ obtained by Theorem 14.
2. Let $H_2 = \{ \ell\text{-length suffix of } P_{s,t,x} \mid s, t \in S \times T, x \in \pi(s, t), \text{dist}_G(x, t) \leq \ell \}$.

**Correctness.** Fix $\{s, t\} \in S \times T$ and $x \in \pi(s, t)$. First assume that $|P_{s,t,x}| \leq \ell$. It then implies that also $|\pi(s, t)| \leq \ell$ and thus also that $\text{dist}(x, t) \leq \ell$. Concluding that $P_{s,t,x} \subseteq H_2$. Next, assume that $|P_{s,t,x}| > \ell$. By Chernoff bound, w.h.p. it holds that $|P_{s,t,x} \cap R| \neq \emptyset$. Let $r \in R$ be the closest vertex to $t$ from $R$ on $\pi(s, t)$, we then have that $P_{s,t,x} = P_{s,r,x} \circ P_{r,t,x}$, and $|P_{r,t,x}| \leq \ell$ (as $r$ is the closest vertex to $t$ from $R$). Since $H_1$ is an $W \times W$ FPT, we have that $P_{s,r,x} \subseteq H_1$. It is left to show that $P_{r,t,x}$ is included...
in either $H_1$ or $H_2$. First, assume that $d(x,t) > \ell$. As $\ell \geq |P_{r,t,x}| \geq |\pi(r,t)|$, it holds that $x \notin \pi(r,t)$ and thus $P_{r,t,x} = \pi(r,x)$. Since the $W \times W$ preservers of Theorem 14 contains all BFS trees of the $W$ nodes, it includes the BFS tree $T_r$, and $P_{r,t,x} \subset H_1$. Next, assume that $d(x,t) \leq \ell$. By construction, as $|P_{r,t,x}| \leq \ell$, it holds that $P_{r,t,x} \subset H_2$.

**Size Analysis.** By Theorem 14, $|E(H_1)| = O(n(|S| + n/\ell) \log^2 n)$. In addition, $|E(H_2)| = O(|S||T|/\ell^2)$ as it includes $\ell$ edges of $\ell$-shortest replacement paths for every $s,t$ pair. Letting $\ell = n^{2/3}(|S||T|)^{-1/3}$ gives $O(n^{4/3}(|S||T|)^{1/3} \log^2 n)$. This bound matches the state of the art bound known for one edge failure by [8] (Theorem 11).

## 3 Fault Tolerant Preservers for General Directed Graphs

We start by defining a couple of notations needed for our constructions. Recall the for each pair of vertices $s,t \in V$, and a node fault $x \in \pi(s,t)$, the detour of replacement path $P_{s,t,x}$ is represented as $D_{s,t,x}$. We denote $\partial D_{s,t,x}$ to denote the partial subpath of $D_{s,t,x}$ obtained by removing the first and last vertex from $D_{s,t,x}$.

Any partial detour $\partial D_{s,t,x}$ is a shortest path in the graph $G \setminus \pi(s,t)$, so we have following lemma.

**Lemma 24.** For any $s,t \in V$, and $x \in \pi(s,t)$, the path $\partial D_{s,t,x}$ is a shortest path in $G \setminus \pi(s,t)$.

We now describe the fault-tolerant distance preservers with respect to pair-set $\{r\} \times S$, for a given choice of a root node $r \in V$ and a set $S \subseteq V$. Let $T$ represent the shortest path tree rooted at $r$ in $G$. We initialize $H_0$ to $T$. Further for each $s \in S$ and failure $x \in \pi(r,s)$, we add the two edge present in $E(D_{s,t,x}) \setminus E(\partial D_{s,t,x})$ to $H_0$. In the process, we add at most $O(n|S|)$ edges to $H$.

For a directed path $Q$, we use “$H_Q$” to represent the minimal sub-graph such that $H_0 + H_Q$ is a 1-FT distance preserver for pairs in $(r \times S)$ when vertex-faults in $G$ are restricted to path $Q$. One of our main-contributions in achieving sparseness for (non-acyclic graphs) is in obtaining tight bound over the size of $H_Q$. This is captured in the Proposition 25 and Proposition 29.

### 3.1 Preservers for Directed Weighted Graphs

We obtain the following bound on $H_Q$ for directed weighted graphs.

**Proposition 25.** For any directed path $Q = (y \rightarrow z)$ in $T$ (between two vertices $y, z$ with $y$ being ancestor of $z$ in $T$), the graph $H_Q$, for a directed possibly weighted graph $G$, requires at most $O(|T(y)| |S|^{3/4} \sqrt{|Q|})$ edges, where $|Q|$ denotes the number of vertices in path $Q$.

**Proof.** Let $Q$ be a directed $y \rightarrow z$ tree-path in $T$, for some $y, z \in V$ with $y$ being ancestor of $z$. Let $k = |S \cap T(y)|$, and $\alpha$ be an integer parameter to be decided later on. For simplicity, we assume $K = k/\alpha$ is integer. Let $S_1, \ldots, S_\alpha$ be an arbitrary partition of $S \cap T(y)$, each of size $K$, satisfying the constraint that for each $(s,s') \in S_i \times S_{i+1}$, LCA$(s, z)$ is either equal to or an ancestor of LCA$(s', z)$. Further let $w_0 = y, w_1 = LCA(S_i \cup \{z\})$ for $1 \leq i \leq \alpha$, and $w_{\alpha+1} = z$. Observe that for $i \in [1, \alpha], w_i$ is either equal to, or an ancestor of $w_{i+1}$. Partition $Q$ in consecutive segments (blocks): $B_0 = Q[w_0, w_1], B_1 = Q[w_1, w_2], \ldots, B_\alpha = Q[w_\alpha, w_{\alpha+1}]$. Further, let $L_i$ be the number of vertices in $B_i$, for $0 \leq i \leq \alpha$. (See Figure 2).

We will analyze the failures in each block separately. Fix an index $1 \leq i \leq K$. We distinguish two cases as below.
We are now ready to prove our results for directed weighted graphs. Previously it was known that we are able to obtain a better bound of $O(n^{\alpha})$ by Bodwin et al. [14] that for a single-pair $(r, s, f)$ over graph $G$, a shortest path in $G \setminus B_i[w_i, \text{LCA}(s, z)]$, we get a bound (say $S_i$) of most $O(n^{\alpha})$ edges on vertex failure in $B_i$, since all the vertices in $B_i$ are ancestor of $s$. So here we will use a distance preserver over graph $G[T(y)] \setminus B_i[w_i, \text{LCA}(s, z)]$, where $G[T(y)]$ is the graph induced by vertices in subtree $T(y)$. Furthermore, it follows from our tie-breaking scheme that none of the vertices of $\partial D_{r, s, f}$ can lie outside $T(y)$. So, for a fixed $s \in S_i$, to compute an $(r, s, f)$ FT-preserver containing partial-detours corresponding to $s \in S_i$, we can simply use Coppersmith-Elkin’s [20] pairwise-distance preserver over graph $G[T(y)] \setminus B_i[w_i, \text{LCA}(s, z)]$, where, $G[T(y)]$ is the graph induced by vertices in subtree $T(y)$.

Since fault $f$ has $L_i$ choices, this gives a bound of $O((T(y)) \cdot \sqrt{L_i})$ edges, for a single $s \in S_i$. On summing over $|S_i| = K = k/\alpha$ nodes in $S_i$, and each of the $\alpha$ blocks, we get a bound (say $X_1$):

$$X_1 = O\left(|T(y)| \cdot \frac{k}{\alpha} \cdot \sum_{i \in [1, \alpha]} (\sqrt{L_i})\right)$$

Analysis of replacement path to vertices in $S_i$ on vertex failure in $B_i$. Consider a pair $(f, s) \in B_i \times S_i$. Observe that on failure of $f$, the partial detour $\partial D_{r, s, f}$ is a shortest path in $G \setminus B_i[w_i, \text{LCA}(s, z)]$. (Recall $B_i[w_i, \text{LCA}(s, z)]$ is the sub-path of $B_i$ comprising of those vertices that are ancestor of $s$ in $T$). Furthermore, it follows from our tie-breaking scheme that none of the vertices of $\partial D_{r, s, f}$ can lie outside $T(y)$. So, for a fixed $s \in S_i$, to compute an $(r, s, f)$ FT-preserver containing partial-detours corresponding to $f \in B_i$, we can simply use Coppersmith-Elkin’s [20] pairwise-distance preserver over graph $G[T(y)] \setminus B_i[w_i, \text{LCA}(s, z)]$, where, $G[T(y)]$ is the graph induced by vertices in subtree $T(y)$.

Since fault $f$ has $L_i$ choices, this gives a bound of $O((T(y)) \cdot \sqrt{L_i})$ edges, for a single $s \in S_i$. On summing over $|S_i| = K = k/\alpha$ nodes in $S_i$, and each of the $\alpha$ blocks, we get a bound (say $X_2$):

$$X_2 = O\left(|T(y)| \cdot \sum_{i \in [0, \alpha]} (\sqrt{k \cdot L_i})\right)$$

For a given $\alpha$, we have $X_1 \leq O((T(y)) \cdot (k^2/\alpha^{1/2}) \cdot \sqrt{|Q|})$ and $X_2 \leq O((T(y)) \cdot (k\alpha^{1/2}) \cdot \sqrt{|Q|})$, where $|Q|$ denotes the number of vertices on path $Q$. Optimizing over $\alpha$, we get $\alpha$ must be $\Theta(\sqrt{k})$. This provides a bound of at most $O((T(y)) |k^{3/4} \sqrt{|Q|})$ edges on the size of $H_Q$. □

We are now ready to prove our results for directed weighted graphs. Previously it was known by Bodwin et al. [14] that for a single-pair $(r, s) \in V \times V$, we can compute a FTP with at most $O(n^{1.5})$ edges. A direct implementation of this result over pairs in $\{r\} \times S$ would result in a bound of $O(n^{1.5}|S|)$ edges. However using Proposition 25 and heavy-path decomposition, we are able to obtain a better bound of $o(n^{1.5}|S|)$ size for the $\{r\} \times S$ setting.
Let \( Q_1 = (y_1 \leadsto z_1), \ldots, Q_\gamma = (y_\gamma \leadsto z_\gamma) \) be the paths in the heavy-path decomposition of \( T \) (i.e. \( \mathcal{HP}(T) \)). Then \( \sum_{i=1}^{\gamma} |T(y_i)| \) is \( O(n \log n) \) (see Lemma 13). Since \( \bigcup_{i=1}^{\gamma} V(Q_i) = V(T) \), it follows that to handle all failures in \( T \) we incur at most \( O(n|S|^{3/4}/\sqrt{n}\log n) \) cost.

Thus our \( \{r\} \times S \) 1-FT distance-preserver for weighted directed graphs require \( \tilde{O}(n^{3/2}|S|^{3/4}) \) edges.

\begin{itemize}
    \item \textbf{Theorem 26.} For any \( n \)-node directed weighted graph \( G = (V, E) \), \((r, S) \in V \times 2^V\), there is a 1-VFT \((r \times S)\) distance preserver \( H \) on \( \tilde{O}(n^{3/2}|S|^{3/4}) \) edges.
\end{itemize}

### 3.2 Preservers for Directed Unweighted Graphs

Using Proposition 25, together with a deeper insight into shortest-path’s structure in unweighted graphs, we provide an alternative and better bound on \( H_Q \).

Let \( Q \) be a directed \( y \leadsto z \) tree-path in \( T \), with \( y \) being ancestor of \( z \). Let \( \ell \) (a function of \( Q \)) be a parameter to be chosen later. For a triplet \((r, s, x)\) we say that \( D_{r, s, x} \) is long if the partial detour \( \partial D_{r, s, x} \) has at least \( \ell \) nodes, and short otherwise. We separately analyse the short and long detours.

#### Long Detours

Let us fix a node \( s \in S \cap T(y) \). Let \( W_s \subseteq V(T(y)) \) be a random sample of nodes obtained by including each node in \( T(y) \setminus \pi(r, s) \) independently with probability \( \ell^{-1} \). For each long detour \( D_{r, s, x} \), for \( x \in \pi(r, s) \), with constant probability or higher we sample a node \( w \in W_s \). Edges of corresponding partial-detour intersecting a node \( w \in W_s \) is contained in the union of an in- and out-BFS tree rooted at \( w \). Hence they contain \( O(|T(y)|) \) edges. Unioning over all \( w \in W_s \), all long detours that intersect \( W_s \) contain \( O(|T(y)|^2/\ell) \) edges in total. Finally, we note that since each long detour is counted with at least constant probability, there are at most \( O(|T(y)|^2/\ell) \) total edges contained in all long detours, for a single node \( s \). Summing this over \( s \in S \) gives a bound of \( O(|S| \cdot |T(y)|^2/\ell) \).

#### Short Detours

Let \( w_0 = y \), and for \( i = 1 \) to \( \alpha = \lfloor |Q|/\ell \rfloor \), let \( w_i \) be the descendant of \( w_{i-1} \) on \( Q \) at a distance \( \ell \) from it. We partition \( Q \) into blocks: \( B_0, B_1, \ldots, B_\alpha \) such that \( B_i \) includes \( w_i \) but excludes \( w_{i+1}, \) for \( i \in [0, \alpha] \). The following lemma presents the disjointness relation for short detours corresponding to non-consecutive blocks.

\begin{itemize}
    \item \textbf{Lemma 27.} For each \( s \in S \cap T(y) \) and \( x \in B_i \), a short partial detour \( \partial D_{r, s, x} \) lies in \( T(w_i) \setminus T(w_{i+2}) \).
\end{itemize}

\begin{proof}
Consider a fault \( x \in B_i \) and a node \( s \in S \cap T(y) \). Let \( a, b \) be respectively the first and last vertices on \( D_{r, s, x} \). As \( x \in B_i = Q[w_i, w_{i+1}] \setminus \{w_{i+1}\} \), node \( a \) must be at least the grand parent of \( w_{i+1} \). Thus \( \text{dist}(a, w_{i+2}) \geq \ell + 2 \), and moreover, distance from \( a \) to all nodes in \( T(w_{i+2}) \) is also at least \( \ell + 2 \). Since distance from \( a \) to all vertices in \( \partial D_{r, s, x} \) is at most \( \ell + 1 \), this completes the proof that \( \partial D_{r, s, x} \) is disjoint with \( T(w_{i+2}) \).
\end{proof}

From a more careful implementation of Proposition 29, it follows that the \( T(y) \) term in its bound can in-fact be replaced by \( T(w_i) \setminus T(w_{i+2}) \) term when faults are restricted to \( B_i \) (see Lemma 27). Thus the next lemma follows.

\begin{itemize}
    \item \textbf{Lemma 28.} To handle short detours for faults on \( B_i \), for \( i \in [0, \alpha] \), we require at most
\[ O(|T(w_i) \setminus T(w_{i+2})| \cdot |S|^{3/4} \sqrt{\ell}) \]
edges to be added to \( H_0 \).
\end{itemize}
Since $\sum_{i=0}^{n} |T(w_i) \setminus T(w_{i+1})| = O(T(y))$, the total cost of the construction of $H_Q$ is $O(|S| \cdot |T(y)|^2/\ell + |T(y)| \cdot |S|^{3/4} \sqrt{\ell})$.

Setting $\ell := |S|^{1/6}|T(y)|^{2/3}$ thus proves the following.

- **Proposition 29.** For any directed path $Q = (y \rightarrow z)$ in $T$ (between two vertices $y, z$ with $y$ being ancestor of $z$ in $T$), the graph $H_Q$, for a directed unweighted graph $G$, requires at most $O(|T(y)|^{4/3} |S|^{5/6})$ edges.

As a direct corollary of Proposition 29, we obtain an $O(n^{4/3})$ upper bound for single node-pair preserver. If the input pair is $(r, s) \in V \times V$, then taking $Q = \pi(r, s)$, provides us the following.

- **Corollary 30.** For any $n$-node directed unweighted graph $G = (V, E)$, $r, s \in V$, there is a 1-VFT $(r, s)$ distance preserver $H$ on $O(n^{4/3})$ edges.

We now use the technique of heavy path decomposition. Let $Q_i = (y_i \sim z_i), 1 \leq i \leq \gamma$ be the paths in the heavy-path decomposition of $T$ (i.e. $HP(T)$). Then $\sum_{i=1}^{\gamma} |T(y_i)|$ is $O(n \log n)$. So Proposition 29 directly proves the following.

- **Theorem 31.** For any $n$-node directed unweighted graph $G = (V, E)$, $(r, S) \in V \times 2^V$, there is a 1-VFT $(r \times S)$ distance preserver $H$ on $O(n^{4/3}|S|^{5/6})$ edges.

## 4 Fault Tolerant Preservers for Directed Acyclic Graphs

For DAGs, we first present our result for single node-pair case.

- **Theorem 32.** For every $n$-node directed graph $G = (V, E)$ and a pair $p \in V \times V$, there exists a FT-vertex preserver $H \subseteq G$ for $p$ with $O(n)$ edges.

**Proof.** Let $p = (s, t)$, and $Q = \pi(s, t)$ denote the $s$-$t$ shortest path. Let $T_1$ ($T_2$) be an outgoing (ingoing) shortest path tree rooted at $s$ ($t$) in $G$ such that the $s$-$t$ path in it overlaps with $Q$; and let $H$ be initialized to $T_1 \cup T_2$. Consider a vertex failure $x$ on $Q$. Let $y_x$ be the last vertex on the replacement path $P_{s,t,x}$ lying outside subtree $T_1(x)$, and let $z_x$ be its successor. As $G$ is acyclic the $z_x$ to $t$ shortest path in $G$ cannot pass through $x$. Thus we may assume $Q[s, y_x]$ is contained in $T_1$, and $Q[z_x, t]$ is contained in $T_2$. So, for each $x \in Q$, it only remains to add edge $(y_x, z_x)$ to $H$, thereby proving the linear size bound. ▷

In above theorem, we showed that for each $x \in \pi(s, t)$, there is exists an edge $e_{x,s,t} = (y_x, z_x)$ such that

1. $\text{TREEPATH}_{T_x}(s, y_x)$ doesn’t contain $x$,
2. no shortest-path from $z_x$ to $t$ can contain $x$, and
3. the concatenated path $\text{TREEPATH}_{T_x}(s, y_x) \cdot (y_x, z_x) \cdot \pi_G(z_x, t)$ is an $s$-$t$ shortest path in $G \setminus x$,

where $T_x$, for $s \in S$, denotes the shortest path tree rooted at $s$.

To extend our construction to $S \times S$ setting we proceed as follows. We choose a uniformly random set $S$ of $\Theta(|S|)$ vertices, and let $R = S \cup S$ and $L = \frac{n \log n}{|S|^2}$. Initialize $H$ to $\cup_{r \in R}(T_r)$. Next, for each $s, t \in R$ satisfying $\text{dist}_G(s, t) \leq L$ and each $x \in \pi_G(s, t)$, add the edge $e_{x,s,t}$ to $H$. Observe that in this process, we include at most $O(n|S| \log n)$ edges to $H$. Thus the size of $H$ is at most $O(n|S| \log n)$.
It remains to prove the correctness of $H$. Consider a pair $(s,t) \in S \times S$, and a vertex $x \in \pi_G(s,t)$. Let $(s = r_0, r_1, r_2, \ldots, r_{t} = t)$ be the vertices in $R$ lying on $P_{s,t,x}$, in the order they appear. (Recall $P_{s,t,x}$ denote the $s$ to $t$ replacement path in $G \setminus x$). With high probability, length between consecutive $r_i$’s in $P_{s,t,x}$ is at most $L$. This shows that with high probability each segment $P_{s,t,x}[r_i, r_{i+1}]$, for $i < \ell$, is present in $G \setminus x$.

Therefore, with high probability, $H$ is a $S \times S$ fault-tolerant preserver for the input DAG $G$, and it comprises of at most $O(n|S| \log n)$ edges.

**Theorem 33.** Any DAG (possibly weighted) $G = (V, E, w)$ and a set $S \subseteq V$ of sources has a $S \times S$ sourcewise (vertex) fault tolerant preserver $H$ with $O(n|S| \log n)$ edges.

Using the same analysis as in Theorem 23, the above result can be extended to obtain a $S \times T$ preserver for unweighted DAGs with $O(n^{4/3}(|S||T|)^{1/3} \log^3 n)$ edges.

**Theorem 34.** For any unweighted DAG $G = (V, E)$ and subsets $S, T \subseteq V$, one can compute a (vertex) fault tolerant $S \times T$ preserver $H$ with $\tilde{O}(n^{1/3} |S|^{1/3} |T|^{1/3})$ edges.

## 5 Lower Bounds for FT Preservers

### 5.1 Unconditional Lower-Bounds for Weighted Graphs

We show here a construction of a graph $G$ on $O(n)$ vertices with integral edge weights in range $[1, n^3]$ (for some constant $c$) such that its $\{s\} \times S$-distance preserver requires at least $\Omega(n|S|)$ edges. Our lower bound construction is an adaption of $\{s\} \times V (1 + \epsilon)$-FTP by [6] to the $\{s\} \times S$ exact-FTP setting.

The vertex set of $V(G)$ constitutes $n + \sigma$ vertices, and is union of disjoint sets $U = \{u_1, u_2, \ldots, u_n\}$ and $W = \{w_1, w_2, \ldots, w_{\sigma}\}$. The edge set of $E(G)$ (in both directed as well as undirected scenario) is the union of the following two sets.

- $E_U = \{(u_n, u_{n-1}), \ldots, (u_i, u_{i-1}), \ldots, (u_2, u_1)\}$, with $wt(u_i, u_{i-1}) = 1$.
- $E_{U,W} = \{(u_i, w_j) \mid i \in [1, n], j \in [1, \sigma]\}$, with $wt(u_i, w_j) = (i \cdot n^3)$.

Say that $S = W$, and let $s = u_n$ be the designated source vertex. Let $T_s$ be the shortest path tree rooted at $s$ in $G$. It is easy to verify the set $E_U \cup (\{u_1\} \times W)$ constitute the edges of $T_s$. Now for any $i \in [1, n]$ and $j \in [1, \sigma]$, let $P_{i,j}$ denote the path $(u_n, u_{n-1}, \ldots, u_i) \circ (u_i, w_j)$. Then for any $i, j$, $wt(P_{i,j}) = i \cdot n^3 + (n - i)$.

If vertex $u_{i-1}$ fails then the shortest path from $s$ to vertex $w_j$ ($j \in [1, \sigma]$) in $G$ is path $P_{i,j}$. Hence each $w_j$ must keep all its incoming edges in the FT-preserver. This shows there exists graphs whose $\{s\} \times S$ FT-preserver must contain $\Omega(n|S|)$ edges, thereby, implying the following result.

**Theorem 35.** For any positive integers $n$ and $\sigma (\leq n)$, there exists an $n$-vertex (un)directed weighted graph $G = (V, E)$ with pair $(s, S) \in V \times 2^V$ satisfying $|S| = \sigma$ whose $\{s\} \times S$ 1-FP-distance-preserver must contain $\Omega(n|S|)$ edges.

### 5.2 Conditional Lower-Bounds for Undirected Unweighted Graphs

**Hypothesis 36** (Gap $S \times T$ Distance Preserver Lower Bounds). For any $\sigma = \sigma_n$, there is an $n$-node undirected unweighted graph $G = (V, E)$ and demand pairs $P = S \times T$ with $|S| \leq \sigma, |T| \leq \sqrt{n\sigma}/\gamma(P)$ such that any distance preserver of $P$ has $\Omega(n\sigma)$ edges.
Theorem 37. Assuming Hypothesis 36, for any $\gamma = \gamma(P)$ be the gap of an instance from Hypothesis 36. For $i \in [\sigma]$, we create identical disjoint trees $T_i$, each on $O(n/\sigma)$ nodes, computed as follows. Let

$$\beta := \sqrt{\frac{n}{\sigma \gamma}}.$$ 

and start with $\beta$ disjoint paths $L_{i,1}, \ldots, L_{i,\beta}$, where $L_{i,j}$ is path on $2j\gamma$ nodes with endpoints $(q_{i,j}, s_{i,j})$. For $j \in [\beta - 1]$, the parent of $q_{i,j}$ is set to $q_{i,j+1}$ by adding an edge; thus the node $q_{i,\beta} =: r_i$ is naturally viewed as the root of $T_i$, and $\{s_{i,1}, \ldots, s_{i,\beta}\}$ are then the leaves. We set

$$\tilde{T} = \{s_{i,j} \mid i \in [\alpha], j \in [\beta]\}$$

and take $\tilde{S}$ to be a set of $|\tilde{S}| = \sigma$ new nodes. Noting that $|\tilde{T}| = \sigma \beta = \sqrt{n \sigma / \gamma}$, between $\tilde{S}$ and $\tilde{T}$ we may plug in an $n$-node distance preserver lower bound graph $H$ from Hypothesis 36. We then let

$$S := \tilde{S} \cup \{r_1, \ldots, r_\alpha\}.$$ 

This completes the construction. One immediately counts that the number of vertices is

$$n + \left\lfloor \frac{a}{\sigma^2} \right\rfloor \tilde{T} = O(n),$$

and $|S| = 2\sigma$, so it remains to argue that an FT subset distance preserver must contain a non-faulty $\tilde{S} \times \tilde{T}$ preserver in the copy of $H$, which thus has $\Omega(n \sigma)$ edges. Consider nodes $t_{i,j} \in \tilde{T}, s \in \tilde{S}$. Following the argument in [31], one can verify that on failure of $q_{i,j-1}$, every shortest $r_i \rightsquigarrow s$ path has the form

$$(q_{i,\beta}, \ldots, q_{i,j}) \circ L_{i,j} \circ \pi(t_{i,j}, s)$$

where $\pi(t_{i,j}, s)$ is a shortest $t_{i,j} \rightsquigarrow s$ path in $H$.

5.3 Conditional Lower-Bounds for Directed Unweighted Graphs

For directed unweighted graphs, we prove:

Hypothesis 38 (Layered $S \times T$ Directed Distance Preserver Lower Bounds). There is an $n$-node directed unweighted graph $G = (V,E)$ and demand pairs $S \times T$ with $|S|, |T|, \gamma(S \times T) \leq O(n^{1/3})$ such that any distance preserver of $P$ has $\Omega(n^{4/3})$ edges.

Theorem 39. Assuming Hypothesis 38, there are examples where $\Omega(n^{4/3})$ edges are needed for a single-pair 1-VFT preserver of a directed unweighted graph.

To prove Theorem 39, we start with an $s \rightsquigarrow t$ shortest path $\pi$ of length $\Theta(n^{2/3})$ and an $n$-node distance preserver lower bound $H$ from Hypothesis 38, and then we add some additional nodes and edges to the graph to carefully connect these two parts of the construction. Then, similar in spirit to our previous lower bounds, we prove that for each $s' \in S, t' \in T$ pair one can fault a particular node on $\pi$ so that every shortest $s \rightsquigarrow t$ path passes through $s', t'$. This means one must implicitly keep a (non-faulty) distance preserver of $H$, which thus has $\Omega(n^{4/3})$ nodes.
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16:2 Bridge-Depth Characterizes Kernelization Complexity of Vertex Cover

1 Introduction

Background and motivation. The NP-complete Vertex Cover problem is one of the most prominent problems in the field of kernelization [3, 8, 13, 16, 26], which investigates provably efficient and effective preprocessing for parameterized problems. A parameterized problem is a decision problem in which a positive integer $k$, called the parameter, is associated with every instance $x$. A kernelization for a parameterized problem is a polynomial-time algorithm that reduces any parameterized instance $(x, k)$ to an equivalent instance $(x', k')$ of the same problem whose size is bounded by $f(k)$ for some function $f$, which is the size of the kernelization. Hence a kernelization guarantees that instances which are large compared to their parameter, can be efficiently reduced without changing their answer. Of particular interest are polynomial kernelizations, whose size bound $f$ is polynomial.

An instance $(G, k)$ of Vertex Cover asks whether the undirected graph $G$ has a vertex set $S$ of size at most $k$ that contains at least one endpoint of every edge. Using the classic Nemhauser-Trotter theorem [28], one can reduce $(G, k)$ in polynomial time to an instance $(G', k')$ with the same answer, such that $|V(G')| \leq 2k$. Hence when using the size of the desired solution as the parameter, Vertex Cover has a kernelization that reduces to instances of $2k$ vertices, which can be encoded in $O(k^2)$ bits. While the bitsize of this kernelization is known to be essentially optimal [10] assuming the established conjecture NP $\not\subseteq$ coNP/poly, this result does not guarantee any effect of the preprocessing for instances whose solution has size at least $|V(G)|/2$. In particular, it does not promise any size reduction when $G$ is simply a path.

To be able to give better preprocessing guarantees, one can use structural parameters which take on smaller values than the size of a minimum vertex cover, a quantity henceforth called the vertex cover number. Such structural parameterizations can conveniently be described in terms of the vertex-deletion distance to certain graph families $F$. Note that the vertex cover number $\text{vc}(G)$ of $G$ can be defined as the minimum number of vertex deletions needed to reduce $G$ to an edgeless graph. Hence this number will always be at least as large as the feedback vertex number $\text{fvs}(G)$ of $G$, which is the vertex-deletion distance of $G$ to a forest. In 2011, it was shown that Vertex Cover even admits a polynomial kernelization when parameterized by the feedback vertex number [21, 22]. This triggered a long line of follow-up research, which aimed to find the most general graph families $F$ such that Vertex Cover admits a polynomial kernelization when parameterized by vertex-deletion distance to $F$. Polynomial kernelizations were obtained for the families $F$ of graphs of maximum degree two [27], of graphs of constant tree-depth [5, 23], of the pseudo-forests where each connected component has at most one cycle [17], and for $d$-quasi-forests in which each connected component has a feedback vertex set of size at most $d \in O(1)$ [18]. Note that all these target graph classes are closed under taking minors. Using randomized algorithms with a small error probability, polynomial kernelizations are also known for several parameterizations by vertex-deletion distance to graph classes that are not minor-closed, such as König graphs [25], bipartite graphs [25], and parameterizations based on the linear-programming relaxation of Vertex Cover [19, 24]. On the negative side, it is known that Vertex Cover parameterized by the vertex-deletion distance to a graph of treewidth two [9] does not have a polynomial kernel, unless NP $\subseteq$ coNP/poly. This long line of research into kernelization for structural parameterizations raises the following question:

How can we characterize the graph families $F$ for which Vertex Cover parameterized by vertex-deletion distance to $F$ admits a polynomial kernel?

We answer this question for all minor-closed families $F$, by introducing a new graph parameter.
Our results. We introduce a new graph parameter that we call bridge-depth. It has a recursive definition similar to that of tree-depth [30] (full definitions follow in Section 3), but deals with bridges in a special way. A graph without vertices has bridge-depth zero. The bridge-depth $bd(G)$ of a disconnected graph $G$ is simply the maximum bridge-depth of its connected components. The bridge-depth of a connected nonempty graph $G$ is defined as follows. Let $G_{cb}$ denote the graph obtained from $G$ by contracting each edge that is a bridge in $G$; the order does not matter. Then $bd(G) := 1 + \min_{v \in V(G_{cb})} bd(G_{cb} \setminus v)$. Intuitively, the bridge-depth of $G$ is given by the depth of an elimination process [6] that reduces $G$ to the empty graph. One step consists of contracting all bridges and removing a vertex; each of the remaining connected components is then recursively eliminated in parallel. From this definition, it is not difficult to see that $bd(G)$ is at least as large as the tree-width of $G$, but never larger than the tree-depth or feedback vertex number of $G$. In particular, any forest has bridge-depth one.

Using the notion of bridge-depth, we characterize the minor-closed families $\mathcal{F}$ for which VERTEX COVER parameterized by vertex-deletion distance to $\mathcal{F}$ admits a polynomial kernel.

\textbf{Theorem 1.1.} Let $\mathcal{F}$ be a minor-closed family of graphs, and assume $\text{NP} \not\subseteq \text{coNP}/\text{poly}$. VERTEX COVER parameterized by vertex-deletion distance to $\mathcal{F}$ has a polynomial kernelization if and only if $\mathcal{F}$ has bounded bridge-depth.

Theorem 1.1 gives a clean and unified explanation for all the minor-closed families $\mathcal{F}$ that were previously considered individually [5, 17, 18, 22, 27], and generalizes these results as far as possible. To the best of our knowledge, Theorem 1.1 captures all known (deterministic) kernelizations for structural parameterizations of VERTEX COVER. (There are randomized kernelizations [19, 24, 25] which apply for distance to classes $\mathcal{F}$ that are not minor-closed, such as bipartite graphs.) For example, we capture the case of $\mathcal{F}$ being a forest [22] since forests have bridge-depth one, and the case of $\mathcal{F}$ being graphs of constant tree-depth [5, 23] since bridge-depth does not exceed tree-depth. In this sense, bridge-depth can be seen as the ultimate common generalization of feedback vertex number and tree-depth (which are incomparable parameters) in the context of polynomial kernels for VERTEX COVER.

We consider it one of our main contributions to identify the graph parameter bridge-depth as the right way to capture the kernelization complexity of VERTEX COVER parameterizations.

Techniques. To describe our techniques, we introduce some terminology. Let $\alpha(G)$ denote the independence number of graph $G$, i.e., the maximum size of a set of pairwise nonadjacent vertices. A blocking set in a graph $G$ is a vertex set $Y \subseteq V(G)$ such that $\alpha(G \setminus Y) < \alpha(G)$. Hence if $Y$ is a blocking set, then every maximum independent set in $G$ contains a vertex from $Y$. Earlier kernelizations for VERTEX COVER parameterized by distance to a graph class $\mathcal{F}$, starting with the work of Jansen and Bodlaender [22], all rely, either implicitly or explicitly, on having upper-bounds on the size of (inclusion-)minimal blocking sets for graphs in $\mathcal{F}$ [5, 17, 18, 22, 27]. For example, it is known that minimal blocking sets in a bipartite graph have size at most two [18, Cor. 11], while minimal blocking sets in graphs of tree-depth $c$ have size at most $2^c$ [5, Lemma 1]. Similarly, all the existing superpolynomial kernelization lower bounds for parameterizations by distance to $\mathcal{F}$, rely on $\mathcal{F}$ having minimal blocking sets of arbitrarily large size. Indeed, if $\mathcal{F}$ is closed under disjoint union and has arbitrarily large blocking sets, it is easy to prove a superpolynomial lower bound (cf. [19, Thm. 1]).

Since all positive cases for kernelization are when minimal blocking sets of graphs in $\mathcal{F}$ have bounded size, while one easily obtains lower bounds when the size of minimal blocking sets of graphs in $\mathcal{F}$ is unbounded, the question rises whether a bound on the size of minimal
blocking sets is a necessary and sufficient condition for the existence of polynomial kernels. To our initial surprise, we show that for minor-closed families $F$, this is indeed the case: the purely structural property of having bounded-size minimal blocking sets can always be leveraged into preprocessing algorithms.

For an insight into our techniques, consider an instance $(G, k)$ of Vertex Cover, together with a vertex set $X \subseteq V(G)$ such that $G \setminus X \in F$ for some minor-closed family $F$ that has bounded-size minimal blocking sets. The goal of the kernelization is then to reduce to an equivalent instance of size $|X|^{O(1)}$ in polynomial time. Using ideas of the previous kernelizations [5, 22], it is quite simple to reduce the number of connected components of $G \setminus X$ to size $|X|^{O(1)}$. To obtain a polynomial kernel, the challenge is therefore to bound the size of each such component $C$ of $G \setminus X$ to $|X|^{O(1)}$, so that the overall instance size becomes polynomial in $|X|$. However, the non-existence of large minimal blocking sets does not seem to offer any handle for reducing the size of individual components of $G \setminus X$. The route to the kernelization therefore goes via the detour of bridge-depth. We prove the following relation between the sizes of minimal blocking sets and bridge-depth.

\begin{theorem}
Let $F$ be a minor-closed family of graphs. Then $F$ has bounded bridge-depth if and only if the size of minimal blocking sets of graphs in $F$ is bounded.
\end{theorem}

Using this equivalence, we can exploit the fact that all minimal blocking sets of $F$ are of bounded size, through the fact that the bridge-depth of $G \setminus X$ is small. This means that there is a bounded-depth elimination process to reduce $G \setminus X$ to the empty graph. We use this bounded-depth process in a technical kernelization algorithm following a recursive scheme, inspired by the earlier kernelization for the parameterization by distance to bounded tree-depth [5].

Let us now discuss the ideas behind the equivalence of Theorem 1.2. We prove that the bridge-depth of graphs in a minor-closed family $F$ is upper-bounded in terms of the maximum size of minimal blocking sets for graphs in $F$, by exploiting the Erdős-Pósa property in an interesting way. We analyze an elementary graph structure called necklace of length $t$, which is essentially the multigraph formed by a path of $t$ double-edges. If a simple graph $G \in F$ contains a necklace of length $t$ as a minor, then there is a minor $G'$ of $G$ (which therefore also belongs to $F$) that has a minimal blocking set of size $\Omega(t)$. Hence to show that bridge-depth is upper-bounded in terms of the size of minimal blocking sets of graphs in $F$, it suffices to show that bridge-depth is upper-bounded by the maximum length of a necklace minor of graphs in $F$. Since the definition of bridge-depth allows for the contraction of all bridges in a single step, it suffices to consider bridgeless graphs. Then we argue that in a bridgeless graph, any pair of maximum-length necklace minor models intersects at a vertex (cf. Lemma 4.6). By the Erdős-Pósa property, this implies that there is a constant-size vertex set that hits all maximum-length necklace minor models, and whose removal therefore strictly decreases the maximum length of a necklace minor. If the length of necklace minor models is bounded, then after a bounded number of steps of this process (interleaved with contracting all bridges) we reduce the maximum length of necklace minor models to zero, which is equivalent to breaking all cycles of the graph. At that point, the bridge-depth is one by definition, and we have obtained the desired upper-bound on the bridge-depth in terms of the length of the longest necklace minor, and therefore blocking set size.

For the other direction of Theorem 1.2, we prove (cf. Theorem 5.4) the tight bound that a minimal blocking set in a graph $G$ has size at most $2^{\text{bd}(G)}$. We use induction to prove this statement, together with an analysis of the structure of a tree of bridges whose removal decreases the bridge-depth. The fact that bipartite graphs have minimal blocking sets of size at most two, allows for an elegant induction step.
Related work. In a recent paper, Hols, Kratsch, and Pieterse [19] also analyze the role of blocking sets in the existence of polynomial kernels for structural parameterizations of VERTEX COVER. Note that our paper is independent from, and orthogonal to [19]: we consider the setting of deterministic kernelization algorithms for parameterizations to minor-closed families $F$, and obtain an exact characterization of which $F$ allow for a polynomial kernelization. Hols et al. [19] consider hereditary families $F$ and give kernelizations for several such parameterizations, without arriving at a complete characterization. Some of the randomized kernelizations they provide do not fit into our framework, but all the deterministic kernelizations they present are captured by Theorem 1.1. Another contribution of [19] is to prove that there is a class $F$ with minimal blocking sets of size one where VERTEX COVER cannot be solved in polynomial time. In particular, there is no polynomial kernel parameterized by the distance to this family $F$, and thus bounded minimal blocking set size is not sufficient to get a polynomial kernel. This implies that our minor-closed assumption of Theorem 1.1 cannot be dropped.

We refer to the survey by Fellows et al. [13] for an overview of classic results and new research lines concerning kernelization for VERTEX COVER. Additional relevant work includes the work by Kratsch [24] on a randomized polynomial kernel for a parameterization related to the difference between twice the cost of the linear-programming relaxation of VERTEX COVER and the size of a maximum matching.

Organization. Preliminaries on graphs and complexity are presented in Section 2. Section 3 introduces bridge-depth and its properties. In Section 4 we prove one direction of Theorem 1.2, showing that large bridge-depth implies the existence of large minimal blocking sets. In Section 5 we handle the other direction, proving a tight upper-bound on the size of minimal blocking sets in terms of the bridge-depth. We discuss the kernelization algorithm exploiting bridge-depth in Section 6, with the technical content being available in the full version of the article [4] due to space limitations. We conclude the article in Section 7. The proofs of the results marked with “(*)” have been also deferred to the full version [4].

2 Preliminaries

Graphs. We use standard graph-theoretic notation, and we refer the reader to Diestel [11] for any undefined terms. All graphs we consider are finite and undirected. Graphs are simple, unless specifically stated otherwise. A graph $G$ has vertex set $V(G)$ and edge set $E(G)$. Given a graph $G$ and a subset $S \subseteq V(G)$, we say that $S$ is connected if $G[S]$ is connected, and we use the shorthand $G \setminus S$ to denote $G[V(G) \setminus S]$. For a single vertex $v \in V(G)$, we use $G \setminus v$ as a shorthand for $G \setminus \{v\}$. Similarly, for a set of edges $T \subseteq E(G)$ we denote by $G \setminus T$ the graph on vertex set $V(G)$ with edge set $E(G) \setminus T$. A cycle on three vertices is called a triangle. For a positive integer $i$, we denote by $[i]$ the set of all integers $j$ such that $1 \leq j \leq i$. Given $v \in V(G)$, we denote $N_G(v) = \{u \mid \{u,v\} \in E(G)\}$, $d_G(v) = |N_G(v)|$ and given $X \subseteq V(G)$, we denote $N_G(X) = \bigcup_{v \in X} N_G(v) \setminus X$. Given $X,Y \subseteq V(G)$, we denote by $N_G(X,Y) = N_G(X) \cap Y$. We may omit the subscript $G$ when it is clear from the context. For distinct vertices $u$ and $v$ of a graph $G$, the graph $G'$ obtained by identifying $u$ and $v$ is defined by removing vertices $u$ and $v$ from $G$, adding a new vertex $uv$ with $N_{G'}(uv) = N_G(\{u,v\})$, and keeping the other vertices and edges unchanged. Given two adjacent vertices $u$ and $v$, we define the contraction of the edge $\{u,v\}$ as the identification of $u$ and $v$. 
Given a graph $G$, we denote by $\alpha(G)$ the size of a maximum independent set in $G$, by $\#cc(G)$ the number of connected components of $G$, by $\text{diam}(G)$ the diameter of $G$, and by $\Delta(G)$ the maximum degree of $G$. Given a graph $G$ and a set $S \subseteq V(G)$, we say that $S$ is a blocking set in $G$ if $\alpha(G \setminus S) < \alpha(G)$. The maximum size of an inclusion-wise minimal blocking set of a graph $G$ is denoted by $\text{mbs}(G)$.

A graph $H$ is a minor of graph $G$ if $H$ can be obtained from $G$ by a sequence of edge deletions, edge contractions, and removals of isolated vertices. Let us also recall the definition of minor in the context of multigraphs. Let $H$ be a loopless multigraph. An $H$-model $M$ in a simple graph $G$ is a collection $\{S^M_x \mid x \in V(H)\}$ of pairwise disjoint subsets of $V(G)$ such that $G[S^M]$ is connected for every $x \in V(H)$, and such that for every pair of distinct vertices $x, y$ of $H$, the quantity $|\{\{u, v\} \in E(G) \mid u \in S^M_x, v \in S^M_y\}|$ is at least the number of edges in $H$ between $x$ and $y$. The vertex set $V(M)$ of $M$ is the union of the vertex sets of the subgraphs in the collection. We say that a graph $G$ contains a loopless multigraph $H$ as a minor if $G$ has an $H$-model.

For the following definitions, we refer the reader to [29] for more details and we only recall here some basic notations and facts. The tree-depth of a graph $G$, denoted by $\text{td}(G)$, is defined recursively. The empty graph without vertices has tree-depth zero. The tree-depth of a disconnected graph is the maximum tree-depth of its connected components. Finally, if $G$ is a nonempty connected graph then $\text{td}(G) = 1 + \min_{v \in V(G)} \text{td}(G \setminus v)$. Equivalent definitions exist in terms of the minimum height of a rooted forest whose closure is a supergraph of $G$. The tree-width of $G$ is denoted $\text{tw}(G)$ (cf. [2]).

Given a graph family $F$, an $F$-modulator in a graph $G$ is a subset of vertices $X \subseteq V(G)$ such that $G \setminus X \in F$. We denote by $\text{dist-to-}F(G)$ the size of a smallest $F$-modulator in $G$. For a graph measure $f$ that associates an integer with each graph, and an integer $c$, a $c$-$f$-modulator is a modulator to $F^c_f := \{G \mid f(G) \leq c\}$. We denote by $c$-$f$-$\text{mod}(G) := \text{dist-to-}F^c_f(G)$, that is, the size of a smallest $c$-$f$-modulator of $G$. Typical measures $f$ that we consider here are tree-depth, tree-width, and bridge-depth. Notice that $0$-$\text{tw-mod}(G)$ corresponds to the minimum size of a vertex cover of $G$, and $1$-$\text{tw-mod}(G)$ corresponds to the minimum size of a feedback vertex set of $G$. Finally, IS (resp. VC) denotes the Maximum Independent Set (resp. Minimum Vertex Cover) problem.

Parameterized complexity. A parameterized problem is a language $L \subseteq \Sigma^* \times \mathbb{N}$, for some finite alphabet $\Sigma$. For an instance $(x, k) \in \Sigma^* \times \mathbb{N}$, the value $k$ is called the parameter. For a computable function $g \colon \mathbb{N} \to \mathbb{N}$, a kernelization algorithm (or simply a kernel) for a parameterized problem $L$ of size $g$ is an algorithm $A$ that given any instance $(x, k)$ of $L$, runs in polynomial time and returns an instance $(x', k')$ such that $(x, k) \in L \iff (x', k') \in L$ with $|x'|, k' \leq g(k)$. Consult [8, 12, 14, 16, 31] for background on parameterized complexity.

3 An introduction to bridge-depth

Let $G$ be a graph. An edge $e \in E(G)$ is a bridge if its removal increases the number of connected components of $G$. We define $G_{\text{cb}}$ as the simple graph obtained from $G$ by contracting all bridges of $G$ (the order does not matter.) Observe that, as contracting an edge cannot create a new bridge, $G_{\text{cb}}$ has no bridges, implying that $(G_{\text{cb}})_{\text{cb}} = G_{\text{cb}}$. Given a subgraph $T$ of a graph $G$, we say that $T$ is a tree of bridges if $T$ is a tree and, for every $e \in E(T)$, $e$ is a bridge in $G$. Note that a single vertex is, by definition, a tree of bridges. Note also that with any vertex $v \in V(G_{\text{cb}})$ we can associate, in a bijective way, an inclusion-wise maximal tree of bridges $T_v$ of $G$. The set $\{T_v \mid v \in V(G_{\text{cb}})\}$ is a minor model of $G_{\text{cb}}$ in $G$ (a
G_{cb}-model, from now on). For any \(u, v \in V(G_{cb})\) such that \(\{u, v\} \in E(G_{cb})\), there is exactly one edge \(\{u', v'\} \in E(G)\) with \(u' \in T_u\) and \(v' \in T_v\). The latter claim can be easily verified by supposing that there are two such edges, implying that some edge in \(T_u\) or \(T_v\) is involved in a cycle, which contradicts the fact that all the edges in \(T_u\) and \(T_v\) are bridges.

**Definition 3.1.** The bridge-depth \(bd(G)\) of a graph \(G\) is recursively defined as follows:

1. If \(G\) is the empty graph without any vertices, then \(bd(G) = 0\).
2. If \(G\) has \(\ell > 1\) connected components \(\{G_i \mid i \in [\ell]\}\), then \(bd(G) = \max_{i \in [\ell]} bd(G_i)\).
3. If \(G\) is connected, then \(bd(G) = 1 + \min_{e \in E(G_{cb})} bd(G_{cb} \setminus e)\).

Informally, \(bd\) behaves like tree-depth except that at each step of the recursive definition we are allowed to delete trees of bridges instead of just single vertices, as proved in Item 4 of the following proposition. The following properties of bridge-depth follow from the definitions in an elementary way, often exploiting the fact that if \(e\) is a bridge in \(G\), then \(e\) is also a bridge in any minor of \(G\) that still contains \(e\).

**Proposition 3.2.** For any graph \(G\) the following claims hold:

1. \(bd(G) = 1\) if and only if \(G\) is a forest with at least one vertex.
2. \(bd(G_{cb}) = bd(G)\).
3. The parameter \(bd\) is minor-closed: if \(G'\) is a minor of \(G\) then \(bd(G') \leq bd(G)\).
4. If \(G\) is connected, then \(bd(G) = 1 + \min_T bd(G \setminus V(T))\), where the minimum is taken over all trees of bridges \(T\) of \(G\).
5. For any \(X \subseteq V(G)\), we have \(bd(G) \leq |X| + bd(G \setminus X)\).
6. \(tw(G) \leq bd(G)\).

**Proof.** The first item follows easily from the definition, while the second one uses that \((G_{cb})_{cb} = G_{cb}\).

**Proof of 3:** We prove the claim by induction on \(|V(G)| + |E(G)|\). Suppose that \(G\) has multiple connected components \(\{G_i \mid i \in [\#cc(G)]\}\), and let \(\{G'_i \mid i \in [\#cc(G')]\}\) be the connected components of the minor \(G'\) of \(G\). Then each connected component \(G'_i\) is a minor of some component \(G_i\) of \(G\) on fewer than \(|V(G)|\) vertices, which gives \(bd(G'_i) \leq bd(G_i)\) by induction. Hence we have \(bd(G') = \max_{i \in [\#cc(G')]} bd(G'_i) \leq \max_{i \in [\#cc(G)]} bd(G_i) = bd(G)\).

We now deal with the case that \(G\) is connected. In general, if some graph \(G^{*}\) is a minor of \(G\), then \(G^{*}\) is a minor of a graph \(G'\) obtained from \(G\) by removing an edge, contracting an edge, or removing an isolated vertex. Since \(G\) is assumed to be connected, the third case cannot occur here. Then by induction, we have \(bd(G^{*}) \leq bd(G')\), so it suffices to prove that \(bd(G') \leq bd(G)\) for any graph \(G'\) obtained by removing or contracting an edge. Let us first prove that if \(G'_{cb}\) is a minor of \(G_{cb}\), then \(bd(G') \leq bd(G)\). Indeed, let \(v^{*} \in V(G_{cb})\) such that \(bd(G) = 1 + bd(G_{cb} \setminus v^{*})\), and consider an arbitrary component \(G'_i\) of \(G'\). Note that \((G'_i)_{cb}\) is a component of \((G')_{cb}\), and therefore a minor of \(G_{cb}\) by hypothesis. If \((G'_i)_{cb}\) is a minor of the graph \(G_{cb} \setminus v^{*}\), then by induction and Item 2 we have \(bd(G'_i) = bd((G'_i)_{cb}) \leq bd(G_{cb} \setminus v^{*}) < bd(G)\). Otherwise, any minor model \(\{S_x \mid x \in V((G'_i)_{cb})\}\) of \((G'_i)_{cb}\) in \(G_{cb}\) contains a branch set \(S_{x^{*}}\) with \(v^{*} \in S_{x^{*}}\). But then \(bd((G'_i)_{cb}) \leq 1 + bd((G'_i)_{cb} \setminus x^{*})\) by definition, and \((G'_i)_{cb} \setminus x^{*}\) is a minor of \(G_{cb} \setminus v^{*}\), and therefore has bridge-depth at most \(bd(G) - 1\), so that \(bd((G'_i)_{cb}) \leq bd(G)\). Hence for each component \(G'_i\) of \(G'\) we have \(bd(G'_i) = bd((G'_i)_{cb}) \leq bd(G)\), implying \(bd(G') \leq bd(G)\).
Thus, it only remains to prove that $G'_cb$ is a minor of $G_{cb}$. Let us first assume that $G'$ is obtained from $G$ by removing an edge $e$. Let $\{T_u \mid v \in V(G_{cb})\}$ be the $G_{cb}$-model in $G$ given by the trees of bridges. If $e$ is not a bridge, then $e$ is an edge between $T_u$ and $T_v$ for some vertices $u, v \in V(G_{cb})$. To obtain $G_{cb}'$ as a minor, we start from $G_{cb}$, remove edge $\{u, v\}$, and for any edge $e'$ between $T_u$ and $T_v$ (for any $u', v' \in V(G_{cb})$) that has become a bridge in $G'$ because of the removal of $e$, we contract $\{u', v'\}$. This implies that $G_{cb}'$ is a minor of $G_{cb}$. Otherwise, if $e$ is a bridge, then there exists $u \in V(G_{cb})$ such that $e \in E(T_u)$, and $G'$ has two connected components $G'_1$ and $G'_2$. To obtain $(G'_i)_{cb}$ as a minor, for $i \in \{1, 2\}$, we start from $G$ and remove any vertex $v$ such that $T_u \cap V(G_i) = \emptyset$ (notice that $u$ appears both in $(G'_1)_{cb}$ and $(G'_2)_{cb}$). Thus, both $(G'_1)_{cb}$ and $(G'_2)_{cb}$ are minors of $G_{cb}$, hence $G_{cb}'$ as well. The case where $G'$ is obtained from $G$ by contracting an edge $e$ can be proved using similar but simpler arguments. Indeed, if $e$ is a bridge in $G$, then we have that $G_{cb}' = G_{cb}$, and if it is not, if suffices to contract in $G_{cb}$ the edge $\{u, v\}$ with $u, v \in V(G_{cb})$ such that $e$ is an edge between $T_u$ and $T_v$.

Proof of 4: Let $v \in V(G_{cb})$ and $T_v$ be its associated tree of bridges in $G$. Observe first that we may have $(G \setminus V(T_v))_{cb} \neq G_{cb} \setminus v$. Indeed, if for example we consider $G$ composed of two vertex-disjoint triangles $\{a, b, c\}, \{a', b', c'\}$ and an edge $e = \{a, a'\}$, and if we consider $T_v = \{e\}$, then $G_{cb} \setminus v$ is composed of two disjoint edges, whereas $(G \setminus V(T_v))_{cb}$ is composed of two isolated vertices. Thus, it is easy to verify that $(G \setminus V(T_v))_{cb} = (G_{cb} \setminus v)^{cb}$. Let us now prove that $\min_T \text{bd}(G \setminus V(T)) \leq \min_{v \in V(G_{cb})} \text{bd}(G_{cb} \setminus v)$. Let $v^*$ be a vertex minimizing $\text{bd}(G_{cb} \setminus v)$. We have $\min_T \text{bd}(G \setminus V(T)) \leq \text{bd}(G \setminus V(T_{v^*})) = \text{bd}((G \setminus V(T_{v^*}))_{cb})$ by Item 2 in the last equality, and $\text{bd}((G \setminus V(T_{v^*}))_{cb}) = \text{bd}((G_{cb} \setminus v^*)_{cb}) = \text{bd}(G_{cb} \setminus v^*)$ using again Item 2.

For the other inequality, let $T^0$ be a tree of bridges that minimizes $\text{bd}(G \setminus V(T))$. If $T^0$ is not inclusion-wise maximal, let $T^* = T^0$ be any inclusion-wise maximal tree of bridges containing $T^0$. Note that as $G \setminus V(T^*)$ is a subgraph of $G \setminus V(T^0)$, by Item 3 we get that $\text{bd}(G \setminus V(T^*)) \leq \text{bd}(G \setminus V(T^0))$, implying that $T^*$ also minimizes $\text{bd}(G \setminus V(T))$. Let $v^* \in V(G_{cb})$ such that $T_{v^*} = T^*$. We have $\min_{v \in V(G_{cb})} \text{bd}(G_{cb} \setminus v) \leq \text{bd}(G_{cb} \setminus v^*) = \text{bd}((G \setminus V(T_{v^*}))_{cb}) = \text{bd}(G \setminus V(T^*))$.

Proof of 5: We use induction on $|X|$, the base case $X = \emptyset$ being trivial. For the induction step, pick an arbitrary $v \in X$, let $X' := X \setminus \{v\}$, and $G' := G \setminus X'$. By induction we have $\text{bd}(G) \leq |X'| + \text{bd}(G')$. Let $G'_v$ be the connected component of $G'$ containing $v$. Using $v$ as a singleton tree of bridges in $G'_v$, Item 4 shows that $\text{bd}(G'_v) \leq 1 + \text{bd}(G'_v \setminus v) \leq 1 + \text{bd}(G' \setminus v)$. Since all other components $G'_i$ of $G'$ also occur as components of $G' \setminus v$, it follows that $\text{bd}(G'_v) \leq \text{bd}(G' \setminus v)$, implying $\text{bd}(G'_v) \leq 1 + \text{bd}(G' \setminus v) = 1 + \text{bd}(G \setminus X')$ since $G'_v \setminus v = G \setminus X$. Hence $\text{bd}(G) \leq |X'| + 1 + \text{bd}(G \setminus X)$.

Proof of 6: We use induction on $|V(G)|$; the base case follows directly from the definitions. It is well-known (cf. [2, Lemma 6]) that the tree-width of $G$ is the maximum tree-width of its biconnected components. Hence it suffices to prove that for an arbitrary biconnected component $G'$ of $G$, we have $\text{tw}(G') \leq \text{bd}(G')$. If $G'$ consists of a single edge, then $\text{tw}(G') = \text{bd}(G') = 1$. Otherwise, $G'$ is a connected bridgeless graph. This implies $(G'_v)_{cb} = G'$, so by Definition 3.1 there is a vertex $v \in V(G')$ such that $\text{bd}(G') = 1 + \text{bd}(G' \setminus v)$. Since $G'$ is a minor of $G$, we have $\text{bd}(G') \leq \text{bd}(G)$ by Item 3. By induction, the tree-width of $G' \setminus v$ is at most $\text{bd}(G' \setminus v) \leq \text{bd}(G) - 1$. Adding vertex $v$ to all bags of a tree decomposition of this width, gives a valid tree decomposition of $G'$ of width at most $\text{bd}(G' \setminus v) + 1 \leq \text{bd}(G')$. Hence $\text{tw}(G') \leq \text{bd}(G')$ for all biconnected components of $G$. \qed
A \((c+1) \times (c+1)\)-grid is a planar graph of tree-width exactly \(c+1\) [2, Cor. 89], which implies by Item 6 of Proposition 3.2 that its bridge-depth is larger than \(c\). This gives the following consequence of Proposition 3.2, which will be useful when invoking algorithmic meta-theorems.

Observation 3.3. For each \(c \in \mathbb{N}\), the graphs of bridge-depth at most \(c\) form a minor-closed family that excludes a planar graph. By the Graph Minor Theorem [35], there is a finite set of forbidden minors \(\mathcal{H}_c\) such that \(bd(G) \leq c\) if and only if \(G\) excludes all graphs of \(\mathcal{H}_c\) as a minor. The set \(\mathcal{H}_c\) contains a planar graph, since some planar graphs have bridge-depth \(> c\).

Observation 3.3, together with known results on minor testing, imply the following.

Proposition 3.4 (Follows from [1, Thm. 7.1]). For each constant \(c \in \mathbb{N}\), there is a linear-time algorithm to test whether the bridge-depth of a given graph \(G\) is at most \(c\).

Fomin et al. [15, Thm. 1.3] gave a generic approximation algorithm for finding a small vertex set that hits forbidden minors from a finite forbidden set containing a planar graph. By Observation 3.3, deleting vertices to obtain a graph of bounded bridge-depth fits into their framework.

Proposition 3.5 (Follows from [15, Thm. 1.3]). For each fixed \(c \in \mathbb{N}\) there is a polynomial-time algorithm that, given a graph \(G\), outputs a set \(X \subseteq V(G)\) such that \(bd(G \setminus X) \leq c\) and \(|X| \leq O(|X_{opt}| \log^{2/3} |X_{opt}|)\), where \(|X_{opt}|\) is the minimum size of such a set.

The following concept will be crucial to facilitate a recursive approach for reducing graphs of bounded bridge-depth.

Definition 3.6. A lowering tree \(T\) of a graph \(G\) is a tree of bridges (possibly consisting of a single vertex and no bridges) such that \(bd(G \setminus V(T)) = bd(G) - 1\).

Item 4 of Proposition 3.2 implies that any connected graph \(G\) has a lowering tree.

Proposition 3.7. For each fixed \(c \in \mathbb{N}\) there is an algorithm that, given a connected graph \(G\) on \(n\) vertices of bridge-depth \(c\), computes a lowering tree in \(O(n^2)\) time.

Proof. Given \(G\), we compute its decomposition into biconnected components, which can be done in linear time taking into account that having bounded bridge-depth implies a linear number of edges [20]. From this decomposition, it is straightforward to identify the inclusion-maximal trees of bridges in \(G\). For each tree of bridges \(T\) in \(G\), we can test whether \(bd(G \setminus V(T)) < c = bd(G)\) in linear time using Proposition 3.4, and we output \(T\) if this is the case. By Proposition 3.2, such a tree \(T\) exists. Since \(G\) is decomposed into at most \(n\) trees of bridges, and we need a linear-time computation for each \(T\), this results in an \(O(n^2)\)-time algorithm.

4 Bounded minimal blocking sets imply bounded bridge-depth

The goal of this section is to prove one direction of Theorem 1.2, showing that if \(\mathcal{F}\) has bounded-size minimal blocking sets, then \(\mathcal{F}\) has bounded bridge-depth. As explained in Section 1, we prove this via the intermediate structure of necklace minors and show that the bridge-depth of a graph \(G\) can be upper-bounded in terms of the longest necklace contained in it as a minor.
This result can be seen as an analog to the fact that the tree-depth of a graph can be bounded in terms of the length of the longest simple path it contains (as a subgraph or as a minor, which is equivalent for paths). A classical proof of this fact (see [29]) is to consider a depth-first search tree of $G$, bounding the tree-depth of $G$ by the depth of this tree. However, it does not seem immediate to find a similar bound for bridge-depth.

We therefore follow another approach, inspired by the following alternative proof that the tree-depth is upper-bounded by the length of the longest path (which gives a worse bound). Observe that in a connected graph $G$, any two longest paths intersect at a vertex. (If they did not, one could combine them to make an even longer path.) Given a connected graph $G$ whose longest path has $t$ vertices, we can bound its tree-depth by $f(t) := \sum_{i=1}^{t} i$ as follows. Let $P$ be a longest path in $G$. Then the longest path in $G \setminus V(P)$ has strictly fewer than $t$ vertices, and by induction the tree-depth of $G \setminus V(P)$ is at most $f(t-1)$. From the definition of tree-depth, it follows that the tree-depth of $G$ is at most $|V(P)| = t$ larger than that of $G \setminus V(P)$, so the tree-depth of $G$ is at most $f(t)$.

In the case of bridge-depth, where paths are replaced with necklaces contained as minors, we cannot afford to remove the entire set of vertices of the corresponding model of a longest necklace, as the size of this set cannot be bounded in terms of the length $t$ of the necklace. To overcome this problem, we will prove in Lemma 4.6, similarly to the case of paths, that we cannot afford to remove the entire set of vertices of the corresponding model of a longest necklace.

**Definition 4.1.** For $t \in \mathbb{N}$, the necklace of length $t$, denoted by $N_t$, is the multigraph having $t + 1$ vertices $\{v_i \mid i \in [t+1]\}$ and two parallel edges between $v_i$ and $v_{i+1}$ for $i \in [t]$.

**Observation 4.2.** A simple graph $G$ contains $N_t$ as a minor if and only if $G$ contains $t+1$ vertex-disjoint sets $S_i \subseteq V(G)$ such that each $S_i$ is connected and, for $i \in [t]$, there are at least two edges between $S_i$ and $S_{i+1}$.

**Definition 4.3.** The necklace-minor length of a graph $G$, denoted by $\text{nm}(G)$, is the largest length of a necklace contained in $G$ as a minor, or zero if $G$ contains no such minor.

We need to introduce the Erdős-Pósa property for packing and covering minor models. Let $\mathcal{F}$ be a finite collection of simple graphs. An $\mathcal{F}$-model is an $H$-model for some $H \in \mathcal{F}$. Two $\mathcal{F}$-models $M_1$ and $M_2$ are disjoint if $V(M_1) \cap V(M_2) = \emptyset$. Let $\nu_{\mathcal{F}}(G)$ be the maximum cardinality of a packing of pairwise disjoint $\mathcal{F}$-models in $G$, and let $\tau_{\mathcal{F}}(G)$ be the minimum size of a subset $X \subseteq V(G)$ such that $G \setminus X$ has no $\mathcal{F}$-model. Clearly, $\nu_{\mathcal{F}}(G) \leq \tau_{\mathcal{F}}(G)$. We say that the Erdős-Pósa property holds for $\mathcal{F}$-models if there exists a bounding function $f : \mathbb{N} \to \mathbb{N}$ such that, for every graph $G$, $\tau_{\mathcal{F}}(G) \leq f(\nu_{\mathcal{F}}(G))$.

In the case where $\mathcal{F} = \{H\}$ contains a single connected graph $H$, Robertson and Seymour [34] proved the following result.

**Theorem 4.4 (Robertson and Seymour [34]).** Let $H$ be a connected graph. The Erdős-Pósa property holds for $H$-models if and only if $H$ is planar.

It is worth mentioning that a tight bounding function when $H$ is planar has been recently obtained by van Batenburg et al. [36]. Theorem 4.4 easily implies the following corollary.

**Corollary 4.5.** For every $t \geq 1$, the Erdős-Pósa property holds for $N_t$-models.

**Proof.** For $t \geq 1$, let $\mathcal{F}_t$ be the set containing all minor-minimal simple graphs that contain the necklace $N_t$ as a minor. By definition, a simple graph $G$ contains an $N_t$-model if and only if it contains an $\mathcal{F}_t$-model. Clearly, all the graphs in $\mathcal{F}_t$ are connected and planar, and
it is easy to see that $|F_t|$ is bounded by a function of $t$. For each $F \in F_t$, by Theorem 4.4 there is a function $f_F$ such that if $G$ does not contain $k$ vertex-disjoint models of $F$, then all the $F$-models of $G$ can be hit by at most $f_F(k)$ vertices. This implies that if $G$ does not contain $k$ models of any graph in $F_t$, then the union of all hitting sets has size bounded by $\sum_{F \in F_t} f_F(k)$, and since $F_t$ is finite this is a valid bounding function for $N_t$-models. □

We denote by $f_{N_t}$ the bounding function for $N_t$-models given by Corollary 4.5. In a connected bridgeless graph, each pair of maximum-length necklace models intersect at a vertex:

\textbf{Lemma 4.6.} If $G$ is a connected bridgeless simple graph with $nm(G) = t$, then $\nu_{N_t}(G) = 1$.

\textbf{Proof.} Suppose for contradiction that $G$ contains two disjoint models $M^1$ and $M^2$ of $N_t$. For $i \in [t+1]$ and $\ell \in [2]$, let $S^i_{\ell}$ be the vertex set of $M^\ell$ given by Observation 4.2. Note that these $2t + 2$ subsets of vertices of $G$ are pairwise disjoint, and that for any $i \in [t]$, there are at least two edges between $S^i_{\ell}$ and $S^i_{\ell+1}$. Since $G$ is bridgeless and connected, it is 2-edge-connected and by Menger’s theorem [11, § 3.3] $G$ contains two edge-disjoint paths between any pair of vertices. Pick two arbitrary vertices $x_1 \in M^1, x_2 \in M^2$, and let $P^1, P^2$ be two edge-disjoint paths between them. Consider the subpath $Q^\ell$ of $P^\ell$ between the last vertex of $M^1$ that is visited, until the first vertex of $M^2$. Let $Q^\ell = (v_1^\ell, \ldots, v_k^\ell)$ where $v_i^\ell \in M^1$ and $v_k^\ell \in M^2$. Let $a_\ell$ such that $v_1^\ell \in S^i_{a_\ell}$ and $b_\ell$ such that $v_k^\ell \in S^i_{b_\ell}$.

Let us first show that if $t$ is odd, then we can use $Q^1$ to find an $N_t$-model $M'$ for some $t' > t$ by “gluing” $M^1$ and $M^2$, leading to a contradiction. Let $S = S^i_{a_1} \cup V(Q^1) \cup S^i_{b_1}$. If $a_1 > \frac{t+1}{2}$ define $A = \{S^1_{\ell}, \ldots, S^1_{a_1-1}\}$, and otherwise define $A = \{S^1_{a_1+1}, \ldots, S^1_{t+1}\}$. Similarly, if $b_1 > \frac{t+1}{2}$ define $B = \{S^2_{\ell}, \ldots, S^2_{b_1-1}\}$, and otherwise define $B = \{S^2_{b_1+1}, \ldots, S^2_{t+1}\}$. Note that the sets $A, S, B$ are pairwise disjoint. Since $t$ is odd, it can be easily checked that $M' = A \cup \{S\} \cup B$ is an $N_t$-model in $G$ for some $t' > t$; see Figure 1(a) for an illustration.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{\textbf{(a)} Example with $t = 3$ and $a_1 = b_1 = 2$. \textbf{(b)} Example with $t = 4$.}
\end{figure}

Let us now consider the case where $t$ is even. Note first that if there exists $\ell \in [2]$ such that $a_\ell \neq \frac{t+1}{2}$ or $b_\ell \neq \frac{t+1}{2}$, then we can use $Q^\ell$ to find an $N_t$-model for some $t' > t$ as in the previous case. Hence, it only remains to consider the case where $a_1 = b_1 = a_2 = b_2 = \frac{t}{2} + 1$, meaning that $Q^1$ and $Q^2$ are two edge-disjoint paths, both between $S^1_{\frac{t}{2}+1}$ and $S^2_{\frac{t}{2}+1}$. Let $A = \{S^1_1, \ldots, S^1_{\frac{t}{2}}\}$, $B = \{S^2_1, \ldots, S^2_{\frac{t}{2}}\}$, and $S = S^1_{a_1} \cup (V(Q^1) \setminus \{v^1_{q_1}\}) \cup (V(Q^2) \setminus \{v^2_{q_2}\})$. We claim that $M' = A \cup \{S, S^2_{\frac{t}{2}+1}\} \cup B$ is an $N_t$-model. Indeed, note in particular there are two edges between $S$ and $S^2_{\frac{t}{2}+1}$ as we cannot have $v^1_{q_1-1} = v^2_{q_2-1}$ and $v^1_{q_1} = v^2_{q_2}$ because $Q^1$ and $Q^2$ are edge-disjoint and $G$ is a simple graph; see Figure 1(b) for an illustration. □

By combining Corollary 4.5 with Lemma 4.6 we easily get the following corollary.

\textbf{Corollary 4.7.} Let $G$ be a connected bridgeless graph and $t = nm(G)$. Then $G$ contains a set of vertices $X$ with $|X| \leq f_{N_t}(1)$ such that $nm(G \setminus X) < nm(G)$, where $f_{N_t} : \mathbb{N} \rightarrow \mathbb{N}$ is the bounding function given by Corollary 4.5.
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Proof. By Lemma 4.6, it follows that $\nu_{N_t}(G) = 1$, and therefore by Corollary 4.5

$$\tau_{N_t}(G) \leq f_{N_t}(\nu_{N_t}(G)) = f_{N_t}(1).$$

Thus, there exists a set $X \subseteq V(G)$ with $|X| \leq f_{N_t}(1)$ such that $G \setminus X$ has no $N_t$-model, implying that $nm(G \setminus X) < t$.

We are finally in position to prove the following theorem.

Theorem 4.8. There is a function $f : \mathbb{N} \to \mathbb{N}$ such that $bd(G) \leq f(nm(G))$ for all graphs $G$.

Proof. We prove the statement by induction on $nm(G)$, for the function $f$ defined by $f(t) := 1 + \sum_{i=1}^{t} f_{N_i}(1)$. If $nm(G) = 0$, then $G$ is a forest, and by definition of bridge-depth we get $bd(G) = 1 = f(0)$. Suppose now that $nm(G) = t$ with $t > 0$.

Consider the case that $G$ is connected. Then $G_{cn}$ is also connected and has no bridge, and thus we can apply Corollary 4.7 and get a set $X \subseteq V(G_{cn})$ with $|X| \leq f_{N_t}(1)$ such that $nm(G') < t$, where $G' = G_{cn} \setminus X$. By Item 5 of Proposition 3.2, we get that $bd(G) = bd(G_{cn}) \leq |X| + bd(G')$. Let $G'_1, \ldots, G'_t$ be the connected components of $G'$. As $nm(G') < t$, we get that $nm(G'_i) < t$ for every $i \in [t]$. Then, by induction hypothesis it follows that, for every $i \in [t]$, $bd(G'_i) \leq f(t - 1) = 1 + \sum_{i=1}^{t-1} f_{N_i}(1)$. Thus, as $bd(G') = \max_{i \in [t]} bd(G'_i) \leq 1 + \sum_{i=1}^{t-1} f_{N_i}(1)$, we get that

$$bd(G) \leq |X| + bd(G') \leq f_{N_t}(1) + 1 + \sum_{i=1}^{t-1} f_{N_i}(1) = 1 + \sum_{i=1}^{t} f_{N_i}(1) = f(nm(G)).$$

Finally, if $G$ is disconnected, let $G_1, \ldots, G_t$ be its connected components, and note that $bd(G) = \max_{i \in [t]} bd(G_i)$. Since for every $i \in [t]$ it holds that $nm(G_i) \leq nm(G)$, and since the function $f$ is non-decreasing, by applying the above case to each connected component of $G$ we get that

$$bd(G) = \max_{i \in [t]} bd(G_i) \leq \max_{i \in [t]} f(nm(G_i)) \leq \max_{i \in [t]} f(nm(G)) = f(nm(G)).$$

Now that we established a relation between bridge-depth and necklace minors, our next step is to relate necklace minors to blocking sets. For this purpose, we use the known triangle-path gadget.

Definition 4.9. A triangle-path of length $t$ is the graph consisting of $t$ vertex-disjoint triangles, with vertex sets $\{a_i, b_i, c_i \mid i \in [t]\}$, together with the $t - 1$ edges $\{b_i, a_{i+1} \mid i \in [t - 1]\}$. The triangle-path-minor length of a graph $G$, denoted by $tpm(G)$, is the largest length of a triangle-path contained in $G$ as a minor, or zero if no such minor exists.

A slight variation of this gadget was used by Fomin and Streum [17, Def. 6]. We observe the following (cf. [17, Obs. 3–5]).

Observation 4.10. Let $G$ be a triangle-path of length $t \geq 2$. Then $mbs(G) \geq t + 2$, as $\{a_1, c_1\} \cup \{b_t, c_t\} \cup \{c_i \mid i \in [2, t - 1]\}$ is a minimal blocking set.

Lemma 4.11. For any graph $G$, $tpm(G) \geq \frac{nm(G) + 1}{2}$.

Proof. Let $t = nm(G)$, and let $\{S_i \mid i \in [t + 1]\}$ be an $N_t$-model in $G$. Let $i \in [\lfloor \frac{t + 1}{2} \rfloor]$ and let $e_1 = \{u_1, v_1\}$ and $e_2 = \{u_2, v_2\}$ be the two edges between $S_{2i-1}$ and $S_{2i}$, with $u_1 \in S_{2i-1}$ and $v_1 \in S_{2i}$. If $u_1 \neq u_2$ then there is a partition $A_1, A_2$ of $S_{2i-1}$ such that $u_1 \in A_1$ and $A_1$ is connected for $i \in [2]$, and we define $L_i = \{A_1, A_2\}$, $R_i = \{S_{2i}\}$. Otherwise, if $u_1 = u_2$, ...
then necessarily \( v_1 \neq v_2 \), and we define symmetrically \( L_i = \{ S_{2i-1} \} \) and \( R_i = \{ A_1, A_2 \} \). In both cases we get that \( L_i \cup R_i \) is a model of a triangle, and moreover there is an edge between a vertex in \( R_i \) and a vertex in \( L_{i+1} \) for every \( i \in \left\lfloor \frac{t+1}{2} \right\rfloor - 1 \). This implies that \( \bigcup_{i \in \left\lfloor \frac{t+1}{2} \right\rfloor} (L_i \cup R_i) \) is a model of a triangle-path of length \( \left\lfloor \frac{t+1}{2} \right\rfloor \) in \( G \).

**Corollary 4.12.** There is a function \( g : \mathbb{N} \to \mathbb{N} \) such that \( \text{bd}(G) \leq g(\text{tpm}(G)) \) for all graphs \( G \).

**Proof.** By Lemma 4.11, we have that \( \text{tpm}(G) \geq \frac{\text{nm}(G)}{2} \). By letting \( g(t) := f(2t) \), where \( f \) is the function given by Theorem 4.8, we get the desired result.

**Corollary 4.13.** Let \( F \) be a minor-closed family of graphs. If \( F \) has unbounded bridge-depth then it contains the family \( F^{tp} \) of all triangle-paths.

Using this corollary, we can prove one direction of Theorem 1.2.

**Theorem 4.14.** Let \( F \) be a minor-closed family of graphs of unbounded bridge-depth. Then there are graphs in \( F \) that have arbitrarily large minimal blocking sets.

**Proof.** By Corollary 4.13, \( F \) contains all triangle-paths. Since a triangle-path of length \( t \) contains a minimal blocking set of size \( t + 2 \) by Observation 4.10, the theorem follows.

Theorem 4.14 is phrased for graph families, rather than individual graphs. There is no function \( h \) such that \( \text{bd}(G) \leq h(\text{mbs}(G)) \) for all \( G \): a bipartite grid graph can have arbitrarily large tree-width and therefore bridge-depth, but its minimal blocking sets have size at most two (cf. Lemma 5.2).

## 5 Bounded bridge-depth implies bounded-size blocking sets

In this section we prove the other direction of Theorem 1.2: minimal blocking sets in a graph \( G \) have size at most \( 2^{\text{bd}(G)} \). We need the following consequence of König’s theorem.

**Lemma 5.1.** Let \( G \) be a bipartite graph and let \( M \) be a maximum matching in \( G \). Every maximum independent set of \( G \) contains all vertices that are not saturated by \( M \), and exactly one endpoint of each edge in \( M \).

**Proof.** Consider a maximum independent set \( S \) in \( G \). Then \( \overline{S} := V(G) \setminus S \) is a minimum vertex cover of \( G \). By König’s theorem (cf. [11, Thm. 2.1.1]) we have \( |\overline{S}| = |M| \). Since \( \overline{S} \) is a vertex cover it contains at least one endpoint of each edge of \( M \); since \( |\overline{S}| = |M| \) it contains exactly one endpoint of each edge of \( M \), and no other vertices of \( G \). So the complement \( S \) contains all vertices that are not saturated by \( M \), and exactly one endpoint of each edge in \( M \).

The next lemma shows that minimal blocking sets in a bipartite graph have at most two vertices. This was known before, see for example [18, Thm. 14]. Our self-contained proof highlights an additional property of such minimal blocking sets: the two vertices of minimal blocking sets of size two belong to opposite partite sets. This will be crucial later on.

**Lemma 5.2.** Let \( G \) be a bipartite graph with partite sets \( A \) and \( B \). If \( Y \subseteq V(G) \) is a blocking set in \( G \), then there is a blocking set \( Y' \subseteq Y \) in \( G \) such that one of the following holds:
- \( |Y'| = 1 \), or
- \( Y' = \{a, b\} \) for some \( a \in A \) and \( b \in B \).
Proof. Let \( M \) be a maximum matching in \( G \), let \( V(M) \) be the saturated vertices, and let \( U := V(G) \setminus V(M) \) be the unsaturated vertices. Let \( R_{\overline{A \cap U}} \) be the vertices that can be reached by an \( M \)-alternating path from \( A \cap U \) (which necessarily starts with a non-matching edge). Let \( R_{\overline{B \cap Y}} \) be the vertices that can be reached by an \( M \)-alternating path that starts with a matching edge from a vertex of \( B \cap Y \). Note that both types of alternating paths move from \( A \) to \( B \) over non-matching edges, and move from \( B \) to \( A \) over matching edges.

We first deal with some cases in which we easily obtain a blocking set \( Y' \) as desired.

Case 1: \( A \cap Y \cap R_{\overline{A \cap U}} \neq \emptyset \). Let \( a \in A \cap Y \cap R_{\overline{A \cap U}} \). Then \( a \in A \) can be reached by an \( M \)-alternating path \( P \) that starts in an unsaturated vertex in the same partite set, implying that \( P \) has even length and ends with a matching edge into \( a \). Hence \( M' := M \oplus E(P) \), where \( \oplus \) denotes the symmetric difference, is a new maximum matching, and it does not saturate \( a \in A \cap Y \). Lemma 5.1 applied to \( M' \) implies that all maximum independent sets of \( G \) contain \( a \), showing that \( Y' := \{a\} \) is a blocking set of size one.

Case 2: \( B \cap U \cap R_{\overline{B \cap Y}} \neq \emptyset \). By definition, some \( u \in B \cap U \) can be reached by an \( M \)-alternating path \( P \) that starts in some vertex \( b \in B \cap Y \) that belongs to the same partite set. Similarly as in the previous case, \( M' := M \oplus E(P) \) is a new maximum matching that does not saturate \( b \), so by Lemma 5.1 applied to \( M' \) we conclude that \( Y' := \{b\} \) is a blocking set of size one.

Case 3: \( A \cap Y \cap R_{\overline{B \cap Y}} \neq \emptyset \). By definition, some \( a \in A \cap Y \) is reachable by an \( M \)-alternating path \( P \) from some \( b \in B \cap Y \), and \( P \) starts with a matching edge. Since it ends in the other partite set, it ends with a matching edge as well; hence both \( a \) and \( b \) are saturated. We claim that \( Y' := \{a, b\} \) is a blocking set in \( G \), as desired. Let \( a = a_1, b_1, \ldots, a_k, b_k = b \) be the vertices on \( P \), so that \( \{a_i, b_i\} \in M \) for all \( i \in [k] \) and \( \{b_i, a_{i+1}\} \in E(G) \setminus M \) for \( i \in [k-1] \). By Lemma 5.1, a maximum independent set \( M' \) in \( G \) contains one endpoint of each of the edges \( \{a_i, b_i\} \in M \). A maximum independent set avoiding \( a_1 \) therefore has to contain \( b_1 \), preventing it from containing \( a_2 \), forcing it to contain \( b_2 \), and so on. Hence a maximum independent set avoiding \( a_1 \) contains \( b_k \), proving that \( Y' := \{a, b\} = \{a_1, b_k\} \) is a blocking set in \( G \).

Case 4: \( B \cap U \cap R_{\overline{A \cap U}} \neq \emptyset \). Then some unsaturated vertex of \( A \) can reach an unsaturated vertex of \( B \) by an \( M \)-alternating path \( P \). But then \( M \) is not a maximum matching since \( M \oplus E(P) \) is larger; a contradiction. Hence this case cannot occur.

Assume now that none of the cases above hold. We will conclude the proof of the lemma by deriving a contradiction. Let \( R := R_{\overline{A \cap U}} \cup R_{\overline{B \cap Y}} \). The following will be useful.

\( \triangleright \) Claim 5.3. If \( a \in A \cap R \) and \( \{a, b\} \in E(G) \), then \( b \in B \cap R \).

Proof. By definition, \( a \in A \cap R \) implies \( a \) is reachable by some \( M \)-alternating path \( P \) that moves to \( A \) over matching edges and moves to \( B \) over non-matching edges, such that \( P \) starts in a vertex \( v \in (A \cup U) \cup (B \cap Y) \). But then \( b \) is also reachable by such an alternating path from \( v \); if \( \{a, b\} \in M \) then, since \( P \) ends at \( a \), edge \( \{a, b\} \) must be the last edge of \( P \), so a prefix of \( P \) is an \( M \)-alternating path reaching \( b \); if \( \{a, b\} \notin M \) then appending \( \{a, b\} \) to \( P \) yields such an \( M \)-alternating path. Hence \( b \in R \), and \( b \in B \cap R \) follows since \( G \) is bipartite. \( \triangleright \)

Now consider the following set: \( S := (A \cap R) \cup (B \setminus R) \).

We will prove that \( S \) is a maximum independent set of \( G \) disjoint from \( Y \), contradicting the assumption that \( Y \) is a blocking set. To see that \( S \) is indeed an independent set, consider any vertex from \( A \cap S \), which belongs to \( A \cap R \). By Claim 5.3 all neighbors of \( a \) belong
to $B \cap R$, and are therefore not contained in $S$. Hence $S$ is indeed an independent set. To see that it is maximum, by Lemma 5.1 it suffices to argue it contains all of $U$ and one endpoint of each edge in $M$.

To see that $S$ contains all vertices of $A \cap U$, note that all such vertices are trivially in $R_{A \cup U}$ and therefore in $R$, implying their presence in $A \cap R$ and therefore in $S$. To see that $S$ contains all vertices of $B \cap U$, it suffices to show that $B \cap U \cap R = \emptyset$, which follows from the fact that neither Case 2 nor Case 4 is applicable. Hence $S$ contains all vertices of $U$.

To see that $S$ contains an endpoint of each edge of $M$, let $\{a, b\} \in M$ be arbitrary with $a \in A$ and $b \in B$. If $b \notin R$ then clearly $b \in S$, as desired. If $b \in R$, then this is witnessed by an alternating path $P$ that reaches $b$ and ends with a non-matching edge. Extending $P$ with the edge $\{a, b\} \in M$ then shows that $a \in R$, so that $a \in A \cap R$ is an endpoint of the edge contained in $S$.

Hence $S$ is a maximum independent set in $G$. Since Case 1 and Case 3 do not apply, it follows that $A \cap R \cap Y = \emptyset$, so that $S \cap A$ contains no vertex from $Y$. Since all vertices of $B \cap Y$ are trivially in $R_{B \cap Y}$ and therefore in $R$, it follows that $B \setminus R$ contains no vertex from $Y$. Hence $S$ is a maximum independent set in $G$ disjoint from $Y$, contradicting the assumption that $Y$ is a blocking set.

We will use Lemma 5.2 to power the induction step in the proof of the next theorem, which gives the desired upper-bound on the size of minimal blocking sets in terms of bridge-depth. The main idea in the induction step is as follows. For a connected graph $G$, we consider a tree of bridges $T$ for which $bd(G \setminus V(T)) < bd(G)$. We can summarize the relevant ways in which a maximum independent set in $G$ can be composed out of maximum independent sets for the connected components of $G \setminus E(T)$, into a weighted tree $T'$ that is obtained from $T$ by adding a pendant leaf to each vertex. In turn, maximum-weight independent sets in $T'$ correspond to maximum independent sets of a bipartite graph obtained from $T'$ by replacing each vertex by a set of false twins. Applying Lemma 5.2 to this bipartite graph points to two vertices that form a blocking set. We can translate this back into two components of $G \setminus E(T)$ that are sufficient for constructing a blocking set in $G$, and apply induction using the fact that $bd(G \setminus V(T)) < bd(G)$.

$\triangleright$ **Theorem 5.4** (⋆). Let $G$ be a graph and $Y_G \subseteq V(G)$ a blocking set in $G$. There is a blocking set $Y'_G \subseteq Y_G$ in $G$ of size at most $2^{bd(G)}$.

Note that Theorem 4.4 and Theorem 4.14 together prove Theorem 1.2. We finish the section by showing that the upper-bound of $2^{bd(G)}$ on the size of minimal blocking sets is tight.

$\triangleright$ **Theorem 5.5**. For every $c \in \mathbb{N}$, there is a graph $G$ with $bd(G) \leq c$ that contains a minimal blocking set of size $2^c$.

**Proof.** Recall the notion of triangle-path from Definition 4.9. For $t \geq 2$, let a **truncated triangle-path of length** $t$ be the graph $U_t$ obtained from a triangle-path of length $t$ by removing vertices $a_1$ and $b_t$; see Figure 2. Analogously to Observation 4.10, we show that $Y_t := \{c_i \mid i \in [t]\}$ is a minimal blocking set in $U_t$. Since $Y_t$ is an independent set of size $t$, while (the remainders of) the triangles in $U_t$ partition the vertices of $U_t$ into $t$ cliques, it follows that $\alpha(U_t) = t$. The set $Y_t$ is a blocking set, since $U_t \setminus Y_t$ is a path on $2(t-1)$ vertices, whose independence number is only $t-1$. Finally, it is easy to see that for any $y \in Y_t$, there is a size-$t$ independent set in $U_t \setminus (Y_t \setminus y)$ that consists of the vertex $y$ and, for every (remainder of a) triangle in $U_t$, the vertex closest to $y$. 
6 Kernelization for modulators to bounded bridge-depth

To establish the positive direction of Theorem 1.1, we develop a polynomial kernel for Vertex Cover parameterized by the size of a modulator X whose removal leaves a graph of constant bridge-depth; an approximately optimal such set X can be computed using Proposition 3.5. As the kernelization is technical and consists of many different reduction rules, with a nontrivial size analysis, the material is deferred to the full version [4]. In this limited space, we present the high-level idea behind the kernelization and the role of bridge-depth.

Consider an instance \((G, k)\) of Vertex Cover with a modulator \(X\) such that \(\text{bd}(G \setminus X) \in \mathcal{O}(1)\). As explained in the introduction, using the fact that minimal blocking sets for the components \(C\) of \(G \setminus X\) have bounded size, the number of such components can easily be bounded by \(|X|^{\mathcal{O}(1)}\). To bound the size of individual components, the definition of bridge-depth ensures that in each connected component \(C\) of \(G \setminus X\) there is a tree of bridges \(T \subseteq E(C)\) (called a lowering tree) such that removing the vertex set \(V(T)\) from \(C\) decreases the bridge-depth of \(C\). By designing new problem-specific reduction rules, we shrink the tree of bridges to size polynomial in the parameter. This is where the main technical work of the kernelization step lies. It properly subsumes the earlier kernelization for the parameterization by distance to a forest, which is imported as a black box in all previous works [5, 17–19, 27]. Having bounded the number of components of \(G \setminus X\), together with the size of a lowering tree of bridges in each component, we now proceed as follows: in each component \(C\) of \(G \setminus X\) we move the vertices from a lowering tree of bridges into the set \(X\). This blows up \(|X|\) by a polynomial factor, but strictly decreases the bridge-depth of the graph \(G \setminus X\). We then recursively kernelize the resulting instance. When the bridge-depth of \(G \setminus X\) reaches zero, the graph \(G \setminus X\) is empty and the kernelization is completed. Full details can be found in the full version [4].

The negative direction of Theorem 1.1 is much easier to establish. Using the fact that a minor-closed family \(\mathcal{F}\) of unbounded bridge-depth contains all triangle paths, a kernelization lower bound for modulators to such \(\mathcal{F}\) follows easily using known gadgets.
7 Conclusion

In this paper we introduced the graph parameter bridge-depth and used it to characterize the minor-closed graph classes $F$ for which VERTEX COVER parameterized by $F$-modulator has a polynomial kernel. It would be interesting to see whether the characterization can be extended to subgraph-closed or even hereditary graph classes. If a characterization exists of the hereditary graph classes whose modulators lead to a polynomial kernel, it will likely not be as clean as Theorem 1.1: it will have to deal with the fact that bipartite graphs can be arbitrarily complex in terms of width parameters, while bipartite modulators allow for a polynomial kernel. Hence such a characterization has to capture parity conditions of $F$.

A natural attempt to generalize our approach to deal with bipartite graphs is to consider the following parameter, which we call bipartite-contraction-depth: we mimic the definition of bridge-depth (cf. Definition 3.1), except that we redefine the graph $G_{cb}$ to be the graph obtained from $G$ by simultaneously contracting all edges that do not lie on an odd cycle. Note that bipartite-contraction-depth generalizes bridge-depth, in the sense that bridges do not lie on an odd cycle, and that the bipartite-contraction-depth of a graph with an odd cycle transversal of size $k$ is at most $k + 1$. Having defined this parameter, we would need, in order to obtain a statement similar to Theorem 4.14, that large bipartite-contraction-depth implies the existence of structures that allow to obtain kernel lower bounds, similarly to the fact that large bridge-depth implies the existence of large triangle-paths (cf. Corollary 4.13). The appropriate structure here seems to be an odd-cycle-path of length $t$, defined as a set of $t$ vertex-disjoint odd cycles $C_1, \ldots, C_t$, and a set of $t - 1$ vertex-disjoint paths (of any length) connecting $C_i$ to $C_{i+1}$ for $i \in [t-1]$, in such a way that for every $i \in \{2, \ldots, t - 1\}$, the two attachment vertices in $C_i$ are distinct. Now the expected property would be that large bipartite-contraction-depth forces long odd-cycle-paths. Unfortunately, this is not true. Indeed, consider the Escher wall of size $h$ depicted in [33, Fig. 3]. It is proved in [33] that this graph does not contain two vertex-disjoint odd cycles, but a smallest hitting set for odd cycles has size $h$. Since there are no two vertex-disjoint cycles, a longest odd-cycle-path has length one. On the other hand, it can be easily verified that an Escher wall of size $h$ has bipartite-contraction-depth $\Omega(h)$. Informally, this can be seen by noting that, initially, all edges lie on an odd cycle, hence a vertex removal is required, and that each such removal cascades in a constant number of contractions until all edges lie again on an odd cycle. Since a smallest hitting set for odd cycles of an Escher wall of size $h$ has size $h$, the claimed bound follows. Therefore, summarizing this discussion, if one aims at a result similar to Theorem 1.1 that also applies to families $F$ containing bipartite graphs, it seems that significant new ideas are required.

Another open research direction consists of a further algorithmic exploration of the merits of bridge-depth. We expect that several polynomial-space fixed-parameter tractable algorithms that work for graphs of bounded tree-depth [7,32] can be extended to work with bridge-depth instead. Which other ways to enrich the recursive definition of tree-depth lead to novel algorithmic insights? As for kernelization purposes, it is plausible that bridge-depth also characterizes the existence of polynomial kernels for other problems other than VERTEX COVER, parameterized by the vertex-deletion distance of the input graph to a minor-closed graph class.
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Abstract

While 3-SAT is NP-hard, 2-SAT is solvable in polynomial time. Austrin, Guruswami, and Håstad [FOCS’14/SICOMP’17] proved a result known as “(2 + ε)-SAT is NP-hard”. They showed that the problem of distinguishing k-CNF formulas that are g-satisfiable (i.e., some assignment satisfies at least g literals in every clause) from those that are not even 1-satisfiable is NP-hard if \( g < \frac{1}{2} \) and is in P otherwise. We study a generalisation of SAT on arbitrary finite domains, with clauses that are disjunctions of unary constraints, and establish analogous behaviour. Thus we give a dichotomy for a natural fragment of promise constraint satisfaction problems (PCSPs) on arbitrary finite domains.
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1 Introduction

It is a classic result that while 3-SAT is NP-hard [12, 22], 2-SAT can be solved in polynomial time [21]. Austrin, Guruswami, and Håstad [2] considered the promise problem (1, g, k)-SAT (for integers 1 \( \leq g \leq k \)): given a k-CNF formula with the promise that there is an assignment that satisfies at least g literals in each clause, find an assignment that satisfies at least one literal in each clause. They showed that the problem is NP-hard if \( g < \frac{1}{2} \) and in P otherwise. Viewing k-SAT as (1, 1, k)-SAT, this shows that, in a natural sense, the transition from tractability to hardness occurs just after 2 and not just before 3.
The set-satisfiability (SetSAT) problem generalises the Boolean satisfiability problem to larger domains and we prove that it exhibits an analogous hardness transition. As in \((a,g,k)\)-SAT, for integer constants \(1 \leq a \leq g \leq k\) and \(1 \leq s < d\), an instance of the \((a,g,k)\)-SetSAT problem is a conjunction of clauses, where each clause is a disjunction of \(k\) literals. However, variables \(x_1, \ldots, x_n\) can take values in a larger domain \([d] = \{1, \ldots, d\}\), while literals take the form “\(x_i \in S\)”, where \(S\) is any subset of the domain \([d]\) of size \(s\). As in the Boolean case, an assignment \(\sigma: \{x_1, \ldots, x_n\} \rightarrow [d]\) is \(g\)-satisfying if it satisfies at least \(g\) literals in every clause. In \((a,g,k)\)-SetSAT with set size \(s\) and domain size \(d\), given an instance promised to be \(g\)-satisfiable, we are to find an \(a\)-satisfying assignment. When \(s = 1\) and \(d = 2\) we recover Boolean promise SAT, whereas when \(a = g = 1\) we recover the non-promise version of SetSAT.

The most natural case of SetSAT is when we allow all nontrivial unary constraints (sets) as literals, i.e., the case \(s = d - 1\). (While we defined sets defining literals to have size exactly \(s\), one can simulate sets of size at most \(s\) by replacing them with all possible supersets of size \(s\); see the proof of [9, Proposition A.5]). More generally one could consider the problem restricted to any family of literals. Our work deals with the “folded” case: if a set \(S\) is available as a literal, then for all permutations of the domain \(\pi\), \(\pi(S)\) is also available as a literal. In this case only the cardinality of \(S\) matters, and in fact only the maximum available cardinality matters, so all such problems are equivalent to \((a,g,k)\)-SetSAT, for some constants \(a, g, k, s, d\).

1.1 Related work

Our main motivation to study SetSAT as a promise problem is the fact that it constitutes a natural fragment of so-called promise constraint satisfaction problems (PCSPs), which are problems defined by homomorphisms between relational structures (see Section 2 for more details). PCSPs were studied as early as in the classic work of Garey and Johnson [16] on approximate graph colouring, but a systematic study originated in the paper of Austrin et al. [2]. In a series of papers [5, 6, 7], Brakensiek and Guruswami linked PCSPs to the universal-algebraic methods developed for the study of non-uniform CSPs [4]. In particular, the notion of (weak) polymorphisms, formulated in [2], allowed some ideas developed for CSPs to be used in the context of PCSPs. The algebraic theory of PCSPs was then lifted to an abstract level by Barto, Bulín, Krokhin, and Opršal in [10, 3]. Consequently, this theory was used by Ficak, Kozik, Olšák, and Stankiewicz to obtain a dichotomy for symmetric Boolean PCSPs [15], thus improving on an earlier result from [6], which gave a dichotomy for symmetric Boolean PCSPs with folding. Further recent results on PCSPs include the work of Krokhin and Opršal [20], Brakensiek and Guruswami [8], and Austrin, Bhangale, and Potukuchi [1].

Variants of the Boolean satisfiability problem over larger domains have been defined using CNFs by Gil, Hermann, Salzer, and Zanuttini [17] and DNFs by Chen and Grohe [11] but, as far as we are aware, have not been studied as promise problems before.

1.2 Results

We completely resolve the complexity of \((a,g,k)\)-SetSAT. As our main result, we show that the complexity of \((1,g,k)\)-SetSAT depends only on the ratio \(\frac{g}{k}\).

\[\text{Theorem 1.} \quad (1,g,k)\text{-SetSAT with set size } s \text{ and domain size } s+1 \text{ is solvable in polynomial time if } \frac{g}{k} \geq \frac{s}{s+1} \text{ and is NP-hard otherwise.}\]
Our result generalises the case of $(1, g, k)$-SAT, where $s = 1$ and the hardness threshold is $\frac{1}{2}$. The general case, when $a \neq 1$ or $d > s + 1$, follows by simple reductions (cf. [9, Corollary A.4]). The positive side of the theorem is proved by a simple randomised algorithm based on classical work of Papadimitriou [23], just as in the Boolean case. The main difficulty is in proving NP-hardness when the ratio $\frac{d}{k}$ is close to, but below $\frac{s}{s+1}$.

Following [2] and the more abstract algebraic framework of [3], the hardness proof relies on understanding polymorphisms, i.e., high-arity functions $f : [d]^n \rightarrow [d]$ which describe the symmetries of our computational problem. In the Boolean case, the proof of [2] relies on showing that every polymorphism depends on only a few variables (in other words, is a junta), and that this condition suffices for a reduction from the gap label cover problem. In our case, this condition does not hold, and neither do the various generalisations of it used in later work on PCSPs [15, 3, 20]. In fact, we show in [9, Section 6] that SetSAT has significantly richer, more robust polymorphisms, which makes the application of many such conditions impossible. Our main technical contribution is a new condition that guarantees an NP-hardness reduction from a multilayered variant of the gap label cover problem.

As in previous work, the combinatorial core of our NP-hardness results for SetSAT relies on identifying, in every polymorphism $f : [d]^n \rightarrow [d]$, a small set of distinguished coordinates. The rough idea is that a polymorphism encodes a 1-in-$n$ choice analogously to the long code, and the reduction relies on being able to decode $f$ with small ambiguity.

The set of distinguished coordinates could be, in the simplest case, those on which $f$ depends (called essential coordinates) and, as shown in [2], a small set of essential coordinates is sufficient for hardness of $(1, g, k)$-SAT if $\frac{k}{d} < \frac{1}{2}$. More generally, the distinguished set $S$ could be such that some partial assignment to $S$ makes $f$ constant (as a function of its remaining coordinates), or restricts the range of $f$ (called fixing [2, 15] and avoiding [3] sets, respectively). As shown in [9, Section 6], the polymorphisms of SetSAT on non-Boolean domains do not have small sets of coordinates that are essential, fixing, or avoiding. Instead, in this paper we introduce the notion of a smug set of $f$. We say that a set $S \subseteq [n]$ is smug if for some input $(a_1, \ldots, a_n)$ to $f$, the coordinates $i$ whose values $a_i$ agree with the output $f(a_1, \ldots, a_n)$ are exactly those in $S$. We show that every polymorphism of SetSAT has a smug set of constant size (independent of $n$) and cannot have many disjoint smug sets.

In previous work, it was crucial that essential coordinates respect minors. We say that (an $m$-ary function) $g$ is a minor of (an $n$-ary function) $f$ if $g(x_1, \ldots, x_m) \approx f(x_{\pi(1)}, \ldots, x_{\pi(n)})$ for some $\pi : [n] \rightarrow [m]$ (that is, $g$ is obtained from $f$ by identifying or permuting coordinates of $f$, or introducing inessential coordinates). In that case, if $S$ contains all essential coordinates of $f$, then $\pi(S)$ contains all essential coordinates of $g$. This does not hold for smug sets; instead, if $S$ is a smug set of $g$, then its pre-image $\pi^{-1}(S)$ is a smug set of $f$. The pre-image may however be much larger. Still, these properties of smug sets are enough to guarantee that, in any sufficiently long chain of minors, if one chooses a random coordinate in a small smug set from each function in the chain, then for some two functions in the chain the choices will agree, respecting the minor relation between them with constant probability. We show that this condition is sufficient to obtain NP-hardness from a layered gap label cover problem. See Section 4 for details.

We note that several other properties of label cover variants were used before in the context of polymorphisms. Gurumswami and Sandeep [18] use “smoothness” of NP-hard label cover instances (introduced by Khot [19]) so that a minor relation $\pi$ needs to be respected only if it is injective on a small set $S$. This allows them to use sets $S$ which are weakly fixing, i.e. the partial assignment to $S$ which makes $f$ constant does not necessarily have to assign the same value to all coordinates in $S$. Layered label cover was introduced
by Dinur, Guruswami, Khot, and Regev [13] to tighten the approximation hardness for hypergraph vertex cover. In the proof of hardness of hypergraph colouring by Dinur, Regev, and Smyth [14], as reinterpreted in [3], layered label cover is used to partition polymorphisms into an arbitrary constant number \( L \) of parts, so that only minors within one part need to be respected. This implies that in any chain of minors with \( L+1 \) functions, some two functions will be in the same part and hence the minor between them will be respected; our approach is hence similar, though apparently more general, in this aspect. Another feature used in [14, 3] is that the bound on the size of a set of special coordinates or on the number of disjoint such sets may be any subpolynomial function in \( n \), not necessarily a constant. These different features of NP-hard label cover instances can be combined; however, this is not necessary for our result.

2 Preliminaries

Let \([n] = \{1, 2, \ldots, n\}\). For a set \( A \), we call \( R \subseteq A^k \) a relation of arity \( \text{ar}(R) = k \) and \( f : A^k \to B \) a function of arity \( \text{ar}(f) = k \).

We take the domain of the variables in SetSAT to be \([d]\) and for a fixed \( s < d \) we identify each literal with the indicator function of some \( S \subseteq [d] \), \( |S| = s \). For a SetSAT instance (or formula) with \( n \) variables \( x_1, \ldots, x_n \), an assignment to the variables is a function \( \sigma : \{x_1, \ldots, x_n\} \to [d] \). An assignment \( \sigma \) is called a \( g \)-satisfying assignment for an instance \( \phi \) if \( \sigma \) satisfies at least \( g \) literals in every clause of \( \phi \). A 1-satisfying assignment is usually simply called a satisfying assignment. A formula is called \( g \)-satisfiable if there exists a \( g \)-satisfying assignment to its variables, and satisfiable if there exists a 1-satisfying assignment.

The SAT problem corresponds to the SetSAT problem with \( d = 2 \) and \( s = 1 \), so SetSAT does indeed generalise SAT. Note that every SetSAT instance is trivially unsatisfiable when \( s = 0 \) and satisfiable when \( s = d \), so we exclude these cases in our analysis. We now give the formal definition of \((a, g, k)\)-SetSAT.

\[ \begin{align*}
\text{Definition 2.} & \quad \text{Let } 1 \leq s < d \text{ and } 1 \leq a \leq g \leq k. \quad \text{The } (a, g, k)\text{-SetSAT problem is the following promise problem. In the decision version, given a SetSAT instance where each clause has } k \text{ literals, accept the instance if it is } g\text{-satisfiable and reject it if it is not } a\text{-satisfiable. In the search version, given a } g\text{-satisfiable SetSAT instance, find an } a\text{-satisfying assignment.}
\end{align*} \]

We will prove hardness only for the decision version of \((a, g, k)\)-SetSAT and tractability only for the search version. This suffices since the decision version of \((a, g, k)\)-SetSAT is polynomial-time reducible to the corresponding search problem. This is discussed in [9, Appendix A], where it is also shown how to obtain simple hardness results for SetSAT. In particular, [9, Propositions A.1 and A.3] show that we can focus on the case of \((1, g, k)\)-SetSAT with \( d = s + 1 \).

Promise CSPs

We describe how the SetSAT problem fits into the general framework of promise CSPs (PCSPs). For a more in-depth algebraic study of PCSPs, we refer the reader to [3].

A relational structure \( A \) is a tuple \((A; R_1, \ldots, R_m)\) where each \( R_i \) is a relation on \( A \). We say that two relational structures are similar if their relations have the same sequence of arities. A homomorphism between similar relational structures \( A = (A; R_{m}^{A}, \ldots, R_{m}^{A}) \) and \( B = (B; R_{m}^{B}, \ldots, R_{m}^{B}) \) is a function \( h : A \to B \) such that \((a_1, \ldots, a_{\text{ar}(R_i^A)}) \in R_i^A \) implies \( h(a_1), \ldots, h(a_{\text{ar}(R_i^B)}) \) \( \in R_i^B \) for all \( i \). We denote this by \( A \to B \).
Definition 3. Let \((A, B)\) be a pair of similar relational structures such that there is a homomorphism \(A \rightarrow B\). The pair \((A, B)\) is called the template of the promise constraint satisfaction problem \(\text{PCSP}(A, B)\). The decision version of \(\text{PCSP}(A, B)\) is as follows: given as input a relational structure \(C\) similar to \(A\) and \(B\), decide whether \(C\) admits a homomorphism to \(A\), or does not even admit a homomorphism to \(B\). The promise is that it is never the case that \(C \rightarrow B\) but \(C \not\rightarrow A\). The search problem asks to find a homomorphism \(C \rightarrow B\), given that there exists a homomorphism \(C \rightarrow A\).

Since \((a, g, k)\)-\text{SetSAT} is a \text{PCSP} where all relations have fixed arity \(k\), it is possible to transform \text{SetSAT} instances from their CNF representation into the \text{PCSP} representation of Definition 3. Let \(f\) be a bijection between \([d^n]\) and the set of clauses containing \(k\) literals (ignoring the variables they contain). We can represent each \text{SetSAT} instance \(\Psi\) as a relational structure \(C = (C; R_C^1, \ldots, R_C^n)\), where \(C = \{x_1, \ldots, x_n\}\) is the set of variables appearing in \(\Psi\) and \(R_C^i\) is a \(k\)-ary relation corresponding to the clause \(f(i)\). For each clause \((S_1(x_1) \lor \ldots \lor S_k(x_k))\) of type \(f(i)\) in \(\Psi\), we add the tuple \((x_1, \ldots, x_k)\) to \(R_C^i\), so that each \(R_C^i\) collects the tuples of variables appearing in clauses of type \(f(i)\).

Now define \(R_A^i\) (respectively \(R_B^i\)) to be the \(k\)-ary relation over \([d]\) containing \((a_1, \ldots, a_k)\) if and only if \((a_1, \ldots, a_k)\) \(g\)-satisfies (respectively \(a\)-satisfies) the clause \(f(i)\) when the variable of the \(j\)-th literal of \(f(i)\) is set to \(a_j\), for \(1 \leq j \leq k\). Let \(A = ([d], R_A^1, \ldots, R_A^n)\) and \(B = ([d], R_B^1, \ldots, R_B^n)\). Then \((a, g, k)\)-\text{SetSAT} is precisely \(\text{PCSP}(A, B)\): the identity function is a homomorphism from \(A\) to \(B\), a homomorphism \(C \rightarrow A\) represents a \(g\)-satisfying assignment to \(\Psi\), and a homomorphism \(C \rightarrow B\) represents an \(a\)-satisfying assignment to \(\Psi\).

Polymorphisms

The following concept from the algebraic study of \text{PCSP}s is central to our hardness result.

Let \(f : A^n \rightarrow B\) be a function. We say that \(f\) is a polynomial of the template \((A, B)\) if, for \(\bar{a}^1, \ldots, \bar{a}^m \in R_A^i\), we have that \(f(\bar{a}^1, \ldots, \bar{a}^m) \in R_B^i\); here \(f\) is applied componentwise. We will denote by \(\text{Pol}(A, B)\) the set of all polymorphisms of the template \((A, B)\). A simple example of a polymorphism of every template with \(A = B\) is a projection, which is a function \(p_i^{(m)} : A^m \rightarrow B\) of the form \(p_i^{(m)}(x_1, \ldots, x_m) = x_i\). More generally, for every template, trivial polymorphisms are given by dictators, which are functions \(p\) of the form \(p(x_1, \ldots, x_m) = f(x_i)\), where \(f\) is a homomorphism from \(A\) to \(B\).

In particular, \(f : [d]^m \rightarrow [d]\) is a polymorphism of \((a, g, k)\)-\text{SetSAT} if for every \text{SetSAT} clause \(C\) of width \(k\) and for every tuple \(\bar{v}^1, \ldots, \bar{v}^m \in [d]^k\) of \(g\)-satisfying assignments to \(C\), we have that \(f(\bar{v}^1, \ldots, \bar{v}^m)\) is an \(a\)-satisfying assignment to \(C\).

3 Tractability

How big must one make the fraction of satisfied literals in order for the \text{SetSAT} problem to become tractable? The following proposition shows that \(s = \frac{1}{\tau + 1}\) is sufficient.

Proposition 4. For \(1 < s < d\) and \(\frac{s}{k} \geq \frac{1}{\tau + 1}\), \((1, g, k)\)-\text{SetSAT} is solvable in expected polynomial time.

Proof. Algorithm 1 finds a satisfying assignment to a \(g\)-satisfiable formula in expected polynomial time. The algorithm and its analysis are based on [2, Proposition 6.1], which in turn is based on Papadimitriou’s randomised algorithm for 2-SAT [23].
\section*{Algorithm 1} Randomised algorithm for \((1, g, k)\)-SetSAT with \(\frac{g}{k} \geq \frac{s}{s+1}\).

1. \(x \leftarrow\) arbitrary assignment
2. \textbf{while} \(x\) does not satisfy input formula \(\phi\) \textbf{do}
3. \quad Arbitrarily pick a falsified clause \(C\)
4. \quad Randomly choose from \(C\) a literal \(S(x_i)\)
5. \quad Return \(x\)

Suppose that \(\phi\) has a \(g\)-satisfying assignment \(x^*\). Let \(x^t\) be the assignment obtained in iteration \(t\) of the algorithm, and let \(D_t = \text{dist}(x^t, x^*)\), where \(\text{dist}(x, y)\) is the Hamming distance between \(x\) and \(y\). Since \(D_t - D_{t-1} \in \{-1, 0, 1\}\) for every \(t\), we have

\[
\mathbb{E}(D_t - D_{t-1}) = \mathbb{P}(D_t - D_{t-1} = 1) - \mathbb{P}(D_t - D_{t-1} = -1) \\
\leq \frac{k-g}{k} - \frac{g}{k} \leq 0 \quad \text{if and only if} \quad \frac{g}{k} \geq \frac{s}{s+1}.
\]

The sequence \(D_0, D_1, \ldots\) is a random walk starting between 0 and \(n\) with steps either unbiased or biased toward 0. With constant probability, such a walk hits 0 within \(n^2\) steps and so the probability that the algorithm fails to find a satisfying assignment within \(crn^2\) steps is at most \(2^{-r}\) for some constant \(c\).

\textbf{Remark 5.} The proof of Proposition 4 can be modified to show that Algorithm 1 also finds a satisfying assignment when each literal corresponds to a set of size at most \(s\). This makes sense intuitively, as smaller literals give the algorithm a better chance of setting \(x_i\) equal to \(x_i^*\) in Step 5.

We show that if \(\frac{g}{k} \geq \frac{s}{s+1}\) then \((1, g, k)\)-SetSAT has a specific family of polymorphisms that leads to a deterministic algorithm based on linear programming.

A function \(f : A^n \to B\) is symmetric if \(f(a_1, \ldots, a_m) = f(a_{\pi(1)}, \ldots, a_{\pi(m)})\) for all \(a_1, \ldots, a_m \in A\) and all permutations \(\pi\) on \([m]\).

\textbf{Definition 6.} A symmetric function \(f : [d]^m \to [d]\) is a plurality if

\[
f(x_1, \ldots, x_m) = \text{argmax}_{a \in [d]} \{\text{# of occurrences of } a \text{ in } (x_1, \ldots, x_m)\},
\]

with ties broken in such a way that \(f\) is symmetric.

We will also use the fact that all polymorphisms of SetSAT are conservative; i.e., they always return one of their input values, as the following proposition shows.

\textbf{Proposition 7.} All polymorphisms of \((1, g, k)\)-SetSAT are conservative.

\textbf{Proof.} Let \(f : [d]^m \to [d]\) be such that \(f(a_1, \ldots, a_m) = b\) and \(b \notin \{a_1, \ldots, a_m\}\). If \(S\) is a literal not containing \(b\), then the clause \((S(x_1) \lor \ldots \lor S(x_k))\) is \(g\)-satisfied (even \(k\)-satisfied) by setting all \(x_i\) equal to any one of the \(a_j\). Thus taking the \(m\) assignments \((x_1 = \cdots = x_k = a_j)_{1 \leq j \leq m}\) and applying \(f\) to each component, we get the assignment \(x_1 = \cdots = x_k = b\) which clearly does not \(1\)-satisfy the clause, and so \(f\) cannot be a polymorphism.

\textbf{Proposition 8.} Let \(s \geq 1\). If \(\frac{g}{k} > \frac{s}{s+1}\) then every plurality function is a polymorphism of \((1, g, k)\)-SetSAT. If \(\frac{g}{k} = \frac{s}{s+1}\) then every plurality function of arity \(m \equiv 0 \mod s+1\) is a polymorphism of \((1, g, k)\)-SetSAT, and no symmetric function of arity \(m \equiv 0 \mod s+1\) is a polymorphism of \((1, g, k)\)-SetSAT.
Proof. Let \( f \) be a plurality function of arity \( m \). Given \( m \) \( g \)-satisfying assignments to a clause of width \( k \), we are guaranteed to have at least \( mg \) satisfying values among the \( mk \) total values. Therefore there is a coordinate \( i, 1 \leq i \leq k \), containing at least \( \left\lceil \frac{mg}{k} \right\rceil \) satisfying values, that is, at least \( \left\lceil \frac{mg}{k} \right\rceil \) values not equal to the value \( b \) forbidden by the \( i \)-th literal of the clause. In order for \( f \) to be a polymorphism it suffices that \( \left\lceil \frac{mg}{k} \right\rceil > \frac{g}{s+1} \), since then \( b \) will appear fewer than \( \frac{m}{s+1} \) times and will never be returned using the plurality rule. But \( \frac{g}{s+1} > \frac{m}{s+1} \) is equivalent to \( \frac{mg}{k} > \frac{g}{s+1} m \), and the latter implies that \( \left\lceil \frac{mg}{k} \right\rceil > \frac{g}{s+1} m \), so \( f \) is a polymorphism.

In the case that \( \frac{g}{s+1} = \frac{m}{s+1} \), the same argument works so long as \( \frac{mg}{k} \) is not an integer, since by taking the ceiling we obtain a value strictly greater than \( \frac{g}{s+1} m \). Since \( \frac{g}{s+1} \), we have \( \frac{g}{s+1} m \) and this is an integer only if \( m \) is a multiple of \( s + 1 \).

To show that there are no symmetric polymorphisms when \( \frac{g}{s+1} = \frac{m}{s+1} \) and \( m \) is a multiple of \( s + 1 \), note that this equality implies that \( k \) is divisible by \( s + 1 \). Let \( M \) be the \((s+1) \times (s+1)\) matrix whose first row is \( 1 \) \( \cdots \) \( s \) \( + 1 \) \( \cdots \) \( s \) \( + 1 \) and whose \( i \)-th row for \( 2 \leq i \leq s + 1 \) is obtained from the \((i-1)\)-st row by shifting it cyclically to the left by one coordinate. We stack \( \frac{s}{s+1} \) copies of \( M \) on top of each other and take \( \frac{s}{s+1} \) copies of this stack side-by-side to form the \( k \times m \) matrix \( M' \). If \( f \) is symmetric, it returns the same value \( b \) when applied to each row of \( M' \). Every column of \( M' \) satisfies exactly an \( \frac{s}{s+1} \)-fraction of the literals in a clause whose \( k \) literals all forbid \( b \). On the other hand, the assignment produced by applying \( f \) to each row of \( M' \) does not even 1-satisfy this clause, so \( f \) is not a polymorphism.

Proposition 8 has interesting consequences for solvability of \((1, g, k)\)-SetSAT via linear programming relaxations. By [3, Theorem 7.9], \((1, g, k)\)-SetSAT is solvable by the basic linear programming relaxation if \( \frac{g}{s+1} > \frac{k}{s+1} \) (since there exist symmetric polymorphisms of all arities) but not solvable by the basic linear programming relaxation if \( \frac{g}{s+1} = \frac{k}{s+1} \) (since there do not exist symmetric polymorphisms of all arities). By [8, Theorem 3.1], \((1, g, k)\)-SetSAT is solvable by the combined basic linear programming and affine relaxation if \( \frac{g}{s+1} \geq \frac{k}{s+1} \) (since there exist symmetric polymorphisms of infinitely many arities). We note that iterative rounding of the basic linear relaxation could also be used to get a deterministic algorithm as in [2].

4 Layered label cover and smug sets

An \( \ell \)-layered label cover instance is a sequence of \( \ell + 1 \) sets \( X_0, \ldots, X_\ell \) (called layers) of variables with range \([m]\), for some domain size \( m \in \mathbb{N} \), and a set of constraints \( \Phi \). Each constraint is a function (often called a projection constraint) from a variable \( x \in X_i \) to a variable in a further layer \( y \in X_j, i < j \); that is, a function denoted \( \phi_{x \rightarrow y} \) which is satisfied by an assignment \( \sigma: X_0 \cup \cdots \cup X_\ell \rightarrow [m] \) if \( \sigma(y) = \phi_{x \rightarrow y}(\sigma(x)) \). A chain is a sequence of variables \( x_i \in X_i \) for \( i = 0, \ldots, \ell \) such that there are constraints \( \phi_{x_i \rightarrow x_{i+1}} \) between them, for \( i < j \). A chain is weakly satisfied if at least one of these constraints is satisfied.

The basis for our hardness result is the hardness of distinguishing fully satisfiable instances from those where no constant fraction of chains can be weakly satisfied. This follows by a simple adaptation of a reduction from the work of Dinur, Guruswami, Khot, and Regev [13], which we defer to the full version [9, Appendix B].

\textbf{Theorem 9.} For every \( \ell \in \mathbb{N} \) and \( \varepsilon > 0 \), there is an \( m \in \mathbb{N} \) such that it is \( \text{NP-hard to distinguish} \) \( \ell \)-layered label cover instances with domain size \( m \) that are fully satisfiable from those where not even an \( \varepsilon \)-fraction of all chains is weakly satisfied.
In order to use Theorem 9 to derive hardness for PCSPs, we use the algebraic approach: every PCSP is equivalent to a promise problem about satisfying minor conditions with polymorphisms. We give definitions first, following [3], to where we refer the reader for a more detailed exposition.

For \( f: A^n \to B, g: A^m \to B \) and \( \pi: [n] \to [m] \), we say that \( g \) is the minor of \( f \) obtained from \( \pi \) if
\[
g(x_1, \ldots, x_m) \approx f(x_{\pi(1)}, \ldots, x_{\pi(n)}),
\]
where \( \approx \) means that the values of \( g \) and \( f \) agree on every input in \( A^n \). We write \( f \lesssim g \) as a shorthand for (1). For \( \pi: [n] \to [m] \), the expression \( f \leftarrow\rightarrow g \) is called a minor identity.

A minion on a pair of sets \((A, B)\) is a non-empty set of functions from \( A^n \) to \( B \) (for \( n \in \mathbb{N} \)) that is closed under taking minors.

A bipartite minor condition is a finite set \( \Sigma \) of minor identities where the sets of function symbols used on the left- and right-hand sides are disjoint. More precisely, \( \Sigma \) is a pair of disjoint sets \( U \) and \( V \) of function symbols of arity \( n \) and \( m \), respectively, and a set of minor identities of the form \( f \lesssim g \), where \( g \in U \), \( f \in V \) and \( \pi: [n] \to [m] \). A bipartite minor condition \( \Sigma \) is satisfied in a minion \( M \) if there is an assignment \( \xi: U \cup V \to M \) that assigns to each function symbol a function from \( M \) of the corresponding arity so that for every identity \( f \lesssim g \) in \( \Sigma \), we have \( \xi(f) \lesssim \xi(g) \) in \( M \). A bipartite minor condition is called trivial if it is satisfied in every minion, or equivalently, in the minion consisting of all projections on \( \{0, 1\} \). Since choosing a projection of arity \( n \) is the same as choosing an element of \([n]\), deciding whether a bipartite minor condition is trivial is the same as standard label cover.

We can now define the promise satisfaction of a minor condition problem. For a minion \( M \) and an integer \( m \), \( \text{PMC}_M(m) \) is the following promise problem: given a bipartite minor condition \( \Sigma \) that involves only symbols of arity at most \( m \), the answer should be YES if \( \Sigma \) is trivial and NO if \( \Sigma \) is not satisfiable in \( M \) (the promise is that either of those two cases holds, i.e. an algorithm can behave arbitrarily otherwise). Barto et al. [3] show that \( \text{PCSP}(A, B) \) is log-space equivalent to \( \text{PMC}_{M}(m) \), for \( M = \text{Pol}(A, B) \) and \( m \) a constant depending on \( A \) only.

A final piece of notation before we prove a corollary of Theorem 9. A chain of minors is a sequence of the form \( f_0 \lesssim_{i_0,1} f_1 \lesssim_{i_1,2} \ldots \lesssim_{i_{\ell-1},\ell} f_\ell \). We shall then write \( \pi_{i,j} : [\text{ar}(f_i)] \to [\text{ar}(f_j)] \) for the composition of \( \pi_{i+1,j}, \ldots, \pi_{j-1,j} \), for any \( 0 \leq i < j \leq \ell \). Note that \( f_i \leftarrow\rightarrow \pi_{i,j} f_j \).

**Corollary 10 (of Theorem 9).** Let \( M \) be a minion. Suppose there are constants \( k, \ell \in \mathbb{N} \) and an assignment of a set of at most \( k \) coordinates \( \text{sel}(f) \subseteq [\text{ar}(f)] \) to every \( f \in M \) such that for every chain of minors \( f_0 \lesssim_{i_0,1} f_1 \lesssim_{i_1,2} \ldots \lesssim_{i_{\ell-1},\ell} f_\ell \), there are \( 0 \leq i < j \leq \ell \) such that \( \pi_{i,j}(\text{sel}(f_i)) \cap \text{sel}(f_j) \neq \emptyset \). Then \( \text{PMC}_M(m) \) is \( \text{NP} \)-hard, for \( m \) large enough. In particular, if \( M = \text{Pol}(A, B) \), then \( \text{PCSP}(A, B) \) is \( \text{NP} \)-hard.

**Proof.** For \( \ell, k \) as in the assumption, let \( \varepsilon := \frac{1}{k} \) and let \( m \) be as given by Theorem 9. We reduce an \( \ell \)-layered label cover instance by replacing each variable \( x \) with a symbol \( f_x \) of arity \( m \) and each constraint \( \phi_{x \to y} : [m] \to [m] \) by the minor condition \( f_x \leftarrow\rightarrow \phi_{x \to y} f_y \). If the original instance was fully satisfiable, the new instance is trivial (i.e., fully satisfiable by projections).

If the constructed instance is satisfied by functions in the minion \( M \), we define an assignment to the original instance by selecting, for each variable \( x \), a random coordinate from \( \text{sel}(f_x) \subseteq [m] \) (uniformly, independently). The assumption guarantees a set of constraints \( \phi_{x \to y} \) such that (1) each chain contains at least one and (2) for each such constraint \( \phi_{x \to y} \), we have \( \phi_{x \to y}(\text{sel}(f_x)) \cap \text{sel}(f_y) \neq \emptyset \). The random choice then satisfies each of these constraints, and hence weakly satisfies each chain, with probability at least \( \frac{1}{k} = \varepsilon \). The expected fraction of weakly satisfied chains is thus at least \( \varepsilon \) and a standard maximisation-of-expectation procedure deterministically finds an assignment which certifies this. ▷
The following definition is crucial to our results.

**Definition 11.** For a function \( f : A^{ar(f)} \rightarrow B \) we say that a set of coordinates \( S \subseteq [ar(f)] \) is a smug set if there is an input vector \( \vec{v} \in A^{ar(f)} \) such that \( S = \{i \mid v_i = f(\vec{v})\} \).

We will use the following to prove hardness of \((1, g, k)\)-SetSAT.

**Corollary 12.** Let \( M \) be a minion. Suppose there are constants \( k, \ell \in \mathbb{N} \) such that the following holds, for every \( f \in M \):

- \( f \) has a smug set of at most \( k \) coordinates,
- \( f \) has no family of more than \( \ell \) (pairwise) disjoint smug sets,
- if \( f \not\xrightarrow{\pi} g \) and \( S \) is a smug set of \( g \), then \( \pi^{-1}(S) \) is a smug set of \( f \).

Then \( PMC_M(m) \) is NP-hard, for \( m \) large enough. In particular, if \( M = \text{Pol}(A, B) \), then \( PCSP(A, B) \) is NP-hard.

**Proof.** For each \( f \in M \), we define \( \text{sel}(f) \) as a smug set of at most \( k \) coordinates, arbitrarily chosen (some such set exists by the first condition). Consider a chain \( f_0 \xrightarrow{\pi_0, 1} f_1 \xrightarrow{\pi_1, 2} \ldots \xrightarrow{\pi_{\ell-1}, \ell} f_\ell \). Suppose to the contrary that for each \( 0 \leq i < j \leq \ell \), \( \pi_{i,j}^{-1}(\text{sel}(f_j)) \) is disjoint from \( \text{sel}(f_i) \), or equivalently, that \( \text{sel}(f_i) \) is disjoint from \( \pi_{i,j}^{-1}(\text{sel}(f_j)) \). This implies that \( \pi_{0,j}^{-1}(\text{sel}(f_j)) \) is disjoint from \( \pi_{0,j}^{-1}(\pi_{i,j}^{-1}(\text{sel}(f_j))) = \pi_{0,j}^{-1}(\text{sel}(f_i))\). That is, the sets \( \pi_{0,i}^{-1}(\text{sel}(f_i)) \) for \( i = 0 \ldots \ell \) are pairwise disjoint. By the third condition they are smug sets of \( f_0 \). But by the second condition this is impossible.

We note that in the proof of Corollary 12, the exact definition of “smug” is irrelevant, as long as it satisfies the above three conditions.

It is easy to check that the definition of “smug” satisfies the third condition for any functions \( f \not\xrightarrow{\pi} g \), not necessarily polymorphisms. Indeed, if an input \( \vec{v} \in A^{ar(g)} \) to \( g \) gives a smug set \( S = \{j \mid v_j = g(\vec{v})\} \), then the corresponding input \( \vec{u} \in A^{ar(f)} \) to \( f \) defined as \( u_i := v_{\pi(i)} \), satisfies \( f(\vec{u}) = g(\vec{v}) \) and hence gives a smug set \( \{i \mid u_i = f(\vec{u})\} = \{i \mid v_{\pi(i)} = g(\vec{v})\} = \{i \mid \pi(i) \in S\} = \pi^{-1}(S) \).

The definition of “smug” is particularly well-suited to our problem, because whether \( f \) is a polymorphism or not depends only on its family of smug sets.

**Lemma 13.** Let \( 1 \leq s \) and \( 1 \leq l < k \). A function \( f : [s + 1]^m \rightarrow [s + 1] \) is a polymorphism of \((1, g, k)\)-SetSAT if and only if there is no multiset \( S_1, \ldots, S_k \) of smug sets of \( f \), such that each coordinate \( \ell \in [m] \) is contained in at most \( k - g \) of them.

\[
\begin{array}{cccccc}
\text{m} & f & \text{clause} \\
\hline
3 & 3 & 3 & 3 & 3 & 1 & 1 & 2 & 1 & 2 & 3 & 3 \\
3 & 3 & 2 & 2 & 1 & 1 & 2 & 3 & 3 & 3 & 3 & 3 \\
1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 3 & 3 & 3 & 3 \\
1 & 2 & 1 & 2 & 1 & 2 & 1 & 2 & 3 & 3 & 3 & 3 \\
\hline
\end{array}
\]

**Figure 1** Illustration of Lemma 13. Smug sets \( S \subseteq [m] \) are highlighted in each row.

**Proof.** A function \( f : [s + 1]^m \rightarrow [s + 1] \) is not a polymorphism if and only if there is a clause of the form \( x_1 \neq b_1 \lor \cdots \lor x_l \neq b_l \) (for some column vector \( b \in [s + 1]^k \)) and a sequence of \( m \) column vectors \( \vec{v}^1, \ldots, \vec{v}^m \in [s + 1]^k \) each of which \( g \)-satisfies the clause, but for which the vector \( \vec{o} = f(\vec{v}^1, \ldots, \vec{v}^m) \) (with \( f \) applied coordinatewise) does not even 1-satisfy the
clause. The latter is equivalent to saying that \( a_i = b_i \) for \( i \in [k] \), that is, applying \( f \) to the \( i \)-th row gives \( f(v_1^i, \ldots, v_m^i) = b_i \). The former is equivalent to saying that for each column \( \bar{v} \) in \( \bar{v}_1, \ldots, \bar{v}_m \), the condition \( v_i \neq b_i \) holds for at least \( g \) indices \( i \in [k] \) of that column. The two are hence equivalent to saying that for each column \( \bar{v}^\ell \), \( \ell \in [m] \), the condition \( v_1^\ell = f(v_1^1, \ldots, v_m^1) \) holds for at most \( k - g \) indices \( i \in [k] \) in that column. In other words, the \( k \) row vectors \( (v_1^i, \ldots, v_m^i) \) for \( i \in [k] \) have smug sets such that \( \ell \) is contained in at most \( k - g \) of these sets, for each coordinate \( \ell \in [m] \).

Checking the second condition for polymorphisms of our SetSAT problem is easy.

**Lemma 14.** For every polymorphism \( f \) of \((1,g,k)\)-SetSAT with domain size \( s + 1 \), if \( S_1, \ldots, S_n \) are disjoint smug sets of \( f \), then \( n < \frac{k}{k-g} \).

**Proof.** Suppose to the contrary that \( n \geq \frac{k}{k-g} \). Then we can build a multiset containing each \( S_i \) up to \( k - g \) times until we have exactly \( k \) in total. We thus obtain a multiset of \( k \) smug sets such that every coordinate is contained in at most \( k - g \) of them.

### 5 Finding small smug sets

It is easy to show NP-hardness when \( \frac{k}{k-g} \leq \frac{1}{2} \) (cf. [9, Proposition A.8]). We now show a general reduction by finding a small smug set for \((1,g,k)\)-SetSAT whenever \( \frac{k}{k-g} < \frac{1}{s-T} \).

Consider a polymorphism \( f: [s+1]^m \to [s+1] \) of \((1,g,k)\)-SetSAT (with set size \( s \) and domain size \( s + 1 \)).

**Lemma 15.** There exists a smug set of size at most \( s - 1 \), or a family of \( s \) disjoint minimal smug sets \( S_1, \ldots, S_s \).

**Proof.** Suppose that every smug set has size at least \( s \). We show by induction on \( t \) that there is a family of \( t \) disjoint minimal smug sets \( S_1, \ldots, S_t \). Suppose we found \( S_1, \ldots, S_t \) for some \( 0 \leq t < s \) and we want to find \( S_{t+1} \). Let \( T \) be a set containing one arbitrary coordinate from each \( S_i \), \( i = 1 \ldots t \). Let \( \bar{v} \in [s+1]^m \) be the input vector with values \( t + 2 \) on \( T \), \( i \) on \( S_i \setminus T \) (for \( i = 1 \ldots t \)) and \( t + 1 \) on the remaining coordinates \( \bar{R} := [m] \setminus (S_1 \cup \cdots \cup S_t) \). Since \( |T| \leq t < s \), \( T \) is not smug, so \( f(\bar{v}) \neq t + 2 \). By minimality, \( S_i \setminus T \) are not smug for \( i = 1 \ldots t \), so \( f(\bar{v}) \neq i \). Therefore, by conservativity of \( f \) (Proposition 7), the only remaining option is \( f(\bar{v}) = t + 1 \). Thus \( R \) is smug and disjoint from \( S_i \). Taking \( S_{t+1} \) to be a minimal smug set contained in \( \bar{R} \) proves the induction step.

Together with Lemma 14, Lemma 15 already establishes (via Corollary 12) NP-hardness when \( \frac{k}{k-g} = \frac{k}{k-g} + 1 \) (equivalently, \( \frac{k}{k-g} = \frac{k}{k-g} + 1 \)): since there cannot be \( s \) disjoint smug sets, every polymorphism has a smug set of size at most \( s - 1 \). The proof in the general case, when \( \frac{k}{k-g} < \frac{1}{s-T} \), extends this approach by first finding (assuming there are no small smug sets) disjoint minimal smug sets \( S_1, \ldots, S_s \), then exploiting the fact that each has a special coordinate whose removal makes it not smug, and using these coordinates to find further variants of each \( S_i \) with new special coordinates.

**Lemma 16.** Let \( \frac{k}{k-g} < \frac{1}{s-T} \) (equivalently, \( s > \frac{g}{k-g} \)). Every polymorphism of \((1,g,k)\)-SetSAT on \( s \) has a smug set of size at most \( g \).

**Proof.** Consider a polymorphism \( f: [s+1]^m \to [s+1] \) of \((1,g,k)\)-SetSAT. We prove by induction on \( t \) that there is a smug set of size at most \( t - 1 \), or there is a sequence of smug sets \( S_1, \ldots, S_t \) and a set \( T \) such that (see Figure 2):
(i) \(|T| = t\) and \(|T \cap S_i| = 1\) for \(i = 1 \ldots t\) (hence \(S_i \cap T \neq S_{i'} \cap T\) for \(i \neq i'\));
(ii) \(S_i \setminus T\) is not smug for \(i = 1 \ldots t\);
(iii) \(S_i \cap S_{i'} = \emptyset\) if \(i \neq i' \mod s\);
(iv) \(S_i \supseteq S_{i-s} \setminus T\) for \(i > s\).

The set \(S_{i-s}\) contained in one of the former. Hence if a coordinate in \(S_{i-s}\) is not smug, then it is in fact not contained in any \(S_i\) with \(i < t + 1\). Hence \(|T'| = t\) and \(|T' \cap S_i| = |T \cap S_i| = 1\) for \(i < t + 1\). Clearly also \(|T' \cap S_{t+1}| = |\{f\}| = 1\). Therefore, (i) is satisfied, concluding the inductive proof.

Let us now consider sets as guaranteed above for \(t = g + 1\) (assuming there is no smug set of size at most \(g\)). Let \(\vec{v} \in [s + 1]^m\) be the input vector with value \(i + 1\) on \(S_{t-i} \setminus T\) for \(i = 0 \ldots s - 1\), and value \(s + 1\) on the remaining coordinates \(R := ([m] \setminus (S_t \cup \ldots \cup S_{t-s+1})) \cup T\). By (ii) the sets \(S_{t-s+1} \setminus T\) are not smug, so \(R\) is smug. We claim that the multiset obtained from \(\{S_1, \ldots, S_t\}\) by adding \((k - g - 1)\) copies of the set \(R\) contradicts Lemma 13: that is, each coordinate in \([m]\) is covered at most \(k - g\) times by this multiset.

Consider first the coordinates contained in \(R\). By definition of \(R\), they are disjoint from \(S_{t-i} \setminus T\) for \(i = 0 \ldots s - 1\). By (iv), they are also disjoint from all sets \(S_i \setminus T\) for \(i = 0 \ldots t\), because every such set is contained in one of the former. Hence if a coordinate in \(R\) is also contained in one of \(S_1, \ldots, S_t\), then it is contained in \(T\) and therefore in at most one of \(S_1, \ldots, S_t\), by (i). In total, it is thus covered at most \((k - g - 1) + 1 = k - g\) times.

**Figure 2** Illustration of smug sets obtained in the proof of Lemma 16. Each row represents one of the sets in the sequence \(S_1, \ldots, S_t\). The set \(T\) is formed by coordinates with a T and get values \(s + 1\). The vector \(\vec{v}\) is used to find the next row \(S_{t+1}\).
Consider now coordinates outside of $R$. By (iii), they can be covered only by sets $S_i$ with congruent indices $i \mod s$. Since $s > \frac{k-g}{k-g}$, we have $s(k-g) > g$, so there are $t = g + 1 \leq s(k-g)$ distinct indices in total in $\{1, \ldots, t\}$. Hence at most $k-g$ of them can be pairwise congruent to each other mod $s$. Thus coordinates outside of $R$ are also covered at most $k-g$ times.

This concludes the proof that smug sets satisfy the first condition of Corollary 12 for polymorphisms of $(1, g, k)$-SetSAT with set size $s$ and domain size $s+1$, assuming $\frac{g}{k} < \frac{s}{s+1}$. Therefore, the problem is NP-hard. The full dichotomy then follows by simple reductions, see [9, Corollary A.4].
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1 Introduction

Our results on vertical ray shooting in dynamic planar subdivisions and dynamic order maintenance originate from the search for a simple and practical data structure, with guarantees, that facilitate building the intersection graph of thin geometric objects, which is a natural precursor in meshing fracture networks [14]. This note studies how to structure 2D kinetic and non-kinetic line segment data in a fully-dynamic online setting that supports
intersection reporting. Beside sweeping plane applications, such data structures are also of interest for map matching problems [22] and for point location queries in dynamic, constrained Delaunay triangulations [4].

Most works term the "dynamic point location problem" as to quickly find the first edge directly above or below a query point, which is vertical ray shooting queries over a dynamic set of edges. We also use this unfortunate terminology throughout, though there are works (e.g. [18]) that solve the seemingly more complicated problem of deciding if two query points are in the same face of the dynamic subdivision. Planar subdivisions are often categorized by additional geometric properties on the subdivisions’ faces. Authors frequently consider cases where all faces are convex, or all faces intersect horizontal lines at most twice (monotone faces). Clearly, monotone faces and faces’ boundaries formed by monotone curves (e.g. line segments) are distinct properties.

Trapezoids are a key ingredient to simplify the study of geometric problems concerning sets of line segments \( S \). We use three well known [2, 11, 15, 20] and closely related [13] structures. These are (i) the trapezoidal decomposition \( \mathcal{A}(S) \) of a plane induced by \( S \), (ii) the Trapezoidal Search Tree (TST), and (iii) the Trapezoidal Search DAG (TSD) (see Section 2). TST \( T(S, \pi) \) and TSD \( D(S, \pi) \) stem from deterministic algorithms, that incrementally insert the segments in \( S \) according to a, typically random, permutation \( \pi \) over \( S \). Decomposition \( \mathcal{A}(S) \) has size \( \mathcal{O}(|S| + k) \), where \( k \) denotes the number of crossing pairs of segments in \( S \).

Since segment boundaries of a general planar subdivision are non-crossing \((k = 0)\), the refined decomposition \( \mathcal{A}(S) \) of the boundary segments \( S \) is within a constant of the subdivision’s size, regardless of the face shape.

Chiang and Tamassia’s 1992 survey [9, Chapter 6] reviews several dynamizations for planar subdivisions. In [10], the two authors describe a dynamization for the special case of a trapezoidal decomposition \( \mathcal{A} \) of monotone subdivisions. Using several tree structures, they achieve \( \mathcal{O}(\log |S|) \) point location query time within an \( \mathcal{O}(|S| \log |S|) \) size structure, which allows fully-dynamic updates in amortized \( \mathcal{O}(\log^2 |S|) \) operations. Also for monotone subdivisions, Goodrich and Tamassia show with [12] how to maintain interlaced, monotone spanning trees over the edges of the planar graph and its dual graph. This leads to an \( \mathcal{O}(|S|) \) sized structure with an update time of \( \mathcal{O}(\log |S| + m) \), for insertion of a monotone chain of length \( m \), but point location queries take \( \mathcal{O}(\log^2 |S|) \) operations. Cheng and Janardan [8] show how to achieve equal bounds for more general, connected subdivisions.

Most recent approaches that achieve online, fully-dynamic updates within \( \mathcal{O}(|S|) \) size and \( \mathcal{O}(\log |S|) \) query time are extensions of the works of Baumgarten et al. [5] that uses dynamic fractional cascading to enable vertical ray shooting queries. Arge et al. [3] show a trade-off improvement, i.e. raising the fan-out of tree nodes to \( \Theta(\log^e |S|) \) allows to lower the point location query time bound to \( \mathcal{O}(\log |S|) \). However, insertions take \( \mathcal{O}(\log^{1+\varepsilon} |S|) \) amortized time and deletions take \( \mathcal{O}(\log^{2+\varepsilon} |S|) \) amortized time per update. Chan and Nekrich [7] added Multi-Colored Segment Trees to the approach and applied de-randomization and de-amortization techniques to finally derive update bounds of \( \mathcal{O}(\log^{1+\varepsilon} |S|) \) for both, insertions and deletions. To our knowledge, these are currently the best bounds on the pointer machine (see Table 1 in [7] for an overview). Refining this approach, Munro and Nekrich [17] recently analyzed the I/O counts in an external memory model with block sizes of \( \Omega(\log^2 n) \).

The Randomized Incremental Construction (RIC) of TSDs provides simple, and thereby practical, point location structures of expected \( \mathcal{O}(|S|) \) size whose longest search path is with high probability also in \( \mathcal{O}(\log |S|) \). Their analysis is a celebrated result of Mulmuley [15], who argues on a random experiment that draws geometric objects, and Seidel [20], who uses a backward-analysis to bound the expected costs. Vastly unmentioned is Mulmuley’s book [16],
which extends TSDs to a specialized (offline) dynamic setting of a random insert/delete string for a fixed set of segments \( S \), in which each element has a probability of \( 1/|S| \) to appear in each update request. The approach thrives on a randomly chosen, fixed order on \( S \), rotations in the structure, and regular leaf-level insertions and deletions. Several distributed book chapters finally show that executing such a \((+/-)\)-sequence of \( m \) updates has a total expected cost of \( \mathcal{O}(m \log m + k \log m) \), where \( k \) is the number of intersections in the fixed set \( S \). Schwarzkopf [19] independently describes a similar update model that also leads to a dynamization. His analysis provides an expected \( \mathcal{O}(\log^2 n) \) time bound for update operations from the sequence, where \( n \) denotes the current number of non-crossing segments, but the expected point location query bound is w.h.p. in \( \mathcal{O}(\log^2 n) \).

In [2], Agarwal et al. describe a TST over a static set of segments, that move over time. Their approach is based on a RIC of TSTs with expected \( \mathcal{O}(|S| \log |S| + k) \) size whose depth is w.h.p in \( \mathcal{O}(\log |S|) \). The authors mention a bound on the expected construction time of \( \mathcal{O}(|S| \log^2 |S| + k \log |S|) \) and show that randomization is crucial to resolve a structural change, due to kinetic (adversarial) movement of the line segments, in expected \( \mathcal{O}(\log |S|) \) operations. One may, however, form constant velocity trajectories for (point-like) segments that lead to \( \Omega(n\sqrt{n}) \) many topological updates for any binary space partition method [1].

Insightful work of Hemmer et al. [13] recently revealed a certain bijection between the search paths of \( T(S, \pi) \) and the “un-folded” search paths of \( D(S, \pi) \) by means of a structural induction argument (along fixed \( \pi \)) on the two incremental algorithms. The authors show Las Vegas type point location guarantees for the RIC of TSDs by bounding computation time of the length of a longest search path in a TSD by means of the size of the related TST.

### 1.1 Paper Organization and Section Contributions

Our surprisingly simple, thereby practical (c.f. Section 6), approach uses only one search structure and performs insertions and deletions directly on higher levels of it. Since we maintain randomness of the priority orders on the segment sets, the expected size and expected point location query bounds are retained for each state of the structures. Section 2 reviews the basic RIC of TSTs and TSDs in a unified notation and we introduce our natural, recursive extensions of those basic primitives in Section 3.

Our algorithms therein enable fully-dynamic updates in both data structures in the offline setting, i.e. the complete ground set of segments \( S \) is known in advance. Our extension to the online setting provides a simpler, randomized solution to the dynamic order-maintenance problem with expected update cost of \( \mathcal{O}(\log |S|) \) based on an arithmetic coding scheme on Treaps (c.f. Section 5). Known solutions to this problem provide \( \mathcal{O}(1) \) amortized update costs [24] or deterministic worst case \( \mathcal{O}(\log^2 n) \) update cost based on de-amortization techniques [6]. Our algorithms are suitable for pointer machines with arithmetic since they only compare the spatial location of the input points, intersection points, and priority values. Our need of constant time arithmetic operations on fixed-point numbers with \( \mathcal{O}(\log |S|) \)-bits is solely due to the online order-maintenance problem. In particular, the method does not require indirect addressing of Random Access Memory.

To our knowledge, we provide the first analysis for the update costs of an online fully-dynamic data structure that originates from the classic RIC method. Though our Section 4 argues for non-crossing segments only, our geometric interpretation of TST nodes provides a 4-ply covering property that enables new proof methods. We show a new form of Backward-Analysis on the permutation space and a bound on simple “segment searches” for affected search nodes in the structure (avoiding maintenance of so-called conflict lists or \( A \)). For TSTs, we obtain expected update costs of \( \mathcal{O}(\log^2 |S|) \) for insertion and deletion. Which we
can improve further for TSDs to an expected update cost of $O(\log |S|)$ for insertion and deletion. Hence randomization allows improvements on the amortized deletion bound of $O(\log^{2+\varepsilon} |S|)$ in [3] and on the $O(\log^{1+\varepsilon} |S|)$ deterministic update bounds in [7], without losing the size or the point location query bounds.

2 Basic Definitions, Algorithms and Properties

A segment $s = \overline{pq}$ between two distinct points $p, q \in \mathbb{R}^2$ is the set \{p + \alpha(q − p) : \alpha \in [0, 1]\} of points in the Euclidean plane. Two segments are called disjoint if $s \cap s' = \emptyset$ and overlapping if $s \cap s'$ contains more than one point. For the case of one common point, we say that two segments meet if it is an endpoint that is contained in the other segment and otherwise they are called intersecting (or crossing). The segment boundaries of a general planar subdivision, for example, have no intersections, but may well contain points in which arbitrarily many segments meet. A line, parallel to the $y$-axis, through a point is called a vertical-cut (e.g. through an end or intersection point) and the line through the endpoints of a segment is called an edge-cut. To avoid ambiguity, we denote the open halfspaces of a cut with “−” and “+”. For vertical-cuts − denotes the one with lower $x$-coordinates and for edge-cuts − denotes the one with the lower values of the $y$-axis.

As in [11, Chapter 6], our presentation assumes that no two distinct points (end or intersection) have exactly the same $x$-coordinate, unless they are a common endpoint in which the segments meet. As usual, this assumption is resolved by an implicit, infinitesimal shear transformation which translates to a tie-breaking rule in the geometric orientation predicate that resolves to comparing the $y$-coordinates. A simple extension of the halfspace partitioning for the remaining cases (of segments and cuts due to a segment) conceptually moves the points infinitesimally away from the degeneracy along their segment for a consistent decision. To also assign co-linear cases consistently we finally resolve to lexicographic comparison (c.f. Figure 1). We also assume that the whole domain is bounded by a very large rectangle, which is also a trapezoid. Extensions to unbounded problems are commonly achieved by careful case treatment of unbounded faces of arrangements (e.g. in [23]).

Our combinatorial analysis (c.f. Section 4) of the proposed dynamization requires more precise terms to establish a geometric correspondence, which we introduce now in a unified review of the well known incremental algorithms. We frequently identify a permutation $\pi$ from the set of permutations $\mathcal{P}(S)$ over $S$ as bijection $\pi : S \rightarrow \{1, \ldots, |S|\}$ and call $\pi(s)$ the priority of a segment $s \in S$.

2.1 Trapezoidal Search Trees $\mathcal{T}(S, \pi)$

A TST over a trapezoidal domain $\Delta \subseteq \mathbb{R}^2$ is a certain hierarchical Binary Space Partition with vertical cuts and edge cuts induced by the segments in $S$. These rooted trees are defined by inductively applying the deterministic insertion algorithm for the segments of $S$ in ascending priority order. Hence, the structure is uniquely determined by $(S, \pi)$. 

![Figure 1](image-url) Standard shear transformation (left) and three refined tie-breaking rules for point/point meets, point/segment meets (geometric), and segment/segment overlaps (lexicographic).
Every node \( v \) of the binary tree is associated with a trapezoidal region \( \Delta(v) \subseteq \Delta \) and, on the empty set of segments, \( \mathcal{T}(\emptyset,()) \) contains only the root \( r \) with \( \Delta(r) = \Delta \). In TSTs, every non-leaf node \( v \) has two child nodes \( v^-, v^+ \) and stores a cut that signifies the halfspace partition of \( \Delta(v) \) in \( \Delta(v^-) \) and \( \Delta(v^+) \), which enables point-location search descents. We say that this cut destroys the trapezoidal region \( \Delta(v) \) and use this to extend the priority assignment to also comprise tree nodes.

We denote the priority of node \( v \) with \( p(v) \). More precisely, leaves have priority \( +\infty \) and non-leaf nodes have the priority of the segment whose cut insertion destroys the node. E.g. the cuts that constitute the \( (3 \text{ or } 4) \) boundaries of \( \Delta(v) \) have smaller priorities than \( p(v) \).

**Algorithm 1** Leaf-Insert\( (T, s) \).

1. Search for the leaf nodes \( L = \{u_1, \ldots, u_l\} \subseteq \mathcal{T} \) with \( \Delta(u_i) \cap s \neq \emptyset \).
2. Create refined slabs of these regions by vertically partitioning each \( \Delta(u_i) \) with cuts due to endpoints of \( s \) or intersection points of \( s \) with edge-cuts bounding \( \Delta(u_i) \).
3. Partition the intersected slab regions further with the edge cut through \( s \).

See Algorithm 1 for the steps to insert the next segment \( s \) in a TST \( \mathcal{T} \). Note that nodes’ priorities are monotonically increasing on paths from the root. Procedure Leaf-Insert inserts 3, 2 or 1 cuts on the region of a leaf and the edge-cut is always the last cut that is performed. We refer to these patterns as vertical-vertical-edge (VVE), vertical-edge (VE), and edge (E) destruction. To remove unnecessary ambiguity in the tree structure, we use the additional convention that in a VVE-destruction, the left of the two vertical cuts is inserted first (e.g. as parent of the right vertical cut). See Figure 2 for an example.

**Theorem 2.1** (TST size and depth [2]). Let \( S \) be a set of segments and \( k_S \) the number of intersecting pairs among them. The expected size of a TST over \( S \) is bounded by

\[
\mathbb{E}_{\pi \in \mathcal{P}(S)} |\mathcal{T}(S, \pi)| = O(|S| \log |S| + k_S).
\]

The expected leaf depth is \( O(|\log |S||) \) and the maximum leaf depth of \( \mathcal{T} \) is w.h.p. \( O(|\log |S||) \).

Clearly, any TST over a set of segments \( S \) contains at least \( \Omega(|S| + k_S) \) nodes and there are certain instances that may have size \( \Omega(|S|^2) \). Agarwal et al. [2] mention an upper bound of \( O(|S| \log^2 |S| + k_S \log |S|) \) expected time for the purely incremental construction.

### 2.2 Trapezoidal Decomposition \( \mathcal{A}(S) \) and Search DAG \( \mathcal{D}(S, \pi) \)

One may save space in such a search structure by considering a certain planar subdivision \( \mathcal{A}(S) \) that is induced from a set of segments \( S \). Given aforementioned discussion of degeneracies, this subdivision is defined by emitting two vertical rays (in negative and positive \( y \)-direction)
from each end or intersection point until the ray meets the first segment or the bounding rectangle. Each face of $\mathcal{A}(S)$ is a trapezoid with 3 or 4 boundary edges and standard double counting establishes a size of $O(|S| + k_S)$ for these planar decompositions. Note that $\mathcal{A}(S)$ is independent of segment priorities.

Mulmuley [15] and Seidel [20] consider the incremental process of inserting an additional segment $s$ and obtaining $\mathcal{A}(S \cup \{s\})$ from $\mathcal{A}(S)$. Algorithm 2 shows the additional merging phase, to “contract” pre-existing vertical-cuts (between the regions of the nodes in $L$) towards their emission point until they meet $s$, to maintain the property that the leaf regions coincide with $\mathcal{A}(S)$. Hence, the planar subdivision of the leaves of a TST, i.e. $\{\Delta(v) \subseteq \mathbb{R}^2 : v \in \mathcal{T}(S, \pi), v \text{ is leaf}\}$, is a refinement of $\mathcal{A}(S)$, regardless of $\pi$.

Algorithm 2 Leaf-Insert($\mathcal{D}, s$).

1. Search for the leaf nodes $L = \{u_1, \ldots, u_l\} \subseteq \mathcal{D}$ with $\Delta(u_i) \cap s \neq \emptyset$.
2. Create refined slabs of these regions by vertically partitioning each $\Delta(u_i)$ with cuts due to endpoints of $s$ or the intersection points of $s$ with edge-cuts bounding $\Delta(u_i)$.
3. Partition the intersected slab regions further with the edge cut through $s$.
4. Scan over the vertical cuts between nodes in $L$ that cross $s$.

Merge the vertical cuts of the refined regions whose emission point is now blocked by $s$.

Though the resulting search graph is a DAG (also known as History DAG), the basic data stored with a node is still identical with the binary TST tree nodes (e.g. Figure 2). One key ingredient for the well known, expected construction time of $O(|S| \log |S| + k_S)$, is to perform the search for affected leaves (c.f. Step 1) quickly. A way to achieve this, without prior knowledge of all future segment insertions, is to also maintain an explicit runtime of computing the length of a longest search path in a TSD.

The insightful work of [13], recently revealed a certain bijection between the search paths of $\mathcal{T}(S, \pi)$ and the (valid) search paths in $\mathcal{D}(S, \pi)$ by means of a structural induction argument (along fixed $\pi$) on the two incremental algorithms. This allows them to bound the runtime of computing the length of a longest search path in a TSD $\mathcal{D}(S, \pi)$ by means of the size of the related TST $\mathcal{T}(S, \pi)$. Based on this technique, our analysis of the update time in TSTs (c.f. Section 4) carries over to an upper bound in TSDs as well.

\begin{theorem}[TSD size and depth [11, 15, 20]]\textbf{.} Let $S$ be a set of segments and $k_S$ the number of intersecting pairs among them. The expected size of a TSD over $S$ is bounded by

$$
\mathbb{E}_{\pi \in \mathcal{P}(S)} |\mathcal{D}(S, \pi)| = O(|S| + k_S).
$$

The expected search path length is $O(\log |S|)$ and the maximum search path length of $\mathcal{D}$ is w.h.p. $O(\log |S|)$.
\end{theorem}
The main geometric difference between the structures is that in TSTs the region of a node is always a subset of its parents’ region, whereas in TSDs the region of a node may extend further to the left and right, due to vertical merges, but not across the top and bottom boundaries. We now describe our recursive algorithms for vertical partitions, vertical merges, edge partitions, and edge merges that operate on intermediary priority levels.

3 Recursive Primitives for Dynamic Updates

Characteristic for our approach is that insertions and deletions are performed directly on higher levels of the search structures rather than solely on leaves. We first describe the recursive primitives for inserting a new segment \( s \) in the structure of \( T(S, \pi) \).

We choose a random position \( p \in \{1, \ldots, |S| + 1\} \) uniformly in which we replace the element \( s \), between \((p - 1)\) and \( p \), in the sequence \( \pi \), calling the resulting priority order \( \pi' \). Our recursive algorithms then update the structure \( T(S, \pi) \) exactly to \( T(S \cup \{s\}, \pi') \). More precisely, we restrict the search (c.f. Step 1 of Algorithms 1 and 2) to those nodes with priority smaller than \( p \), which leads to a set \( L \) of affected subtree roots whose priorities are larger than \( p \) in \( \pi' \). We conceptually “hang out” these nodes by creating a copy \( L' \) of them and reverting those in \( L \) to leaves, temporarily. The insertion then proceeds in the same sequence as on regular leaves, but every binary space partition on nodes of \( L \) is accompanied by a matching call with the recursive primitive on the respective subtree of the node’s copy in \( L' \). After this process, we have a matching root in \( L' \) for each leaf that was created below \( L \), which we then “hang in” instead of the simple leaf. Given the close relation of the two structures, it turns out that our recursive primitives, with few changes, already provide the necessities for dynamic updates of TSDs.

This and the following section assume that priority value comparisons, i.e. \( \pi'(s') > \pi'(s) \), are decidable in constant time. Section 5 shows a new and simple solution, based on Treaps, to solve the dynamic order maintenance problem sufficiently fast for the online setting. Given the discussion above on the possible E-, VE- and VVE-destruction patterns, we simplify notation in this section by denoting with Descend(\( v \)) the tuple of 0, 2, 3, or 4 descendants with the next higher priority value than \( p(v) \). E.g. Descend(\( v \)) = (\( v_a, v_b \)) if \( v \) is a leaf, Descend(\( v \)) = (\( v_a, v_b \)) if \( v \) underwent an E-destruction, Descend(\( v \)) = (\( v_1, v_a, v_b \)) or Descend(\( v \)) = (\( v_a, v_b, v_r \)) if \( v \) underwent a VE-destruction, and Descend(\( v \)) = (\( v_1, v_a, v_b, v_r \)) if \( v \) underwent a VVE-destruction. With \( v_1, v_a, v_b, v_r \) we denote the respective left, above, below and right child of the node’s destruction (e.g. Figure 3).

3.1 Priority Restricted Searches

We use the following top-down refinement process to derive the node set \( L \), such that its nodes \( u_i \) are sorted by the sequence in which \( s \) stabs \( \Delta(u_i) \) from left-to-right: First locate the search node \( u \), with maximal \( p(u) < p(s) \), that fully contains \( s \) in \( \Delta(u) \). Place \( u \) in an initially empty list. Successively replace the leftmost node \( u \) in the list with \( p(u) < p(s) \) with the nodes of Descend(\( u \)), whose region intersects \( s \), until all node priorities exceed \( p(s) \).

Note that nodes with priority larger than \( p(s) \) are not refined and the spatial location of the regions of the nodes in Descend(\( \cdot \)) allows us to easily keep the set \( L \) sorted by left-to-right stabbing sequence of \( s \).
3.2 Recursive Vertical Partitions and Merges

Our methods are inspired by sorting algorithms on lists of integers, though they move cuts and child relations among nodes based on the nodes’ priorities. We first introduce the recursive primitive V-Partition\((u, q, v^-, v^+)\), where \(q \in \mathbb{R}^2\) denotes the point that induces the vertical cut \(c(q)\), \(u\) is an affected tree node, and \(v^-, v^+\) the roots of the respective, initially empty, result trees. As outlined above, the primitives update the search structure to the state that regular leaf insertion (in ascending priority order) would have created under the presence of vertical cut \(c(q)\) splitting \(\Delta(u)\) in \(\Delta^- \cup \Delta^+\). (A lengthy, rigorous proof fixes \(\Delta(u)\) and performs a structural induction argument over the sequence of successive cuts that destroy the region.) See Figure 3 for the recursive cases by destruction patterns and Algorithm 3.

The recursive node visits are similar to a search for points on \(c(q)\) and V-Partition performs at most two recursive calls per node in TSTs. Reverting these steps in exactly the reverse order provides the inverse operation V-Merge\((u^-, u^+, q, v)\) on two trees with adjacent search regions (c.f. Algorithm 4). Note that the TSD primitives actually perform fewer recursive calls, since vertical cuts are contracted in this structure.

3.3 Recursive Edge Partitions and Merges

Based on the recursive primitives for vertical cuts, we now introduce the recursive edge partition \(\text{Partition}(u, c, v^-, v^+)\) on regions \(\Delta(u)\) that are fully crossed by the edge cut \(c\) (c.f. Algorithm 5). As above, \(v^-\) and \(v^+\) denote the initially empty result trees for the respective partition of \(\Delta(u)\) in \(\Delta^- \cup \Delta^+\).

If the edge cut \(c\) does not intersect the edge cut that destroys \(u\), the recursive results on nodes of Descend\((u)\) only need V-Merge calls on one side of \(c\) to produce the result. E.g. the left case in the figure of Algorithm 5: First a V-Merge call on \((v^+_u, v^+_v)\) and then with \((v^-_u, v^-_v)\). For new intersections with \(c\), let \(i\) denote the intersection point. We first use V-Partition\((u_{\text{a}}, i, v_{\text{al}}, v_{\text{ar}})\) and V-Partition\((u_{\text{b}}, i, v_{\text{bl}}, v_{\text{br}})\) to create trees \(v_{\text{al}}, v_{\text{ar}}\) and \(v_{\text{bl}}, v_{\text{br}}\) for the respective left and right sides of \(i\), prior to the edge partition with \(c\). Finally, we use V-Merge to combine those results properly. E.g. the two gray areas in right case in the figure of Algorithm 5.

Note that for segments from a planar subdivision, the treatment of intersections is not necessary. The inverse primitive for edge cut merges (of two adjacent regions) can be derived analogously, by executing the inverse primitives in exactly the reverse order.

4 Counting Search Nodes in Affected Regions

To improve readability in this section, we denote for singleton elements the set union \(S \cup \{s\}\) with \(S + s\) and the set difference \(S \setminus \{s\}\) with \(S - s\). With \(P(S)\) we denote the set of bijective mappings \(\pi : S \to \{1, \ldots, |S|\}\). For \(S' \subseteq S\) we use the predicate “\(\pi(S') \leq |S'|\)” to abbreviate that \(\pi(s) \leq |S'|\) holds for each \(s \in S'\), i.e. the permutation begins with the elements of \(S'\).

The following definitions concern sets of segments and their (deterministic) induced trapezoidal subdivision \(A\) of the plane. For \(s \in S \setminus B\), we define \(F_B(s) \subseteq \mathbb{R}^2\) to denote the region of the faces in \(A(B)\) that are intersected by \(s\), that is \(F_B(s) = \bigcup_{f \in A(B), f \cap s \neq \emptyset} f\). Moreover, for \(s \in B\) we define the neighborhood zone \(N_B(s) \subseteq \mathbb{R}^2\) to be the union of all faces of \(A(B)\) that are adjacent to \(s\) (e.g. \(s\) contributes as edge, vertex or intersection cut).

Note that every point in \(\mathbb{R}^2\) is in at most 4 neighborhood zones and \(N_{B+s}(s) = F_B(s)\).
Figure 3 Cases during recursions of V-Partition\((u, q, v^-, v^+)\) and V-Merge\((u^-, u^+, q, v)\).

Algorithm 3 V-Partition\((u, q, v^-, v^+)\):

\[
\text{Stop if } u \text{ is a leaf; Let } (u_l, u_a, u_b, u_r) := \text{Descend}(u).
\]

**TST:** IF \(c(q)\) intersects \(\Delta(u_a)\) and \(\Delta(u_b)\) \(\text{"} q \in \Delta(u_l) \text{" analogue}\

- If present, move \(u_l\) and its parent’s vertical cut in \(v^-\).
- If present, move \(u_a\) and its parent’s vertical cut in \(v^+\).

\[
\text{Cut both unoccupied leaves, that is one child of } v^- \text{ and one of } v^+, \text{ with the edge cut. Let } v_a^- , v_b^- , v_a^+ , v_b^+ \text{ denote these leaves.}
\]

\[
\text{V-Partition}(u_a, q, v_a^- , v_a^+) \text{ and } \text{V-Partition}(u_b, q, v_b^- , v_b^+)
\]

**TSD:** Set both below pointers on \(u_b\) instead of \(v_b^- \text{ and } v_b^+\).

**ELSE IF** \(c(q)\) intersects \(\Delta(u_l)\) \(\text{"} c(q) \text{ intersects } \Delta(u_r) \text{" symmetrically}\

- Move \(u_r\) (if present), \(u_a, u_b\) and their parents’ cuts in \(v^+\).
- Let \(v_r^+\) denote the unoccupied leaf.

\[
\text{V-Partition}(u_l, q, v^-, v_r^+)
\]

Algorithm 4 V-Merge\((u^-, u^+, q, v)\):

\[
\text{IF } u^- \text{ is leaf THEN Move contents of } u^+ \text{ in } v \text{ and stop. } \text{"} u^+ \text{ leaf" analogue}\
\]

\[
\text{Let } (u_l^- , u_a^- , u_b^- , u_r^-) := \text{Descend}(u^-) \text{ and } (u_l^+, u_a^+, u_b^+, u_r^+) := \text{Descend}(u^+).
\]

**TST:** IF \(p(u^-) < p(u^+)\) \(\text{"} p(u^-) = p(u^+) \text{" analogue}\

- If present, move \(u_a^-\) and its parent’s vertical cut in \(v\).
- If present, move \(u_b^-\) and its parent’s vertical cut in the unoccupied leaf of \(v\).

\[
\text{Cut the new unoccupied leaf of } v \text{ with the edge cut. Let } v_a, v_b \text{ denote these leaves.}
\]

\[
\text{V-Merge}(u_a^- , u_a^+, q, v_a) \text{ and } \text{V-Merge}(u_b^- , u_b^+, q, v_b)
\]

**TSD:** Set the below pointer on \(u_b^-\) instead of \(v_b\).

**ELSE IF** \(p(u^-) > p(u^+)\) \(\text{"} >\) symmetrically

- Move \(u_l^-\) (if present), \(u_a^-, u_b^-\) and their parents’ cuts in \(v\).
- Let \(v_l\) denote the unoccupied leaf.

\[
\text{V-Merge}(u_l^-, u_l^+, q, v_r)
\]
Algorithm 5 Partition($u, c, v^-, v^+$):

\[ \begin{align*}
\Delta(u_l) & \quad \Delta(u_b) \\
v^-_l & \quad v^-_a & \quad v^+_a & \quad v^+_r \\
\Delta(u) & \quad \Delta(u_r) \\
v^-_r & \quad v^-_b & \quad v^+_b & \quad v^+_l
\end{align*} \]

Stop if $u$ is a leaf.

Let $(u_l, u_a, u_b, u_r) := \text{Descend}(u)$ and $l_1, l_2$ denote the vertical cuts destroying $\Delta(u)$.

**IF** $c$ does not intersect $\Delta(u_b)$ properly

*not $\Delta(u_a)$" analogue

- Allocate new nodes $v^-_l, v^+_l, v^-_a, v^+_a, v^-_r, v^+_r, v^+_l$.
- Partition($u_l, c, v^-_l, v^+_l$); Partition($u_a, c, v^-_a, v^+_a$); Partition($u_r, c, v^-_r, v^+_r$)
- V-Merge($v^+_l, v^+_l, l_2, v^+_a$)
- V-Merge($v^-_l, v^-_l, l_1, v^-_a$)
- Place $v^-_r, v^-_a, u_b, v^-_l$ below respective cuts under $v^-$.

**ELSE** **IF** edge cut of $u$ is steeper than $c$

"less steep" symmetrically

Let $i$ denote the vertical cut (induced by the intersection of the edge-cut and $c$).

- Allocate new nodes $v^-_l, v^+_l, v^-_r, v^+_r$ as well as $v_{a_l}, v_{a_l}, v^+_a$, and $v_{a_l}, v_{a_l}, v^+_a$, and $v_{b_r}, v_{b_r}, v^+_b$.
- Partition($u_l, c, v^-_l, v^+_l$); Partition($u_r, c, v^-_r, v^+_r$)
- V-Partition($u_l, i, v_{a_l}, v_{a_l}$); V-Partition($u_l, i, v_{b_r}, v_{b_r}$)
- Partition($v_{a_l}, c, v_{a_l}, v^+_a$); Partition($v_{b_r}, c, v_{b_r}, v^+_b$)
- Place V-Merge($v^+_l, v^+_l, l_1$) as left child under cut $i$ below $v^+$.
- Place $v^+_l$ and its parent’s cut in the unoccupied leaf of $v^+$. Cut the unoccupied leaf of $v^+$ with the edge cut of $u$.
- Place $v^-_a$ and $v^+_a$ in these leaves.
- Place $v^-_b$ and its parent’s cut in $v^-$.
- Place V-Merge($v^-_b, v^-_b, l_2$) as right child under cut $i$ in $v^-$. Cut the unoccupied leaf of $v^-$ with the edge cut of $u$.
- Place $v^-_a$ and $v^-_b$ in these leaves.

Given a TST $T(S, \pi)$ and some priority value $r \in \{1, \ldots, |S|\}$, we consider partitions of its nodes in classes $T_{<r}, T_{=r},$ and $T_{>r}$, having priority less, equal or larger than $r$. E.g. $T_{<1} = \emptyset$ and $T_{>r}$ always contains the leaf nodes. As introduced in Section 2.1, we identify every node $v$ in $T$ with its associated search region $\Delta(v) \subseteq \mathbb{R}^2$. From the refinement property (c.f. Section 2.2), we have that the leaves’ partition \{ $\Delta(v) \subseteq \mathbb{R}^2 : v \in T(S, \pi), p(v) = \infty$ \} of the domain is a (set theoretic) refinement of $\Delta(S)$, for any $S$ and $\pi \in P(S)$. This applies in particular for a set of segments $S_{<r} = \{ s \in S : \pi(s) \leq r \}$. Since additional leaf-insertions only refine further, we have that the region $\Delta(v)$ of a node $v \in T_{>r}$ is either contained in or disjoint from neighborhood zone $N_{S_{<r}}(s)$ for any $s \in S_{<r}$.

This provides the following 4-ply covering property. For any $B \subseteq S$ with a $\pi \in P(S)$ such that $\pi(B) \leq |B|$, we have that

$$\sum_{s \in B} \left| \{ v \in T_{=l}(S, \pi) : \Delta(v) \subseteq N_B(s) \} \right| \leq 4 \left| T_{=l}(S, \pi) \right|,$$

for each $l > |B|$. 

T

\( T_{<k} \)

\( T_{\geq k} \)

(a) Partition of nodes in \( T \) in \( T_{<k} \) and \( T_{\geq k} \) due to node priority. Affected nodes are in red and their subtrees in gray.

(b) The neighborhood zone of \( s_3 \) (shaded in red) is \( F_{\{s_1,s_2\}}(s_3) = N_{\{s_1,s_2,s_3\}}(s_3) \).

**Figure 4** Illustration of affected subtrees (left) and neighborhood zone refinement (right).

**Definition 4.1 (Affected Nodes).** Given a segment \( s \in S \) of designated priority rank \( r \in \{1, \ldots, |S|\} \), we call a node \( v \) of \( T_{\geq r} \) over \( S - s \) affected if and only if \( \Delta(v) \cap s \neq \emptyset \) and it is toppmost in \( T \). That is, \( v \) has no parent \( u \) in \( T_{\geq r} \) with \( p(u) \leq p(v) \).

Clearly, for every \( v \in T_{\geq r} \) whose region \( \Delta(v) \) intersects \( s \), we have \( \Delta(v) \subseteq F_{S_{\leq r}}(s) \) as well. In other words, the affected nodes correspond precisely to the leaves of \( T_{\leq r}, \pi \), the tree over the first \( r - 1 \) segments, that are intersected by \( s \). See Figure 4a for an illustration and Figure 4b for an example. In this example, decomposition \( A(\{s_1, s_2\}) \) has 7 faces of which \( s_3 \) intersects 3. The neighborhood region of \( s_3 \) is \( F_{\{s_1,s_2\}}(s_3) = N_{\{s_1,s_2,s_3\}}(s_3) \) and shaded in red. The TST for \( (\{s_1, s_2, s_4\}, \{s_1, s_2, s_3\}) \) has 13 leaf regions and the TSD has 10 leaves. Note that for TST nodes \( v \) with priority \( p(v) \geq 3 \), the region \( \Delta(v) \) is either fully contained or outside the red zone.

Given a \( \pi \in P(S-s) \) and a value \( p \in \{1, \ldots, |S|\} \), we call the region \( F_{\{s' \in (S-s) : \pi(s') < p\}}(s) \) the \( p \)-neighborhood of \( s \).

**Lemma 4.2 (Zone Covering).** Let \( S \) be a set of non-crossing segments, \( p \in \{1, \ldots, |S|\} \) a fixed value, and \( s \in S \). For any \( l \geq p \), the expected number of priority \( l \) nodes of a random TST over \( S - s \) that are in the \( p \)-neighborhood of \( s \) is upper bounded with

\[
\mathbb{E}_{\pi \in P(S-s)} \left| \left\{ v \in T_{\text{sa}}(S - s, \pi) : \Delta(v) \subseteq F \right\} \right| \leq \frac{4}{p} \mathbb{E}_{\pi \in P(S-s)} \left| T_{\text{sa}}(S - s, \pi) \right|
\]

where \( F \) denotes the \( p \)-neighborhood of \( s \).

On a sequence of elements, we call the process to place a new element between the elements of positions \( p - 1 \) and \( p \) emplacing at \( p \) and dropping is the reverse operation. E.g. old elements of index less than \( p \) remain and those of at least \( p \) are moved one position to the right. We perform a backward analysis and consider dropping the element at position \( p \) in sequences of \( P(S) \) instead of emplacing a \( s \in S \) at position \( p \) in sequences of \( P(S-s) \).

**Proof.** The main idea is to group the sequences in \( P(S) \) by those having the same cardinality \( p \) subsets \( B \in \binom{S}{p} \) in the first \( p \) entries to use that \( \bigcup_{B \in \binom{S}{p}} N_B(s) = \mathbb{R}^2 \), as in Eq. 1.

For \( \pi \in P(S) \), we denote with \( \pi^{-1}(p) \in S \) the element that \( \pi \) maps to position \( p \) and with \( \pi-s \) we denote the sequence of \( P(S-s) \) that results from dropping element \( s \). To shorten notation, we define a random variable \( \gamma \) that counts the relevant nodes of a tree within a certain region \( N \subseteq \mathbb{R}^2 \), that is \( \gamma(S, \pi, N) = |\{v \in T_{\text{sa}}(S, \pi) : \Delta(v) \subseteq N\}| \).
We count the expected number of nodes within $\mathcal{T}(S - \pi^{-1}(p), \pi - \pi^{-1}(p))$, that fall into the region $N_{\{s \in S : \pi(s) \leq p\}}(\pi^{-1}(p))$, which is the neighborhood zone of the element at position $p$, among those with priority at most $p$.  

$$\mathbb{E}_{\pi \in \mathcal{P}(S)} \gamma\left(\mathcal{T}(S - \pi^{-1}(p), \pi - \pi^{-1}(p), N_{\{s \in S : \pi(s) \leq p\}}(\pi^{-1}(p))\right)$$  \hspace{1cm} (2)$$

\[
\begin{align*}
E_{\pi \in \mathcal{P}(S)} & \sum_{B \in \binom{\mathcal{P}(S)}{p}} \sum_{s \in B} \sum_{\pi(B) \leq p, \pi(s) = p} \gamma(S - s, \pi - s, N_B(s)) \\
\leq & \frac{1}{|S|!} \sum_{B \in \binom{\mathcal{P}(S)}{p}} \sum_{s \in B} \sum_{\pi(B) \leq p, \pi(s) = p} \gamma(S - s, \pi - s, \mathbb{R}^2) \\
\leq & \frac{4}{|S|!} \sum_{s \in S} \sum_{p \in \mathcal{P}(S)} \sum_{\pi(B) \leq p} \gamma(S - s, \pi, \mathbb{R}^2) \\
= & \frac{1}{|S|!} \sum_{s \in S} \frac{4}{|S - s|!} \mathbb{E}_{\pi \in \mathcal{P}(S - s)} \gamma(S - s, \pi, \mathbb{R}^2) \\
= & \frac{1}{|S|!} \sum_{s \in S} \frac{4}{|S - s|!} \mathbb{E}_{\pi \in \mathcal{P}(S - s)} \gamma(S - s, \pi, \mathbb{R}^2) \\
\end{align*}
\]  \hspace{1cm} (3)$$

Equation (3) is due to regrouping the summation terms by the sequences that have the same sets of elements $B$ in the first $p$ positions, (4) due to the ordinary “camel trick” of the form $\sum_{s \in B} f(s) = \sum_{s \in B} \frac{1}{|B|} \sum_{s \in B} f(s)$ and the $4$-ply covering. Equation (5) uses the combinatorial identity $\binom{n}{k} \binom{k}{\ell} = \binom{n-1}{\ell}$ to first choose $s \in S$ for position $p$. Since the terms in (7) do not depend on the spatial location of $s$, the bound holds for any $s \in S$.  

We now bound the expected total size of subtrees below affected nodes (c.f. Figure 4a).

**Lemma 4.3 (Subtree Sizes).** Let $S$ be a set of non-crossing segments, $p \in \{1, \ldots, |S|\}$ uniformly at random, and $s \in S$. The expected total size of affected subtrees in a random TST over $(S - s)$ is $\mathcal{O}(\log^2 |S|)$.  

**Proof.** We use Lemma 4.2 to bound the number of nodes in $\mathcal{T}(S - s, \pi)$ that have a priority of at least $p$ and have a region that is in the $p$-neighborhood of $s$.  

$$\frac{1}{|S|} \sum_{p = 1}^{|S|} \mathbb{E}_{\pi \in \mathcal{P}(S - s)} \left|\left\{v \in \mathcal{T}_{\geq p}(S - s, \pi) : \Delta(v) \subseteq F_{\{s' \in (S - s) : \pi(s') < p\}}(s)\right\}\right|$$  \hspace{1cm} (8)$$

\[
\begin{align*}
\leq & \frac{1}{|S|} \sum_{p = 1}^{|S|} \frac{4}{|S - s|!} \mathbb{E}_{\pi \in \mathcal{P}(S - s)} \left|\mathcal{T}_{\geq p}(S - s, \pi)\right| \\
\leq & \frac{1}{|S|} \sum_{p = 1}^{|S|} \frac{4}{|S - s|!} \mathbb{E}_{\pi \in \mathcal{P}(S - s)} \left|\mathcal{T}(S - s, \pi)\right| \\
\leq & \frac{1}{|S|} \sum_{p = 1}^{|S|} \frac{4}{|S - s|!} \mathcal{O}(|S - s| \log |S - s|) \leq \mathcal{O}(\log^2 |S|) \\
\end{align*}
\]  \hspace{1cm} (9)$$

Bound (11) is due to the expected size of the whole tree (c.f. Theorem 2.1).
With a slightly more advanced application of our arguments presented thus far, we now bound the cost for simple iterated ray-shooting search to find the affected subtree roots for a query segment that has a designated random priority rank (c.f. Section 3.1).

**Lemma 4.4 (Segment Search).** Let \( S \) be a set of non-crossing segments, \( p \in \{1,\ldots,|S|\} \) uniformly at random, and \( s \in S \). The expected time to find the affected nodes within a random TST over \((S - s)\) is \( \mathcal{O}(\log^2 |S|) \).

**Proof.** The search visits only nodes \( v \) with regions \( \Delta(v) \cap s \neq \emptyset \). Since Lemma 4.3 bounds the size of the result set, we only need to bound the number of nodes with priority smaller \( p \).

We do so by invoking Lemma 4.2 \( \lceil \log_2 p \rceil \) times.

\[
\frac{1}{|S|} \sum_{p=1}^{|S|} \sum_{j=1}^{\lceil \log_2 p \rceil} \mathbb{E}_{\pi \in \mathcal{P}(S-s)} \left| \left\{ v \in \mathcal{T}_{\leq p}(S - s, \pi) : \Delta(v) \cap s \neq \emptyset \right\} \right| \leq \frac{1}{|S|} \sum_{p=1}^{|S|} \sum_{j=1}^{\lceil \log_2 p \rceil} \mathbb{E}_{\pi \in \mathcal{P}(S-s)} \left| \left\{ v \in \mathcal{T}(S - s, \pi) : 2^{j-1} < p(v) \leq 2^j, \Delta(v) \cap s \neq \emptyset \right\} \right| \leq \frac{1}{|S|} \sum_{p=1}^{|S|} \sum_{j=1}^{\lceil \log_2 p \rceil} \frac{4}{2^j-1} \mathbb{E}_{\pi \in \mathcal{P}(S-s)} \left| \left\{ v \in \mathcal{T}(S - s, \pi) : 2^{j-1} < p(v) \leq 2^j \right\} \right| \leq \frac{1}{|S|} \sum_{p=1}^{|S|} \sum_{j=1}^{\lceil \log_2 p \rceil} \mathcal{O}(2^j \log(2^j)) \leq \frac{1}{|S|} \sum_{p=1}^{|S|} \mathcal{O}(\log^2 p) \leq \mathcal{O}(\log^2 |S|)
\]

In (13), we use “linearity of expectation” to count search nodes of \( \mathcal{T}_{\leq p} \) in batches of priority intervals of the form \((2^{j-1},2^j]\). Bound (14) is due to invoking Lemma 4.2 for \( s \) according to the priority interval. To bound a batch \( j \) in (15) we use Theorem 2.1 on the whole TST size over the first \( 2^j \) segments.

Now we have all necessary arguments for our bound on dynamic update costs in TSTs.

**Theorem 4.5.** Let \( S \) be a set of non-crossing segments and \( s \in S \). The expected cost of inserting \( s \) in a random TST over \((S - s)\) is \( \mathcal{O}(\log^2 |S|) \).

**Proof.** Let \( 1 \leq m \leq |T| \) denote the total number of nodes within affected subtrees of \( T \), prior to the insertion call. We argue that the total number of nodes visited by the insertion procedure is \( \mathcal{O}(m) \), which establishes the result based on Lemma 4.3 and 4.4 for non-crossing segments.

For each root of an affected subtree, we have at most 2 calls of V-Partition to slab the subtree. After the slabbing stage of the insertion, we have at most \( 3m \) nodes in total.

The edge Partition calls on one slab are independent from those of another slab in \( T \). Neglecting node removals due to V-Merge briefly, the total number of temporarily created nodes of Partition increases at most by a factor of 2. Since we cannot remove more than what was created, the total number of nodes that V-Merge may visit is bounded by \( 6m \).

Given the duality of the update procedures, deletion of a \( s \in S \) having priority \( p(s) \) visits exactly the same nodes as insertion of \( s \) among \((S - s)\) with priority value \( p(s) \). Hence the expected node visits are equal as well. Since our bound on expected update operations
counts TST search nodes, we may employ the method of Hemmer et al. [13], on the bijection between TST and TSD search paths, to obtain equal asymptotic bounds for the expected update costs in TSDs. A more detailed consideration, however, allows an improvement.

4.1 Improved Update Bounds For TSDs

The region of each TSD node may be represented by its top, bottom and vertical boundary cuts. To use “linearity of expectation”, we decompose the random variable $|\mathcal{D}(S, \pi)|$ in a sum of $\mathcal{O}(|S|^5)$ binary indicator variables $N_{i, i', i'', j}$ that are 1 if and only if $\mathcal{D}(S, \pi)$ contains a node whose boundary is constituted by cuts with the priorities $i, i', i'', l''$ and gets destroyed by the segment with priority $j$. That is $|\mathcal{D}_{=l}| = \sum_{i, i', i'', j} N_{i, i', i'', j}$. The number of these indicator variables only depends on $|S|$, but not on $\pi$ or the spatial location of the segments.

Lemma 4.6 (Overlap into Zones). Let $S$ be a set of non-crossing segments, $p \in \{1, \ldots, |S|\}$ a fixed value, and $s \in S$. For any $l \geq p$, the expected number of priority $l$ nodes of a random TSD over $S - s$ that overlap the $p$-neighborhood of $s$ is upper bounded with

$$\mathbb{E}_{\pi \in \mathcal{P}(S - s)} \left| \left\{ v \in \mathcal{D}_{=l}(S - s, \pi) : \Delta(v) \cap F \neq \emptyset \right\} \right| \leq \frac{\mathcal{O}(1)}{p} \mathbb{E}_{\pi \in \mathcal{P}(S - s)} |\mathcal{D}_{=l}(S - s, \pi)|,$$

where $F$ denotes the $p$-neighborhood of $s$.

For the proof recall that, for any subset $C \subseteq S$ and its maximum priority element $m \in C$, classic Backward Analysis (e.g. Chapter 6 in [11]) shows that the number $d_C$, denoting the number of faces in $\mathcal{A}(C - m)$ that segment $m$ intersects (a.k.a destroys), is expected $\mathcal{O}(1)$. Since the neighborhood zones are a union of faces of $\mathcal{A}(C - m)$, element $m$ also intersects no more than $4 \cdot d_C$ of the neighborhood zones in $N_{C - m}$.

Proof. The proof is analogue to Lemma 4.2, except from Eq. 4 which uses that every TST node is in at most 4 neighborhood zones. Given the refined decomposition of $|\mathcal{D}_{=l}|$, showing that each of the priority $l$ nodes intersects at most $\mathcal{O}(1)$ zones of $N_B$ gives the statement due to linearity of expectation.

A priority $l < \infty$ node, i.e. a non-leaf node, is either fully crossed by the segment $\pi^{-1}(l)$ or contains an endpoint of it. In the first case, the number of $N_B$ zones that the node region intersects is bounded by $4 \cdot d_C$, where $C = B + \pi^{-1}(l)$. For the endpoint case, let $|B| < l', l'' < l$ denote the priorities of the top and bottom segment that bound the node’s trapezoidal region. Hence, the node does not intersect more than $4(d_{C'} + d_{C''})$ neighborhood zones where $C' = B + \pi^{-1}(l')$ and $C'' = B + \pi^{-1}(l'')$. The argument for a leaf node, i.e. $l = \infty$, is analogue to the endpoint case.

Corollary 4.7. Let $S$ be a set of non-crossing segments and $s \in S$. The expected cost of inserting $s$ in a random TSD over $(S - s)$ is $\mathcal{O}(\log |S|)$.

Proof. Using Lemma 4.6, Equation 11 improves to $\frac{1}{|S|} \sum_{p=1}^{|S|} \mathcal{O}\left(\frac{1}{p}|S - s|\right)$, which evaluates to an expected number of $\mathcal{O}(\log |S|)$ TSD nodes to overlap into the affected zone. Moreover, Equation 15 improves to $\frac{1}{|S|} \sum_{j=1}^{|S|} \sum_{m=1}^{\log_2 p} \mathcal{O}\left(\frac{1}{m^2} 2^j\right)$, which evaluates to an expected number of $\mathcal{O}(\log |S|)$ TSD nodes that are visited in the segment search. Since our recursive update primitives visit a TSD node at most once, using the same arguments as in the proof of Theorem 4.5 on TSDs provides the expected update cost as stated.
5 Offline vs Online – Maintaining Small Codes For Dynamic Orders

To support online emplacement and dropping of additional elements in a sequence \( \pi \in \mathcal{P}(S) \), we use a more flexible representation than standard bijections \( \tau : S \to \{1, \ldots, |S|\} \). We represent sequences as injective mappings \( \tau : S \to (0, 1) \subseteq \mathbb{R} \). If the values of \( \tau \) are stored with the elements of \( S \), we can evaluate the required \( \pi(s) < \pi(s') \) predicates with comparison on \( \tau \) in constant time. However, dynamically extending \( \tau \) for a new element \( s \notin S \) such that \( \tau(s) \) falls within equal probability in the intervals between \( \{\tau(s') : s' \in S\} \) is challenging. E.g. simple random sampling of \( \tau(s) \) uniformly out of \((0, 1) \) does not provide this. Since single registers of the pointer machine model are confined to numbers with only \( \mathcal{O}(\log |S|) \) bits, simple interval halving strategies may well produce inefficiently long codes for \( \tau \) as well.

We solve this problem using one additional randomized data structure to maintain orders among \( n \) elements of a totally ordered set of “keys”. Treaps are a conceptual fusion of Binary Search Trees (BSTs), over the nodes’ key values, and (Min-)Heaps, over the nodes’ priority values. Insertions and deletions are performed similarly to BSTs and additionally standard tree rotations are used to maintain the heap property on the randomly chosen priority values. Seidel and Aragon [21] show not only that Treaps achieve \( \mathcal{O}(\log n) \) depth with high probability but also that, even if the cost of a rotation is proportional to the whole subtree size, insertions and deletions still perform expected \( \mathcal{O}(\log n) \) operations.

For our simple in-order numbering scheme in a fixed BST, we consider an injective mapping from root-to-node paths, which we read as smaller/larger strings over the alphabet \( \{s, l\} \), to binary fractional number from \((0, 1) \subseteq \mathbb{Q} \) coded as “1”-terminated strings over the alphabet \( \{0, 1\} \). More precisely, for the empty path string (the root node \( r \)) the associated value is \( \gamma(r) = 0.1(2) \), \( s \)-edges are coded as 0 and \( l \)-edges are coded as 1. E.g. the left child node of the root has code \( \gamma(v_s) = 0.01(2) \), the right child node of the root has code \( \gamma(v_l) = 0.11(2) \), and we have \( \gamma(v_s) < \gamma(r) < \gamma(v_l) \). On paths of a BST, the search tree property extends to the order of these \( \gamma \) values of the nodes. This allows us to check if \( u \) is before \( v \) in the in-order sequence by comparing the values of \( \gamma(u) \) and \( \gamma(v) \). Moreover, this recursive code definition can be assigned in a top-down fashion for all nodes in a subtree under \( v \), once \( \gamma(v) \) is assigned.

In order to maintain the proper values \( \tau \) for a set \( S \), we augment the Treap nodes to also store the total number of nodes in their subtree. To emplace a new element, we first choose an integer \( 1 \leq p \leq |S| + 1 \) uniformly at random. Next we use the standard Treap insertion to add a new node resembling the \( p \)-smallest key-value as a new leaf. After the bottom-up re-balancing rotations are finished, we simply re-visit the whole rotated subtree in a top-down fashion to overwrite the key value of each node \( v \) with the new value \( \gamma(v) \). The deletion of an element is handled analogously. To evaluate an order predicate between two elements, we simply compare the current key values due to the Treap, which are stored with the elements of \( S \). We summarize this with the following statement.

▶ Observation 5.1. Representation of sequences \( \pi \in \mathcal{P}(S) \) requires no more than \( \mathcal{O}(|S|) \) space and dynamic updates take expected \( \mathcal{O}(\log |S|) \) operations. After successful updates, evaluation of a \( \pi(s) < \pi(s') \) predicate on \( s, s' \in S \) takes \( \mathcal{O}(1) \) operations.

6 Implementation and Experiments

We implemented\(^2\) our fully-dynamic approach for TSTs based on the exact predicates and exact construction for line segments of the Computational Geometry Algorithms Library [23].

\(^2\) https://github.com/milutinB/dynamic_trapezoidal_map_impl
(a) Random non-intersecting segments ($|S| = 10^4$, $k_S = 0$, $k_S/|S| = 0$).

(b) Random segments with few intersections ($|S| = 10^4$, $k_S = 35195$, $k_S/|S| \approx 3.5$).

(c) Random segments with many intersections ($|S| = 10^3$, $k_S = 120730$, $k_S/|S| \approx 120.7$).

**Figure 5** Experimental results on TST size (top left), TST depth (top right), and node visits of the segment search (bottom left) and updates (bottom right) for RIC TSTs (green) and Dynamic TSTs (purple). The blue curve indicates the respective function fit on the data of Dynamic TSTs.
Our experiments focus on evaluating the practicality of the approach and the tightness of the analysis. We use the standard RIC of TSTs as verification and baseline comparison. To measure the performance of our segment search and dynamic updates, we count the total number of node visits during recursions of the update and the search. To capture the asymptotic behavior in the experiments, we perform many insertion calls, with either ascending segment priority values (static TST) or a random shuffle of them (dynamic TST).

We created random sets of segments with varying numbers of intersections based on the 64-bit Mersenne Twister random number generator of the C++ Standard Library. The experiment without intersections is comprised of horizontal segments, for which we first chose a y-coordinate uniformly (from the domain range) and then two x-coordinates uniformly (see Figure 5a). The experiment with few intersections is comprised of short segments, for which we chose a point, a direction, and a length uniformly at random (on average 3% of the domain boundary length; see Figure 5b). The experiment on many intersections are generated by choosing the coordinates of both endpoints uniformly at random (see Figure 5c).

Figure 5 shows the results on the segment search and recursive node visits of updates. For ease of comparison, we also plot a function fit\(^3\) (thick blue lines) of the well known size and depth bounds (top rows) and our new segment search and update bounds (bottom rows) as overlay on the experimental data. Note that only on the non-intersecting data set a comparison of function fit and bounds is meaningful. We do however also provide it for the other experiments as a “trend line” that indicates the additional costs due to segment intersections. To allow a better visual perception of the average cost per insertion, Figures 5a and 5b show every 20th data point and Figure 5c shows every 2nd data point as impulse.

The experiment on non-intersecting segments matches with our analysis of segment search and update operations on TSTs. As anticipated, TST updates on segments with many intersections are more expensive.
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Abstract

This paper is concerned with the 1||\(\sum p_j U_j\) problem, the problem of minimizing the total processing time of tardy jobs on a single machine. This is not only a fundamental scheduling problem, but also a very important problem from a theoretical point of view as it generalizes the Subset Sum problem and is closely related to the 0/1-Knapsack problem. The problem is well-known to be NP-hard, but only in a weak sense, meaning it admits pseudo-polynomial time algorithms. The fastest known pseudo-polynomial time algorithm for the problem is the famous Lawler and Moore algorithm which runs in \(O(P \cdot n)\) time, where \(P\) is the total processing time of all \(n\) jobs in the input. This algorithm has been developed in the late 60s, and has yet to be improved to date.

In this paper we develop two new algorithms for 1||\(\sum p_j U_j\), each improving on Lawler and Moore’s algorithm in a different scenario:

- Our first algorithm runs in \(\tilde{O}(P^{7/4})\) time\(^1\), and outperforms Lawler and Moore’s algorithm in instances where \(n = \tilde{\omega}(P^{3/4})\).
- Our second algorithm runs in \(\tilde{O}(\min\{P \cdot D_\#, P + D\})\) time, where \(D_\#\) is the number of different due dates in the instance, and \(D\) is the sum of all different due dates. This algorithm improves on Lawler and Moore’s algorithm when \(n = \tilde{\omega}(D_\#)\) or \(n = \tilde{\omega}(D/P)\). Further, it extends the known \(\tilde{O}(P)\) algorithm for the single due date special case of 1||\(\sum p_j U_j\) in a natural way.

Both algorithms rely on basic primitive operations between sets of integers and vectors of integers for the speedup in their running times. The second algorithm relies on fast polynomial multiplication as its main engine, while for the first algorithm we define a new “skewed” version of \((\max, \min)\)-convolution which is interesting in its own right.
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\(^1\) Throughout the paper we use \(\tilde{O}(\cdot)\) to suppress logarithmic factors.
1 Introduction

In this paper we consider the problem of minimizing the total processing times of tardy jobs on a single machine. In this problem we are given a set of $n$ jobs $J = \{1, \ldots, n\}$, where each job $j$ has a processing time $p_j \in \mathbb{N}$ and a due date $d_j \in \mathbb{N}$. A schedule $\sigma$ for $J$ is a permutation $\sigma : \{1, \ldots, n\} \to \{1, \ldots, n\}$. In a given schedule $\sigma$, the completion time $C_j$ of a job $j$ under $\sigma$ is given by $C_j = \sum_{\sigma(i) \leq \sigma(j)} p_i$, that is, the total processing time of jobs preceding $j$ in $\sigma$ (including $j$ itself). Job $j$ is tardy in $\sigma$ if $C_j > d_j$, and early otherwise. Our goal is to find a schedule with minimum total processing time of tardy jobs. If we assign a binary indicator variable $U_j$ to each job $j$, where $U_j = 1$ if $j$ is tardy and otherwise $U_j = 0$, our objective function can be written as $\sum p_j U_j$. In the standard three field notation for scheduling problems of Graham [5], this problem is denoted as the $1\mid \sum p_j U_j$ problem (the 1 in the first field indicates a single machine model, and the empty second field indicates there are no additional constraints).

The $1\mid \sum p_j U_j$ problem is a very natural and fundamental scheduling problem, which models a very basic scheduling scenario. As it includes Subset Sum as a special case (see below), the $1\mid \sum p_j U_j$ problem is NP-hard. However, it is only hard in the weak sense, meaning it admits pseudo-polynomial time algorithms. The focus of this paper is on developing fast pseudo-polynomial time algorithms for $1\mid \sum p_j U_j$, improving in several settings on the best previously known solution from the late 60s. Before we describe our results, we discuss the previously known state of the art of the problem, and describe how our results fit into this line of research.

1.1 State of the Art

A famous generalization of the $1\mid \sum p_j U_j$ problem is the $1\mid \sum w_j U_j$ problem. Here, each job $j$ also has a weight $w_j$ in addition to its processing time $p_j$ and due date $d_j$, and the goal is to minimize the total weight (as opposed to total processing times) of tardy jobs. This problem has already been studied in the 60s, and even appeared in Karp’s fundamental paper from 1972 [6]. The classical algorithm of Lawler and Moore [10] for the problem is one of the earliest and most prominent examples of pseudo-polynomial algorithms, and it is to date the fastest known algorithm even for the special case of $1\mid \sum p_j U_j$. Letting $P = \sum_{j \in J} p_j$, their result can be stated as follows:

$\blacktriangleright$ **Theorem 1.1** ([10]). $1\mid \sum w_j U_j$ and $1\mid \sum p_j U_j$ can both be solved in $O(P \cdot n)$ time.

Note that as we assume that all processing times are integers, we have $n \leq P$, and so the running time of the algorithm in Theorem 1.1 can be bounded by $O(P^2)$. In fact, it makes perfect sense to analyze the time complexity of a pseudo-polynomial time algorithm for either problems in terms of $P$, as $P$ directly corresponds to the total input length when integers are encoded in unary. Observe that while the case of $n = P$ (all jobs have unit processing times)
essentially reduces to sorting, there are several non-trivial cases where \( n \) is smaller than \( P \) yet still quite significant in the \( O(P \cdot n) \) term of Theorem 1.1. The fundamental question this paper addresses is:

"Can we obtain algorithms with running times \( O(P^{2-\varepsilon}) \), for any fixed \( \varepsilon > 0 \), for either \( 1|| \sum w_j U_j \) or \( 1|| \sum p_j U_j \)?"

For \( 1|| \sum w_j U_j \) there is some evidence that the answer to this question should be no. Karp [6] observed that the special case of the \( 1|| \sum w_j U_j \) problem where all jobs have the same due date \( d \), the \( 1|d_j = d| \sum w_j U_j \) problem, is essentially equivalent to the classical 0/1-Knapsack problem. Cygan et al. [4] and Künnemann et al. [9] studied the (min, +)-Convolution problem (see Section 2), and conjectured that the (min, +)-convolution between two vectors of length \( n \) cannot be computed in \( \tilde{O}(n^{2-\varepsilon}) \) time, for any \( \varepsilon > 0 \). Under this (min, +)-Convolution Conjecture, they obtained lower bounds for several Knapsack related problems. In our terms, their result can be stated as follows:

\[ \blacktriangleright \textbf{Theorem 1.2} ([4, 9]). There is no } \tilde{O}(P^{2-\varepsilon}) \text{ time algorithm for the } 1|d_j = d| \sum w_j U_j \text{ problem, for any } \varepsilon > 0, \text{ unless the (min, +)-Convolution Conjecture is false. In particular, } 1|| \sum w_j U_j \text{ has no such algorithm under this conjecture.} \]

Analogous to the situation with \( 1|| \sum w_j U_j \), the special case of \( 1|| \sum p_j U_j \) where all jobs have the same due date \( d \) (the \( 1|d_j = d| \sum p_j U_j \) problem) is equivalent to the classical Subset Sum problem. Recently, there has been significant improvements for Subset Sum resulting in algorithms with \( \tilde{O}(T + n) \) running times [2, 7], where \( n \) is number of integers in the instance and \( T \) is the target. Due to the equivalence between the two problems, this yields the following result for the \( 1|d_j = d| \sum p_j U_j \) problem:

\[ \blacktriangleright \textbf{Theorem 1.3} ([2, 7]). 1|d_j = d| \sum p_j U_j \text{ can be solved in } \tilde{O}(P) \text{ time.} \]

On the other hand, due to equivalence of \( 1|d_j = d| \sum p_j U_j \) and Subset Sum, we also know that Theorem 1.3 above cannot be significantly improved unless the Strong Exponential Time Hypothesis (SETH) fails. Specifically, combining a recent reduction from \( k \)-SAT to Subset Sum [1] with the equivalence of Subset Sum and \( 1|d_j = d| \sum p_j U_j \), yields the following:

\[ \blacktriangleright \textbf{Theorem 1.4} ([1]). There is no } \tilde{O}(P^{1-\varepsilon}) \text{ time algorithm for the } 1|d_j = d| \sum p_j U_j \text{ problem, for any } \varepsilon > 0, \text{ unless SETH fails.} \]

Nevertheless, Theorem 1.4 still leaves quite a big gap for the true time complexity of \( 1|| \sum p_j U_j \), as it can potentially be anywhere between the \( \tilde{O}(P) \) time known already for the special case of \( 1|d_j = d| \sum p_j U_j \) (Theorem 1.3), and the \( O(Pn) = O(P^2) \) time of Lawler and Moore’s algorithm (Theorem 1.1). This is the starting point of our paper.

### 1.2 Our Results

The main contribution of this paper is two new pseudo-polynomial time algorithms for \( 1|| \sum p_j U_j \), each improving on Lawler and Moore’s algorithm in a different sense. Our algorithms take a different approach to that of Lawler and Moore in that they rely on fast operators between sets and vectors of numbers.

Our first algorithm improves Theorem 1.1 in case there are sufficiently many jobs in the instance compared to the total processing time. More precisely, our algorithm has a running time of \( \tilde{O}(P^{7/4}) \), and so it is faster than Lawler and Moore’s algorithm in case \( n = \tilde{\omega}(P^{3/4}) \).

\[ \blacktriangleright \textbf{Theorem 1.5}. 1|| \sum p_j U_j \text{ can be solved in } \tilde{O}(P^{7/4}) \text{ time.} \]
The algorithm in Theorem 1.5 uses a new kind of convolution which we coined “Skewed Convolution” and is interesting in its own right. In fact, one of the main technical contributions of this paper is a fast algorithm for the \((\max, \min)\)-Skewed-Convolution problem (see definition in Section 2).

Our second algorithm for \(1|\sum p_j U_j\) improves Theorem 1.1 in case there are not too many different due dates in the problem instance; that is, \(D_\# = |\{d_j : j \in J\}|\) is relatively small when compared to \(n\). This is actually a very natural assumption, for instance in cases where delivery costs are high and products are batched to only few shipments. Let \(D\) denote the sum of the different due dates in our instance. Then our second result can be stated as follows:

**Theorem 1.6.** \(1|\sum p_j U_j\) can all be solved in \(\tilde{O}(\min\{P \cdot D_\#, P + D\})\) time.

The algorithm in Theorem 1.6 uses basic operations between sets of numbers, such as the sumset operation (see Section 2) as basic primitives for its computation, and ultimately relies on fast polynomial multiplication for its speedup. It should be noted that Theorem 1.6 includes the \(\tilde{O}(P)\) result of Theorem 1.3 for \(1|d_j = d|\sum p_j U_j\) as a special case where \(D_\# = 1\) or \(D = d\).

### 1.3 Roadmap

The paper is organized as follows. In Section 2 we discuss all the basic primitives that are used by our algorithms, including some basic properties that are essential for the algorithms. We then present our second algorithm in Section 3, followed by our first algorithm in Section 4. Section 5 describes our fast algorithm for the skewed version of \((\max, \min)\)-convolution, and is the main technical part of the paper. Finally, we conclude with some remarks and open problems in Section 6.

### 2 Preliminaries

In the following we discuss the basic primitives and binary operators between sets/vectors of integers that will be used in our algorithms. In general, we will use the letters \(X\) and \(Y\) to denote sets of non-negative integers (where order is irrelevant), and the letters \(A\) and \(B\) to denote vectors of non-negative integers.

#### Sumsets

The most basic operation used in our algorithms is computing the sumset of two sets of non-negative integers:

**Definition 2.1 (Sumsets).** Given two sets of non-negative integers \(X_1\) and \(X_2\), the sumset of \(X_1\) and \(X_2\), denoted \(X_1 \oplus X_2\), is defined by

\[ X_1 \oplus X_2 = \{x_1 + x_2 : x_1 \in X_1, x_2 \in X_2\}. \]

Clearly, the sumset \(X_1 \oplus X_2\) can be computed in \(O(|X_1| \cdot |X_2|)\) time. However, in certain cases we can do better using fast polynomial multiplication. Consider the two polynomials \(p_1[\alpha] = \sum_{x \in X_1} \alpha^x\) and \(p_2[\beta] = \sum_{x \in X_2} \beta^x\). Then the exponents of all terms in \(p_1 \cdot p_2\) with non-zero coefficients correspond to elements in the sumset \(X_1 \oplus X_2\). Since multiplying two polynomials of maximum degree \(d\) can be done in \(O(d \log d)\) time [3], we have the following:

**Lemma 2.2.** Given two sets of non-negative integers \(X_1, X_2 \subseteq \{0, \ldots, P\}\), one can compute the sumset \(X_1 \oplus X_2\) in \(O(P \log P)\) time.
Set of all Subset Sums

Given set of non-negative integers $X$, we will frequently be using the set of all sums generated by subsets of $X$:

\begin{definition}[Subset Sums]
For a given set of non-negative integers $X$, define the set of all subset sums $S(X)$ as the set of integers given by

\[ S(X) = \left\{ \sum_{x \in Y} x : Y \subseteq X \right\}. \]

Here, we always assume that $0 \in S(X)$ (as it is the sum of the empty set).
\end{definition}

We can use Lemma 2.2 above to compute $S(X)$ from $X$ rather efficiently: First, split $X$ into two sets $X_1$ and $X_2$ of roughly equal size. Then recursively compute $S(X_1)$ and $S(X_2)$. Finally, compute $S(X) = S(X_1) \oplus S(X_2)$ via Lemma 2.2. The entire algorithm runs in $O(|X|)$ time.

\begin{lemma}[[7]]
Given a set of non-negative integers $X$, with $P = \sum_{x \in X} x$, one can compute $S(X)$ in $O(P)$ time.
\end{lemma}

Convolutions

Given two vectors $A = (A[i])_{i=0}^n$, $B = (B[j])_{j=0}^n$, the $(\circ, \bullet)$-Convolution problem for binary operators $\circ$ and $\bullet$ is to compute a vector $C = (C[k])_{k=0}^{2n}$ with

\[ C[k] = \bigcirc_{i+j=k} A[i] \bullet B[j]. \]

A prominent example of a convolution problem is $(\min, +)$-Convolution discussed above; another similarly prominent example is $(\max, \min)$-Convolution which can be solved in $\tilde{O}(n^{3/2})$ time [8]. For our purposes, it is convenient to look at a skewed variant of this problem:

\begin{definition}[Skewed Convolution]
Given two vectors $A = (A[i])_{i=0}^n$, $B = (B[j])_{j=0}^n$, we define the $(\max, \min)$-Skewed-Convolution problem to be the problem of computing the vector $C = (C[k])_{k=0}^{2n}$ where the $k$th entry in $C$ equals

\[ C[k] = \max_{i+j=k} \min \{A[i], B[j] + k\} \]

for each $k \in \{0, \ldots, 2n\}$.
\end{definition}

The main technical result of this paper is an algorithm for $(\max, \min)$-Skewed-Convolution that is significantly faster than the naive $O(n^2)$ time algorithm.

\begin{theorem}
The $(\max, \min)$-Skewed-Convolution problem for vectors of length $n$ can be solved in $\tilde{O}(n^{7/4})$ time.
\end{theorem}

3 Algorithm via Sumsets and Subset Sums

In the following section, we provide a proof of Theorem 1.6 by presenting an algorithm for $1\|\sum p_j U_j$ running in $\tilde{O}(\min\{P \cdot D_, P + D\})$ time. Recall that $J = \{1, \ldots, n\}$ denotes our input set of jobs, and $p_j$ and $d_j$ respectively denote the processing time and due date of job $j \in \{1, \ldots, n\}$. Our goal is to determine the minimum total processing time of tardy jobs in any schedule for $J$. Throughout the section we let $d^{(1)} < \cdots < d^{(D_\#)}$ denote the $D_\# \leq n$ different due dates of the jobs in $J$. 
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A key observation for the $1||\sum p_j U_j$ problem, used already by Lawler and Moore, is that any instance of the problem always has an optimal schedule of a specific type, namely an Earliest Due Date schedule. An Earliest Due Date (EDD) schedule is a schedule $\pi : J \rightarrow \{1, \ldots, n\}$ such that

- any early job precedes all late jobs in $\pi$, and
- any early job precedes all early jobs with later due dates.

In other words, in an EDD schedule all early jobs are scheduled before all tardy jobs, and all early jobs are scheduled in non-decreasing order of due dates.

\textbf{Lemma 3.1 ([10])}. Any $1||\sum p_j U_j$ instance has an optimal schedule which is EDD.

The $D_\#$-many due dates in our instance partition the input set of job $J$ in a natural manner: Define $J_i = \{j : d_j = d^{(i)}\}$ for each $i \in \{1, \ldots, D_\#\}$. Furthermore, let $X_i = \{p_j : j \in J_i\}$ the processing-times of job in $J_i$. According to Lemma 3.1 above, we can restrict our attention to EDD schedules. Constructing such a schedule corresponds to choosing a subset $E_i \subseteq J_i$ for each due date $d^{(i)}$ such that $\sum_{j \in E_i, t \leq i} p_j \leq d^{(i)}$ for each $i \in \{1, \ldots, D_\#\}$. Moreover, the optimal EDD schedule maximizes the total sum of processing times in all selected $E_i$'s.

Our algorithm is given in Algorithm 1. It successively computes sets $S_1, \ldots, S_{D_\#}$, where set $S_i$ corresponds to the set of jobs $J_1 \cup \cdots \cup J_i$. In particular, $S_i$ includes the total processing-time of any possible set-family of early jobs $\{E_1, \ldots, E_i\}$. Thus, each $x \in S_i$ corresponds to the total processing time of early jobs in a subset of $J_1 \cup \cdots \cup J_i$. The maximum value $x \in S_{D_\#}$ therefore corresponds to the maximum total processing time of early jobs in any schedule for $J$. Thus, the algorithm terminates by returning the optimal total weight of tardy jobs $P - x$.

\textbf{Algorithm 1 SumsetScheduler(J)}.

1: Let $d^{(1)} < \ldots < d^{(D_\#)}$ denote the different due dates of jobs in $J$.
2: Compute $X_i = \{p_j : d_j = d^{(i)}\}$ for each $i \in \{1, \ldots, D_\#\}$.
3: Compute $S(X_1), \ldots, S(X_{D_\#})$.
4: Let $S_0 = \emptyset$.
5: for $i = 1, \ldots, D_\#$ do
   - Compute $S_i = S_{i-1} \oplus S(X_i)$.
   - Remove any $x \in S_i$ with $x > d^{(i)}$.
6: Return $P - x$, where $x$ is the maximum value in $S_{D_\#}$.

Correctness of our algorithm follows immediately from the definitions of sumsets and subset sums, and from the fact that we prune out elements $x \in S_i$ with $x > d^{(i)}$ at each step of the algorithm. This is stated more formally in the lemma below.

\textbf{Lemma 3.2}. Let $i \in \{1, \ldots, D_\#\}$, and let $S_i$ be the set of integers at the end of the second step of 5(i). Then $x \in S_i$ if and only if there are sets of jobs $E_1 \subseteq J_1, \ldots, E_i \subseteq J_i$ such that

\begin{align*}
\sum_{j \in \bigcup_{i=1}^i E_i} p_j &= x, \text{ and} \\
\sum_{j \in E_{i_0}, t \leq i_0} p_j &\leq d^{(i_0)} \text{ holds for each } i_0 \in \{1, \ldots, i\}.
\end{align*}

\textbf{Proof}. The proof is by induction on $i$. For $i = 1$, note that $S_1 = S(X_1) \setminus \{x : x > d^{(1)}\}$ at the end of step 5(1). Since $S(X_1)$ includes the total processing time of any subset of jobs in $J_1$, the first condition of the lemma holds. Since $\{x : x > d^{(1)}\}$ includes all integers violating the second condition of the lemma, the second condition holds.
Let $i > 1$, and assume the lemma holds for $i - 1$. Consider some $x \in S_i$ at the end of the second step of $5(i)$. Then by Definition 2.1, we have $x = x_1 + x_2$ for some $x_1 \in S_{i-1}$ and $x_2 \in S(X_i)$ due the first step of $5(i)$. By definition of $S(X_i)$, there is some $E_i \subseteq J_i$ with total processing time $x_2$. By our inductive hypothesis there is $E_1 \subseteq J_1, \ldots, E_{i-1} \subseteq J_{i-1}$ such that $\sum_{j \in E_i} E_i p_j = x_1$, and $\sum_{j \in E_i, \ell \leq \ell_0} p_j \leq d(i)$ holds for each $i_0 \in \{1, \ldots, i - 1\}$. Furthermore, by the second step of $5(i)$, we know that $\sum_{j \in E_i, \ell \leq \ell_0} p_j = x \leq d(i)$. Thus, $E_1, \ldots, E_i$ satisfy both conditions of the lemma.

Let us next analyze the time complexity of the SumsetScheduler algorithm. Steps 1 and 2 can be both performed in $O(n) = \tilde{O}(P)$ time. Next observe that step 3 can be done in total $\tilde{O}(P)$ time using Lemma 2.4, as $X_2, \ldots, X_{D_\#}$ is a partition of the set of all processing times of $J$, and these all sum up to $P$. Next, according to Lemma 2.2, each sumset operation at step 5 can be done in time proportional to the largest element in the two sets, which is always at most $P$. Thus, since we perform at most $D_\#$ sumset operations, the merging step requires $\tilde{O}(D_\# \cdot P)$ time, which gives us the total running time of the algorithm above.

Another way to analyze the running time of SumsetScheduler is to observe that the maximum element participating in the $i$th sumset is bounded by $d(i+1)$. It follows that we can write the running time of the merging step as $O(D_1)$, where $D = \sum_{i=1}^{D_\#} d(i)$. Thus, we have just shown that $1|\sum p_j u_j$ can be solved in $\tilde{O}(\min\{D_\# \cdot P, D + P\})$ time, completing the proof of Theorem 1.6.

## 4 Algorithm via Fast Skewed Convolutions

We next present our $\tilde{O}(P^{7/4})$ time algorithm for $1|\sum p_j u_j$, providing a proof of Theorem 1.5. As in the previous section, let us let $d(1) < \cdots < d(D_\#)$ denote the $D_\# \leq n$ different due dates of the input jobs $J$, and $J_i = \{j : d_j = d(i)\}$ and $X_i = \{p_j : j \in J_i\}$ as in Section 3 for each $i \in \{1, \ldots, D_\#\}$.

For a consecutive subset of indices $I = \{i_0, i_0 + 1, \ldots, i_1\}$, with $i_0, \ldots, i_1 \in \{1, \ldots, D_\#\}$, we define a vector $M(I)$, where $M(I)[x]$ equals the latest (that is, maximum) time point $x_0$ for which there is a subset of the jobs in $\bigcup_{i \in I} J_i$ with total processing time equal to $x$ that can all be scheduled early in an EDD schedule starting at $x_0$. If no such subset of jobs exists, we define $M(I)[x] = +\infty$.

For a singleton set $I = \{i\}$, the vector $M(I)$ is easy to compute once we have computed the set $S(X_i)$:

$$M(\{i\})[x] = \begin{cases} d(i) - x & \text{if } x \in S(X_i) \text{ and } x \leq d(i), \\ +\infty & \text{otherwise.} \\ \end{cases} \quad (1)$$

For larger sets of indices, we have the following lemma.

> **Lemma 4.1.** Let $I_1 = \{i_0, i_0 + 1, \ldots, i_1\}$ and $I_2 = \{i_1 + 1, i_1 + 2, \ldots, i_2\}$ be any two sets of consecutive indices with $i_0, \ldots, i_1, i_2 \in \{1, \ldots, D_\#\}$. Then for any value $x$ we have:

$$M(I_1 \cup I_2)[x] = \max_{x_1 + x_2 = x} \min\{M(I_1)[x_1], M(I_2)[x_2] - x_1\}.$$ 

**Proof.** Let $I = I_1 \cup I_2$. Then $M(I)[x]$ is the latest time point after which a subset of jobs $J^* \subseteq \bigcup_{i \in I} J_i$ of total processing time $x$ can be scheduled early in an EDD schedule. Let $x_1$ and $x_2$ be the total processing times of jobs in $J^*_1 = J^* \cap (\bigcup_{i \in I_1} J_i)$ and $J^*_2 = J^* \cap (\bigcup_{i \in I_2} J_i)$, respectively. Then $x = x_1 + x_2$. Clearly, $M(I)[x] \leq M(I_1)[x_1]$, since we have to start scheduling the jobs in $J^*_1$ at time $M(I_1)[x_1]$ by latest. Similarly, it holds that
M(I)[x] \leq M(I_2)[x_2] - x_1 \text{ since the jobs in } J^*_1 \text{ are scheduled at latest at } M(I_2)[x_2] \text{ and the jobs in } J^*_2 \text{ have to be processed before that time point in an EDD schedule. In combination, we have shown that LHS \leq RHS in the equation of the lemma.}

To prove that LHS \geq RHS, we construct a feasible schedule for jobs in \( \bigcup_{i \in I} J_i \) starting at RHS. Let \( x_1 \) and \( x_2 \) be the two values with \( x_1 + x_2 = x \) that maximize RHS. Then there is a schedule which schedules some jobs \( J^*_1 \subseteq \bigcup_{i \in I} J_i \) of total processing time \( x_1 \) beginning at time \min\{M(I_1)[x_1], M(I_2)[x_2] - x_1\} \leq M(I_1)[x_1], \) followed by another subset of jobs \( J^*_2 \subseteq \bigcup_{i \in I} J_i \) of total processing time \( x_2 \) starting at time \min\{M(I_1)[x_1], M(I_2)[x_2] - x_1\} + x_1 \leq M(I_2)[x_2]. \) This is a feasible schedule starting at time RHS for a subset of jobs in \( \bigcup_{i \in I} J_i \) which has total processing time \( x \).

Note that the equation given in Lemma 4.1 is close but not precisely the equation defined in Definition 2.5 for the \((\min, \max)\)-Skewed-Convolution problem. Nevertheless, the next lemma shows that we can easily translate between these two concepts.

\[ \text{Lemma 4.2. Let } A \text{ and } B \text{ be two integer vectors of } P \text{ entries each. Given an algorithm for computing the } (\max, \min)\text{-Skewed-Convolution of } A \text{ and } B \text{ in } T(P) \text{ time, we can compute in } T(P) + O(P) \text{ time the vector } C = A \otimes B \text{ defined by} \]

\[ C[x] = \max_{x_1 + x_2 = x} \min\{A[x_1], B[x_2] - x_1\}. \]

**Proof.** Given \( A \) and \( B \), construct two auxiliary vectors \( A_0 \) and \( B_0 \) defined by \( A_0[x] = B[x] + x \) and \( B_0[x] = A[x] \) for each entry \( x \). Compute the \((\max, \min)\)-Skewed-Convolution of \( A_0 \) and \( B_0 \), and let \( C_0 \) denote the resulting vector. We claim that the vector \( C \) defined by \( C[x] = C_0[x] - x \) equals \( A \otimes B \). Indeed, we have

\[ C_0[x] - x = \max_{x_1 + x_2 = x} \min\{A_0[x_1], B_0[x_2] + x\} - x \]
\[ = \max_{x_1 + x_2 = x} \min\{A_0[x_1] - x, B_0[x_2]\} \]
\[ = \max_{x_1 + x_2 = x} \min\{B[x_1] + x_1 - x, A[x_2]\} \]
\[ = \max_{x_1 + x_2 = x} \min\{B[x_1] - x_2, A[x_2]\} \]
\[ = \max_{x_1 + x_2 = x} \min\{A[x_1], B[x_2] - x_1\}, \]

where in the third step we expanded the definition of \( A_0 \) and \( B_0 \) and in the last step we used the symmetry of \( x_1 \) and \( x_2 \).

We are now in position to describe our algorithm called ConvScheduler which is depicted in Algorithm 2. The algorithm first computes the subset sums \( S(X_1), \ldots, S(X_{D_a}) \), and the set of vectors \( \mathcal{M} = \{M_1, \ldots, M_{D_a}\} \). Following this, it iteratively combines every two consecutive vectors in \( \mathcal{M} \) by using the \( \otimes \) operation. The algorithm terminates when \( \mathcal{M} = \{M_1\} \), where at this stage \( M_1 \) corresponds to the entire set of input jobs \( J \). It then returns \( P - x \), where \( x \) is the maximum value with \( M_1[x] < \infty \); by definition, this corresponds to a schedule for \( J \) with \( P - x \) total processing time of tardy jobs. For convenience of presentation, we assume that \( D = 2 \).

Correctness of this algorithm follows directly from Lemma 4.1. To analyze its time complexity, observe that steps 1–4 can be done in \( O(P) \) time (using Lemma 2.4). Step 5 is performed \( O(\log D_a) = O(\log P) \) times, and each step requires a total of \( O(P^{7/4}) \) time according to Theorem 2.6, as the total sizes of all vectors at each step is \( O(P) \). Finally, step 6 requires \( O(P) \) time. Summing up, this gives us a total running time of \( O(P^{7/4}) \), and completes the proof of Theorem 1.5 (apart from the proof of Theorem 2.6).
As mentioned before, if \( \ell \) is a \( \ell \) is a good approximation of vectors \( \mathbf{C} \) and \( \mathbf{B} \), we can apply Lemma 5.1 above to obtain \( \mathbf{C} \). We next define a particular kind of additive approximation of vectors \( \mathbf{C} \). We say that a vector \( \mathbf{D} \) is a good approximation of \( \mathbf{C} \) if \( \mathbf{C} \) - \( \mathbf{D} \) is \( O(\sqrt{n}) \) and \( \mathbf{D} = [\mathbf{B} \times 2^\ell] \), where rounding is done component-wise. We will compute vectors \( \mathbf{C} = (\mathbf{C}[k])_{k=0}^{2n} \) defined by:

\[
\mathbf{C}[k] = \max_{i+j=k} \min \{ \mathbf{A}^i[i], \mathbf{B}^j[j] + \lfloor k/2^\ell \rfloor \}.
\]

Observe that a solution for \( \ell = 0 \) yields a solution to the original (max, min)-Skewed-Convolution problem, and for \( \ell \geq \log 2n \) the problem degenerates to (max, min)-Convolution. We next define a particular kind of additive approximation of vectors \( \mathbf{C} \). We say that a vector \( \mathbf{D} \) is a good approximation of \( \mathbf{C} \) if \( \mathbf{C} - \mathbf{D} \leq \mathbf{C}[k] \) for each \( k \in \{0, \ldots, 2n\} \). Now, the main technical part of our algorithm is encapsulated in the following lemma.

**Lemma 5.1.** There is an algorithm that computes \( \mathbf{C} \) in \( O(n^{7/4}) \) time, given \( \mathbf{A}, \mathbf{B} \), and a good approximation \( \mathbf{D} \) of \( \mathbf{C} \).

We postpone the proof of Lemma 5.1 for now, and instead show that it directly yields our desired algorithm for (max, min)-Skewed-Convolution:

**Proof of Theorem 2.6.** In order to compute \( \mathbf{C} = \mathbf{C}^\ell \), we perform an (inverse) induction on \( \ell \). As mentioned before, if \( \ell \geq \log 2n \), then we can neglect the \( + \lfloor k/2^\ell \rfloor \) term and compute \( \mathbf{C} \) in \( O(n^{7/4}) = O(n^{7/4}) \) time using a single (max, min)-Convolution computation [8].

For the inductive step, let \( \ell < \log 2n \) and assume that we have already computed \( \mathbf{C}^{\ell+1} \). We construct the vector \( \mathbf{D} = 2\mathbf{C}^{\ell+1} \), and argue that it is a good approximation of \( \mathbf{C} \). Indeed, for each entry \( k \), on the one hand, we have:

\[
\mathbf{D}[k] = 2\mathbf{C}[k] = 2 \cdot \max_{i+j=k} \min \{ \mathbf{A}^i[i], \mathbf{B}^j[j] + \lfloor k/2^\ell \rfloor \}
\leq \max_{i+j=k} \min \{ \mathbf{A}^i[i], \mathbf{B}^j[j] + \lfloor k/2^\ell \rfloor \} = \mathbf{C}[k].
\]

and on the other hand, we have:

\[
\mathbf{D}[k] = 2\mathbf{C}[k] = 2 \cdot \max_{i+j=k} \min \{ \mathbf{A}^i[i], \mathbf{B}^j[j] + \lfloor k/2^\ell \rfloor \}
\geq \max_{i+j=k} \min \{ \mathbf{A}^i[i] - 1, \mathbf{B}^j[j] + \lfloor k/2^\ell \rfloor - 2 \} \geq \mathbf{C}[k] - 2.
\]

Thus, using \( \mathbf{D} \) we can apply Lemma 5.1 above to obtain \( \mathbf{C} \) in \( O(n^{7/4}) \) time. Since there are \( O(\log n) \) inductive steps overall, this is also the overall time complexity of the algorithm.
It remains to prove Lemma 5.1. Recall that we are given \(A^t, B^t,\) and \(D^t,\) and our goal is to compute the vector \(C^t\) in \(O(n^{3/4})\) time. We construct two vectors \(L^t\) and \(R^t\) with \(2n\) entries each, defined by

\[
L^t[k] = \max \left\{ A^t[i_0] : \begin{array}{c} A^t[i_0] \leq B^t[k-i_0] + \lfloor k/2^t \rfloor \text{ and } D^t[k] \leq A^t[i_0] \leq D^t[k] + 2 \end{array} \right\},
\]

and

\[
R^t[k] = \max \left\{ B^t[j_0] + \lfloor k/2^t \rfloor : \begin{array}{c} B^t[j_0] + \lfloor k/2^t \rfloor \leq A^t[k-j_0] \text{ and } D^t[k] \leq B^t[j_0] + \lfloor k/2^t \rfloor \leq D^t[k] + 2 \end{array} \right\}
\]

for \(k \in \{0, \ldots, 2n\}.\) That is, \(L^t[k]\) and \(R^t[k]\) respectively capture the largest value attained as the left-hand side or right-hand side of the inner min-operation in \(C^t[k],\) as long as that value lies in the feasible region approximated by \(D^t[k].\) Since \(D^t\) is a good approximation, the following lemma is immediate from the definitions:

\[\textbf{Lemma 5.2.} \quad C^t[k] = \max\{L^t[k], R^t[k]\} \quad \text{for each} \quad k \in \{0, \ldots, 2n\}.\]

According to Lemma 5.2, it suffices to compute \(L^t\) and \(R^t.\) We focus on computing \(L^t\) as the algorithm for computing \(R^t\) follows after applying minor modifications.

Let \(0 < \delta < 1\) be a fixed constant to be determined later. We say that an index \(k \in \{0, \ldots, n\}\) is \(\text{light}\) if

\[
|\{i : D^t[i] \leq A^t[i] \leq D^t[i] + 2\}| \leq n^\delta.
\]

Informally, \(k\) is light if the number of candidate entries \(A^t[i]\) which can equal \(C^t[k]\) is relatively small (recall that \(D^t[k] \leq C^t[k] \leq D^t[k] + 2,\) as \(D^t\) is a good approximation of \(C^t\)). If \(k\) is not light then we say that it is \(\text{heavy}\).

Our algorithm for computing \(L^t\) proceeds in three main steps: In the first step it handles all light indices, in the second step it sparsifies the input vector, and in the third step it handles all heavy indices:

- **Light indices:** We begin by iterating over all light indices \(k \in \{0, \ldots, 2n\}.\) For each light index \(k,\) we iterate over all entries \(A^t[i]\) satisfying \(D^t[k] \leq A^t[i] \leq D^t[k] + 2,\) and set \(L^t[k]\) to be the maximum \(A^t[i]\) among those entries with \(A^t[i] \leq B^t[k-i] + \lfloor k/2^t \rfloor.\) Note that after this step, we have

\[
L^t[k] = \max\{A^t[i_0] : A^t[i_0] \leq B^t[k-i_0] + \lfloor k/2^t \rfloor \text{ and } D^t[k] \leq A^t[i_0] \leq D^t[k] + 2\}
\]

for each light index \(k.\)

- **Sparsification step:** After dealing with the light indices, several entries of \(A^t\) become redundant. Consider an entry \(A^t[i]\) for which \(|\{i_0 : A^t[i] - 2 \leq A^t[i_0] \leq A^t[i] + 2\}| \leq n^\delta.\) Then all indices \(k\) for which \(L^t[k]\) might equal \(A^t[i]\) must be light, and are therefore already dealt with in the previous step. Consequently, it is safe to replace \(A^t[i]\) by \(-\infty\) so that \(A^t[i]\) no longer plays a role in the remaining computation.

- **Heavy indices:** After the sparsification step \(A^t\) contains few distinct values. Thus, our approach is to fix any such value \(v\) and detect whether \(L^t[k] \geq v.\) To that end, we translate the problem into an instance of \((\max, \min)\)-Convolution: Let \((A^t[i])_{i=0}^n\) be an indicator-like vector defined by \(A^t[i] = +\infty\) if \(A^t[i] = v,\) and otherwise \(A^t[i] = -\infty.\) We next compute the vector \(L^t\) defined by \(L^t[k] = \lfloor k/2^t \rfloor + \max_{i+j=k} \min\{A^t[i], B^t[j]\}\) using a single computation of \((\max, \min)\)-Convolution.
We choose
\[ L^f[k] = \max\{v : L^f_0[k] \geq v \text{ and } D^f[k] \leq v \leq D^f[k] + 2\} \]
for any heavy index \( k \) and claim that \( L^f[k] \) equals \( \max\{A^f[i_0] : A^f[i_0] \leq B^f[k - i_0] + [k/2^f]\}\). On the one hand, if \( L^f_0[k] \geq v \) then there are indices \( i \) and \( j \) with \( i + j = k \) for which \( A^f[i] = v \) and \( B^f[j] + [k/2^f] \geq A^f[i] = v \). Thus, the computed value \( L^f[k] \) is not greater than
\[ L^f[k] \leq \max\{A^f[i_0] : A^f[i_0] \leq B^f[k - i_0] + [k/2^f]\} \text{ and } D^f[k] \leq A^f[i_0] \leq D^f[k] + 2\} \]
On the other hand, for all values \( v \) where \( A^f[i] = v \) for some \( i \in \{0, \ldots, n\} \), we have if \( v = A^f[i] \leq B^f[k - i] + [k/2^f] \) then \( A^f[i] = -\infty \), which in turn implies that \( A^f[i] \geq B^f[k - i] + [k/2^f] \geq A^f[i] = v \). Thus, our selection of \( L^f[k] \) is also at least as large as
\[ L^f[k] \geq \max\{A^f[i_0] : A^f[i_0] \leq B^f[k - i_0] + [k/2^f]\} \text{ and } D^f[k] \leq A^f[i_0] \leq D^f[k] + 2\}, \]
and hence, these two values must be equal.

This completes the description of our algorithm. As we argued its correctness above, what remains is to analyze its time complexity. Note that we can determine in \( O(\log n) \) time whether an index \( k \) is light or heavy, by first sorting the values in \( A^f \). For each light index \( k \), determining \( L^f[k] \) can be done in \( O(n^{\delta}) \) time (on the sorted \( A^f \)), giving us a total of \( O(n^{1 + \delta}) \) time for the first step. For the second step, we can determine whether a given entry \( A^f[i] \) can be replaced with \( -\infty \) in \( O(\log n) \) time, giving us a total of \( O(n) \) time for this step.

Consider then the final step of the algorithm. Observe that after exhausting the sparsification step, \( A^f \) contains at most \( O(n^{1 - \delta}) \) many distinct values: For any surviving value \( v \), there is another (perhaps different) value \( v' \) of difference at most 2 from \( v \) that occurs at least \( n^{\delta} \) times in \( A^f \), and so there can only be at most \( O(n^{1 - \delta}) \) such distinct values. Thus, the running time of this step is dominated by the running time of \( O(n^{1 - \delta}) \) \((\max, \min)-\)Convolution computations, each requiring \( O(n^{3/2}) \) time using the algorithm of [8], giving us a total of \( O(n^{5/2 - \delta}) \) time for this step.

Thus, the running time of our algorithm is dominated by the \( O(n^{1 + \delta}) \) running time of its first step, and the \( O(n^{5/2 - \delta}) \) running time of its last step. Choosing \( \delta = 3/4 \) gives us \( O(n^{7/4}) \) time for both steps, which is the time promised by Lemma 5.1. Thus, Lemma 5.1 holds.

6 Discussion and Open Problems

In this paper we presented two algorithms for the \( 1 || \sum p_j U_j \) problem; the first running in \( \tilde{O}(P^{7/4}) \) time, and the second running in \( \tilde{O}(\min\{P \cdot D_\#, P + D\}) \) time. Both algorithms provide the first improvements over the classical Lawler and Moore algorithm in 50 years, and use more sophisticated tools such as polynomial multiplication and fast convolutions. Moreover, both algorithms are very easy to implement given a standard ready made FFT implementation for fast polynomial multiplication. Nevertheless, there are still a few ways which our results can be improved or extended:

- **Multiple machines**: A natural extension of the \( 1 || \sum p_j U_j \) problem is to the setting of multiple parallel machines, the \( P m || \sum p_j U_j \). Lawler and Moore’s algorithm can be used to solve \( P m \sum p_j U_j \) in \( O(P^{m \cdot n}) \) time, where \( m \) is the number of machines. A priori, there is no reason to believe that this cannot be improved to \( \tilde{O}(P^m) \), or even better. It is not hard to extend the algorithm in Theorem 1.6 to an algorithm with running
time \( \tilde{O}(P^m \cdot D^m) \) for the \( m \) parallel machine setting, by using \( m \)-variate polynomials for implementing sumsets in Lemma 2.2. However, a similar extension for the algorithm in Theorem 1.5 is far less direct.

Even faster skewed convolutions: We have no indication that our algorithm for \((\max, \min)\)-Skewed-Convolution is the fastest possible. It would interesting to see whether one can improve its time complexity, say to \( \tilde{O}(P^{3/2}) \). Naturally, any such improvement would directly improve Theorem 1.5.

Conversely, one could try to obtain some sort of lower bound for the problem, possibly in the same vein as Theorem 1.2. Improving the time complexity beyond \( \tilde{O}(P^{3/2}) \) seems difficult as this would directly imply an improvement to the \((\max, \min)\)-Convolution problem. Indeed, let \( A, B \) be a given \((\max, \min)\)-Convolution instance and construct vectors \( A_0, B_0 \) with \( A_0[i] = N \cdot A[i] \) and \( B_0[j] = N \cdot B[j] \) for \( N = 2^n + 1 \). If \( C_0 \) is the \((\max, \min)\)-Skewed-Convolution of \( A_0 \) and \( B_0 \) (that is, \( C_0[k] = \max_{i+j=k} \min\{A_0[i], B_0[j] + k\} \)), then the vector \( C \) with \( C[k] = \lfloor C_0[k]/N \rfloor \) is the \((\max, \min)\)-Convolution of \( A \) and \( B \).

Other scheduling problems: Finally, it will be interesting to see other scheduling problems where the techniques used in this paper can be applied. A good first place to start might be to look at other problems which directly generalize Subset Sum.
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1 Introduction

In this paper we investigate the well-studied topic of curve similarity in the context of the burgeoning area of geometric computing under uncertainty. While classical algorithms in computational geometry typically assume the input point locations are known exactly, in recent years there has been a concentrated effort to adapt these algorithms to uncertain inputs, which can more faithfully model real-world inputs. The need to model such uncertain inputs is perhaps no more clear than for the location data of a moving object obtained from physical devices, which is inherently imprecise due to issues such as measurement error, sampling error, and network latency [42, 43]. Moreover, to ensure location privacy, one may purposely add uncertainty to the data by adding noise or reporting positions as geometric regions rather than points. (See the survey by Krumm [35] and the references therein.)

Here we consider both the continuous and discrete Fréchet distance for uncertain curves. Given the applications above, our uncertain input is given as a sequence of compact regions, from which a polygonal curve is realised by selecting one point from each region. Our goal is to find, for a given pair of uncertain curves, the upper bound, lower bound, and expected Fréchet distance, where the upper (resp. lower) bound Fréchet distance is the maximum (resp. minimum) distance over any realisation. For the expected Fréchet distance we assume a probability distribution is provided that describes how each vertex on a curve is chosen from the compact region. Previously, Ahn et al. [5] considered the lower bound problem for the discrete Fréchet distance, giving a polynomial-time algorithm for points in constant dimension. The authors also gave efficient approximation algorithms for the discrete upper bound Fréchet distance for uncertain inputs, where the approximation factor depends on the spread of the region diameters or how well-separated they are. Subsequently, Fan and Zhu showed that the discrete upper bound Fréchet distance is NP-hard for uncertain inputs modelled as thin rectangles [25]. To our knowledge, we are the first to consider either variant for the continuous Fréchet case, and the first to consider the expected Fréchet distance.

1.1 Previous Work

Geometric computing under uncertainty. The two most common models of geometric uncertainty are the locational model [36] and the existential model [46, 48]. In the existential model the location of an uncertain point is known, but the point may not be present; in the locational model we know that each uncertain point exists, but not its exact location.

In this paper we consider the locational model. Each uncertain point is a set of potential locations. We call an uncertain point indecisive if the set of potential locations is finite, or imprecise if the set is not finite but is a convex region. A realisation of a set of uncertain points is a selection of one point from each uncertain point. The goal is typically to compute the realisation of a set of uncertain points that minimises or maximises some quantity (e.g. area, distance, perimeter) of some underlying geometric structure (e.g. convex hull, MST) [1, 7, 14, 17, 21, 23, 28, 34, 37, 38, 39, 45, 47]. By assigning a probability distribution to uncertain points, one can also consider the expectation or distribution of various measures [2, 4, 32, 41].

Fréchet distance. Computing the Fréchet distance between two precise curves can be done in near-quadratic time [3, 6, 12], and assuming the Strong Exponential Time Hypothesis (SETH) it cannot be computed or even approximated well in strongly subquadratic time [9, 15]. However, for several restricted versions the Fréchet distance can be calculated more quickly, for example for c-packed curves [20], when the edges are long [29], or when the alignment of
Table 1: Hardness results for the decision problems in this paper. Ahn et al. [5] solve the lower bound problem for disks, but their algorithm extends to the indecisive curves as well as line segment imprecision.

<table>
<thead>
<tr>
<th></th>
<th>indecisive</th>
<th>imprecise</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>discrete Fréchet distance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UB</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>Exp</td>
<td>#P-hard</td>
<td>—</td>
</tr>
<tr>
<td><strong>Fréchet distance</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LB</td>
<td>Polynomial</td>
<td>—</td>
</tr>
<tr>
<td>UB</td>
<td>NP-complete</td>
<td>NP-complete</td>
</tr>
<tr>
<td>Exp</td>
<td>#P-hard</td>
<td>—</td>
</tr>
</tbody>
</table>

Curves. Denote \([n] \equiv \{1, 2, \ldots, n\}\). Consider a sequence of \(d\)-dimensional points \(\pi = \langle p_1, p_2, \ldots, p_n \rangle\). A polygonal curve \(\pi\) is defined by these points by linearly interpolating between the successive points and can be seen as a continuous function: \(\pi(i + \alpha) = (1 - \alpha)p_i + \alpha p_{i+1}\) for \(i \in [n - 1]\) and \(\alpha \in [0, 1]\). The length of such a curve is the number of curves is restricted [11, 40]. Many variants of the problem have been considered: Fréchet distance with shortcuts [16, 19], weak Fréchet distance [6], discrete Fréchet distance [3, 22], Fréchet gap distance [24], Fréchet distance under translations [10, 26], and more.

1.2 Our Contributions

In this paper we present an extensive study of the Fréchet distance for uncertain curves. We provide a wide range of hardness results and present several approximations and polynomial-time solutions to restricted versions. We are the first to consider the continuous Fréchet distance in the uncertain setting, as well as the first to consider the expected Fréchet distance.

On the negative side, we present a plethora of hardness results (Table 1; details follow in Section 2). The hardness of the lower bound case is curious: while the variants discrete Fréchet distance on imprecise inputs [5] and, as we prove, continuous Fréchet distance on indecisive inputs both permit a simple dynamic programming solution, the variant continuous Fréchet distance on imprecise input has just enough (literal) wiggle room to show NP-hardness by reduction from \textsc{SubsetSum}.

We complement the lower bound hardness result by two approximation algorithms (Section 3). The first is a \textsc{FPTAS} for general uncertain curves in constant dimension when the ratio between the diameter of the uncertain points and the lower bound Fréchet distance is polynomially bounded. The second is a 3-approximation for separated imprecise curves, but uses a simpler greedy approach that runs in near-linear time.

The NP-hardness of the upper bound by a reduction from \textsc{CNF-SAT} is less surprising, but requires a careful set-up and analysis of the geometry to then extend it to a reduction from \#\textsc{CNF-SAT} to the expected (discrete or continuous) Fréchet distance. However, by adding the common constraint that the alignment between the curves needs to stay within a Sakoe–Chiba [44] band of constant width (see Section 4 for definition and results), we can solve these problems in polynomial time for indecisive curves. Sakoe–Chiba bands are frequently used for time-series data [8, 33, 44] and trajectories [11, 18], when the alignment should (or is expected to) not vary too much from a certain “natural” alignment.

1.3 Preliminaries
We denote a valid coupling as a sequence \( c = \langle (p_1, q_1), \ldots, (p_r, q_r) \rangle \) of pairs from \([n] \times [m]\) where \( (p_1, q_1) = (1, 1) \), \((p_r, q_r) = (n, m)\), and, for any \( i \in [r - 1] \) we have \((p_{i+1}, q_{i+1}) \in \{(p_i + 1, q_i), (p_i, q_i + 1), (p_i + 1, q_i + 1)\} \). Let \( \mathcal{C} \) be the set of all valid couplings on curves of lengths \( n \) and \( m \), then
\[
\left\| \pi(p_s) - \sigma(q_s) \right\| 
\]
where \( c_s = (p_s, q_s) \) for all \( s \in [|c|] \). Both distances, as well as a common approach to computing Fréchet distance, are illustrated in Figure 1.
Uncertainty model. An uncertain point is commonly represented as a compact region \( U \subset \mathbb{R}^d \). Usually, it is a finite set of points, a disk, a rectangle, or a line segment. The intuition is that only one point from this region represents the true location of the point; however, we do not know which one. A realisation \( p \) of such a point is one of the points from the region \( U \). When needed we assume the realisations are drawn from \( U \) according to a known probability distribution \( P \). We denote the diameter of any compact set (e.g. an uncertain point) \( U \subset \mathbb{R}^d \) by \( \text{diam}(U) = \max_{p,q \in U} \| p - q \| \). An indecisive point is a special case of an uncertain point: it is a set of points \( U = \{ p_1, \ldots, p_k \} \), where each point \( p_i \in \mathbb{R}^d \) for \( i \in [k] \). Similarly, an imprecise point is a compact convex region \( U \subset \mathbb{R}^d \). We will often use disks or line segments as such regions. Note that a precise point is a special case of an indecisive point (set of size one) and an imprecise point (disk of radius zero).

Uncertain curves and distances. Define an uncertain curve as a sequence of uncertain points \( U = \langle U_1, \ldots, U_n \rangle \). A realisation \( \pi \in U \) of an uncertain curve is a polygonal curve \( \pi = \langle p_1, \ldots, p_n \rangle \), where each \( p_i \) is a realisation of the corresponding uncertain point \( U_i \). We denote the set of all realisations of an uncertain curve \( U \) by \( \text{Real}(U) \) (see Figure 2). In a probabilistic setting, we write \( \pi \in_P U \) to denote that each point of \( \pi \) gets drawn from the corresponding uncertainty region independently according to distribution \( P \).

For uncertain curves \( U \) and \( V \), define the upper bound, lower bound, and expected discrete Fréchet distance (and extend to continuous Fréchet distance \( d^\text{max}_F \), \( d^\text{min}_F \), \( d^E_F \) using \( d_F \)) as:

\[
\begin{align*}
  d^\text{max}_F(U, V) &= \max_{\pi \in U, \sigma \in V} d_F(\pi, \sigma), \\
  d^\text{min}_F(U, V) &= \min_{\pi \in U, \sigma \in V} d_F(\pi, \sigma), \\
  d^E_F(U, V) &= \mathbb{E}_{\pi \in U, \sigma \in V}[d_F(\pi, \sigma)].
\end{align*}
\]

If the distribution is clear from the context, we write \( d^E_F \) and \( d^E_{dF} \). The definitions above also apply if one of the curves is precise, as a precise curve is a special case of an uncertain curve.

2 Hardness Results

In this section, we first discuss the hardness results for the upper bound and expected value of the continuous and discrete Fréchet distance for indecisive and imprecise curves. We then show hardness of finding the lower bound continuous Fréchet distance on imprecise curves.
2.1 Upper Bound and Expected Fréchet Distance

We present proofs of NP-hardness and \#P-hardness for the upper bound and expected Fréchet distance for both indecisive and imprecise curves by showing polynomial-time reductions from CNF-SAT and \#CNF-SAT (counting version). We consider the upper bound problem for indecisive curves and then illustrate how the construction can be used to show \#P-hardness for the expected Fréchet distance (both discrete and continuous). We then illustrate how the construction can be adapted to show hardness for imprecise curves. All our constructions are in two dimensions. The missing proofs can be found in the full version [13].

2.1.1 Upper Bound Fréchet Distance on Indecisive Curves

Define the following problem and its continuous counterpart, using $d_{\max}^{F}$ instead:

**Problem 1. Upper Bound Discrete Fréchet:** Given two uncertain curves $U$ and $V$ and a threshold $\delta \in \mathbb{R}^+$, decide if $d_{\max}^{F}(U, V) > \delta$.

Suppose we are given a CNF-SAT formula $C$ with $n$ clauses, $C_1$ to $C_n$, on $m$ boolean variables, $x_1$ to $x_m$. We pick some value $0.12 \leq \varepsilon < 0.25$.\(^1\) Construct a variable curve, where each variable corresponds to an indecisive point with locations $(0, 0.5 + \varepsilon)$ and $(0, -0.5 - \varepsilon)$; the locations are interpreted as assigning the variable True and False. Any realisation of the curve corresponds to a variable assignment. Each indecisive point is followed by a precise point that is far away, to force synchronisation with the other curve:

$$VG_j = \{(0, 0.5 + \varepsilon), (0, -0.5 - \varepsilon)\} \parallel (2, 0).$$

Consider a specific clause $C_i$ of the formula. We define an assignment gadget $AG_{i,j}$ for each variable $x_j$ and clause $C_i$ depending on how the variable occurs in the clause.

$$AG_{i,j} = \begin{cases} (0, -0.5) \parallel (1, 0) & \text{if } x_j \text{ is a literal of } C_i, \\ (0, 0.5) \parallel (1, 0) & \text{if } \neg x_j \text{ is a literal of } C_i, \\ (0, 0) \parallel (1, 0) & \text{otherwise.} \end{cases}$$

Note that if assignment $x_j = \text{TRUE}$ makes a clause $C_i$ true, then the first precise point of the corresponding assignment gadget appears at distance $1 + \varepsilon$ from the realisation corresponding to setting $x_j = \text{TRUE}$ of the indecisive point in $VG_j$. We can repeat the construction, yielding a variable clause gadget and an assignment clause gadget:

$$VCG = (-2, 0) \parallel \bigoplus_{j \in [m]} VG_j, \quad ACG_i = (-1, 0) \parallel \bigoplus_{j \in [m]} AG_{i,j}.$$

Consider the Fréchet distance between the two gadgets. Observe that matching a synchronisation point from one gadget with a non-synchronisation point in the other yields a distance more than $1 + \varepsilon$, whereas matching synchronisation points pairwise and non-synchronisation points pairwise will yield the distance at most $1 + \varepsilon$. So we only consider one-to-one couplings, i.e. we match point $i$ on one curve to point $i$ on the other curve, for all $i$.

Now, if a realisation corresponds to a satisfying assignment, then for some $x_j$ we have picked the realisation that is opposite from the coupled point on the clause curve, yielding the bottleneck distance of $1 + \varepsilon$. If the realisation corresponds to a non-satisfying assignment, then the synchronisation points establish the bottleneck, yielding the distance 1. So, we can clearly distinguish between a satisfying and a non-satisfying assignment for a clause.

\(^1\) This range is determined by the relative distances in the construction.
Next, we define the variable curve and the clause curve as follows:

\[
VC = (0, 0) \parallel VCG \parallel (0, 0), \quad CC = \bigg\|_{i \in [n]} ACG_i. 
\]

Observe that the synchronisation points at \((-2, 0)\) and \((-1, 0)\) ensure that for any optimal coupling we match up \(VCG\) with some \(ACG_i\) as described before. Also note that all the points on \(CC\) are within distance 1 from \((0, 0)\). Therefore, we can always pick any one of \(n\) clauses to align with \(VCG\), and couple the remaining points to \((0, 0)\); the bottleneck distance will then be determined by the distance between \(VCG\) and the chosen \(ACG_i\).

Now consider a specific realisation of \(VCG\). If the corresponding assignment does not satisfy \(C\), then we can synchronise \(VCG\) with a clause that is false to obtain a distance of 1. If the assignment corresponding to the realisation satisfies all clauses, we must synchronise \(VCG\) with a satisfied clause, which yields a distance of \(1 + \varepsilon\). The construction is shown in Figures 3 and 4.

We can use similar reasoning to arrive at the same conclusion if we compute the Fréchet distance instead. The necessary adaptations are presented in the full version [13].

\[ \blacktriangleright \textbf{Theorem 2.} \text{The problems } \text{Upper Bound Discrete Fréchet and Upper Bound Continuous Fréchet} \text{ for indecisive curves are NP-hard.} \]

### 2.1.2 Expected Fréchet Distance on Indecisive Curves

We show that finding expected discrete Fréchet distance is \#P-hard by providing a polynomial-time reduction from \#CNF-SAT, i.e. the problem of finding the number of satisfying assignments to a CNF-SAT formula. Missing details can be found in the full version [13]. Define the following problem and its continuous counterpart:

\[ \blacktriangleright \textbf{Problem 3.} \text{Expected Discrete Fréchet: Find } d_{\text{EP}}(U, V) \text{ for uncertain curves } U, V. \]

The main idea is to derive an expression for the number of satisfying assignments in terms of \(d_{\text{EP}}(VC, CC)\). This works, since there is a one-to-one correspondence between boolean variable assignment and a choice of realisation of \(VC\), so counting the number of satisfying assignments corresponds to finding the proportion of realisations yielding large Fréchet distance. We can establish the result for Expected Continuous Fréchet similarly.

\[ \blacktriangleright \textbf{Theorem 4.} \text{The problems Expected Discrete Fréchet and Expected Continuous Fréchet for indecisive curves are \#P-hard.} \]

### 2.1.3 Imprecise Curves

We have so far considered indecisive points; instead, we can look at imprecise points, namely, line segments or disks. We can show similar hardness results in that setting. We alter the construction – instead of the point \(\{(0, 0.5 + \varepsilon), (0, -0.5 - \varepsilon)\}\), we either have the disk centred at \((0, 0)\) with radius \(0.5 + \varepsilon\) or the line segment connecting \((0, -0.5 - \varepsilon)\) and \((0, 0.5 + \varepsilon)\).

Observe that the locations of the indecisive point are still on the disk or the line segment. We can show that the upper bound decision problem is NP-hard by showing that we can always consider only the extreme locations on the imprecise points that coincide with the locations of the indecisive points.

\[ \blacktriangleright \textbf{Theorem 5.} \text{The problems Upper Bound Discrete Fréchet and Upper Bound Continuous Fréchet for imprecise curves modelled as line segments or disks are NP-hard.} \]
**Figure 3** Illustration of gadgets used in the basic construction.

**Figure 4** Realisation of VC for assignment $x_1 = \text{True}$, $x_2 = \text{True}$, $x_3 = \text{False}$ and the CC for formula $C = (x_1 \lor x_3) \land (\neg x_1 \lor x_2 \lor \neg x_2) \land (x_1 \lor \neg x_2)$. Note that $C = \text{True}$ with the given variable assignment. Also note that we can choose any of $C_1$, $C_2$, $C_3$ to align with VC; we always get the bottleneck distance of $1 + \varepsilon$, as all three are satisfied, so here $d_{\text{FP}}(\text{VC}, \text{CC}) = 1 + \varepsilon$. 
We can also consider the value of expected Fréchet distance on imprecise points. We show the result only for points modelled as line segments; in principle, we believe that for disks a similar result holds, but the specifics of our reduction do not allow for clean computations.

We cannot immediately use our construction: we treat subsegments at the ends of the imprecision segments as True and False, but we have no interpretation for points in the centre part of a segment. So, we want to separate the realisations that pick any such invalid points. To that aim, we introduce extra gadgets to the clause curve that act as clauses, but catch these invalid realisations, so each of them yields the distance of 1. Now we have three distinct cases: realisation is satisfying, non-satisfying, or invalid. We can derive the expression connecting \( d_{\text{E}U} \) and the number of satisfying assignments.

\[ \text{Theorem 6. The problem } \text{EXPECTED DISCRETE } \text{Fréchet for imprecise curves modelled as line segments is } \#P\text{-hard}. \]

### 2.2 Lower Bound Fréchet Distance

In this section, we prove that computing the lower bound Fréchet distance is NP-hard. The missing proofs can be found in the full version [13]. Unlike the upper bound proofs, this reduction uses the NP-hard problem Subset-Sum. Consider the following problems.

\[ \text{Problem 7. } \text{LOWER } \text{BOUND } \text{CONTINUOUS } \text{Fréchet: Given a polygonal curve } \pi \text{ with } n \text{ vertices, an uncertain curve } U \text{ with } m \text{ vertices, and a threshold } \delta > 0, \text{ decide if } d_{\text{E}U}(\pi, U) \leq \delta. \]

\[ \text{Problem 8. } \text{Subset-Sum: Given a set } S = \{s_1, \ldots, s_n\} \text{ of } n \text{ positive integers and a target integer } \tau, \text{ decide if there exists an index set } I \text{ such that } \sum_{i \in I} s_i = \tau. \]

#### 2.2.1 An Intermediate Problem

We start by reducing Subset-Sum to a more geometric intermediate curve-based problem.

\[ \text{Definition 9. Let } \alpha > 0 \text{ be some value, and let } \sigma = \langle \sigma_1, \ldots, \sigma_{2n+1} \rangle \text{ be a polygonal curve. Call } \sigma \text{ an } \alpha\text{-regular curve if for all } 1 \leq i \leq 2n+1, \text{ the } x\text{-coordinate of } \sigma_i \text{ is } i \cdot \alpha. \text{ Let } Y = \{y_1, \ldots, y_n\} \text{ be a set of } n \text{ positive integers. Call } \sigma \text{ a } Y\text{-respecting curve if:} \]

1. For all \( 1 \leq i \leq n \), \( \sigma \) passes through the point \( ((2i + 1/2)\alpha, 0) \).
2. For all \( 1 \leq i \leq n \), \( \sigma \) either passes through the point \( ((2i - 1/2)\alpha, 0) \) or \( ((2i - 1/2)\alpha, -y_i) \).

Intuitively, the above definition requires \( \sigma \) to pass through \( ((2i + 1/2)\alpha, 0) \) as it reflects the \( y\text{-coordinate about the line } y = 0 \) (see Figure 5). Thus, if the curve also passes through \( ((2i - 1/2)\alpha, 0) \), the two reflections cancel each other. If it passes through \( ((2i - 1/2)\alpha, -y_i) \), the lemma below argues that \( y_i \) shows up in the final vertex height.

\[ \text{Lemma 10. Let } \sigma \text{ be a } Y\text{-respecting } \alpha\text{-regular curve, and let } I \text{ be the subset of indices } i \text{ such that } \sigma \text{ passes through } ((2i - 1/2)\alpha, -y_i). \text{ If } \sigma_1 = (\alpha, 0), \text{ then } \sigma_{2n+1} = ((2n + 1)\alpha, 2\sum_{i \in I} y_i). \]

The following is needed in the next section, and follows from the proof of the above.

\[ \text{Corollary 11. For a set } Y = \{y_1, \ldots, y_n\}, \text{ let } M = \sum_{i=1}^{n} y_i. \text{ For any vertex } \sigma_i \text{ of a } Y\text{-respecting } \alpha\text{-regular curve, its } y\text{-coordinate is at most } 2M \text{ and at least } -2M. \]

\[ \text{Problem 12. } \text{RR-Curve: Given a set } Y = \{y_1, \ldots, y_n\} \text{ of } n \text{ positive integers, a value } \alpha = \alpha(Y) > 0, \text{ and an integer } \tau, \text{ decide if there is a } Y\text{-respecting } \alpha\text{-regular curve } \sigma = \langle \sigma_1, \ldots, \sigma_{2n+1} \rangle \text{ such that } \sigma_1 = (\alpha, 0) \text{ and } \sigma_{2n+1} = ((2n + 1)\alpha, 2\tau). \]
By Lemma 10, \textsc{Subset-Sum} immediately reduces to the above problem by setting \( Y = S \). Note that for this reduction it suffices to use any positive constant for \( \alpha \); however, we allow \( \alpha \) to depend on \( Y \), as this will ultimately be needed in our reduction to Problem 7.

\begin{itemize}
  \item \textbf{Theorem 13.} For any \( \alpha(Y) > 0 \), \textsc{RR-Curve} is \text{NP-hard}.
\end{itemize}

2.2.2 Reduction to Lower Bound Fréchet Distance

Let \( \alpha, \tau, Y = \{ y_1, \ldots, y_n \} \) be an instance of \textsc{RR-Curve}. In this section, we show how to reduce it to an instance \( \delta, \pi, U \) of Problem 7, where the uncertain regions in \( U \) are vertical line segments. The main idea is to use \( U \) to define an \( \alpha \)-regular curve, and use \( \pi \) to enforce that it is \( Y \)-respecting. Specifically, let \( M = \sum_{i=1}^{n} y_i \). Then \( U = (v_1, \ldots, v_{2n+1}) \), where each \( v_i \) is a vertical segment whose horizontal coordinate is \( i\alpha \) and whose vertical extent is given by the interval \([-2M, 2M]\). By Corollary 11, we have the following simple observation.

\begin{itemize}
  \item \textbf{Observation 14.} The set of all \( Y \)-respecting \( \alpha \)-regular curves is a subset of \text{Real}(U).
\end{itemize}

Thus, the main challenge is to define \( \pi \) to enforce that the realisation is \( Y \)-respecting. To that end, we first describe a gadget forcing the realisation to pass through a specified point.

\begin{itemize}
  \item \textbf{Definition 15.} For any point \( p = (x,y) \in \mathbb{R}^2 \) and value \( \delta > 0 \), let the \( \delta \) gadget at \( p \), denoted \( g_\delta(p) \), be the curve: \( (x,y) \| (x,y+\delta) \| (x,y-\delta) \| (x,y+\delta) \| (x,y) \). See Figure 6a.
\end{itemize}

\begin{itemize}
  \item \textbf{Lemma 16.} Let \( p = (x,y) \in \mathbb{R}^2 \) be a point, and let \( \ell \) be any line segment. Then if \( d_F(\ell, g_\delta(p)) \leq \delta \), then \( \ell \) must pass through \( p \).
\end{itemize}

For our uncertain curve to be \( Y \)-respecting, it must pass through all points of the form \(((2i+1/2)\alpha, 0)\). This condition is satisfied by the lemma above by placing a \( \delta \) gadget at each such point. The second condition of a \( Y \)-respecting curve is that it passes through \(((2i-1/2)\alpha, 0)\) or \(((2i-1/2)\alpha, -y_i)\). This condition is much harder to encode, and requires putting several \( \delta \) gadgets together to create a composite gadget, which we now describe.

\begin{itemize}
  \item \textbf{Definition 17.} For any point \( p = (x,y) \in \mathbb{R}^2 \) and value \( \delta > 0 \), let \( p^\delta = (x-\delta/2, y) \) and \( p'^\delta = (x+\delta/2, y) \). Define the \( \delta \) lower composite gadget at \( p \), denoted \( \lcg_\delta(p) \), to be the curve \( g_\delta(p) \| p^\delta \| g_\delta(p) \| p'^\delta \| g_\delta(p) \). See Figure 6b. Define the \( \delta \) upper composite gadget at \( q \), denoted \( \ucg_\delta(q) \), to be the curve \( g_\delta(q) \| q^\delta \| g_\delta(q) \). See Figure 6c. Define the \( \delta \) composite gadget of \( p \) and \( q \), denoted \( \cg_\delta(p, q) \), to be the curve \( \lcg_\delta(p) \| \ucg_\delta(q) \).
\end{itemize}
To use this composite gadget, we centre the lower gadget at height $-y_i$ and the upper gadget directly above it at height zero. As the two gadgets are on top of each other, ultimately we require our uncertain curve to go back and forth once between consecutive vertical line segments, for which we have the following key property.

▶ **Lemma 18.** Let $p = (x_p, -y_p)$ and $q = (x_p, 0)$ be points in $\mathbb{R}^2$. Let $\sigma = \langle a, b, c, d \rangle$ be a three-segment curve such that $b_x > x_p + \delta$ and $c_x < x_p - \delta$. If $\delta_F(\sigma, cg_\delta(p,q)) \leq \delta$, then:

(i) the segment $ab$ must pass through $p$,
(ii) the segment $cd$ must pass through $q$, and
(iii) the segment $bc$ must either pass through $p$ or through $q$.

In particular, either $ab$ and $bc$ are on the same line, or $cd$ and $bc$ are on the same line.

Let $v_l, v_r$ be vertical segments lying to the left and right of $cg_\delta(p,q)$ further than $\delta$ away, and let $z_l, z_r$ be the points on $v_l$ and $v_r$ at the same height as $q$. Consider the uncertain curve $U = \{U_1, U_2, U_3, U_4\}$, where $U_1 = U_3 = v_l$ and $U_2 = U_4 = v_r$. By Lemma 18, if there is a curve $\sigma \in U$ such that $\delta_F(\sigma, z_l \parallel cg_\delta(p,q) \parallel z_r) \leq \delta$, then implicitly it defines a single edge from $v_l$ to $v_r$ either passing through $p$ or passing through $q$ (see Figure 7b, whose notation is defined below). The following lemma acts as a rough converse of Lemma 18.

▶ **Lemma 19.** Let $p = (x_p, -y_p)$ and $q = (x_p, 0)$ be points in $\mathbb{R}^2$, with $y_p \leq \delta/4$. Let $\sigma = \langle p, b, c, q \rangle$ be a curve such that $x_p + \delta < b_x \leq x_p + 1.1\delta$, $x_p - 1.1\delta \leq c_x < x_p - \delta$, and $-\delta/2 \leq b_y, c_y \leq \delta/2$. If $bc$ passes through either $p$ or $q$, then $\delta_F(\sigma, cg_\delta(p,q)) \leq \delta$.

We now give the reduction from RR-Curve to Problem 7, whose correctness follows from the lemmas and discussion above. (See the full version [13] for details.) Let $\alpha(Y)$, $\tau$, $Y = \{y_1, \ldots, y_n\}$ be an instance of RR-Curve. For the reduction to Problem 7, we set $\delta = 4M$, where $M = \sum_{i=1}^{n} y_i$. Theorem 13 allows us to choose how to set $\alpha(Y)$, and we

---

**Figure 6** Depiction of gadgets $g_\delta(p)$, $lg_\delta(p)$, and $ucg_\delta(q)$. Circles represent zero-area points. For the right two figures, the red / blue square represents the starting / ending point.
set \( \alpha = 2.1\delta = 8.4M \). Let \( V = \{v_1, \ldots, v_{2n+1}\} \) be a set of vertical line segments where all upper (resp. lower) endpoints of the segments have height \( 2M \) (resp. \(-2M\)), and for all \( i \), the \( x \)-coordinate of \( v_i \) is \( i\alpha \). Let \( \mathcal{U} = \{U_1, \ldots, U_{4n+1}\} \) be the uncertain curve such that \( U_{4n+1} = v_{2n+1} \), and for all \( 1 \leq i \leq n \), \( U_{4i-3} = v_{2i-1} \), \( U_{4i-2} = v_{2i} \), \( U_{4i-1} = v_{2i-1} \), and \( U_{4i} = v_{2i} \). For \( 1 \leq i \leq 2n + 1 \), define the points \( z_i = (i\alpha, 0) \), and for \( 1 \leq i \leq n \), define \( q_i = ((2i-1)/2\alpha, 0) \), \( q'_i = ((2i+1)/2\alpha, 0) \), and \( p_i = ((2i-1)/2\alpha, -y_i) \). For a given value \( 1 \leq i \leq n \), consider the curve \( \lambda_i = z_{2i-1} \parallel cg_\delta(p_i, q_i) \parallel z_{2i} \parallel g_\delta(q'_i) \) (see Figure 7a). Let \( s = (\alpha, 0) \) and \( t = ((2n+1)\alpha, 2\tau) \). Then \( \pi = g_\delta(s) \parallel \lambda_1 \parallel \lambda_2 \parallel \cdots \parallel \lambda_{n-1} \parallel \lambda_n \parallel g_\delta(t) \).

**Theorem 20.** **Lower Bound Continuous Fréchet** (Problem 7) is NP-hard, even when the uncertain regions are all equal-length vertical segments with the same height and the same horizontal distance (to the left or right) between adjacent uncertain regions.

## 3 Algorithms for Lower Bound Fréchet Distance

In the previous section, we have shown that the decision problem for \( d^\min_F \) is hard, given a polygonal curve and an uncertain curve with line-segment-based imprecision model. Interestingly, the same problem is soluble in polynomial time for indecisive curves. The key idea is that we can use a dynamic programming approach similar to that for computing Fréchet distance [6] and only keep track of realisations of the last indecisive point considered so far. (Note that one can also reduce the problem to Fréchet distance between paths in DAG complexes, studied by Har-Peled and Raichel [31], but this yields a slower running time.)

Consider the setting with an indecisive curve \( \mathcal{V} = \{V_1, \ldots, V_n\} \) of \( n \) points and a precise curve \( \pi = \{p_1, \ldots, p_m\} \) with \( m \) points; each indecisive point has \( k \) possible realisations, \( V_i = \{q^1_i, \ldots, q^k_i\} \). We can propagate reachability column by column. Define \( \text{Feas}(i, \ell) \) to be the feasibility column for realisation \( q^\ell_i \) of \( U_i \). This is a set of intervals on the vertical cell boundary line in the free-space diagram (see Figure 1), corresponding to the subintervals of one curve within distance \( \delta \) from a point on the other curve. It is computed exactly the same way as for the precise Fréchet distance — it depends on the distance between a point and a line segment and gives a single interval on each vertical cell boundary.
Represent the standard dynamic program for computing Fréchet distance so that it operates column by column, grouping propagation of reachable intervals between vertically aligned cells. Call that procedure \( \operatorname{Prop}(R) \), where \( R \) is the reachability column for point \( i \) and the result is the reachability column for point \( i+1 \) on one of the curves. The reachability column is a set of intervals on a vertical line, indicating the points in the free-space diagram that are reachable from the lower left corner with a monotone path.

Define \( \operatorname{Reach}(i,s) \) to be the reachability column induced by \( q_i^s \), where a point is in a reachability interval if it can be reached by a monotone path for some realisation of the previous points. Then we iterate over all the realisations of the previous column, getting precise cells, and propagate the reachable intervals as in the precise Fréchet distance algorithm:

\[
\operatorname{Reach}(i+1,\ell) = \operatorname{Feas}(i+1,\ell) \cap \bigcup_{\ell' \in [k]} \operatorname{Prop}(\operatorname{Reach}(i,\ell')).
\]

For the column corresponding to \( U_1 \), we set one reachable interval of a single point at the bottom for all realisations \( p_1^s \) for which \( \|q_1^s - p_1\| \leq \delta \).

\begin{itemize}
  \item \textbf{Theorem 21.} Given an indecisive curve \( V = \{V_1, \ldots, V_n\} \) with \( k \) options per point, a precise curve \( \pi = \{p_1, \ldots, p_m\} \), and a threshold \( \delta > 0 \), we can decide if \( d_F^{\min}(\pi, V) \leq \delta \) in time \( \Theta(mnk^2) \) in the worst case, using \( \Theta(mnk) \) space. We can also report the realisation of \( V \) realising Fréchet distance at most \( \delta \), using \( \Theta(mnk) \) space instead. Call the algorithm that solves the problem and reports a fitting realisation \texttt{DECIDER}(\delta, \pi, V).
\end{itemize}

We can extend this result to two indecisive curves. This result highlights a distinction between \( d_F^{\min} \) and \( d_F^{\max} \) and between different uncertainty models. To tackle \( d_F^{\min} \) with general uncertain curves, we develop approximation algorithms.

### 3.1 Approximation by Grids

Given a polygonal curve \( \pi \) and a general uncertain curve \( U \), in this section we show how to find a curve \( \sigma \in U \) such that \( d_F(\pi, \sigma) \leq (1+\varepsilon) d_F^{\min}(\pi, U) \). This is accomplished by carefully discretising the regions, in effect approximately reducing the problem to the indecisive case, for which we then can use Theorem 21. Missing proofs can be found in the full version [13].

For simplicity we assume the uncertain regions have constant complexity. Throughout, we assume \( d_F^{\min}(\pi, U) > 0 \), as justified by the following lemma.

\begin{itemize}
  \item \textbf{Lemma 22.} Let \( \pi \) be a polygonal curve with \( n \) vertices, and \( U \) an uncertain curve with \( m \) vertices. Then one can determine whether \( d_F^{\min}(\pi, U) = 0 \) in \( O(mn) \) time.
\end{itemize}

We call an algorithm a \((1+\varepsilon)\)-\texttt{decider} for Problem 7, if when \( d_F^{\min}(\pi, U) \leq \delta \), it returns a curve \( \sigma \in U \) such that \( d_F(\pi, \sigma) \leq (1+\varepsilon)\delta \), and when \( d_F^{\min}(\pi, U) > (1+\varepsilon)\delta \), it returns \texttt{FALSE} (in between either answer is allowed). In this section, we present a \((1+\varepsilon)\)-\texttt{decider} for Problem 7. We make use of the following standard observation.

\begin{itemize}
  \item \textbf{Observation 23.} Given a curve \( \pi = \langle \pi_1, \ldots, \pi_n \rangle \), call a curve \( \sigma = \langle \sigma_1, \ldots, \sigma_n \rangle \) an \( r \)-perturbation of \( \pi \) if \( \|\pi_i - \sigma_i\| \leq r \) for all \( i \). Since \( \|\pi_i - \sigma_i\|, \|\pi_{i+1} - \sigma_{i+1}\| \leq r \), all points of the segment \( \sigma_{i+1} \) are within distance \( r \) of \( \pi_i \). For segments this implies that \( d_F(\pi_i, \sigma_i, \pi_{i+1}) \leq r \), which implies that \( d_F(\pi, \sigma) \leq r \) by composing the mappings for all \( i \).
\end{itemize}

The high-level idea is to replace \( U \) with the set of grid points it intersects, however, as our uncertain regions may avoid the grid points, we need to include a slightly larger set of points.
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Definition 24. Let $U$ be a compact subset of $\mathbb{R}^d$. We now define the set of points $\text{EG}_r(U)$ which we call the expanded $r$-grid points of $U$.

Let $B(\sqrt{dr})$ denote the ball of radius $\sqrt{dr}$, centred at the origin. Let $\text{Thick}(U, r) = U \oplus B(\sqrt{dr})$, where $\oplus$ denotes Minkowski sum. Let $G_r$ be the regular grid of side length $r$, and let $\text{GT}_r(U)$ be the subset of grid vertices from $G_r$ that fall in $\text{Thick}(U, r)$. Finally, define

$$\text{EG}_r(U) = \{ p \mid p = \arg\min_{q \in U} ||q - x|| \text{ for } x \in \text{GT}_r(U) \}.$$ 

The following lemma argues that one can build a decider by using grids as hinted above. Using this decider, we can solve the corresponding optimisation problem.

Lemma 25. There is a $(1 + \varepsilon)$-decider for Problem 7 with running time $O(mn \cdot (1 + (\Delta/(\epsilon\delta)^{2d}))$, for $1 \geq \varepsilon > 0$, where $\Delta = \max, \text{diam}(U_i)$ is the maximum diameter of an uncertain region.

Theorem 26. Let $\pi$ be a polygonal curve with $n$ vertices, $U$ an uncertain curve with $m$ vertices, and $\delta = d_{\pi}^{\text{min}}(\pi, U)$. Then for any $1 \geq \varepsilon > 0$, there is an algorithm which returns a curve $\sigma \in U$ such that $d_{\pi}(\pi, \sigma) \leq (1 + \varepsilon)\delta$, whose running time is $O(mn \log(mn) + (\Delta/(\epsilon\delta)^{2d}))$, where $\Delta = \max, \text{diam}(U_i)$ is the maximum diameter of an uncertain region.

If the polygonal curve $\pi$ is replaced with an uncertain curve $W$, it easy to argue that this approach extends to approximating $d_{\pi}^{\text{min}}(W, U)$.

3.2 Greedy Algorithm

Here we argue that there is a simple $3$-decider for Problem 7, running in near-linear time in the plane. The idea is to greedily and iteratively pick $\sigma_i \in U_i$ so as to allow us to get as far as possible along $\pi$. Without any assumptions on $U$, this greedy procedure may walk too far ahead and get stuck. Thus, here we assume that consecutive $U_i$ are separated to ensure that optimal solutions do not lag too far behind. Here we also assume the $U_i$ are convex, i.e.

imprecise, and have constant complexity, as it simplifies certain definitions. In this section, let $\pi = \langle \pi_1, \ldots, \pi_n \rangle$ be a polygonal curve and let $U = \langle U_1, \ldots, U_m \rangle$ be an imprecise curve.

Definition 27. Call $U$ $\gamma$-separated if for all $1 \leq i < m$, $||U_i - U_{i+1}|| > \gamma$ and each $U_i$ is convex. Define an $r$-visit of $U_i$ to be any maximal-length contiguous portion of $\pi \cap (U_i \oplus B(2r))$ which intersects $U_i \oplus B(r)$, where $\oplus$ denotes Minkowski sum. If $U$ is $\gamma$-separated for $\gamma \geq 4r$, then any $r$-visit of $U_i$ is disjoint from any $r$-visit of $U_j$ for $i \neq j$, in which case define the true $r$-visit of $U_i$ to be the first visit of $U_i$ which occurs after the true $r$-visit of $U_{i-1}$. (For $U_1$ it is the first $r$-visit.)

Lemma 28. If $U$ is $\gamma$-separated for $\gamma \geq 4r$, then for any curve $\sigma \in U$ and any reparametrisations $f$ and $g$ such that width$_{f,g}(\pi, \sigma) \leq r$, $\sigma_i$ must map to a point on the true $r$-visit of $U_i$ for all $i$.

For two points $\alpha$ and $\beta$ on $\pi$, let $\alpha \preceq \beta$ denote that $\alpha$ occurs before $\beta$, and for any points $\alpha \preceq \beta$ let $\pi(\alpha, \beta)$ denote the subcurve between $\alpha$ and $\beta$.

Definition 29. The $\delta$-greedy sequence of $\pi$ with respect to $U$, denoted $\text{gs}(\pi, U, \delta)$, is the longest possible sequence $\alpha = \langle \alpha_1, \ldots, \alpha_k \rangle$ of points on $\pi$, where $\alpha_1 = \pi_1$, and for any $i > 1$, $\alpha_i$ is the point furthest along $\pi$ such that $\|\alpha_i - U_i\| \leq \delta$ and $d_{\pi}(\alpha_{i-1}, \pi(\alpha_{i-1}, \alpha_i)) \leq 2\delta$.

Observation 30. For any $i \leq k$, let $\alpha^i = \langle \alpha_1, \ldots, \alpha_i \rangle$ be the $i$th prefix of $\text{gs}(\pi, U, \delta)$. Then $d_{\pi}(\alpha^i, \pi(\alpha_1, \alpha_i)) \leq 2\delta$, and $\alpha^i \subset U_i \oplus B(\delta)$, where $U_i \oplus B(\delta) = \langle U_1 \oplus B(\delta), \ldots, U_i \oplus B(\delta) \rangle$. 


The following is the main lemma used to argue the correctness of our greedy approach, and it makes use of helper Lemma 28.

**Lemma 31.** If $\mathcal{U}$ is $10\delta$-separated and $d_F^{\min}(\sigma, \mathcal{U}) \leq \delta$, then $gs(\sigma, \mathcal{U}, \delta)$ has length $m$ and $\alpha_m = \pi_n$.

The following lemma is the only place where we require the points to be in $\mathbb{R}^2$. The proof is interesting and uses a result from Guibas et al. [30].

**Lemma 32.** For $\pi$ and $\mathcal{U}$ in $\mathbb{R}^2$, where $\mathcal{U}$ is $10\delta$-separated, $gs(\pi, \mathcal{U}, \delta)$ is computable in $O(m + n \log n)$ time.

**Theorem 33.** Let $\mathcal{U}$ be $10r$-separated for some $r > 0$. There is a 3-decider for Problem 7 with running time $O(m + n \log n)$ in the plane that works for any query value $0 < \delta \leq r$.

**Proof.** Compute $gs(\pi, \mathcal{U}, \delta)$. If it has length $m$, then let $\sigma = \langle \sigma_1, \ldots, \sigma_m \rangle$ be any curve in $\text{Real}(\mathcal{U})$ such that $\|\sigma_i - \alpha_i\| \leq \delta$ for all $i$. If this occurs and if $\alpha_m = \pi_n$, we output $\sigma$ as our solution, and otherwise we output FALSE. Thus, the running time follows from Lemma 32.

Observe that if we output a curve $\sigma$, then $d_F(\sigma, \pi) \leq 3\delta$, using the triangle inequality:

$$d_F(\sigma, \pi) \leq d_F(\sigma, \alpha) + d_F(\alpha, \pi) \leq \delta + 2\delta = 3\delta.$$  

Thus, we only need to argue that when $d_F^{\min}(\pi, \mathcal{U}) \leq \delta$, a curve is produced, which is immediate from Lemma 31.

## 4 Algorithms for Upper Bound and Expected Fréchet Distance

As shown in Section 2.1, finding the upper bound and expected discrete and continuous Fréchet distance is hard even for simple uncertainty models. However, restricting the possible couplings between the curves makes the problem solvable in polynomial time. In this section, we use **indecisive** curves. Define a Sakoe–Chiba time band [44] in terms of reparametrisations of the curves: for a band of width $\ell$, couplings between the curves make the problem solvable in polynomial time. In this section, we only need to argue that when $d_F^{\min}(\pi, \mathcal{U}) \leq \delta$, a curve is produced, which is immediate from Lemma 31.

### 4.1 Upper Bound Discrete Fréchet Distance

First of all, let us discuss a simple setting. Suppose we are given a curve $\sigma = \langle q_1, \ldots, q_n \rangle$ of $n$ precise points and $\mathcal{U} = \langle U_1, \ldots, U_n \rangle$ of $n$ indecisive points, each of them having $\ell$ options, so for all $i \in [n]$ we have $U_i = \{p_i^1, \ldots, p_i^\ell\}$. We would like to answer the following decision problem: “If we restrict the couplings to a Sakoe–Chiba band of width $w$, is it true that $d_F^{\max}(\mathcal{U}, \sigma) \leq \delta$ for some given threshold $\delta > 0$?” So, we want to solve the decision problem for the upper bound discrete Fréchet distance between a precise and an indecisive curve.

In a fully precise setting the discrete Fréchet distance can be computed using dynamic programming [22]. We create a table where the rows correspond to vertices of one curve, say $\sigma$, and columns correspond to vertices of the other curve, say $\pi$. Each table entry $(i, j)$ then contains a TRUE or FALSE value indicating if there is a coupling between $\sigma[1 : j]$ and $\pi[1 : i]$ with maximum distance at most $\delta$. We use a similar approach.

Suppose we position $\mathcal{U}$ to go horizontally along the table, and $\sigma$ to go vertically. Consider an arbitrary column in the table and suppose that we fix the realisation of $\mathcal{U}$ up to the previous column. Then we can simply consider the new column $\ell$ times, each time picking a different realisation for the new point on $\mathcal{U}$, and compute the resulting reachability. As we do this for the entire column at once, we can ensure consistency of our choice of realisation.
This procedure will give us a set of binary reachability vectors for the new column, each vector corresponding to a realisation. The reachability vector is a boolean vector that, for the cell \((i, j)\) of the table, states whether for a particular realisation \(\pi\) of \(U[1 : i]\) the discrete Fréchet distance between \(\pi\) and \(\sigma[1 : j]\) is below some threshold \(\delta\).

An important observation is that we do not need to distinguish between the realisations that give the same reachability vector: once we start filling out the next column, all we care about is the existence of some realisation leading to that particular reachability vector. So, we can keep a set of binary vectors corresponding to reachability in the column.

This procedure was suggested for a specific realisation. However, we can also repeat this for each previous reachability vector, only keeping the unique results. As all the realisation choices happen along \(U\), by treating the table column-by-column we ensure that we do not have issues with inconsistent choices. Therefore, repeating this procedure \(n\) times, we fill out the last column of the table. At that point, if any vector has \(\text{False}\) in the top right cell, then there is some realisation \(\pi \in U\) such that \(d_{\text{DF}}(\pi, \sigma) > \delta\), and hence \(d_{\text{max}}(U, \sigma) > \delta\).

In more detail, we use two tables, distance matrix \(D\) and reachability matrix \(R\). First of all, we initialise the distance matrix \(D\) and the reachability of the first column for all possible locations of \(U_1\). Then we fill out \(R\) column-by-column. We take the reachability of the previous column and note that any cell can be reached either with the horizontal step or with the diagonal step. We need to consider various extensions of the curve \(U\) with one of the \(\ell\) realisations of the current point: the distance matrix should allow the specific coupling. Assume we find that a certain cell is reachable; if allowed by the distance matrix, we can then go upwards, marking cells above the current cell reachable, even if they are not directly reachable with a horizontal or diagonal step. Then we remember the newly computed vector; we only add distinct vectors. The computation is illustrated in Figure 8; missing details can be found in the full version [13]. We use the following loop invariant to show correctness.

\[\text{Lemma 34.}\] Consider column \(i\). Every reachability vector of this column corresponds to at least one realisation of \(U[1 : i]\) and the discrete Fréchet distance between that realisation and \(\sigma[1 : \min(n, i + w)]\); and every realisation corresponds to some reachability vector.

\[\text{Theorem 35.}\] Problem Upper Bound Discrete Fréchet restricted to a Sakoe–Chiba time band of width \(w\) on a precise curve and an uncertain curve on indecisive points with \(\ell\) options, both of length \(n\), can be solved in time \(\Theta(4^{w\ell}n\sqrt{w})\) in the worst case.

Now we extend our previous result to the setting where both curves are indecisive, so instead of \(\sigma\) we have \(V = \langle V_1, \ldots, V_n \rangle\), with, for each \(j \in [n]\), \(V_j = \{q_j^1, \ldots, q_j^\ell\}\). Suppose we pick a realisation for curve \(V\). Then we can apply the algorithm we just described. We cannot run it separately for every realisation; instead, note that the part of the realisation that matters for column \(i\) is the points from \(i - w\) to \(i + w\), since any previous or further points are outside the time band. So, we can fix these \(2w + 1\) points and compute the column. We do so for each possible combination on these \(2w + 1\) points.
Figure 9 Reachability adjustments. Left: Although the dotted interval is free according to the distance matrix, only the solid interval is reachable from the cell on the left with a monotone path, assuming the cell on the left is free. Right: The full interval that is marked as free is reachable.

Theorem 36. Suppose we are given two indecisive curves of length $n$ with $\ell$ options per indecisive point. Then we can compute the upper bound discrete Fréchet distance restricted to a Sakoe–Chiba band of width $w$ in time $\Theta(4^w \ell^2w^3n\sqrt{w})$.

4.2 Expected Discrete Fréchet Distance

To compute the expected discrete Fréchet distance with time bands, we need two observations:

1. For any two precise curves, there is a single threshold $\delta$ where the answer to the decision problem changes – a critical value; it is the distance between two points on the curves.

2. We can modify our algorithm to store associated counts with each reachability vector, obtaining the fraction of realisations that yield the answer $\text{True}$ for a given threshold $\delta$.

We can execute our algorithm for each critical value and get the cumulative distribution function $P(d_{\text{Fr}}(\pi, \sigma) > \delta)$ for $\pi, \sigma \in U, V$. Using the fact that the cumulative distribution function is a step function, we compute $\frac{d}{d\delta} P$. 

Theorem 37. Suppose we are given two indecisive curves of length $n$ with $\ell$ options per indecisive point. Then we can compute the expected discrete Fréchet distance when constrained to a Sakoe–Chiba band of width $w$ in time $\Theta(4^w \ell^2w^3n^2w^2)$ in the worst case.

4.3 Continuous Fréchet Distance

We can adapt our time band algorithms to handle continuous Fréchet distance. Instead of the boolean reachability vectors, we use vectors of free space cells, introduced by Alt and Godau [6, 27]. We need to now store reachability intervals on cell borders (see Figure 9). The number of these intervals is limited: for any cell, the upper value of the interval is defined by the distance matrix, so yielding at most $\ell^2$ values; the lower value of the interval is defined by the distance matrix or by one of the cells from the same row, yielding exponential dependency on $w$. However, the algorithm is still polynomial-time in $n$.

We can also store the associated counts. We then find critical values, in line with those arising in precise curve Fréchet distance [6]. This way we adapt our algorithm for computing expected distance to continuous case, and it runs in time polynomial in $n$ for fixed $w$ and $\ell$, as desired. Further details are provided in the full version [13].

Theorem 38. Suppose we are given two indecisive curves of length $n$ with $\ell$ options per indecisive point. Then we can compute upper bound Fréchet distance and expected Fréchet distance restricted to a Sakoe–Chiba band of fixed width $w$ in time polynomial in $n$.
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Abstract

In the counting Graph Homomorphism problem ($\#\text{GraphHom}$) the question is: Given graphs $G, H$, find the number of homomorphisms from $G$ to $H$. This problem is generally #P-complete, moreover, Cygan et al. proved that unless the Exponential Time Hypothesis fails there is no algorithm that solves this problem in time $O(|V(H)|^{o(|V(G)|)})$. This, however, does not rule out the possibility that faster algorithms exist for restricted problems of this kind. Wahlström proved that $\#\text{GraphHom}$ can be solved in plain exponential time, that is, in time $O((2k+1)^{|V(G)|}+|V(H)|\text{poly}(|V(H)|,|V(G)|))$ provided $H$ has clique width $k$. We generalize this result to a larger class of graphs, and also identify several other graph classes that admit a plain exponential algorithm for $\#\text{GraphHom}$.
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1 Introduction

The Exponential Time Hypothesis (ETH) [16] essentially suggests that the Satisfiability problem does not admit an algorithm that is significantly faster than the straightforward brute force algorithm. The ETH has been widely used to obtain (conditional) lower bounds on the complexity of various problems, see [18] for a fairly recent survey. It however does not rule out nontrivial algorithms for many other hard problems.

One of such problems is the Graph Homomorphism problem (GraphHOM for short). A homomorphism from a graph $G$ to a graph $H$ is a mapping $\varphi: V(G) \to V(H)$ such that for any edge $ab \in E(G)$ the pair $\varphi(a)\varphi(b)$ is an edge of $H$. GraphHOM asks, given graphs $G$ and $H$, whether or not there exists a homomorphism from $G$ to $H$ [14]. In the counting version of this problem, denoted $\#\text{GraphHOM}$, the goal is to find the number of homomorphisms from $G$ to $H$. These two problems can be solved just by checking all possible mappings from a given graph $G$ to a given graph $H$, which takes time $O^*(|V(H)||V(G)|)$, where $O^*$ denotes asymptotics up to a polynomial factor. Assuming the ETH Cygan et al. [6] proved that the general GraphHOM and therefore $\#\text{GraphHOM}$ cannot be solved in time $O(|V(H)|^{o(|V(G)|)})$. A similar bound for the more general Constraint Satisfaction Problem (CSP) was established in [22], and some related hardness results have also been obtained in [5].
In spite of these results, there are several ways to restrict \textsc{GraphHom} which sometimes result in a problem admitting a faster algorithm. For graph classes $\mathcal{G}, \mathcal{H}$, $\textsc{GraphHom}(\mathcal{G}, \mathcal{H})$ denotes the problem $\textsc{GraphHom}$ in which the input graphs $G, H$ belong to $\mathcal{G}, \mathcal{H}$, respectively. $\#\textsc{GraphHom}$ can be restricted in the same way. Both problems have received much attention in their own right and as a special case of the general CSP, and much is known about their computational complexity. We will use the symbol $-$ to indicate that an input graph is not restricted. In particular, it is known that $\textsc{GraphHom}(-, \mathcal{H})$ is solvable in polynomial time only if every graph in $\mathcal{H}$ contains a loop or is bipartite [15]. It is also known that $\#\textsc{GraphHom}(-, \mathcal{H})$ is solvable in polynomial time only if every graph in $\mathcal{H}$ is complete with all the loops present or is complete bipartite [9]. In the remaining cases these problems are shown to be NP- and #P-complete, respectively. Similarly, it is known that $\textsc{GraphHom}(\mathcal{G}, -)$ [13] and $\#\textsc{GraphHom}(\mathcal{G}, -)$ [8] are solvable in polynomial time if and only if the class of cores of the graphs from $\mathcal{G}$ in the former case, and the class $\mathcal{G}$ itself in the latter case have bounded tree width, respectively.

Here we focus on such restrictions that give rise to problems solvable still in exponential time but much faster than brute force. Specifically, $\textsc{GraphHom}(\mathcal{G}, \mathcal{H})$ or $\#\textsc{GraphHom}(\mathcal{G}, \mathcal{H})$ are said to be solvable in \emph{plain exponential} time if there is a solution algorithm running in time $O^*(c^{|V(G)|+|V(H)|})$, where $c$ is a constant. In this paper we study problems of the form $\#\textsc{GraphHom}(-, \mathcal{H})$, however, clearly, all the easiness results for $\#\textsc{GraphHom}(-, \mathcal{H})$ also hold for $\textsc{GraphHom}(-, \mathcal{H})$. If the problem $\#\textsc{GraphHom}(-, \mathcal{H})$ is solvable in plain exponential time, we call the class $\mathcal{H}$ a \emph{plain exponential class}.

Plain exponential classes of graphs have received substantial attention in the literature. The most well known such class is $\mathcal{K}$, the class of all cliques. Note that $\#\textsc{GraphHom}(-, \mathcal{K})$ is equivalent to the $\#\textsc{Graph Colouring}$ problem, in which the problem is, given a graph $G$ and a number $k$, to find the number of $k$-colourings of $G$. A fairly straightforward dynamic programming algorithm solves this problem in time $O^*(3^{|V(G)|})$; we outline this algorithm in Example 8. A more sophisticated algorithm [17] solves $\#\textsc{GraphHom}(-, \mathcal{K})$ in time $O^*(2^{|V(G)|})$. If $\mathcal{H}$ is a class of graphs of tree width $k$ then $\#\textsc{GraphHom}(-, \mathcal{H})$ is solvable in time $O^*((k+3)^{|V(G)|})$, see [11]. For the class $\mathcal{D}_c$ of graphs of degree at most $c$ the problem $\#\textsc{GraphHom}(-, \mathcal{D}_c)$ can be solved in time $O^*(c^{|V(G)|})$ by a minor modification of the brute force enumeration algorithm, see Example 7. Finally, Wahlström [23] obtained probably the most general result so far on plain exponential graph classes, proving that if $\mathcal{H}$ only contains graphs of clique width at most $k$ then $\#\textsc{GraphHom}(-, \mathcal{H})$ can be solved in time $O^*((2k+1)^{|V(G)|+|V(H)|})$. The algorithm from [23] is also dynamic programming and uses the representation of (labeled) graphs of bounded clique width through a sequence of operations such as disjoint union, connecting vertices with certain labels, and relabeling vertices. Such sequences are called $k$-expressions.

In this paper we aim at a systematic study of plain exponential classes of graphs. As the first step we further expand the class of graphs for which plain exponential counting algorithms are possible by adding one more operation to the construction of graphs of bounded clique width. In a nutshell, the new operation expands a graph $H$ to a graph $H'$ in such a way that $H$ is a retract of $H'$, and the preimages of vertices of $H$ are connected in a regular way. The new class of graphs includes families of graphs of unbounded clique width, for instance, hypercubes, grids, cliques with subdivided edges, and therefore is strictly larger than the class of graphs of bounded clique width. By means of this new set of operations one can define a new graph “width” measure that we call \emph{extended clique width}, only this new measure involves two parameters rather than one. Graphs of extended clique width $(k, r)$ can also be represented by \emph{extended $(k, r)$-expressions}. Let $\mathcal{X}_{k,r}$ denote the class of graphs
whose extended width parameters are at most \(k, r\), respectively. (In this case we will say that such a graph has extended clique width \(k, r\).) Although in most cases in this paper the only parameter that matters is \(\max\{k, r\}\), we think that further stratification is useful for a number of more precise results.

We then show that given an arbitrary graph \(G\), a graph \(H\) of extended clique width \((k, r)\), and an extended \((k, r)\)-expression \(\Phi\) representing \(H\), the number \(\text{hom}(G, H)\) of homomorphisms from \(G\) to \(H\) can be found in time \(O^*((2 \max(k, r) + 1)^{|V(G)|})\). Similar to [23], the algorithm is dynamic programming and iteratively computes numbers \(\text{hom}(G', H')\), where \(G'\) is an induced subgraph of \(G\) and \(H'\) is a graph represented by a subexpression of \(\Phi\). Clearly, as one cannot assume that an extended \((k, r)\)-expression representing \(H\) is known in advance, this algorithm alone does not guarantee that \(X_{k,r}\) is plain exponential. However, we also show that given a graph \(H\) of extended clique width at most \((k, r)\), an extended \((k, r)\)-expression representing \(H\) can be found in time \(O^*((4 \max(k, r) + 4)^{|V(H)|})\).

Combined with the previous result we thus obtain the following

**Theorem 1.** For any fixed \(k, r\) the class of graphs of extended clique width at most \((k, r)\) is plain exponential.

Next, we show that the classes of graphs of bounded extended clique width are quite general. Let **Hypercubes** denote the class of all hypercubes and let **Grids** denote the class of all rectangular grids. Also, for a class \(\mathcal{H}\) of graphs, \(K(\mathcal{H})\) denotes the class of graphs \(H\) obtained as follows. Take \(H' \in \mathcal{H}\), a clique on vertices \(\{v_1, \ldots, v_n\}\), and for every edge \(v_i v_j\) of the clique, \(i \neq j\), replace this edge with a copy of \(H'\), that is, connect \(v_i, v_j\) to all vertices of \(H'\) and include all the edges of \(H'\). It is known that all three classes have unbounded clique width [20, 3], and \(K(\mathcal{H})\) has unbounded clique width even when \(\mathcal{H}\) contains just one graph with one vertex.

**Theorem 2.** **Hypercubes** has extended clique width at most \((2, 1)\), **Grids** has extended clique width at most \((6, 1)\). For any class \(\mathcal{H}\) of extended clique width \((k, r)\), the class \(K(\mathcal{H})\) has extended clique width at most \((k + 5, \max(r, 1))\).

By Theorem 1 this immediately implies that classes **Hypercubes** and **Grids** are plain exponential. For subdivisions of cliques we prove a stronger result.

**Proposition 3.** For any plain exponential class \(\mathcal{H}\) of graphs (not necessarily of bounded extended clique width), the class \(K(\mathcal{H})\) is also plain exponential.

It seems that there are two general reasons for a class of graphs to be plain exponential: to have bounded (extended) clique width or to have bounded degree. Classes **Hypercubes** and \(K(\mathcal{H})\) witness that bounded extended clique width (and in fact even bounded clique width) does not imply bounded degree. By proving that graphs from \(X_{k,r}\) satisfy certain nontrivial property and showing that a random \(c\)-regular graph for \(c > 3\) (unsurprisingly) does not satisfy this property with high probability, we show that \(D_c\) does not have bounded extended clique width. The two types of classes can be combined together to obtain new plain exponential classes. Let \(G, H\) be graphs. The Cartesian product \(G \Box H\) of \(G\) and \(H\) is defined to be the graph with vertex set \(V(G) \times V(H)\) and edges \((u_1, v_1)(u_2, v_2)\) such that either \(u_1 = u_2\) and \(v_1 v_2 \in E(H)\), or \(v_1 = v_2\) and \(u_1 u_2 \in E(G)\).

**Theorem 4.** Let \(\mathcal{G}\) be a plain exponential class of graphs and \(\mathcal{H}\) of bounded degree. Then \(\mathcal{G} \Box \mathcal{H} = \{G \Box H \mid G \in \mathcal{G}, H \in \mathcal{H}\}\) is plain exponential.
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Note that for another standard graph product, $G \times H$, where edges are given by the rule: $(u_1, v_1)(u_2, v_2)$ is an edge if and only if $u_1u_2 \in E(G)$ and $v_1v_2 \in E(H)$, a similar result is almost trivial, as we observe in Example 9.

There is no doubt that plain exponential classes are much more diverse than what is shown above. For instance, for a class $\mathcal{G}$ of graphs, let $\mathcal{G}^{+d}$ denote the class of graphs $G$ such that it is possible to remove up to $d$ vertices from $G$ to obtain a graph from $\mathcal{G}$. Then as is easily seen, $\mathcal{G}^{+d}$ is plain exponential whenever $\mathcal{G}$ is plain exponential. Also, there are some odd plain exponential class of graphs (odd in the sense we could not fit it into any of the types above). Let $\text{Kneser}_k$ denote the well studied class of Kneser graphs, see, e.g. [19]: $\text{Kneser}_k$ is the class of graphs, whose vertices are the $k$-element subsets of a certain set, and two vertices are connected if and only if the corresponding subsets are disjoint. A plain exponential algorithm for $\text{Kneser}_k$ (for a fixed $k$) exists, see [2, 21]. We find an alternative algorithm for this class of graphs.

- **Theorem 5.** For every $k$ the class $\text{Kneser}_k$ is plain exponential.

The class $\text{Kneser}_k$ however does not fit in any of the more general classes of plain exponential graphs.

Due to space restrictions not all proofs are included in this paper. For the missing proofs the reader is referred to the full version of the paper [7].

2 Preliminaries: Homomorphisms and Clique width

2.1 Homomorphisms, plain exponential time

By $[n]$ we denote the set $\{1, \ldots, n\}$ and by $[[n]]$ the set $\{0, 1, \ldots, n\}$. As always we denote the vertex set of a graph $G$ by $V(G)$, and its edge set by $E(G)$. A homomorphism of a graph $G$ to a graph $H$ is a mapping $\varphi: V(G) \to V(H)$ such that $\varphi(u)\varphi(v) \in E(H)$ for any $uv \in E(G)$. By $\text{hom}(G, H)$ we denote the number of homomorphisms from $G$ to $H$. The *Counting Graph Homomorphism* problem, $\#\text{GraphHom}$, is defined as follows: given graphs $G, H$, find the number of homomorphisms from $G$ to $H$. Its decision version – does there exist a homomorphism from $G$ to $H$? – is denoted by $\text{GraphHom}$. For more on graph homomorphisms see [14]. If $H$ is allowed only from a class $\mathcal{H}$ of graphs, the resulting counting and decision problems are denoted $\#\text{GraphHom}(\cdot, \mathcal{H})$ and $\text{GraphHom}(\cdot, \mathcal{H})$, respectively.

We will be concerned with the complexity and the best running time of algorithms for $\#\text{GraphHom}(\cdot, \mathcal{H})$. In particular, we say that a class $\mathcal{H}$ of graphs is plain exponential if there is an algorithm that solves the problem $\#\text{GraphHom}(\cdot, \mathcal{H})$ in plain exponential time: there exists a constant $c$ such that on input $G, H, H \in \mathcal{H}$, the algorithm runs in time $O^*(c^{\|V(G)\|+\|V(H)\|})$, where $O^*$ means asymptotics up to a factor polynomial in $|V(G)|, |V(H)|$. Note that we will always assume that $G$ and $H$ are connected, since otherwise the existence or the number of homomorphisms from $G$ to $H$ can be deduced from those of their connected components.

- **Example 6.** (H-Colouring.) If $\mathcal{H}$ consists of just one graph, $H$, the problems $\#\text{GraphHom}(\cdot, \mathcal{H})$, $\text{GraphHom}(\cdot, \mathcal{H})$ are known as $\#H$-Colouring and $H$-Colouring, respectively. The $\#H$-Colouring problem is solvable in polynomial time if $H$ is a complete graph with all loops present, or is a complete bipartite graph [9]. The $H$-Colouring problem is solvable in polynomial time if $H$ contains a loop or is bipartite [15]. Otherwise these problems are $\#P$- and NP-complete, respectively. Since the brute force algorithm for this
To compute each whenever every graph from $G_k$ and $G_k$ is homomorphic to $\phi$, $\phi$ for any graph $G$. Often plain exponential classes can be combined to obtain a new plain exponential class. For graphs $O$ that the running time of this algorithm is exponential [23].

Example 7. (Graphs of bounded degree.) As is mentioned in the introduction, if the degrees of graphs from $H$ are bounded by a number $c$, then the (improved) brute force algorithm solves $\#\text{GraphHom}(-, H)$, $\#\text{GraphHom}(-, H)$ in time $O^*(c^{V(G)})$. Let $G, H$ be input graphs, $H \subseteq H$. Recall that we assume $G$ is connected; otherwise the procedure below has to be performed for each connected component, and the results multiplied. Order the vertices $v_1, \ldots, v_n$ of $G$ in such a way that each vertex except for the first one is adjacent to one of the preceding vertices. Then the brute force algorithm is organized as follows: Assign images to $v_1, \ldots, v_n$ in turn. There are $|V(H)|$ possibilities to map $v_1$, but then if $v_i$ is adjacent to $v_j$, $j < i$, the image of $v_j$ is fixed, and therefore there are at most $c$ possibilities for the image of $v_i$. Thus, the algorithm runs in $O^*(c^n)$. This approach also allows $H$ to have a bounded number of vertices of high degree.

Example 8. (Graphs of bounded clique width.) Let $C_k$ denote the class of all graphs of clique width at most $k$ (to be defined in Section 2.2). Then $\#\text{GraphHom}(-, C_k)$, $\#\text{GraphHom}(-, C_k)$ can be solved in time $O^*((2k+1)^{|V(G)|}+|V(H)|)$, implying that $C_k$ is plain exponential [23].

Here we briefly describe the simple algorithm solving $\#\text{GraphHom}(-, \mathcal{K})$, where $\mathcal{K}$ is the class of cliques. Given a graph $G$ and a number $s$ (or, equivalently, the clique $K_s$) the solution algorithm maintains an array $N(S, \ell)$ for $S \subseteq V$ and $\ell \leq s$, which contains the number of homomorphisms from the subgraph of $G$ induced by $S$ to an $\ell$-element clique. To compute each $N(S, \ell)$ we go over all subsets $S' \subseteq S$, consider the vertices from $S'$ to be mapped to the $\ell$-th vertex of the $\ell$-clique. Then there are $N(S - S', \ell - 1)$ ways to map the remaining vertices, and $N(S, \ell)$ is the sum of all numbers like this. It is not hard to see that the running time of this algorithm is $O^*(3^{|V(G)|})$. It can be improved to run in time $O^*(2^{|V(G)|})$ [17], and some further improvements are possible in certain cases [10].

Example 9. Often plain exponential classes can be combined to obtain a new plain exponential class. For graphs $G, H$ let $G \times H$ denote their product, the graph with vertex set $V(G) \times V(H)$ and edges $(u_1, v_1)(u_2, v_2)$ whenever $u_1u_2 \in E(G)$ and $v_1v_2 \in E(H)$. Also, for graph classes $G, H$, let $\mathcal{G} \times \mathcal{H}$ denote the class $\{G \times H \mid G \in \mathcal{G}, H \in \mathcal{H}\}$. If $\mathcal{G}, \mathcal{H}$ are plain exponential, then so is $\mathcal{G} \times \mathcal{H}$. Indeed, let $\pi_1, \pi_2$ denote the projection homomorphisms of $G \times H$ onto $G$ and $H$, respectively; that is, $\pi_1 : (u, v) \mapsto u$ and $\pi_2 : (u, v) \mapsto v$. For any graph $T$ a mapping $\varphi : V(T) \to V(G) \times V(H)$ is a homomorphism if and only if the mappings $\varphi_1 = \pi_1 \circ \varphi : V(T) \to V(G)$ and $\varphi_2 = \pi_2 \circ \varphi : V(T) \to V(H)$ are homomorphisms. In this case $\varphi(u, v) = (\varphi_1(u), \varphi_2(v))$. This immediately implies that $\text{hom}(T, G \times H) = \text{hom}(T, G) \cdot \text{hom}(T, H)$, and the result follows.

We will often deal with vertex labeled graphs. It will be convenient to represent labels on vertices of a graph $G$ as a label function $\pi : V(G) \to [k]$, in which case we say that $G$ is $k$-labeled. The graph $G = (V, E, \pi)$ equipped with a label function $\pi$ will be denoted by $\mathcal{G} = (V, E, \pi)$. The $k$-labeled graph $\mathcal{G}$ is then called a $k$-labeling of $G$. Let $G_1 = (V_1, E_1, \pi_1)$ and $G_2 = (V_2, E_2, \pi_2)$ be $k$-labeled graph. A mapping $\varphi : V_1 \to V_2$ is a homomorphism of $k$-labeled graph $G_1$ to $k$-labeled graph $G_2$ if it is a homomorphism of graph $G_1 = (V_1, E_1)$ to $G_2 = (V_2, E_2)$ respecting the labeling, that is, $\pi_2(\varphi(v)) = \pi_1(v)$ for every $v \in V_1$. 
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The following notation will also be useful. Let again $G_1, G_2$ be $k$-labeled graphs, such that $V_1, V_2$ are disjoint. Then $G_1 \bigoplus G_2 = (V_1 \uplus V_2, E_1 \uplus E_2, \pi_1 \uplus \pi_2)$, where $\pi_1 \uplus \pi_2(v) = \pi_1(v)$, if $v \in V_1$, and $\pi_1 \uplus \pi_2(v) = \pi_2(v)$, if $v \in V_2$.

Finally, the subgraph of a graph $G = (V, E)$ induced by a set $S \subseteq V$ is denoted by $G[S]$. For a $k$-labeled graph $G = (V, E, \pi)$, by $G[S]$ we denote the $k$-labeled subgraph induced by $S \subseteq V$. Note that the label function of $G[S]$ is $\pi|_S$, i.e., the restriction of $\pi$ on the set $S$.

### 2.2 Clique width and $k$-expressions

The simplest way to introduce clique width of a graph is through $k$-expressions.

- **Definition 10.** The following operators are defined on $k$-labeled graphs.
  - $\cdot_i$: Construct a graph with one vertex, which is labeled $i \in [k]$.
  - $\rho_{i\rightarrow j}(G)$: Relabel all vertices with label $i \in [k]$ of a $k$-labeled graph $G$ to label $j \in [k]$.
  - $\eta_{ij}(G)$, for $i \neq j$: Add an edge from every vertex labeled $i$ to every vertex labeled $j$ in $G$, i.e., add edges $uv$ for any vertices $u, v$ where $u$ has label $i$ and $v$ has label $j$.
  - $G_1 \bigoplus G_2$: The disjoint union of $k$-labeled graphs $G_1$ and $G_2$.

A $k$-expression is any (properly formed) formula using the above operators.

Every $k$-expression represents a $k$-labeled graph. We say that a graph $G = (V, E)$ is represented by $k$-expression $\Phi$, if there exists a $k$-labeling $\pi$ of the vertices of $G$ such that $\Phi$ represents $G = (V, E, \pi)$. A graph has clique width $k$ if $k$ is minimal so that the graph is represented by a $k$-expression. The class of all graphs of clique width at most $k$ is denoted by $C_k$.

Wahlström in [23] used $k$-expressions of graphs to show that $C_k$ is plain exponential. However, $k$-expressions suitable for his plain exponential algorithm must satisfy an extra condition. Let $\Phi$ be a $k$-expression representing a $k$-labeled graph $G$. Note that any subexpression of $\Phi$ represents a subgraph of $G$. We say that a $k$-expression $\Phi$ is safe if for every its subexpression $\Phi_1 \bigoplus \Phi_2$ such that $\Phi_1, \Phi_2$ represent graphs $G_1, G_2$, respectively, the graph $G_i$ equals $G[V(G_i)]$ for $i = 1, 2$. In other words all edges of $G$ between vertices of $G_i$, $i = 1, 2$, are already edges of $G_i$.

- **Lemma 11 ([23]).**
  1. Every graph of clique width $k$ can be represented by a safe $k$-expression.
  2. A safe $k$-expression for a graph of clique width $k$ can be found in plain exponential time.

A class $G$ of graphs has bounded clique width if $G \subseteq C_k$ for some $k$. Classes of bounded clique width include cliques, cographs, and distance-hereditary graphs [12, 4]. We will also be interested in nice graph classes that do not have bounded clique width. These include classes Hypercubes of hypercubes, Grids of rectangular grids, and subdivisions of cliques $K(H)$ (introduced in Section 1) [20, 3].

### 3 Extended clique width

#### 3.1 Extended $k$-expressions

In this section we introduce a more general version of $k$-expressions, and accordingly a more general version of clique width. New $k$-expressions require two more operators on $k$-labeled graphs. The first one does not have analogues in $k$-expressions. Let $G$ be a $k$-labeled graph and $r$ a positive integer parameter. The idea behind the inflation operator is the following. For each vertex $v$ of $G$ we add up to $r$ new copies of $v$. The set of new copies of $v$ depends
only on the label of $v$, and is given by the vector $\vec{M}$ defined below. Let $v_i, \ldots, v_t$ be the added copies of $v$, and $v$ itself is considered as $v_0$. Next, some new edges are introduced: whether or not edge $v_iv_j$ is added depends only on whether $\forall \nu \in V(G)$, the labels of $v, w$, and the numbers $i, j$. These connections are given by the set $S$ defined below. Finally, the new copies obtain labels, and the label of $v_i$ only depends on the label of $v$ in $G$ and $i$. This step is governed by the vector $\vec{\sigma}$ in the definition below.

We now proceed to a formal definition. Fix natural $k, r$. By $\vec{M}$ we denote a vector $(M_1, \ldots, M_k)$ where each $M_i$ is a subset of $[r]$ containing 0. For such a vector $\vec{M}$, let

$$\mathcal{L}(\vec{M}) = \{(i_1, j_1, i_2, j_2) \mid i_1, i_2 \in [k], j_1 \in M_{i_1}, j_2 \in M_{i_2}\}.$$

**Definition 12.** Let $\vec{M} = (M_1, \ldots, M_k)$, $(0) \subseteq M_i \subseteq [r]$ for $i \in [k]$, $\sigma_j : [k] \to [k]$ for $j \leq [r]$, where $\sigma_0$ is the identity mapping, and $S \subseteq \mathcal{L}(\vec{M})$. Also, $S$ is required to be a symmetric set, that is, if $(i_1, j_1, i_2, j_2) \in S$ then $(i_2, j_2, i_1, j_1) \in S$. Operator $\beta_{\vec{M}, \vec{\sigma}, S}$ transforms a $k$-labeled graph $G = (V, E, \pi)$ to a $k$-labeled graph $G' = (V', E', \pi')$ as follows:

- $V' = \bigcup_{i=1}^{k} C_i$, where $C_i = \{a_j | j \in M_i, a \in V$ and $\pi(a) = i\}$. The vertices $a_0, a \in V$, are called original vertices of $G' = \beta_{\vec{M}, \vec{\sigma}, S}(G)$ and are identified with their corresponding vertices from $V$;
- $a_jb'_j \in E'$ if and only if $ab \in E$, and $(\pi(a), j, \pi(b), j') \in S$ or $j = j' = 0$;
- $\pi'(a_j) = \sigma_j(\pi(a))$

The second operator combines disjoint union with a sequence of adding edges operators.

**Definition 13.** Let $T \subseteq [k] \times [k]$. Operator $\eta_T$ takes two $k$-labeled graphs as input and produces a $k$-labeled graph as output. For $k$-labeled graphs $G_1 = (V_1, E_1, \pi_1)$, and $G_2 = (V_2, E_2, \pi_2)$, $V_1, V_2$ disjoint, the $k$-labeled graph $\eta_T(G_1, G_2) = (V, E, \pi)$, is defined as follows:

- $V = V_1 \cup V_2$;
- $E = E_1 \cup E_2 \cup \{(a, b) \mid a \in V_1, b \in V_2, \pi_1(a) = i, \pi_2(b) = j, (i, j) \in T\}$;
- $\pi(a) = \pi_1(a)$ if $a \in V_1$ and $\pi(a) = \pi_2(a)$ if $a \in V_2$.

We refer to this operator as the connect operator.

An extended $(k, r)$-expression is a (properly formed) expression that involves operators $\gamma_i$ ($i \in [k]$), $\rho_{i,j}$ ($i, j \in [k]$), $\beta_{\vec{M}, \vec{\sigma}, S}$, and $\eta_T$, where $\vec{M}, \vec{\sigma}, S, T$ are as in Definitions 12, 13. Similar to $k$-expressions, extended $(k, r)$-expressions represent $k$-labeled graphs, as well as usual graphs. For an example of extended $(k, r)$-expression see the construction of hypercubes in Section 3.2.

Note that if $G_1$ and $G_2$ are two isomorphic $k$-labeled graphs, and $G_1$ is represented by an extended $(k, r)$-expression $\Phi$, then $\Phi$ is an extended $(k, r)$-expression representing $G_2$ as well.

A graph $G = (V, E)$ is said to have extended clique width $(k, r)$ if the pair $(k, r)$ is minimal such that there is a $k$-labeling $\pi$ of $G$ and an extended $(k, r)$-expression $\Phi$ that represents $G = (V, E, \pi)$. If such a $\pi$ exists we also say that $\Phi$ represents $G$. Note that an extended clique width of a graph is not unique, as pairs of numbers can be incomparable. However, for our purposes it will usually be enough to assume that $k = r$: just replace both parameters with max($k, r$). The class of all graphs of extended clique width at most $(k, r)$ is denoted by $\mathcal{A}_{k,r}$. A class $\mathcal{G}$ of graphs has bounded extended clique width if $\mathcal{G} \subseteq \mathcal{A}_{k,k}$ for some $k$.

The connect operator is clearly a substitute for the operator $\eta_j$ from Definition 10 of clique width. In particular, graphs of extended clique width $(k, 0)$ are very close to graphs of clique width $k$. 
Proposition 14. Any graph $G$ that can be represented by a $k$-expression, can also be represented by an extended $(k,0)$-expression. Therefore, $G_k \subseteq X_{k,0}$, that is, every graph that has clique width $k$ also has extended clique width at most $(k,0)$.

As is easily seen, the connect operator can be expressed through disjoint union and adding edges. However, we will need properties similar to the safety of $k$-expressions. Unfortunately, the inflation operator does not allow for an equally clean and easy definition of safety, as in the case of $k$-expressions, and we use the connect operator instead.

Let $G = \eta_T(G_1, G_2)$. It is straightforward from the definition that $G[V(G_1)]$ is equal to $G_1$ and $G[V(G_2)]$ is equal to $G_2$, that is, $\eta_T$ does not add edges inside $G_1, G_2$. Also, if $G = \beta_{M,\pi,S}(G_1)$, then again $G[V(G_1)]$ is equal to $G_1$. Similar to $k$-expressions we say that an extended $(k,r)$-expression $\Phi$ is safe if for each of its subexpressions $\eta_T(\Phi_1, \Phi_2)$ and $\beta_{M,\pi,S}(\Phi_1)$ such that $\Phi_1, \Phi_2$ represent graphs $G_1, G_2$, respectively, it holds $G_i = G[V(G_i)]$ for $i = 1,2$. The following property is straightforward.

Lemma 15. Any extended $(k,r)$-expression is safe.

An extended $(k,r)$-expression representing $G$ (if one exists) can be found in plain exponential time.

Theorem 16. There is an algorithm running in time $O^*(4 \max(k,r) + 4)^{|V(G)|})$ that given a graph $G$ outputs an extended $(k,r)$-expression for $G$ if one exists, or reports “NO” otherwise.

Proof (Sketch). One of the ingredients of our algorithm is the problem of deciding whether two $k$-labeled graphs are isomorphic. $k$-labeled graphs $G = (V_1, E_1, \pi_1), H = (V_2, E_2, \pi_2)$ are isomorphic if there exists an isomorphism $\phi$ from the graph $G = (V_1, E_1)$ to $H = (V_2, E_2)$ such that $\pi_1(a) = \pi_2(\phi(a))$ for $a \in V_1$. We show that this problem can be reduced to the ordinary Graph Isomorphism problem and use the celebrated result by Babai [1] that there is an algorithm that, given graphs $G$ and $H$, decides whether there exists an isomorphism between $G$ and $H$ in time $O(2^{\log(|V(G)|)^{O(1)}})$.

Lemma 17. There is a polynomial time reduction from the problem of deciding the isomorphism of $k$-labeled graphs to GRAPH ISOMORPHISM.

We now describe the main part of the algorithm. Create an array $N$ of size $(k+1)^n$ whose entries $N(G')$ are labeled with a $k$-labeling $G'$ of a subgraph $G'$ of $G$. For every entry $N(G')$ the $k$-labeled graph $G'$ either has an extended $(k,r)$-expression or it does not. The goal is to set the value of each entry $N(G')$ to some extended $(k,r)$-expression for $G'$ if it has one and to “NO” otherwise. Then either for some labeling $G$ of $G$ the entry $N(G)$ contains a $(k,r)$-expression for $G$, or $G$ does not have extended clique width at most $(k,r)$.

Now we consider more detailed possibilities for each $G'$. There are four cases. Case 1 takes place if $G'$ has an extended $(k,r)$-expression that ends with an inflation operator; Case 2 takes place if $G'$ has an extended $(k,r)$-expression that ends with a connect operator; Case 3 takes place if $G'$ has an extended $(k,r)$-expression that ends with a sequence of relabeling operators; and, finally, Case 4 takes place if $G'$ does not have an extended $(k,r)$-expression. All one-element $k$-labeled graphs are obviously represented by an extended $(k,r)$-expression. Let us suppose the values of each entry $N(G')$, where $G'$ contains at most $n-1$ vertices is set correctly. Then, we want to set the correct values for entries of the array whose associated $k$-labeled graph has exactly $n$ vertices. We use the dynamic programming approach that consists of two phases. In Phase 1, for each entry $N(G')$ such that $G'$ has $n$ vertices, we check if $G'$ satisfies the conditions of Case 1. Then for each $k$-labeled graph like this that does not
satisfy the conditions of Case 1 we check if it falls in Case 2. In Phase 2, by relabeling $G'$ for which $N(G')$ is assigned a value, we find a new extended $(k, r)$-expression for $G'$ that do not satisfy the conditions of Cases 1 and 2, but satisfy the conditions of Case 3. In the end, for each $G'$ that belongs to none of Cases 1, 2, or 3, we set the value $N(G')$ to “no” because it does not have an extended $(k, r)$-expression. In the rest of this proof, for a $k$-labeled graph $G'$, we show how to check if it satisfies the conditions of each of Cases 1 and 2.

Let $G' = (V', E', \pi')$ be a $k$-labeled graph with $|V'| = n$ and it has an extended $(k, r)$-expression that ends with an inflation operator. Then there is an induced subgraph $G'_1$ of $G'$ such that the result of application of an inflation operator to $G'_1$ is isomorphic to $G'$, and $G'_1$ has an extended $(k, r)$-expression. Thus, there exist $\sigma_i : [k] \to [k]$, $i \in [r]$, $M_i \subseteq [r]$, $i \in [k]$, $S \subseteq L(M)$, and a set $V'_1 \subseteq V'$, such that

(A) $G'_2 = (V'_2, E'_2, \pi'_2) = \beta_{\sigma_i, S}(G'[V'_1])$ is isomorphic to $G'$, and

(B) $G'[V'_1]$ has an extended $(k, r)$-expression.

Conversely, if there exist $V'_1 \subseteq V'$, $\sigma_i : [k] \to [k]$, $i \in [r]$, $M_i \subseteq [r]$, $i \in [k]$, $S \subseteq L(M)$ satisfying conditions (A),(B), then $G'_2$ has an extended $(k, r)$-expression that ends with an inflation operator. As $G'_2$ and $G'$ are isomorphic, $G'$ has an extended $k$-expression that ends with an inflation operator as well. Thus, the sufficient and necessary conditions for $G'$ to have an extended $(k, r)$-expression that ends with an inflation operator, is that there exist $V'_1 \subseteq V'$, $\sigma_i : [k] \to [k]$ , $i \in [r]$, $M_i \subseteq [r]$, $i \in [k]$, $S \subseteq L(M)$ satisfying (A),(B).

The algorithm now searches through all possible selection of $V'_1$, $\sigma$, $S$, to check if conditions (A),(B) satisfied for any of them. Let us evaluate the running time of this procedure. Checking condition (A) takes time $O(2^{\log((k+2)n)^{O(1)}})$ by Lemma 17, while condition (B) can be verified by looking up the existing entry $N(G'[V'_1])$ in $O(1)$ time. There are $2^n$ choices for $V'_1$ and $k^r$ choices for $\sigma$. Vector $M$ can be chosen in $2^{kr}$ ways, and so $L(M)$ has at most $2^{kr}k^2$ elements. Thus, $S$ can be chosen in at most $2^{2^{kr}k^2}$ ways. Thus, the total running time of filling up $N(G')$ in this case is upper bounded by

$$2^{nV(G)} \times k^r \times 2^{kr}k^2 \times 2^{2^{kr}k^2} \times O(2^{\log((k+2)n)^{O(1)}}) = O^*(2^{2^{V(G)}}).$$

Now let us suppose that $G' = (V', E', \pi')$ has an extended $(k, r)$-expression that ends with a connect operator. Then due to the safety of extended $(k, r)$-expressions there exist two induced subgraphs $G'_1$ and $G'_2$ of $G'$ such that, first, they both are represented by extended $(k, r)$-expressions, and, second, there is $T \subseteq [k]^2$, such that $\eta_T(G'_1, G'_2)$ is identical to $G'$. Thus to find an extended $(k, r)$-expression for $G'$ it suffices to go through all partitions of $V'$ into sets $V'_1$ and $V'_2$ and for each partition check the following two conditions. First, check if $G'_1 = G'[V'_1]$ and $G'_2 = G'[V'_2]$ have an extended $(k, r)$-expression by looking up the entries $N(G'_1), N(G'_2)$. Second, check if there is $T \subseteq [k]^2$ such that $\eta_T(G'_1, G'_2)$ is identical to $G'$. Since there are at most $2^{V(G)}$ ways to partition $V'$ into $V'_1$ and $V'_2$, takes time $O(2^{V(G)})$ to check if $G'$ falls into Case 2.

So far we have registered an extended $(k, r)$-expression for every $G'$ that satisfies the conditions of Case 1 or Case 2. Now, start Phase 2 and check whether any of the remaining $k$-labeled graphs $G'$ satisfies the conditions of Case 3. In order to do that we go through all $k$-labeled graphs $G'$ with $n$ vertices and such that $N(G')$ contains an extended $(k, r)$-expression $\Phi$, that is initially for all $G'$ that fall into Cases 1,2. Then we consider every possible relabeling $\rho_1$ in turn. If $\rho_1(G')$ is a $k$-labeled graph such that $N(G')$ does not have an extended $(k, r)$-expression, then we set $N(\rho_1(G')) = \rho_1(\Phi)$. We repeat this process for each $k$-labeled graph $G'$, until no new entries can be filled. The time required for Phase 2 in
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total, for all $G'$, not only those with $n$ vertices is bounded by number of all $k$-labelings of all subgraphs of $G$ times the number of possible operators $\rho_i$. As is easily seen, the time required for Phase 2 in total is

$$(k + 1)^{|V(G)|} \times k^2 = O^*((k + 1)^{|V(G)|})$$

\textbf{Time complexity:} The array we construct has $(k + 1)^{|V(G)|}$ entries. The time required to complete Phase 1 for all the entries is bounded by $O^*(4^{|V(G)|}) \times (k + 1)^{|V(G)|}$. The time to complete Phase 2 for all entries is bounded by $O^*((k + 1)^{|V(G)|})$. Thus the total running time is $O^*((4k + 4)^{|V(G)|})$.

Next we explore what kind of graphs and $k$-labeled graphs can be represented by extended $(k, r)$-expressions.

\section{Graph classes of bounded extended but not regular clique width}

In this section we show that not all graphs of bounded extended clique width also have bounded clique width. Specifically, we consider the classes \textbf{Hypercubes} of hypercubes, \textbf{Grids} of rectangular grids, and $K(\mathcal{H})$ of subdivisions of cliques by graphs from a class $\mathcal{H}$. All these classes have unbounded clique width, as mentioned in Section 2.2.

\begin{theorem}
(1) Hypercubes has extended clique width at most $(2,1)$.
(2) Grids has extended clique width at most $(6,1)$.
(3) If $\mathcal{H}$ is a class of graphs of extended clique width $(k, r)$, then $K(\mathcal{H})$ has extended clique width at most $(k + 5, \max(r, 1))$.
\end{theorem}

\textbf{Proof.} We present extended $(2,1)$-expressions for hypercubes and extended $(6,1)$-expressions for grids. Extended expressions for subdivide cliques are more involved, and the reader is referred to the full version of the paper [7].

(1) Let $HC_n$ denote an $n$-dimensional hypercube. An extended $(2,1)$-expression $\Phi_n$ representing $HC_n$ is constructed by induction on the dimensionality of the hypercube. The base cases of induction are $HC_0$ and $HC_1$. An extended $(2,1)$-expression for $HC_0$ is $\sigma_1$, and an extended $(2,1)$-expression for $HC_1$ is $\eta_{(1,2)}(\sigma_1, \sigma_2)$.

Suppose that for $m \leq n$ the graph $HC_m$ has an extended $(2,1)$-expression. Let $\Phi_n$ be an extended $(2,1)$-expression for $HC_n$. Let $M = (\{0, 1\}, \{0, 1\})$, let $\sigma_0$ be the identity mapping on $\{0, 1\}$, let $\sigma_1 : [2] \to [2]$ be given by $\sigma_1(1) = 2, \sigma_1(2) = 1$, and let $S = \{(1, 1, 1, 1), (2, 1, 2, 1), (1, 1, 1, 1), (2, 1, 1, 1), (1, 0, 2, 1), (2, 1, 1, 0), (2, 0, 1, 1), (1, 1, 2, 0)\}$. Then it is not hard to see that $\beta_{M, X, S} \Phi_n$ is an extended $(2,1)$-expression for $HC_{n+1}$.

(2) Let us denote the vertex set of an $n \times m$-grid by $G_{n,m} = [n] \times [m]$. We proceed by induction on $n, m$. First, observe that a $2 \times 2$-grid labeled in an arbitrary way with 4 labels can be represented by a 4-expression in a straightforward manner. We choose the labeling $\pi_{22}$ of $G_{2,2}$ given by $\pi_{22}(1, 1) = 1, \pi_{22}(2, 1) = 2, \pi_{22}(2, 2) = 3, \pi_{22}(2, 2) = 4$.

Next, we construct a 6-expression (not an extended one) for a $2 \times m$-grid labeled in a specific way. The labeling $\pi'_{2m}$ of $G_{2,m}$ we achieve is given by $\pi'_{2m}(1, 1) = \cdots = \pi'_{2m}(1, m - 1) = 1, \pi'_{2m}(2, 1) = \cdots = \pi'_{2m}(2, m - 1) = 2, \pi'_{2m}(2, m) = 3, \pi'_{2m}(2, m) = 4$. Suppose we have constructed a 6-expression representing a $2 \times (m - 1)$-grid labeled this way. Then add vertices $(1, m)$ and $(2, m)$ labeled 5 and 6, respectively, and apply operators $\rho_{3, 3}, \rho_{5, 6}, \rho_{4, 4}$, and $\rho_{4, 4}, \rho_{4, 4}, \rho_{4, 4}, \rho_{4, 4}, \rho_{4, 4}$. It is straightforward that the resulting labeled graph is a $2 \times m$-grid labeled in the required way.
Now starting with the labeled $2 \times m$-grid constructed in the previous step we show by induction that a $n \times m$-grid with labeling $\pi_{nm}$ can be represented by an extended $(4,1)$-expression, where $\pi_{nm}$ is given by $\pi_{nm}(i, j) = 3$ for $i \leq n-2$ and $j \in [m]$, $\pi_{nm}(n-1,j) = 1$, $\pi_{nm}(n, j) = 2$ for $j \in [m]$. The base case for induction, the grid $G_{2,m}$ labeled with $\pi_{2m}$ can be obtained from the labeled grid constructed in the previous paragraph by applying operators $\rho_{3 \to 1}$ and $\rho_{4 \to 2}$. Suppose that an extended $(4,1)$-expression representing $G_{n-1,m}$ labeled with $\pi_{n-1m}$ exists. For the induction step we consider inflation operator with the following parameters: $k = 4$, $r = 1$, $\widetilde{M} = (\{0,1\}, \{0\}, \{0\})$, $S = \{(1,1,2,0),(2,0,1,1),(1,1,1,1)\}$, $\sigma_0$ is the identity mapping on $[4]$ and $\sigma_1(i) = i$, except $\sigma_1(1) = 4$. The operator $\beta_{\widetilde{M}, \sigma, S}$ applied to $G_{n-1,m}$ labeled with $\pi_{n-1m}$ works as follows: it creates an extra copy of each vertex with label 1, that is, of $n - 2$-nd row, and connects each new vertex $a_1$ to every vertex with label 2, $a$ is connected to. In other words, if $a = (n - 2, i)$, then $a_1$ plays the role of $(n, i)$ and is properly connected to the only vertex with label 2 vertex $(n - 2, i)$ is connected to, that is, $(n - 1, i)$. Also, $\beta_{\widetilde{M}, \sigma, S}$ connects vertices $(n, i)$, $(n, i + 1)$. Finally, the vertices of the form $(n, i)$ are assigned label 4. In order to obtain a grid labeled with $\pi_{nm}$ it suffices to apply operators $\rho_{1 \to 3}$, $\rho_{2 \to 1}$ and $\rho_{4 \to 2}$.

4 Counting homomorphism to labeled graphs given an extended $k$-expression

In this section we prove our main result.

- **Theorem 19.** Let $G$ and $H$ be two graphs, and let $k$-labeled graph $\mathcal{H}$ be a $k$-labeling of graph $H$. Given an extended $(k, r)$-expression $\Phi$ for $\mathcal{H}$, $\text{hom}(G, H)$ can be found in time $O^*(\max(k, r + 1)^{|V(G)|})$

The following notation and terminology will be used throughout this section. Let $\text{HOM}(G, H)$ denote the set of all homomorphisms from $G$ to $H$. Let $X \subseteq V(G)$, and let $\chi : X \to \{1, 2, \ldots, k\}$ be a label function. A mapping $\varphi$ from $X$ to $k$-labeled graph $\mathcal{H} = (V, E, \pi)$ is said to be consistent with $\chi$ if for every $x \in X$ it holds $\pi(\varphi(x)) = \chi(x)$. Let $\text{hom}_\chi(G[X], \mathcal{H})$, $\text{HOM}_\chi(G[X], \mathcal{H})$, $\text{map}_\chi(G[X], \mathcal{H})$, and $\text{MAP}_\chi(G[X], \mathcal{H})$, denote the number of homomorphisms from $G[X]$ to $\mathcal{H}$ consistent with $\chi$, the number of all mappings from $G[X]$ to $\mathcal{H}$ consistent with $\chi$, and the number of all mappings from $G[X]$ to $\mathcal{H}$ consistent with $\chi$, respectively.

Observing that an extended $(k, r)$-expression can be naturally viewed as an extended $(\max(k, r), \max(k, r))$-expression, in what follows we assume $k = r$. Let $\Phi$ be an extended $(k, k)$-expression for a $k$-labeling $\mathcal{H}$ of the graph $H$. We proceed by induction on the structure of $\Phi$. More precisely, our algorithm will compute entries of an array $\text{hom}(G[X], \mathcal{H}')$, where $X \subseteq V(G)$ and $G[X]$ is a $k$-labeling of $G[X]$, and $\mathcal{H}'$ is the $k$-labeled graph represented by a subexpression of $\Phi$. Since the labeling of $\mathcal{H}'$ is important in this inductive process, we also cannot avoid labeling the graph $G$. Operator $\cdot$, creating a graph $\mathcal{H}'$ with a single vertex labeled $i$ gives the base case of induction. In this case $\text{hom}(G[X], \mathcal{H}') = 1$ if all vertices of $X$ are labeled $i$ and $G[X]$ has no edges; otherwise $\text{hom}(G[X], \mathcal{H}') = 0$. Finally, after computing the numbers $\text{hom}(G, \mathcal{H})$ for all the $k$-labelings $G$ of $G$, we complete using the following observation.

- **Observation 20.** Let $G$ and $H$ be graphs, and let $k$-labeled graph $\mathcal{H}$ be a $k$-labeling of $H$.

Then

$$\text{hom}(G, H) = \sum_{\chi : V(G) \to \{1, 2, \ldots, k\}} \text{hom}_\chi(G, \mathcal{H})$$
It therefore suffices to show how to compute \( \text{hom}(G[X], H') \), where \( G[X] \) is an arbitrary \( k \)-labeling of \( G[X] \), \( X \subseteq V(G) \), and \( H' \) is represented by a subexpression \( \Phi' \) of \( \Phi \), provided \( \text{hom}(G[Y], H'') \) is known for all \( Y \subset X \), all labelings \( G[Y] \) of \( G[Y] \), and \( H'' \) represented by a subexpression \( \Phi'' \) of \( \Phi' \) with \( \Phi'' \neq \Phi' \). We consider 3 cases depending on the last operator of \( \Phi' \). In the cases of the relabeling and connect operators the argument is similar to that for \( k \)-expressions. Here we only consider the inflation operator.

### 4.1 Inflation operator

In this part, we show how to make a recursive step in the case when the last operator of \( \Phi' \) is an inflation operator. Before explaining this step, we need several definitions.

A retraction is a homomorphism \( \psi \) from a graph \( G_2 \) to its subgraph \( G_1 \) such that \( \psi(v) = v \) for each vertex \( v \) of \( G_1 \). In this case the subgraph \( G_1 \) is called a retract of \( G_2 \). A retraction from a \( k \)-labeled graph \( G_2 = (V_2, E_2, \pi_2) \) to a \( k \)-labeled graph \( G_1 = (V_1, E_1, \pi_1) \) is defined to be a retraction from \( G_2 = (V_2, E_2) \) to \( G_1 = (V_1, E_1) \) preserving the label function \( \pi_2 \), that is, \( \pi_2(v) = \pi_1(\psi(v)) \) for all \( v \in V_2 \).

It will be convenient for us to subdivide operator \( \beta_{\overrightarrow{M},S} \) into two steps: the first one is expansion of the original graph using \( \overrightarrow{M} \) and \( S \), and the second is relabeling of some vertices of the resulting graph using \( \overrightarrow{S} \). More specifically, let \( \overrightarrow{H} = (V, E, \pi) \) be a \( k \)-labeled graph, \( \overrightarrow{M}, M_i \subseteq [k] \) for \( i \in [k] \) (recall that we assume \( k = r \)), \( S \subseteq \mathcal{L}(\overrightarrow{M}) \), and \( \sigma_i : [k] \to [k], i \in [k] \). Then \( \overrightarrow{H'} = (V', E', \pi') = \alpha_{\overrightarrow{M}, S}(\overrightarrow{H}) \) is given by

- \( V' = \bigcup_{i=1}^{k} C_i \), where \( C_i = \{a_j | j \in M_i, a \in V \text{ and } \pi_1(a) = i\} \). The vertices \( a_0, a \in V \), are called original vertices of \( \overrightarrow{H'} = \alpha_{\overrightarrow{M}, S}(\overrightarrow{H}) \) and are identified with their corresponding vertices from \( V \);
- \( (a_j, b_j) \in E' \) if and only if \( (a, b) \in E \), and \( (\pi(a), j, \pi(b), j') \in S \) or \( j = j' = 0 \);
- \( \pi'(a_j) = \pi(a) \).

Then, \( \overrightarrow{H''} = (V'', E'', \pi'') = \beta_{\overrightarrow{M}, \overrightarrow{S}}(\overrightarrow{H}), \) that is, \( V'' = V' \), \( E'' = E' \), and \( \pi''(a_j) = \sigma_j(\pi(a)) \) for \( a \in V'' \) and \( j \in M_{\pi(a)} \).

As is easily seen, \( \overrightarrow{H} \) is an induced subgraph of \( \overrightarrow{H'} \), and a retract. Indeed, the mapping \( \mu \) that maps every \( a_j \in V(\overrightarrow{H'}) \) to \( a \) (recall that \( a_j \) is a “copy” of some \( a \in V(\overrightarrow{H}) \)) is a retraction.

The objective is to find a method to express the number of homomorphisms from induced subgraphs of \( G \) to \( \overrightarrow{H''} \) given those from induced subgraphs of \( G \) to \( \overrightarrow{H} \).

**Lemma 21.** Let \( Y \subseteq V(G) \) and let \( \gamma \) be a function \( Y \to [k] \). There is an algorithm that given \( \text{hom}_{\zeta}(G[X], \overrightarrow{H}) \) for all functions \( \zeta \) from a subset \( X \subset Y \) to \( [k] \) as input, finds \( \text{hom}_{\gamma}(G[Y], \overrightarrow{H''}) \) in time \( O((2(k+1))^{V(G)}) \).

We break this down into two steps. The main result of Step I, which is summarized in Lemma 22, finds an equality for the number of homomorphisms from \( G \) to \( \overrightarrow{H'} \). Then, the result for Step II analogous to Lemma 22 finds the number of homomorphisms from induced subgraphs of \( G \) to \( \overrightarrow{H''} \) given those for \( G \) and \( \overrightarrow{H'} \). As Step II is substantially simpler than Step I, we omit it here.

**Step I**

Let \( \overrightarrow{H'} = (V', E', \pi') = \alpha_{\overrightarrow{M}, S}(\overrightarrow{H}) \) and \( \overrightarrow{H} = (V, E, \pi) \). Let \( Y \) be a subset of \( V(G) \) and \( \gamma \) a function \( Y \to [k] \). Also, set

\[ \mathcal{W}(\gamma) = \{\omega : Y \to [k] \text{ and } \forall a \in Y, \, \omega(a) \in M_{\gamma(a)}\}. \]
For $\omega \in \mathcal{W}(\chi)$, let

$$\text{HOM}_{\chi}(G[Y], \mathbb{H}', \omega) = \{ \varphi \mid \varphi \in \text{HOM}_{\chi}(G[Y], \mathbb{H}') \text{ and } \forall a \in Y, \exists b \in V(\mathbb{H}) \text{ s.t. } \varphi(a) = b_{\omega(a)} \}.$$ 

For the rest of Step I, let $X'$ and $X''$ be two disjoint subsets of $V(G)$ and let $\chi' : X' \rightarrow [k]$ and $\chi'' : X'' \rightarrow [k]$ be arbitrary functions. Also let $X = X' \uplus X''$ and let $\chi = \chi' \uplus \chi''$.

Let $\text{HOM}_{\chi', \chi''}(G[X], \mathbb{H}')$ denote the set of all elements of $\text{HOM}_{\chi}(G[X], \mathbb{H}')$ that map a vertex $a$ from $X$ to an original vertex of $\mathbb{H}'$ (recall that any vertex of $\mathbb{H}$ is called an original vertex of $\mathbb{H}'$) if and only if $a \in X'$.

For any $\varphi \in \text{HOM}_{\chi', \chi''}(G[X], \mathbb{H}')$, there is a unique $\omega \in \mathcal{W}(\chi)$ such that $\varphi$ is also an element of $\text{HOM}_{\chi}(G[X], \mathbb{H}', \omega)$. Let us call $\omega$ the consistent function of $\varphi$. We then partition $\text{HOM}_{\chi', \chi''}(G[X], \mathbb{H}')$ into smaller subsets and count the elements in each smaller subset. The partition splits $\text{HOM}_{\chi', \chi''}(G[X], \mathbb{H}')$ into sets of homomorphisms that all share the same consistent function $\omega \in \mathcal{W}(\chi)$. As is easily seen, $\text{HOM}_{\chi}(G[X], \mathbb{H}', \omega) \cap \text{HOM}_{\chi', \chi''}(G[X], \mathbb{H}')$ is such a subset.

Let $B(\chi', \chi'')$ be the set of all $\omega \in \mathcal{W}(\chi)$ such that $\omega$ satisfies the following properties:

(b.1) $\omega \in \mathcal{W}(\chi)$ and $\omega(x) = 0$ if and only if $x \in X'$.

(b.2) For every $a, b \in X$ such that at least one of them is not an element of $X'$, and $ab \in E(G)$ it holds that $(\chi(a), \omega(a), \chi(b), \omega(b)) \in S$.

Now, as the set of homomorphisms is subdivided into sufficiently small fragments, it is possible to show that the number of elements in $\text{HOM}_{\chi}(G[X], \mathbb{H}')$ such that $\omega$ is their consistent function is the same for any $\omega \in B(\chi', \chi'')$ and it is zero otherwise.

**Lemma 22.** Let $G$, $\mathbb{H}$, $\mathbb{H}'$, $X'$, $X''$, $X = X' \uplus X''$, $\chi'$, $\chi''$, and $\chi = \chi' \uplus \chi''$ be defined as above, then

$$|\text{HOM}_{\chi', \chi''}(G[X], \mathbb{H}')| = |B(\chi', \chi'')| \times \text{hom}_{\chi}(G[X], \mathbb{H}).$$

To evaluate the running time of this procedure, note that the algorithm has to enumerate all possible partitions $X'$, $X''$ of $X$, and all mappings that can be in $\mathcal{W}(\chi)$. Overall, it amounts to the number of mappings from $X$ to a $k + 1$ element set. The number of choices of $X$ is $2^{V(G)}$. Thus the running time is bounded by $O((2(k + 1))^{V(G)})$. Lemma 21 now follows from Lemma 22 and a similar result for Step II.

### 4.2 Putting pieces together

We are now in a position to prove Theorem 19.

**Proof of Theorem 19.** By Observation 20, $\text{hom}(G, H)$ equals the sum of $\text{hom}_{\chi}(G, \mathbb{H})$ over all $k$-label functions $\chi : V(G) \rightarrow [k]$. For each $\chi$ we need to compute $\text{hom}_{\chi}(G, \mathbb{H})$. This computation is done through dynamic programming and requires finding all the numbers of the form $\text{hom}_{\chi}(G[X], \mathbb{H}')$, where $X \subseteq V(G)$ and $\mathbb{H}'$ is a graph represented by a subexpression of $\Phi$. By Lemma 21 and similar results for relabeling and connect operators computing each such value from the previous values takes $O((2(k + 1))^{V(G)})$ time. There are $k^{V(G)}$ label functions $\chi$, and $2^{V(G)}$ subsets of $V(G)$. As the number of subexpressions of $\Phi$ introduces only a polynomial factor, the running time of the algorithm is $O^*(((2(k + 1)^{2V(G)}))$. ▶
5 Beyond bounded extended clique width

In this section we study plain exponential classes that do not have bounded extended clique width. We start with showing that the class of all graphs with degrees less than a constant does not have bounded extended clique width, and how it can be combined with any plain exponential class to produce a new plain exponential class. Then we present two more plain exponential classes of graphs that so far not representable as derivatives of graph with bounded degree and/or bounded extended clique width.

5.1 Bounded degrees

To prove that some graph class does not have bounded extended clique width we first identify two nontrivial properties of graphs whose extended clique width is at most \((k,k)\). Let \(G\) be a graph and \(N(v)\) denote the neighborhood of \(v \in V(G)\). Also, let \(H\) be an induced subgraph of \(G\), and \(N_H(v) = N(v) \cap H\) for \(v \in V(G)\).

\[ \text{Lemma 23.} \quad \text{Let} \ G \text{ be a connected graph and} |V(G)| = n. \text{ If} G \text{ has extended clique width at most} (k,k) \text{ then the following two conditions hold:} \]

\[ \text{(1)} \quad \text{For any} \frac{k^2}{\alpha} < \frac{1}{2}, \text{ there exists a subset} W \subseteq V(G) \text{ with} \frac{\alpha n}{k+1} \leq |W| \leq \alpha n \text{ such that there are at most} 2^k \text{ subsets} U_1, \ldots, U_\ell \text{ of} W \text{ with the following property: for every} \ v \in V(G) \setminus W \text{ either} N_H(v) = U_i \text{ for some} i \in [\ell], \text{ or} N_H(v) = N_H(w) \cap U_i \text{ for some} w \in V(H) \text{ and} i \in [\ell]. \]

\[ \text{(2)} \quad \text{If in addition the maximal degree of} \ G \text{ is} d, \text{ there is a constant} \delta(d,k) \text{ that only depends on} d \text{ and} k, \text{ such that for any} \beta, \delta(d,k) < \beta < \frac{1}{2}, \text{ there are subsets} U \subseteq W \subseteq V \text{ such that} |W| \geq d|U|, \text{ and} \frac{\beta n}{k+1} < |W| \leq \beta n. \text{ Also, there is a partition} \Pi \text{ of} W \text{ into} |U| \text{ classes such that every vertex from} \ W \setminus U \text{ only has neighbors in at most} d \text{ blocks of} \Pi. \]

Then to prove that the class of all graphs whose degrees are bounded by a constant, does not have bounded extended clique width, we prove that a random \(d\)-regular graph does not satisfy the property from Lemma 23(2) with high probability, concluding that \(D_d\) does not have bounded extended clique width.

\[ \text{Lemma 24. Let} \ d > 3. \text{ The probability that a random} d\text{-regular graph with} n \text{ vertices satisfies the condition of Lemma 23(2) is} o(1). \]

Classes of bounded degree can be combined with any plain exponential class to form another plain exponential class, as the following theorem shows. Let \(G_1\) and \(G_2\) be graphs. The Cartesian product of \(G_1\) and \(G_2\), denoted by \(G_1 \square G_2\), is the graph whose vertex set is \(V(G_1) \times V(G_2)\), and vertices \((u_1, v_1)\) and \((u_2, v_2)\) of \(G_1 \square G_2\) are connected with an edge if and only if \(u_1 = u_2\) and \(v_1 v_2 \in E(G_2)\), or \(v_1 = v_2\) and \(u_1 u_2 \in E(G_1)\). For classes \(\mathcal{G}, \mathcal{H}\) of graphs \(\mathcal{G} \square \mathcal{H}\) denotes the class \(\{G \square H \mid G \in \mathcal{G}, H \in \mathcal{H}\}\).

\[ \text{Theorem 25. If} \mathcal{D} \text{ is in plain exponential class of graphs and} \mathcal{B} \text{ has bounded degree, then} \mathcal{B} \square \mathcal{D} \text{ is also plain exponential.} \]

\[ \text{Proof. Let} \ d \text{ be a bound on the degree of graphs from} \mathcal{B}. \text{ Let} \ H = B \square D, B \in \mathcal{B}, D \in \mathcal{D}, \text{ and let} \ G \text{ be a graph. We are concerned with the number} \text{ hom}(G,H). \text{ Without loss of generality assume} \text{ V(B) = } [r]. \text{ Let} \ P \text{ be a r-partition of} \text{ V(G). Then a mapping} \ h : V(G) \to V(H) \text{ is said to be consistent with} \ P \text{ if for every} \ v \in V(G) \text{ such that} \ v \in P_i, \text{ it holds} \ h(v) \in \{(i,e) \mid e \in V(D)\}. \text{ In other words,} \ h \text{ maps vertices of each set} \ P_i \text{ to vertices of the same copy of} \ D \text{ in the Cartesian product.} \]
Our algorithm will find a set \( P \) of \( r \)-partitions of \( V(G) \) such that if a homomorphism \( h : G \rightarrow H \) is consistent with an \( r \)-partition \( P \), then \( P \in P \). Every \( r \)-partition can be viewed as a mapping from \( V(G) \) to \( V(B) \). Since \( B \) has degree at most \( d \), partitions from \( P \) can be enumerated using a process similar to that in Example 7. Order the vertices \( v_1, \ldots, v_n \) of \( G \) in such a way that each vertex except for the first one is adjacent to one of the preceding vertices. Then a brute force algorithm is organized as follows: Assign images from \( V(B) \) to \( v_1, \ldots, v_n \) in turn. Clearly, there are \( V(B) \) possibilities to map \( v_1 \). Suppose that images from \( V(B) \) are assigned to \( v_1, \ldots, v_{j-1} \) by a mapping \( \pi : \{ v_1, \ldots, v_{j-1} \} \rightarrow V(B) \). We claim that there are just \( d + 1 \) possibilities to extend \( \pi \) on \( v_j \) if we want to keep the possibility that a homomorphism consistent with the obtained \( r \)-partition exists. By the choice of the order \( v_1, \ldots, v_n \), there is \( v_j, i < j \), adjacent with \( v_j \). It is possible to assign \( \pi(v_j) = \pi(v_i) \).

In this case a consistent homomorphism may map the edge \( v_j \) to an edge of the form \((\pi(v_1), e_1)(\pi(v_1), e_2)\) for some \( e_1, e_2 \in E(D) \). Otherwise \( v_j \) should be mapped to an edge of the form \((\pi(v_1), e)\). In this case there are at most \( d \) possibilities for \( \pi(v_j) \). Thus, the algorithm enumerates all the required \( r \)-partitions in time \( O^*(d + 1)^n \).

Now, let \( P \) be one of the \( r \)-partitions of \( V(G) \) generated in the previous step. Let \( G'_P \) be a graph that is obtained by contracting every edge of \( V(G) \) whose ends are in different blocks of \( P \). We claim that \( \text{hom}(G'_P, D) \) is equal to the number of homomorphisms of \( G \) to \( B \) that are consistent with \( P \).

Let \( x \in V(G) \) and let \( y \in V(G'_P) \). We use the notation \( x \in y \), if \( y \) is the result of contraction of \( x \) with 0 or more other vertices of \( G \). Also, the set of all homomorphisms from \( G \) to \( H = B \) that are consistent with \( P \) is denoted by \( \text{Hom}(P, G, H) \). We define a mapping \( \varphi \) from elements of \( \text{Hom}(G'_P, D) \) to elements of \( \text{Hom}(P, G, H) \) as follows: for every \( h' \in \text{Hom}(G'_P, D) \) set \( \varphi(h') = h \), where \( h \) is given by \( h(x) = (i, e) \), for \( x \in P \), and \( e = h'(y) \), \( x \in y \).

We show that \( \varphi \) is bijective. First, we show that it is injective. If \( h'_1, h'_2 \in \text{Hom}(G'_P, D) \) are two different mappings, there is an element \( y \in V(G'_P) \) such that \( h'_1(y) \neq h'_2(y) \). Therefore, for every \( x \in V(G) \) with \( x \in y \), \( \varphi(h'_1)(x) \neq \varphi(h'_2)(x) \).

Next we prove that \( \varphi \) is also surjective. We define a function \( \varphi^{-1} : \text{Hom}(P, G, H) \rightarrow \text{Map}(G'_P, E) \) such that \( (\varphi^{-1} \circ \varphi) \) is the identity mapping. Then to complete the proof of surjectivity it only remains to show that the range of \( \varphi^{-1} \) is \( \text{Hom}(G'_P, D) \).

Note that for any homomorphism from \( G \) to \( H \) consistent with \( P \), any \( y \in V(G'_P) \), and any \( v_1, v_2 \in y \), if \( h(v_1) = (i, e) \), then \( h(v_2) = (j, e) \) for some \( j \in [r] \). We define \( \varphi^{-1} \) as follows. Let \( h \in \text{Hom}(P, G, H) \) set \( \varphi^{-1}(h) = h' \) such that \( h' \) is given by \( h'(y) = e \), where \( y \) is such that for every \( x \in y \), \( h(x) = (j, e) \) for some \( j \in [r] \).

It is straightforward that \( (\varphi^{-1} \circ \varphi) \) is the identity function. Now observe that for any \( y_1, y_2 \in V(G'_P) \) with \( y_1 y_2 \in E(G'_P) \) there are \( x_1 \in y_1 \) and \( x_2 \in y_2 \) such that \( x_1 x_2 \in E(G) \). Since \( y_1 \) and \( y_2 \) are not contracted in \( G'_P \), \( x_1 \) and \( x_2 \) are in the same block \( P_j \) of \( P \) for some \( j \in [r] \). Therefore, \( h(x_1) = (j, e_1) \), \( h(x_2) = (j, e_2) \), and \( e_1 e_2 \in E(D) \). Hence \( h'(y_1) h'(y_2) = e_1 e_2 \) is an edge of \( E \). Thus, \( h' \) maps an edge of \( G \) to an edge of \( H \), and it is a homomorphism. The surjectivity of \( \varphi \) follows.

Finally, since all the \( r \)-partitions of \( G \) for which there may exist a consistent homomorphism can be enumerated in plain exponential time, and \( \text{hom}(G'_P, D) \) can also be found in plain-exponential time for each such partition \( P \), the overall algorithm runs in plain exponential time.
5.2 SubdividedCliques

RecallthatthesubdivisionofanedgeuvbyagraphHisagraphwithvertexsetV(H)∪{u,v} and edge set E(H) ∪ \bigcup_{t \in V(H)} \{ut, vt\}. The subdivision of a graph G by a graph H is the graph obtainedbyreplacingeveryedgeuvofGwithitssubdivisionbyacopyofH(adisjoint copyforeachedge).Let\( K(\mathcal{H}) \)denotetheclassofsubdivisionsofcliquesbygraphsfroama class\( \mathcal{H} \).

Thefollowingtheoremisthemainresultofthisthesis.

- Theorem 26. Let\( \mathcal{H} \)be a plain exponential class of graphs. Then\( K(\mathcal{H}) \)is also plain exponential.

More precisely, if \( \#\text{GRAPHHOM}(\cdot, \mathcal{H}) \)can be solved in time \( O^*(\epsilon^{\lfloor |V(G)|+|V(H)|}) \), c constant, for any given graphs G and H ∈ \( \mathcal{H} \), then \( \#\text{GRAPHHOM}(\cdot, K(\mathcal{H})) \)can be solved in time \( O^*(\epsilon^{2(|V(G)|+|V(H)|)}) \), where\( c_1 = \max(c,2) \).

Theorem 18(3) claims that if \( \mathcal{H} \) is of bounded extended clique width, then so is\( K(\mathcal{H}) \), and then that\( K(\mathcal{H}) \)is plain exponential follows from Theorem 19. However, in Theorem 26 \( \mathcal{H} \) does not have to be of bounded extended clique width.

5.3 KneserGraphs

Kneser graphs give another example of a plain exponential class of graphs.

The Kneser graph\( KG_{n,k} \)is the graph whose vertex set is the set of\( k \)-element subsets of a set with\( n \)elements, and two vertices are adjacent if and only if the two corresponding sets are disjoint. By\( \text{Kneser}_k \)we denote the class of all Kneser graphs for a fixed\( k \). The class\( \text{Kneser}_k \)is plain exponential, as it follows from the results of [2, 21]. Here we give an alternative algorithm for\( \text{GRAPHHOM}(\cdot, \text{Kneser}_k) \).

Let\( G \)be a graph, and\( G^{(k)} \)denote the graph obtained by replacing each of its vertices with a clique of size\( k \)and replacing each of its edges with a complete bipartite graph on\( k+k \)vertices. For\( a \in V(G) \)let\( \psi(a) \)denote the set of vertices of the clique replacing\( v \)in\( G^{(k)} \).

First, we introduce a many to one correspondence between elements of\( \text{HOM}(G^{(k)}, K_n) \)and\( \text{HOM}(G, KG_{n,k}) \). Let\( \tau : \text{HOM}(G^{(k)}, K_n) \rightarrow \text{HOM}(G, KG_{n,k}) \)be defined by setting\( \tau(\varphi) : V(G) \rightarrow KG_{n,k} \)to be the mapping\( v \mapsto \{\varphi(u) | u \in \psi(v)\} \). Notice that the cardinality of\( \{\varphi(u) | u \in \psi(v)\} \)equals\( k \)because\( G^{(k)}[\psi(v)] \)is a\( k \)-clique and\( \varphi \)is a homomorphism from\( G^{(k)} \)to\( K_n \). Therefore\( \tau(\varphi)(v) \)is always a vertex of\( KG_{n,k} \).

It can be shown that for\( \varphi \in \text{HOM}(G^{(k)}, K_n) \),\( \tau(\varphi) \)is a homomorphism, and moreover for any element\( \sigma \)of\( \text{HOM}(G, KG_{n,k}) \),\( \tau(\varphi) = \sigma \)for exactly\( (k!)^{|V(G)|} \)homomorphisms\( \varphi \in \text{HOM}(G^{(k)}, K_n) \). Therefore

\[
|\text{HOM}(G, KG_{n,k})| = \frac{\text{HOM}(G^{(k)}, K_n)}{(k!)^{|V(G)|}}. 
\]

Since there is an algorithm that computes\( \text{hom}(G^{(k)}, K_n) \)in time\( O^*(2^{k|V(G)|}) \), there is an algorithm that computes\( \text{hom}(G, KG_{n,k}) \)in the same time.

- Remark 27. The running time of the algorithm above is not plain exponential if\( k \)is not a constant. Bonamy et al. [2] proved that the class\( \text{Kneser} = \bigcup_{k \in \mathbb{N}} \text{Kneser}_k \)is not plain exponential unless the ETH fails.

Interestingly, the class of Kneser graphs does not have bounded extended clique width.
Theorem 28. The class Kneser$_2$ does not have bounded extended clique width.

To prove this result we use the property of graphs with bounded extended clique width from Lemma 23(1).
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1 Introduction

1.1 Holant problems
Holant problems are a broad class of sum-of-products computations. It generalizes other frameworks such as counting constraint satisfaction problems ($\#\text{CSP}$) and counting graph homomorphisms ($\#\text{GH}$). Both have been well studied and full complexity dichotomies have been established [9, 26, 7, 13, 11, 25, 8, 31, 12]. On the other hand, the understanding of Holant problems, even restricted to the Boolean domain, is still limited. In this paper, we focus on Holant problems defined over the Boolean domain.

Holant problems are parameterized by a set of constraint functions, also called signatures. A signature (over the Boolean domain) of arity $n > 0$ is a map $\mathbb{Z}_2^n \rightarrow \mathbb{C}$. Let $\mathcal{F}$ be any fixed set of signatures. A signature grid $\Omega = (G, \pi)$ over $\mathcal{F}$ is a tuple, where $G = (V, E)$ is a graph without isolated vertices, $\pi$ labels each $v \in V$ with a signature $f_v \in \mathcal{F}$ of arity $\deg(v)$, and labels the incident edges $E(v)$ at $v$ with input variables of $f_v$. We consider all 0-1 edge assignments $\sigma$, and each gives an evaluation $\prod_{v \in V} f_v(\sigma|_{E(v)})$, where $\sigma|_{E(v)}$ denotes the restriction of $\sigma$ to $E(v)$. 
Definition 1 (Holant problems). The input to the problem Holant($\mathcal{F}$) is a signature grid $\Omega = (G, \pi)$ over $\mathcal{F}$. The output is the partition function $\text{Holant}_\Omega = \sum_{\sigma: E(G) \to \{0, 1\}} \prod_{v \in V(G)} f_v(\sigma|_{E(v)})$.

Bipartite Holant problems Holant ($\mathcal{F} | \mathcal{G}$) are Holant problems over bipartite graphs $H = (U, V, E)$, where each vertex in $U$ or $V$ is labeled by a signature in $\mathcal{F}$ or $\mathcal{G}$ respectively. We say $\mathcal{F}$ is on the left hand side (LHS) and $\mathcal{G}$ is on the right hand side (RHS).

Weighted #CSP is a special class of Holant problems. So are all weighted #GH. Other problems expressible as Holant problems include counting matchings and perfect matchings [43], counting weighted Eulerian orientations [38, 15], computing the partition functions of six-vertex models [41, 16] and eight-vertex models [4, 14], and a host of other vertex models from statistical physics [5]. It is proved that counting perfect matchings cannot be expressed by #GH [28, 17]. Thus, Holant problems are provably more expressive.

Progress has been made in the complexity classification of Holant problems. When all signatures are restricted to be symmetric, a full dichotomy is proved [18]. When asymmetric signatures are allowed, some dichotomies are proved for special families of Holant problems by assuming that certain auxiliary signatures are available, e.g., Holant$^*$, Holant$^+$ and Holant$c$ [20, 2, 22, 3]. Without assuming auxiliary signatures a Holant dichotomy is established only for non-negative real-valued signatures [37].

1.2 Quantum entanglement theory

Holant problems can be viewed as tensor networks in quantum theory. The partition function $\text{Holant}_\Omega$ can be used in a (strong) simulation of quantum circuits [44]. A signature grid is just a tensor network, where each signature is a tensor with its inputs associated with its incident edges and the Holant value of the signature grid is obtained by contracting all edges. In this sense, a signature of arity $n$ represents a state of $n$ qubits. In quantum theory, the basic component of a system is a qubit. The (pure) state $|\Psi\rangle$ of $n$ qubits is described by a vector in $\mathbb{C}^{2^n}$. (The standard notion requires quantum states to have norm 1, but in this paper, normalization by a nonzero scalar makes no difference for complexity, so we work with states having arbitrary nonzero norms.) A nonzero $n$-ary signature $f$ is synonymous with an $n$-qubit state $|f\rangle = \sum_{x \in \{0, 1\}^n} f(x)|x\rangle$. In this paper, we use them interchangeably. When $f$ is a zero signature (i.e., $f \equiv 0$), we agree that $|f\rangle$ is a null state, denoted by $\text{null}$.

A core concept in quantum theory is entanglement. It is perhaps the most distinguishing characteristic feature separating quantum and classical physics.

Definition 2 (Quantum entanglement). A state of $n$ qubits ($n > 1$, representing a multiple system) is entangled if it cannot be decomposed as a tensor product of single-qubit states (individual systems). It is genuinely entangled if it cannot be decomposed as a tensor product of states of proper subsystems. It exhibits multipartite entanglement if it involves a genuinely entangled state of subsystem of more than two qubits (i.e., it cannot be decomposed as a tensor product of single-qubit states and 2-qubit states).

Today, entanglement is recognized as an important resource in quantum computing and quantum information theory. It has been shown that quantum computing speedups essentially depend on unbounded entanglement [34]. While in quantum information theory, an entangled state is shared by several parties, one can perform operations on a subsystem locally without access to the other subsystems. This set-up is commonly used in quantum teleportation and quantum key distribution [27, 6]. For different information-theoretic tasks,
different types of entanglement can be used [40]. The classification of them under stochastic local operation with classical communication (SLOCC) equivalence was proposed in 2000 by Dür et al. [24], and is an area of active research [46, 39, 36, 35, 1, 30]. Yet so far, even the classification of entangled 4-qubit states is not completely settled. For more about quantum entanglement theory, we refer to the survey [33].

1.3 Existing dichotomies inspired by entanglement theory

There are many natural connections between Holant problems and quantum theory. The introduction of Holant problems is inspired by holographic transformations [45]. Such a holographic transformation applied separately on each qubit $i$ with a matrix $A_i$ is just a SLOCC in quantum theory. Also, many known P-time computable signature sets for Holant problems can be clearly described in the quantum literature [19, 2] and they correspond directly to sets of states that are of independent interest in quantum theory [23, 32].

Going beyond that, Backens recently applied knowledge from the theory of quantum entanglement, directly to the study of Holant problems and derived new dichotomy results [2, 3]. We give a short description for these results in this subsection. We use $\langle \Phi |$ to denote the Hermitian adjoint (complex conjugate) of $|\Phi\rangle$, and $\langle \Phi | \Psi \rangle$ to denote the (complex) inner product of two $n$-qubit states.

- **Definition 3 (Projection).** The projection of the $i$-th qubit of an $n$-qubit ($n \geq 2$) state $|\Psi\rangle$ onto a single-qubit state $|\theta\rangle = a|0\rangle + b|1\rangle$ is defined as $\langle \theta | \Psi \rangle = a |\Psi_0^i\rangle + b |\Psi_1^i\rangle$ where $a$ and $b$ are complex conjugates of $a$ and $b$, and $|\Psi_0^i\rangle$ and $|\Psi_1^i\rangle$ are states of the remaining $n - 1$ qubits when the $i$-th qubit of $|\Psi\rangle$ is set to 0 and 1 respectively.

- **Theorem 4 ([42, 29]).** Let $|\Psi\rangle$ be a genuinely entangled $n$-qubit ($n \geq 3$) state. For any two qubits of $|\Psi\rangle$, there exist projections of the other $n - 2$ qubits onto $n - 2$ many single-qubit states that result in an entangled $2$-qubit state.

This result was presented to show that any pure entangled multipartite quantum state violates some Bell’s inequality [42]. The original proof [42] was flawed and was corrected recently [29]. Theorem 4 shows that two particle entanglement can be realized via performing local projections on a genuinely entangled multipartite state. It is observed in [2] that the theorem holds even when restricted to only local projections onto computational or Hadamard basis states, i.e., $|0\rangle, |1\rangle, |+\rangle = (|0\rangle + |1\rangle)$ and $|−\rangle = (|0\rangle - |1\rangle)$.

Based on Theorem 4 and the inductive entanglement classification under SLOCC equivalence [36, 35, 1], Backens showed that beyond entangled 2-qubit states, genuinely entangled 3-qubit states can be realized via local projections onto computational or Hadamard basis states (Theorem 12 in [2]). This theorem is equivalent to the following inductive statement.

- **Theorem 5 ([2]).** Let $|\Psi\rangle$ be an $n$-qubit ($n \geq 4$) state exhibiting multipartite entanglement. Then, there exists some $i$ and some $|\theta\rangle \in \{|0\rangle, |1\rangle, |+\rangle, |−\rangle\}$ such that $\langle \theta |_i | \Psi \rangle$ exhibits multipartite entanglement.

- **Remark 6.** This result shows that multipartite entanglement of an $n$-qubit ($n \geq 4$) state can be preserved under projections onto states $|0\rangle, |1\rangle, |+\rangle$ and $|−\rangle$.

The Holant$^+$ ($\mathcal{F}$) problem is defined as Holant($\mathcal{F} \cup \{|0\rangle, |1\rangle, |+\rangle, |−\rangle\}$), where single qubit states $|0\rangle, |1\rangle, |+\rangle$ and $|−\rangle$ represent unary signatures $\Delta_0 = (1, 0)$, $\Delta_1 = (0, 1)$, $\Delta_+ = (1, 1)$ and $\Delta_− = (1, −1)$ in the Holant framework. According to Theorem 5, we know that in the framework of Holant$^+$ problems, a genuinely entangled 3-qubit state can always be realized from an $n$-qubit ($n \geq 4$) state exhibiting multipartite entanglement. Then, using a genuinely entangled 3-qubit state, a full dichotomy was proved for Holant$^+$ problems [2]. Later, it was generalized to Holant$^*$ problems [22, 3] where Holant$^*$ ($\mathcal{F}$) is defined as Holant($\mathcal{F} \cup \{|0\rangle, |1\rangle\}$).
1.4 Our results

In this paper, we consider when multipartite entanglement can be preserved under projections onto only computational basis states, i.e., $|0\rangle$ or $|1\rangle$. We have the following result.

- **Theorem 7.** Let $|\Psi\rangle$ be an $n$-qubit ($n \geq 4$) state exhibiting multipartite entanglement and $\langle 0^n | \Psi \rangle \neq 0$. If $n \geq 5$ and $|\Psi\rangle$ is not of the form $a|0^n\rangle + b|1^n\rangle$, or $n = 4$ and $|\Psi\rangle$ is not of the form $a|0000\rangle + b|1111\rangle + c|0011\rangle + d|1100\rangle$ (up to a permutation of the four qubits) where $a, b, c$ and $d$ can possibly be zero, then there exists some $i$ such that $|\Psi_i^0\rangle$ or $|\Psi_i^1\rangle$ exhibits multipartite entanglement.

Under SLOCC equivalence, without loss of generality, we may assume that $\langle 0^n | \Psi \rangle \neq 0$. The other conditions are all necessary to ensure the preservation of multipartite entanglement under projections to $|0\rangle$ and $|1\rangle$. Thus Theorem 7 is a strengthening of Theorem 5. More importantly, our approach is in the opposite direction to Backens'. While Backens proved results in quantum entanglement theory to apply it to the complexity classification of Holant problems, we prove new results in quantum entanglement theory by employing the machinery from Holant problems. We prove Theorem 7 using a technique developed for Holant problems called the interplay between the unique prime factorization of signatures and gadget constructions. This technique is at the heart of a standard approach (arity reduction) to build inductive arguments for Holant problems [15]. The new result in quantum entanglement theory sheds light on the classification of entanglement under SLOCC equivalence.

Going one step further, we ask whether we can restrict projections onto only one state $|0\rangle$, while multipartite entanglement is still preserved. The answer is no. Then, one way to salvage the situation is to consider the self-loop gadget using one of the Bell states, $|\phi^+\rangle = |00\rangle + |11\rangle$ together with projections onto $|0\rangle$.

- **Definition 8 (Self-loop).** The self-loop on the $i$-th and $j$-th qubits of a state $|\Psi\rangle$ by the Bell state $|\phi^+\rangle = |00\rangle + |11\rangle$ is defined as $|\phi^+\rangle_{ij} |\Psi\rangle = |\Psi_{ij}^{00}\rangle + |\Psi_{ij}^{11}\rangle$, where $|\Psi_{ij}^{00}\rangle$ and $|\Psi_{ij}^{11}\rangle$ are states of $n - 2$ qubits when setting the $i$-th and $j$-th qubits of $|\Psi\rangle$ to 00 and 11 respectively.

- **Lemma 9.** Let $|\Psi\rangle$ be an $n$-qubit ($n \geq 4$) state exhibiting multipartite entanglement. There exists some choice of three or four of the $n$ qubits such that by performing self-loops by $|\phi^+\rangle$ and projections onto $|0\rangle$ of the other qubits, we get
  
  - a GHZ-type 3-qubit state exhibiting multipartite entanglement, or
  - a GHZ-type 4-qubit state, i.e., $|\text{GHZ}_4\rangle = |0000\rangle + |1111\rangle$, or
  - the state $|1\rangle$.

Why do we consider $|\phi^+\rangle$ and $|0\rangle$? The state $|\phi^+\rangle$ is synonymous with the binary EQUALITY signature $=2$. It is always available in the Holant framework as it means merging two dangling edges in a graph. Moreover, we can show that $|0\rangle$ is realizable from any state of odd number of qubits under some mild assumptions. Then, we can apply Lemma 9 to get a new dichotomy for Holant problems where at least one signature of odd arity is present.

- **Theorem 10.** Let $\mathcal{F}$ be a set of real-valued signatures containing at least one signature of odd arity. If $\mathcal{F}$ satisfies the tractability condition (T) in Theorem 21, then Holant($\mathcal{F}$) is polynomial-time computable; otherwise, Holant($\mathcal{F}$) is $\#P$-hard.

- **Remark 11.** Theorem 7 and Lemma 9 hold for complex-valued $n$-qubit states. However, Theorem 10 is restricted to real-valued signatures, in which the Hermitian conjugate and the complex inner product can be represented by a mating gadget in the Holant framework.
1.5 Surprising discovery of two extraordinary quantum states

What about signature sets containing only signatures of even arity, in which \(|0\rangle\) cannot be realized. Since \(|\phi^+\rangle\) is always available, we consider whether multipartite entanglement is preserved under self-loops by \(|\phi^+\rangle\) alone. Given an \(n\)-qubit \((n \geq 6\) is even) state \(|\Psi\rangle\) exhibiting multipartite entanglement, are there some \(i\) and \(j\) such that performing a self-loop by \(|\phi^+\rangle\) on the \(i\)-th and \(j\)-th qubits of \(|\Psi\rangle\) results in an \((n-2)\)-qubit state exhibiting multipartite entanglement? (By the definition of multipartite entanglement, for even \(n\) it must be \(n \geq 6\).)

The answer is no. Here we made a quite surprising discovery: There exist genuinely entangled 6-qubit and 8-qubit states such that multipartite entanglement is not preserved under self-loops. Furthermore, it is not preserved under self-loops not only by \(|\phi^+\rangle\), but also by all four Bell states, \(|\phi^+\rangle, |\psi^+\rangle = |01\rangle + |10\rangle, |\phi^-\rangle = |00\rangle - |11\rangle, \text{and} |\psi^-\rangle = |01\rangle - |10\rangle\). The self loop of the \(i\)-th and \(j\)-th qubits of \(|\Psi\rangle\) by \(|\psi^+\rangle\) is defined as \(|\psi^+\rangle_{ij} \Psi = |\Psi^{01}\rangle + |\Psi^{10}\rangle\). Similarly, we can define \(|\phi^-\rangle_{ij} \Psi\) and \(|\psi^-\rangle_{ij} \Psi\).

**Definition 12 (Bell property).** Let \(|\Psi\rangle\) be a genuinely entangled state. We say that it satisfies the Bell property if for any two qubits \(i\) and \(j\) of \(|\Psi\rangle\) and any Bell state \(|\phi\rangle\), \(|\phi\rangle_{ij} \Psi\rangle \) is a tensor product of Bell states. It satisfies the strong Bell property if for any \(i\) and \(j\) and any Bell state \(|\phi\rangle\), \(|\phi\rangle_{ij} \Psi\rangle\) is a tensor product of the Bell state \(|\phi\rangle\), i.e., \(|\phi\rangle_{ij} \Psi\rangle = |\phi\rangle \otimes \cdots \otimes |\phi\rangle\).

**Theorem 13.** There exist genuinely entangled 6-qubit states that satisfy the Bell property, and genuinely entangled 8-qubit states that satisfy the strong Bell property.

We first give an 8-qubit state \(|\Psi_8\rangle\) that satisfies the strong Bell property.

\[
|\Psi_8\rangle = |00000000\rangle + |00011111\rangle + |01100111\rangle + |01111000\rangle + |01010101\rangle + |01011010\rangle + |10011001\rangle + |10010110\rangle + |01101001\rangle + |10101001\rangle + |10100101\rangle + |11000110\rangle + |11001100\rangle + |11110000\rangle + |11111111\rangle.
\]

\(|\Psi_8\rangle\) can be represented by an 8-ary signature \(\Psi_8\). Let \(\mathcal{S}(\Psi_8)\) be the support of \(\Psi_8\), i.e., \(\mathcal{S}(\Psi_8) = \{\alpha \in \mathbb{Z}_2^n \mid \Psi_8(\alpha) \neq 0\}\). \(\mathcal{S}(\Psi_8)\) has the following structure: the sums of the first four variables, and the last four variables are both even; the assignment of the first four variables are either identical to, or complement of the assignment of the last four variables. While it is not obvious from this description that the support set is an affine subspace of \(\mathbb{Z}_2^n\), but it is.

\[
\mathcal{S}(\Psi_8) = \{(x_1, x_2, \ldots, x_8) \in \mathbb{Z}_2^8 \mid \begin{aligned}
x_1 + x_2 + x_3 + x_4 &\equiv 0, \\
x_1 + x_2 + x_5 + x_6 &\equiv 0, \\
x_1 + x_3 + x_5 + x_7 &\equiv 0, \\
x_2 + x_3 + x_5 + x_8 &\equiv 0, \quad \text{mod} 2
d\end{aligned} \}.
\]

In other words, take 4 variables \(x_1, x_2, x_3, x_5\), (these are not the first 4 variables in the description above), then on the support the remaining 4 variables are mod 2 sums of \(\binom{4}{2}\) subsets of \(\{x_1, x_2, x_3, x_5\}\). This will imply that \(|\Psi_8\rangle\) is genuinely entangled. Also, one can check that \(|\phi_{12}\rangle \Psi_8\rangle = |\phi\rangle^{2\otimes 3}\) for any Bell state \(|\phi\rangle\). Due to the symmetry of \(|\Psi_8\rangle\), the same result holds by replacing \(\{1, 2\}\) with any \(\{i, j\}\). Thus, \(|\Psi_8\rangle\) satisfies the strong Bell property.

The 6-qubit state \(|\Psi_6\rangle\) satisfying the Bell property has 32 nonzero coefficients. We give it in the signature form.

\[
|\Psi_6\rangle(x_1, \ldots, x_6) = \chi_{\mathcal{S}(\Psi_6)} \cdot (-1)^{x_1 x_4 + x_2 x_5 + x_3 x_6 + x_4 x_5 + x_5 x_6 + x_4 x_6},
\]

where \(\chi_{\mathcal{S}(\Psi_6)}\) is the indicator function on the support \(\mathcal{S}(\Psi_6) = \{(x_1, \ldots, x_6) \in \mathbb{Z}_2^6 \mid \sum_{i=1}^6 x_i = 0 \mod 2\}\) (even parity). Such a support will imply that \(|\Psi_6\rangle\) is genuinely entangled. We can write \(|\Psi_6\rangle\) as the following 8-by-8 matrix where the assignment of the first three variables in lexicographic order (from 000 to 111) is the row index and the assignment of the last three variables in lexicographic order is the column index.
Theorem 14. Every state in $\mathcal{P}_6$ or $\mathcal{P}_8$ satisfies the Bell property.

Due to the existence of these 6-qubit and 8-qubit states with such extraordinary properties, it remains as a difficult task to achieve a full dichotomy for real-valued Holant problems. On the other hand, we hope such states can be further investigated and perhaps applied to quantum computing or quantum information theory.

The paper is organized as follows. In Section 2, we give a proof of our main quantum entanglement result (Theorem 7) by using the theory of signatures. Then we give some preliminaries for Holant problems in Section 3, and a proof sketch for our dichotomy result (Theorem 10) in Section 4.

2 Preservation of Multipartite Entanglement under Projections

We use the theory of signatures to prove Theorem 7. Recall that by our definition, a signature always has arity at least one. A nonzero signature $g$ divides $f$ denoted by $g \mid f$, if there is a signature $h$ such that $f = g \otimes h$ (with possibly a permutation of variables) or there is a constant $\lambda$ such that $f = \lambda \cdot g$. In the latter case, if $\lambda \neq 0$, then we also have $f \mid g$ since $g = \frac{1}{\lambda} \cdot f$. For nonzero signatures $f$ and $g$, we use $f \sim g$ to denote both $g \mid f$ and $f \mid g$. A nonzero signature $f$ is irreducible if $f$ cannot be written as $g \otimes h$ for some signatures $g$ and $h$. This is equivalent to saying that $|f\rangle$ is a genuinely entangled state of multiple qubits or $|f\rangle$ is a single-qubit state. Let $\mathcal{T}_1$ denote the set of tensor products of unary signatures and $\mathcal{T}$ denote the set of tensor products of unary and binary signatures. Then a state $|f\rangle$ of multiple qubits is entangled iff $|f\rangle \notin \mathcal{T}_1$, and $|f\rangle$ exhibits multipartite entanglement iff $|f\rangle \notin \mathcal{T}$.

In terms of the above division relation, the unique prime factorization (UPF) of signatures is established (see Lemma 2.13 of [15]). The following result is a direct corollary.

Corollary 15. Let $f$ be a nonzero $n$-ary signature. Suppose that there are two irreducible signatures $g$ on variables in $A \subseteq [n]$ and $h$ on variables in $B \subseteq [n]$ such that $g \mid f$ and $h \mid f$. Then, either $A$ is disjoint with $B$, or $A = B$ and $g \sim h$. 

\[
M_{123,456}(\Psi_6) = \begin{bmatrix}
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
0 & -1 & 1 & 0 & 1 & 0 & 0 & -1 \\
0 & 1 & -1 & 0 & 1 & 0 & 0 & -1 \\
-1 & 0 & 0 & -1 & 0 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & -1 & 0 & 0 & -1 \\
-1 & 0 & 0 & 1 & 0 & 1 & -1 & 1 \\
0 & 1 & 1 & 0 & 1 & 0 & 0 & 1 \\
\end{bmatrix}.
\]
We use \( f^0_i \) and \( f^1_i \) to denote the signature forms of quantum states \(|f^0_i \rangle \) and \(|f^1_i \rangle \) realized by projections onto \( |0 \rangle \) and \( |1 \rangle \). In the Holant framework, these signatures are realized by a pinning gadget, i.e., connecting the variable \( x_i \) of \( f \) with unary signatures \( \Delta_0 = (1, 0) \) and \( \Delta_1 = (0, 1) \) respectively. We may further pick a variable \( x_j \) of \( f^0_j \) and pin it to the value \( d \) \( (c, d \in \{0, 1\}) \). Obviously, the pinning gadgets on different variables \( x_i \) and \( x_j \) commute. Thus, we have \(|f^0_i\rangle|f^d_j\rangle = (f^d_j|f^0_i\rangle)\). We denote it by \( f^d_{ij} \).

Suppose that \( g \mid f \) where \( g \) is on variables in \( A \). Then for any variable \( x_i \) of \( f \) that is not in \( A \), we have \( g \mid f^0_i \) and \( g \mid f^1_i \) (by definition, the division relation holds even if \( f^0_i \) or \( f^1_i \) is a zero signature). Thus, the division relation is unchanged under pinning gadgets on variables out of \( A \). The following lemma shows that a stronger converse is also true.

**Lemma 16.** Let \( f \) be a signature of arity \( n \geq 2 \). If there exists a signature \( g \) on variables in \( A \subseteq [n] \) and some \( x_i \) not in \( A \) such that \( g \mid f^0_i \) and \( g \mid f^1_i \), then \( g \mid f \).

Now, we are ready to prove Theorem 7. We restate it in terms of signatures. We use \( 0^n \) and \( 1^n \) to denote the \( n \)-bit all-0 and all-1 strings, and \( \mathcal{S}(f) \) to denote the support of \( f \).

**Theorem 17.** Let \( f \) be an \( n \)-ary \((n \geq 4)\) signature, \( f \notin \mathcal{T} \) and \( f(0^n) \neq 0 \). If \( n \geq 5 \) and \( \mathcal{S}(f) \not\subseteq \{0^n, 1^n\} \), or \( n = 4 \) and \( \mathcal{S}(f) \not\subseteq \{0000, 1111, 0011, 1100\} \) up to any permutation of four variables, then there exists some \( i \) such that \( f^0_i \) or \( f^1_i \) is not in \( \mathcal{T} \).

**Proof.** Since \( f(0^n) \neq 0 \), we have \( f^0_i \neq 0 \) and \( f^{00}_{ij} \neq 0 \) (not identically 0) for all indices \( i \) and \( j \). Also, since the support \( \mathcal{S}(f) \not\subseteq \{0^n, 1^n\} \), there exist some \( s \) and \( t \) such that \( f^{01}_{st} \neq 0 \). For a contradiction, we assume \( f^0_i, f^1_i \in \mathcal{T} \) for all \( i \). We consider the following two possible cases.

**Case 1.** For all indices \( i \), \( f^0_i \in \mathcal{T}_1 \) (i.e., tensor product of unary signatures).

We will show that in this case, there is a unary signature \( a(x_u) \) on some variable \( x_u \), such that \( a(x_u) \mid f \). This will lead to a contradiction.

Recall that there exist some \( s \) and \( t \) such that \( f^{01}_{st} \neq 0 \). Then, clearly \( f^1_i \neq 0 \). Since \( f^1_i \in \mathcal{T} \), the variable \( x_s \) may appear in a unary signature or an irreducible binary signature. In both cases, since \( f \) has arity at least 4, we can pick a variable \( x_u \) such that \( x_u \) and \( x_s \) appear in two distinct irreducible signatures in the UPF of \( f^1_i \) (i.e., \( x_u \) and \( x_s \) are not entangled in \( f^1_i \)). Then, we show that \( x_u \) must appear in a unary signature in the UPF of \( f^1_i \). Otherwise, there is an irreducible binary signature \( b(x_u, x_s) \) such that \( b(x_u, x_s) \mid f^1_i \). Since \( x_u \) is not entangled with \( x_s \) in \( f^1_i \), we have \( v \neq s \). Then, \( b(x_u, x_t) \mid f^{01}_{st} \).

On the other hand, we consider \( f^0_i \). By our assumption, \( f^0_i \in \mathcal{T}_1 \) and hence there exists some unary signature \( a'(x_u) \) such that \( a'(x_u) \mid f^0_i \). Then, \( a'(x_u) \mid f^{01}_{st} \). Since \( f^{01}_{st} \neq 0 \), by Corollary 15, \( b(x_u, x_s) \sim a'(x_u) \). Contradiction. Thus, there exists some \( a(x_u) \) such that \( a(x_u) \mid f^1_i \).

Now we show that \( a(x_u) \mid f^0_i \). First, we show that \( a(x_u) \mid f^0_i \). Since \( f^0_i \in \mathcal{T}_1 \), there exists some unary signature \( a(x_u) \) such that \( a'(x_u) \mid f^0_i \), and then \( a'(x_u) \mid f^{00}_{st} \). Also, we have \( a(x_u) \mid f^{00}_{st} \) since \( a(x_u) \mid f^1_i \). Since \( f^{01}_{st} \neq 0 \), by Corollary 15, we have \( a(x_u) \sim a'(x_u) \). Thus, \( a(x_u) \mid f^0_i \). Since \( f^0_i \in \mathcal{T}_1 \), there exists a unary signature \( a''(x_u) \) such that \( a''(x_u) \mid f^0_i \), and then \( a''(x_u) \mid f^{00}_{st} \). Also, we have \( a(x_u) \mid f^{00}_{st} \) since \( a(x_u) \mid f^0_i \). Remember that \( f^{00}_{st} \neq 0 \). Then, by Corollary 15, we have \( a(x_u) \sim a''(x_u) \). Thus, \( a(x_u) \mid f^0_i \).

Since \( a(x_u) \mid f^1_i \) and \( a(x_u) \mid f^0_i \), by Lemma 16, we have \( a(x_u) \mid f \). In other words, \( f = a(x_u) \otimes g \) where \( g \) is a nonzero signature of arity \( n - 1 \) on variables other than \( x_u \). Since \( f \notin \mathcal{T} \), we have \( g \notin \mathcal{T} \). Consider \( f^0_u \). We know that it is a nonzero signature and hence \( f_u \sim g \). Thus, \( f_u \notin \mathcal{T} \). We have reached a contradiction.
Case 2. There exists some index $k$ and an irreducible binary signature $b(x_v, x_w)$ such that $b(x_v, x_w) | f^0_i$. We will show that in this case, $b(x_v, x_w) | f$. First, we show that $b(x_v, x_w) | f^0$ for all $i \notin \{v, w\}$. We already have $b(x_v, x_w) | f^0_k$. Consider $f^0_i$ for all indices $i \notin \{v, w, k\}$. Since $f^0_i \in \mathcal{F}$ and $f^0_i \neq 0$, there is either a unary signature $a(x_v)$ or an irreducible binary signature $b'(x_v, x_w')$ for some $w' \notin \{i, v\}$ that appears in the UPF of $f^0_i$, i.e., $a(x_v) | f^0_i$ or $b'(x_v, x_w') | f^0_i$. In the former case, we have $a(x_v) | f^0_{ik}$. In the latter case and if $w' \neq k$, we have $b'(x_v, x_w') | f^0_{ik}$. In the latter case and if $w' = k$, then let $a'(x_v)$ be the unary signature realized from $b'(x_v, x_w')$ by pinning $x_w' = x_k$ to 0, we get $a'(x_v) | f^0_{ik}$. On the other hand, since $b(x_v, x_w) | f^0_k$, we have $b(x_v, x_w) | f^0_{ik}$. Since $f^0_{ik} \neq 0$, by Corollary 15, we know that the two cases that $a(x_v) | f^0_{ik}$ and $a'(x_v) | f^0_{ik}$ cannot occur. Thus, $w' \neq k$ and $b'(x_v, x_w') | f^0_{ik}$. By Corollary 15, $w' = w$, and $b(x_v, x_w) \sim b'(x_v, x_w')$. Thus, $b(x_v, x_w) | f^0_i$ for all $i \notin \{v, w\}$.

Then we want to show that there exists some $j \notin \{v, w\}$ such that $b(x_v, x_w) | f_j$.

We first consider the case that there exist some indices $i$ and $j$ where $(i, j)$ is disjoint with $\{v, w\}$ such that $f^0_{ij} \neq 0$. We show that $b(x_v, x_w) | f^0_j$. Since $b(x_v, x_w) | f^0_i$, we have $b(x_v, x_w) | f^0_{ij}$. By assumption $f^0_{ij} \neq 0$, and then clearly $f^0_j \neq 0$. Recall that $f^0_j \in \mathcal{F}$. Again, there is either a unary signature $a(x_v)$ or an irreducible binary signature $b'(x_v, x_w')$ that appears in the UPF of $f^0_j$, i.e., $a(x_v) | f^0_j$ or $b'(x_v, x_w') | f^0_j$. In the first case since $i \neq v$, we can pin $x_i$ of $f^0_{ij}$ to 0 and we get $a(x_v) | f^0_{ij}$. In the second case and if $w' = i$, again we can get $a'(x_v) | f^0_{ij}$, where $a'(x_v) = b'(x_v, 0)$, obtained from pinning $x_i$ to 0. But $f^0_{ij} \neq 0$ and $b(x_v, x_w) | f^0_{ij}$. Then, in the UPF of $f^0_{ij}$, it does not have a unary signature on $x_v$ as a factor. Thus, it must be the case that $b'(x_v, x_w') | f^0_j$ where $w' \neq i$. Then, we have $b'(x_v, x_w') | f^0_{ij}$. Since $b(x_v, x_w) | f^0_{ij}$ and $f^0_{ij} \neq 0$, by Corollary 15, $w' = w$ and $b(x_v, x_w) \sim b(x_v, x_w)$, and thus $b(x_v, x_w) | f^0_j$. Then, by Lemma 16, we have $b(x_v, x_w) | f$. In other words, $f = b(x_v, x_w) \odot h$ where $h$ is a nonzero signature of arity $n - 2$ on variables other than $x_v$ and $x_w$. Since $f \notin \mathcal{F}$, we have $h \notin \mathcal{F}$. Then consider $f^0_v$. We know that it is a nonzero signature and $h | f^0_v$. Thus, $f^0_v \notin \mathcal{F}$. Contradiction.

Then we consider the case that $f^0_{ij} \equiv 0$ for all indices $(i, j)$ that are disjoint with $\{v, w\}$. Consider an $n$-bit input $\alpha$ of $f$. We write $\alpha$ as $\alpha_v \alpha_w \beta$ where $\alpha_v$ is the input on variable $x_v$, $\alpha_w$ is the input on variable $x_w$, and $\beta$ is the input on the other $n - 2$ variables. Then, $f(\alpha) = 0$ if $\beta$ is not the all-0 or all-1 bit string in $\{0, 1\}^{n-2}$. It follows that $f$ has at most eight nonzero entries. We list all its entries by the following 4-by-2$^{-n - 2}$ matrix $M_{vw}(f)$ with $(x_v, x_w) \in \{0, 1\}^2$ as the row index (in the order $00, 01, 10, 11$) and the assignment of the other variables in lexicographic order as the column index.

$$M_{vw}(f) = \begin{bmatrix} c_1 & 0 & \ldots & \ldots & 0 & c_2 \\ c_3 & 0 & \ldots & \ldots & 0 & c_4 \\ c_5 & 0 & \ldots & \ldots & 0 & c_6 \\ c_7 & 0 & \ldots & \ldots & 0 & c_8 \end{bmatrix}.$$  

Here, $c_1 = f(0^0) \neq 0$. Consider signatures $f^0_v$ and $f^1_v$. They have the following matrix forms with the variable $x_w \in \{0, 1\}$ as the row index.

$$M_w(f^0_v) = \begin{bmatrix} c_1 & 0 & \ldots & \ldots & 0 & c_2 \\ c_3 & 0 & \ldots & \ldots & 0 & c_4 \end{bmatrix} \text{ and } M_w(f^1_v) = \begin{bmatrix} c_5 & 0 & \ldots & \ldots & 0 & c_6 \\ c_7 & 0 & \ldots & \ldots & 0 & c_8 \end{bmatrix}.$$

Also consider signatures $f^0_w$ and $f^1_w$. They have the following matrix forms with the variable $x_v \in \{0, 1\}$ as the row index.

$$M_v(f^0_w) = \begin{bmatrix} c_1 & 0 & \ldots & \ldots & 0 & c_2 \\ c_5 & 0 & \ldots & \ldots & 0 & c_6 \end{bmatrix} \text{ and } M_v(f^1_w) = \begin{bmatrix} c_3 & 0 & \ldots & \ldots & 0 & c_4 \\ c_7 & 0 & \ldots & \ldots & 0 & c_8 \end{bmatrix}.$$
Consider $f_w^1$. Since $f$ has arity at least 4, $f_w^0$ has arity at least 3. Since $f_w^0 \in \mathcal{T}$, the variable $x_w$ either appears in a unary factor $a(x_w)$ of $f_w^0$ or an irreducible binary factor $b(x_w, x_{w'})$ of $f_w^0$. In the latter case, we can pick another variable $x_r$ of $f_w^0$ where $r \neq w$ or $w'$, and we consider $f_{rv}^{00}$. We know that $f_{rv}^{00} \neq 0$ since $c_1 \neq 0$ and $b(x_r, x_{r'}) | f_{rv}^{00}$ since $b(x_w, x_{w'}) | f_w^0$. Notice that the column with $c_2$ and $c_4$ does not appear in $M_w(f_{rv}^{00})$. Thus, the signature $f_{rv}^{00}$ is of the form $(c_1, c_3) \otimes (1, 0) \otimes (n-2)$ which is a tensor product of unary signatures. Contradiction. There is a unary signature $a(x_w)$ such that $a(x_w) | f_w^0$. Then, we have $c_1c_4 = c_2c_3$. Similarly by considering $f_w^0$, we have $c_1c_6 = c_2c_5$. Now, we consider $f_w^1$, and prove $c_5c_8 = c_6c_7 = 0$. Otherwise, for any $r \neq w$ or $v$, we have $f_{rv}^{10} = (c_5, c_7) \otimes (1, 0) \otimes (n-2) \neq 0$ which is a tensor product of unary signatures. If there is a binary signature $b(x_w, x_{w'}) | f_{wv}^1$, then we can find some $r \neq w, w'$ such that $b(x_r, x_{r'}) | f_{r'v}^{10}$. Contradiction. Thus, there is a unary signature $a(x_w)$ such that $a(x_w) | f_w^1$. Then, we have $c_5c_8 = c_6c_7$. Similarly by considering $f_w^1$, we have $c_3c_8 = c_4c_7$.

Suppose $n \geq 5$. Then $f_w^0$ has arity at least 4. We first show that $c_2 = 0$. We consider $f_{wv}^{00} = [c_1, 0, \ldots, 0, c_2]$. Since $f_{wv}^0 \in \mathcal{T}$, we have $f_{wv}^{00} \in \mathcal{T}$. Note that $f_{wv}^{00}$ has arity at least 3. Since $c_1 \neq 0$, the only possible value of $c_2$ to make $f_{wv}^{00} \in \mathcal{T}$ is 0. Thus, $c_2 = 0$. Since $c_1c_4 = c_2c_3 = 0$ and $c_1 \neq 0$, we have $c_4 = 0$. Also, since $c_1c_6 = c_2c_5 = 0$ and $c_1 \neq 0$, we have $c_6 = 0$. If $c_8 = 0$, then $f = b(x_v, x_w) \otimes (1, 0) \otimes (n-2) \in \mathcal{T}$. A contradiction with $f \notin \mathcal{T}$. Thus, we have $c_8 \neq 0$. Since $c_5c_8 = c_6c_7 = 0$ and $c_8 \neq 0$, we have $c_5 = 0$. Also since $c_3c_8 = c_4c_7 = 0$ and $c_8 \neq 0$, we have $c_3 = 0$. Consider $f_{wv}^{11} = [c_7, 0, \ldots, 0, c_8]$. Since $f_{wv}^{11} \in \mathcal{T}$ and it has arity at least 3, and $c_8 \neq 0$, we have $c_7 = 0$. Thus, $f$ has only two nonzero entries that are on the all-0 input and the all-1 input. A contradiction with our assumption that $\mathcal{S}(f) \subset \{0^n, 1^n\}$. Alternatively, $c_2 \neq 0$. Suppose that $c_2 = kc_1$. Then $c_1 = kc_4$ since $c_1c_4 = c_2c_3$ and $c_1 = kc_5$ since $c_1c_6 = c_2c_5$. If $c_3$ and $c_4$ are not zero, then $c_8 = kc_7$ since $c_3c_8 = c_4c_7$. Then, $f = b(x_v, x_w) \otimes (1, 0, 0, k) \in \mathcal{T}$. A contradiction. Thus, $c_3 = c_4 = 0$. Similarly, if $c_5$ and $c_6$ are not zero, then we still have $c_8 = kc_7$ since $c_5c_8 = c_6c_7$. Then, we have $f \in \mathcal{T}$. A contradiction. Thus, $c_3 = c_4 = 0$. Then, $\mathcal{S}(f) \subset \{0000, 1111, 0011, 1100\}$. A contradiction.

Therefore, there exists some $i$ such that $f_i^0$ or $f_i^1$ is not in $\mathcal{T}$.

Our result can be used in the classification of entanglement under SLOCC equivalence. An $n$-qubit state $|\Psi\rangle$ is equivalent to another $n$-qubit state $|\Phi\rangle$ under SLOCC if there exist some invertible 2-by-2 matrices $M_1, M_2, \ldots, M_n$ such that $|\Psi\rangle = M_1 \otimes M_2 \otimes \ldots \otimes M_n |\Phi\rangle$. Physicists are interested in the classification of SLOCC equivalence classes. For 2-qubit states there are two SLOCC classes, and for 3-qubit states there are six SLOCC classes [24]. However, for states of 4 or more qubits there are infinitely many SLOCC classes [24]. Then, the goal is to categorize these classes into some finitely many families with common physical or mathematical properties. Depending on which properties are used, there are different approaches. One powerful approach that can possibly handle states of a high number of qubits is by induction [36, 35, 1, 30]. In this approach, the classification of $n$-qubit states relies on the classification of $(n-1)$-qubit states.

Consider an $n$-qubit state $|\Psi\rangle$. We can pick some index $i$ and write $|\Psi\rangle$ as $|\Psi\rangle = |0\rangle |\Psi_i^0\rangle + |1\rangle |\Psi_i^1\rangle$. Families of entanglement classes of $|\Psi\rangle$ can be defined according to the types of entanglements found in the linear span $\{ |\Psi_i^0\rangle, |\Psi_i^1\rangle \}$ which is related to the entanglement types of $|\Psi_i^0\rangle$ and $|\Psi_i^1\rangle$ themselves. Theorem 7 gives a direct relation between the entanglement
types of $|\Psi\rangle$ and $\{|\Psi_0^f\rangle, |\Psi_1^f\rangle\}$. For example, consider a 5-qubit state exhibiting multipartite entanglement. First, by performing SLOCC using the matrix $N_2 = [0 1 \ 1 0]$ on this state, we can always get a state $|\Psi\rangle$ where the coefficient of $|0^5\rangle$ is nonzero. If $|\Psi\rangle$ has the form $a|0^5\rangle + b|1^5\rangle$, then it is equivalent to $|\text{GHZ}_5\rangle = |0^5\rangle + |1^5\rangle$. Otherwise, we can apply Theorem 7. There exists some $i$ such that $|\Psi_0^f\rangle$ or $|\Psi_1^f\rangle$ exhibits multipartite entanglement. Then, in order to classify the state $|\Psi\rangle$, we only need to consider possible entanglement types of $\{|\Psi_0^f\rangle, |\Psi_1^f\rangle\}$ where at least one state exhibits multipartite entanglement. This eliminates many cases compared to considering all entanglement types of $\{|\Psi_0^f\rangle, |\Psi_1^f\rangle\}$.

3 Preliminaries for Holant Problems

3.1 Definitions and Notations

Let $f$ be a complex-valued signature. If $\overline{f(\alpha)} = f(\overline{\alpha})$ for all $\alpha$ where $\overline{f(\alpha)}$ denotes the complex conjugation of $f(\alpha)$ and $\overline{\alpha}$ denotes the bit-wise complement of $\alpha$, we say $f$ satisfies arrow reversal symmetry (ARS). We may use $\overline{f}$ to denote $f(\overline{\alpha})$.

We use $=_{n}$ to denote the EQUALITY signature of arity $n$, which takes value 1 on the all-0 or all-1 inputs and 0 elsewhere. Note that $=_{2}$ represents the Bell state $|\phi^+\rangle$. Let $\mathcal{EQ} = \{|=_{1}, =_{2}, \ldots, =_{n}, \ldots\}$ denote the set of all EQUALITY signatures. Then $\#\text{CSP}(\mathcal{F})$ is exactly Holant($\mathcal{EQ} | \mathcal{F}$). Also, let $\mathcal{EQ}_k = \{|=_{k}, =_{2k}, \ldots, =_{nk}, \ldots\}$, and we define $\#\text{CSP}_k(\mathcal{F})$ to be Holant($\mathcal{EQ}_k | \mathcal{F}$). The following two reductions are known [10]:

$$\#\text{CSP}(\mathcal{F}) \leq_T \text{Holant}(=_{3}, \mathcal{F}) \quad \text{and} \quad \#\text{CSP}_2(\mathcal{F}) \leq_T \text{Holant}(=_{4}, \mathcal{F}).$$

Here, $\leq_T$ denotes P-time Turing reduction. We use $\neq_{2}$ to denote the binary DISEQUALITY signature with truth table $(0, 1, 1, 0)$. It represents the Bell state $|\psi^+\rangle$.

A signature $f$ of arity $n \geq 2$ can be expressed as a $2 \times 2^{n-1}$ matrix $M(f)$, which lists the $2^n$ entries of $f$ with variable $x_i \in \{0, 1\}$ as row index and the assignments of the other $n - 1$ variables in lexicographic order as column index, i.e. $M(f) = \begin{bmatrix} f_{00000 \ldots 0} & f_{00001 \ldots 1} & \cdots & f_{00111 \ldots 1} \\ f_{10000 \ldots 0} & f_{10001 \ldots 1} & \cdots & f_{10111 \ldots 1} \end{bmatrix}$, where $f_i$ denotes the row vector indexed by $x_i = a$ in $M_i(f)$. For $=_{2}$, it has the 2-by-2 signature matrix $M(=_{2}) = I_2 = [1 0 \ 0 1]$. For $\neq_{2}$, $M(\neq_{2}) = N_2 = [0 1 \ 1 0]$.

3.2 Holographic Transformation

For an invertible matrix $T \in \text{GL}_2(\mathbb{C})$ and a signature $f$ of arity $n$, written as a column vector $f \in \mathbb{C}^{2^n}$, we denote by $Tf = T^{\otimes n}f$ the transformed signature. For a signature set $\mathcal{F}$, define $\mathcal{TF} = \{Tf | f \in \mathcal{F}\}$ to be the set of transformed signatures. For signatures written as row vectors we define $FT^{-1}$ and $\mathcal{FT}^{-1}$ similarly.

Let $T \in \text{GL}_2(\mathbb{C})$. The holographic transformation defined by $T$ is the following operation: given a signature grid $\Omega = (H, \pi)$ of Holant($\mathcal{F} | \mathcal{G}$), for the same bipartite graph $H$, we get a new signature grid $\Omega' = (H, \pi')$ of Holant($\mathcal{F}T^{-1} | \mathcal{T}\mathcal{G}$) by replacing each signature in $\mathcal{F}$ or $\mathcal{G}$ with the corresponding signature in $\mathcal{F}T^{-1}$ or $\mathcal{T}\mathcal{G}$.

\begin{itemize}
  \item \textbf{Theorem 18} (Valiant’s Holant Theorem [45]). For any $T \in \text{GL}_2(\mathbb{C})$,
    \begin{align*}
      \text{Holant}(\mathcal{F} | \mathcal{G}) \equiv_T \text{Holant}(\mathcal{F}T^{-1} | \mathcal{T}\mathcal{G}).
    \end{align*}
  \end{itemize}

Holant($\mathcal{F}$) is equivalent to its bipartite form Holant ($=_{2} | \mathcal{F}$). A particular holographic transformation that will be commonly used is the transformation defined by $Z^{-1} = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & -1 \\ 1 & 1 \end{bmatrix}$, with $Z = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}$. Since $=_{2}Z = (\neq_{2})$, we have Holant ($=_{2} | \mathcal{F}$) $\equiv_T$ Holant ($\neq_{2} | Z^{-1} \mathcal{F}$).

We denote $Z^{-1}\mathcal{F}$ by $\hat{\mathcal{F}}$ and $Z^{-1}f$ by $\hat{f}$. The following relation between $f$ and $\hat{f}$ is known.

\begin{itemize}
  \item \textbf{Lemma 19} (Lemma A.2 in [15]). $f$ is a real valued signature iff $\hat{f}$ satisfies $\text{ARS}$. 
\end{itemize}
3.3 Gadget Construction

One basic reduction for Holant problems is gadget construction. We say a signature \( f \) is realizable from a signature set \( \mathcal{F} \) (by gadget construction) if there is a graph \( G = (V, E, D) \) with internal edges \( E \) and dangling edges \( D \) where each vertex \( v \in V \) is labeled by a signature \( f_v \) from \( \mathcal{F} \), and the graph defines the signature \( f \) by its sum-of-products with inputs on the dangling edges. If \( f \) is realizable from a set \( \mathcal{F} \), then Holant(\( f, \mathcal{F} \)) \( \equiv_T \) Holant(\( \mathcal{F} \)).

A basic gadget construction is merging; we connect two variables \( x_i \) and \( x_j \) of \( f \) using \( =_2 \). We use \( \partial_{ij} f = f_{ij}^{00} + f_{ij}^{11} \) to denote a signature realized by merging, where \( f_{ij}^{ab} \) denotes the signature obtained by setting \( (x_i, x_j) = (a, b) \in \{0, 1\}^2 \). The merging operation using \( =_2 \) is synonymous with performing a self-loop by the Bell state \( |\phi^+\rangle \).

A gadget construction often used in this paper is mating. Given a real-valued signature \( f \) of arity \( n > m \geq 1 \), we connect two copies of \( f \) in the following manner: Fix a set \( S \) of \( n - m \) variables among all \( n \) variables of \( f \). For each \( x_k \in S \), connect \( x_k \) of one copy of \( f \) with \( x_k \) of the other copy using \( =_2 \). The variables that are not in \( S \) are called dangling variables. For \( m = 1 \), there is one dangling variable \( x_i \). Then, the mating construction realizes a binary signature, denoted by \( m_f \). It can be represented by matrix multiplication. We have

\[
M(m_f) = M_i(f) \xi_{ij}^{(n-1)} M^T_i(f) = \begin{bmatrix} f_{i}^0 & f_{i}^1 \\ f_{i}^1 & f_{i}^0 \end{bmatrix} \begin{bmatrix} f_{i}^0 & f_{i}^1 \\ f_{i}^1 & f_{i}^0 \end{bmatrix}^T = \begin{bmatrix} \langle f_{i}^0 | f_{i}^0 \rangle^2 & \langle f_{i}^0 | f_{i}^1 \rangle \langle f_{i}^1 | f_{i}^0 \rangle^* \\ \langle f_{i}^1 | f_{i}^0 \rangle \langle f_{i}^0 | f_{i}^1 \rangle & \langle f_{i}^1 | f_{i}^1 \rangle^2 \end{bmatrix}. \quad (3.1)
\]

The (complex) inner product \( \langle \cdot, \cdot \rangle \) uses complex conjugation. But since \( f \) is real-valued, this is the same as the usual dot product. \( |f| \) denotes its 2-norm. In the setting of Holant(\( \not=_{2} \) \( \mathcal{F} \)), the above mating operation is equivalent to connecting variables in \( S \) using \( \not=_{2} \). We denote the resulting signature by \( \hat{m}_f = m_f \). Note that \( \hat{f} \) satisfies ARS since \( f \) is real. Thus,

\[
N_{2} \xi_{ij}^{(n-1)} \hat{f}_{i}^T = (\hat{f}_{0}^{111...0, \hat{f}_{0}^{111...0}, \ldots, \hat{f}_{0}^{111...0})^T = (\bar{f}_{1}^{000...0, \bar{f}_{1}^{000...0}, \ldots, \bar{f}_{1}^{000...0})^T = \bar{f}_{i}^T.
\]

Then, we have

\[
M(\hat{m}_f) = \begin{bmatrix} f_{i}^0 & 0 \\ f_{i}^1 & 1 \end{bmatrix} \xi_{ij}^{(n-1)} \begin{bmatrix} f_{i}^0 & f_{i}^1 \\ f_{i}^1 & f_{i}^0 \end{bmatrix} = \begin{bmatrix} f_{i}^0 & f_{i}^1 \\ f_{i}^1 & f_{i}^0 \end{bmatrix} \begin{bmatrix} |f_{i}^0|^2 \langle \bar{f}_{i}^0 | f_{i}^0 \rangle^2 \\ |f_{i}^1|^2 \langle \bar{f}_{i}^1 | f_{i}^1 \rangle^2 \end{bmatrix}. \quad (3.2)
\]

Here, due to ARS, the complex inner product can also be represented by mating using \( \not=_{2} \).

3.4 Known results

We give some known signature sets that define tractable, i.e., polynomial time computable, counting problems. There are three families: product-type signatures, affine signatures and local affine signatures denoted by \( \mathcal{P}, \mathcal{A} \) and \( \mathcal{L} \) respectively. Please see the full paper or [22] for definitions and more details. Problems defined by \( \mathcal{T} \) are also tractable.

\textbf{Definition 20.} We say a signature set \( \mathcal{F} \) is \( \mathcal{C} \)-transformable if there exists a \( T \in \text{GL}_2(\mathbb{C}) \) such that \( (=_2)(T^{-1}) \xi_{ij}^{2} \in \mathcal{C} \) and \( T \mathcal{F} \subseteq \mathcal{C} \).

By Theorem 18, if Holant(\( \mathcal{C} \)) is tractable, then Holant(\( \mathcal{F} \)) is tractable for any \( \mathcal{C} \)-transformable set \( \mathcal{F} \). The following tractable results are known [22, 3].

\textbf{Theorem 21.} For any complex-valued signature set \( \mathcal{F} \), Holant(\( \mathcal{F} \)) is \( \text{P} \)-time computable if \( \mathcal{F} \subseteq \mathcal{T} \), \( \mathcal{F} \) is \( \mathcal{P} \)-transformable, \( \mathcal{F} \) is \( \mathcal{A} \)-transformable, or \( \mathcal{F} \) is \( \mathcal{L} \)-transformable. (T)
Based on dichotomy results of \#CSP and Holant$^c$ [21, 22, 3], the following \#P-hardness results are known.

- **Theorem 22.** Let $\mathcal{F}$ be a set of real-valued signatures. If $\mathcal{F}$ does not satisfy condition (T), then \#CSP$(\mathcal{F})$, \#CSP$_2(\mathcal{F})$, and Holant$^c(\mathcal{F})$ are \#P-hard.

For reducible signatures, the following reduction was proved by Lin and Wang [37].

- **Lemma 23.** If a nonzero real-valued signature $f$ has a factorization $g \oplus h$ where $g$ and $h$ are also real-valued signatures, then Holant$(g, h, \mathcal{F}) \equiv_T$ Holant$(f, \mathcal{F})$. In this case, we say that $g$ and $h$ are realizable from $f$ by factorization.

## 4 Proof Sketch for Theorem 10

We give a proof sketch for Theorem 10.

By Theorem 21, if $\mathcal{F}$ satisfies condition (T), then Holant$(\mathcal{F})$ is tractable. We prove \#P-hardness when $\mathcal{F}$ does not satisfy condition (T). First, we show that under some holographic transformations, either one can use a signature of odd arity in $\mathcal{F}$ to realize the unary signature $\Delta_0 = (1, 0)$, or one can realize an equality signature $=_k$ for some $k \geq 3$.

- **Lemma 24.** Let $\mathcal{F}$ be a set of real-valued signatures containing a signature of odd arity. Then Holant$(\#_2|=_k, \hat{\mathcal{F}}) \leq_T$ Holant$(\mathcal{F})$ for some $k \geq 3$, or Holant$(\Delta_0, Q\mathcal{F}) \leq_T$ Holant$(\mathcal{F})$ for some real orthogonal 2-by-2 matrix $Q \in O_2(\mathbb{R})$.

We first prove the \#P-hardness of Holant$(\#_2|=_k, \hat{\mathcal{F}})$ given $k \geq 3$ and $\mathcal{F}$ does not satisfy condition (T). We give the following reduction.

- **Lemma 25.** If $k \geq 3$, then $\#\text{CSP}_k(\#_2, \mathcal{G}) \equiv_T$ Holant$(\mathcal{E}Q_k \#_2, \mathcal{G}) \leq_T$ Holant$(\hat{\mathcal{F}}|\#_2|=_k, \mathcal{G})$.

**Proof.** The first equivalence is by definition. For the second reduction, we show that $=_nk$ can be realized on the LHS by induction on $n$. First, we connect one variable of each of $k$ copies of $\#_2$ on the LHS with the $k$ variables of $=_k$ on the RHS (Figure 1a). This gadget realizes $=_k$ on the LHS.

Then, suppose that $=_nk$ is realizable on the LHS. We take one copy of $=_nk$ and two copies of $=_k$ on the LHS, and one copy of $=_k$ on the RHS. Remember that $k \geq 3$. We connect two variables of $=_k$ on the RHS with one variable of each of the two copies of $=_k$ on the LHS, and connect the other $k - 2$ variables of $=_k$ on the RHS with $k - 2$ variables of $=_nk$ on the LHS (Figure 1b). This gadget realizes $=_{(n+1)k}$ on the LHS.

Also, connecting $k - 1$ variables of one copy of $=_k$ on the RHS with $k - 1$ variables of another copy of $=_k$ on the RHS using $\neq_2$ on the LHS realizes $\neq_2$ on the RHS. \(\square\)

Then, we give a dichotomy of $\#\text{CSP}_k(\#_2, \mathcal{G})$ for any complex-valued signature set $\mathcal{G}$. This result should be of independent interest. Let $\rho_k = e^{2\pi i / k}$ be a $4k$-th primitive root of unity, $T_k = \begin{bmatrix} 1 & 0 \\ 0 & \rho_k \end{bmatrix}$, and $A_k^d = T_k^d A = \{T_k^d f \mid f \in A\}$ where $d \in [k]$.

- **Theorem 26.** Let $\mathcal{G}$ be a set of complex-valued signatures. If $\mathcal{G} \subseteq \mathcal{P}$ or $\mathcal{G} \subseteq A_k^d$ for some $d \in [k]$, then $\#\text{CSP}_k(\#_2, \mathcal{G})$ is tractable; otherwise, $\#\text{CSP}_k(\#_2, \mathcal{G})$ is \#P-hard.

When $\mathcal{F}$ does not satisfy condition (T), we can show that $\hat{\mathcal{F}} \notin \mathcal{P}$ and $\hat{\mathcal{F}} \notin A_k^d$ for any $d \in [k]$. Combining with Lemma 25 and Theorem 26, we have the following result.

- **Lemma 27.** Let $\mathcal{F}$ be a set of complex-valued signatures. If $\mathcal{F}$ does not satisfy condition (T) and $k \geq 3$, then Holant$(\#_2|=_k, \hat{\mathcal{F}})$ is \#P-hard.
To restate it in the quantum terminology, let \( \Psi_0 \) be a normalized \( n \)-qubit \( (n \geq 2) \) state, i.e., \( \langle \Psi | \Psi \rangle = 1 \). Then it satisfies first order orthogonality if for every \( i \)-th qubit of \( |\Psi\rangle \), \( \langle \Psi_i^0 | \Psi_i^1 \rangle = 1/2 \) and \( \langle \Psi_i^0 | \Psi_i^1 \rangle = 0 \).

\[ \left| f_i^0 \right|^2 = \left| f_i^1 \right|^2 = \mu_i \text{, and } \langle f_i^0, f_i^1 \rangle = 0. \]

To restate it in the quantum terminology, let \( |\Psi\rangle \) be a normalized \( n \)-qubit \( (n \geq 2) \) state, i.e., \( \langle \Psi | \Psi \rangle = 1 \). Then it satisfies first order orthogonality if for every \( i \)-th qubit of \( |\Psi\rangle \), \( \langle \Psi_i^0 | \Psi_i^1 \rangle = 1/2 \) and \( \langle \Psi_i^0 | \Psi_i^1 \rangle = 0 \).

Next, we prove the \#P-hardness of Holant(\( \Delta_0, QF \)) given \( F \) is a real-valued signature set not satisfying condition \( (T) \) and \( Q \in O_2(\mathbb{R}) \). Under this condition, we can show that \( QF \) is also a real-valued signature set not satisfying condition \( (T) \). Thus, in order to prove Holant(\( \Delta_0, QF \)) is \#P-hard, it suffices to show that Holant(\( \Delta_0, F \)) is \#P-hard for any real-valued signature set \( F \) not satisfying condition \( (T) \). Here, we will apply our entanglement result (Lemma 9) to the proof of \#P-hardness. If \( \Delta_1 \) is realizable from Holant(\( \Delta_0, F \)), then we reduce Holant(\( \Delta_0, F \)) from Holant\( ^c(F) \) and we are done by the dichotomy of Holant\( ^c(F) \).

By using \( \Delta_0 \), we first give two conditions that \( \Delta_1 \) can be easily realized by pinning or interpolation. We show that either Holant\( ^c(F) \) \( \leq_T \) Holant(\( \Delta_0, F \)), or every irreducible \( f \in F \) satisfies the following important first order orthogonality condition.

**Definition 28** (First order orthogonality). Let \( f \) be a complex-valued signature of arity \( n \geq 2 \), we say that it satisfies first order orthogonality (1st-Orth) if there exists some \( \mu \neq 0 \) such that for all indices \( i \in [n] \), the entries of \( f \) satisfy the following equations

\[ \left| f_i^0 \right|^2 = \left| f_i^1 \right|^2 = \mu_i \text{, and } \langle f_i^0, f_i^1 \rangle = 0. \]

**Remark 29.** When \( f \) is a real-valued signature, the inner product is just the ordinary dot product which can be represented by mating using \( \equal_2 \). Thus, \( f \) satisfies 1st-Orth if there is some real \( \mu \neq 0 \) such that for all indices \( i \), \( M(\hat{m}, f) = \mu I_2 \). On the other hand, when \( \hat{f} \) is a signature with \( \ars \), by equation (3.2), the complex inner product can also be represented by mating using \( \neq_2 \). Thus, \( \hat{f} \) satisfies 1st-Orth if there is some real \( \mu \neq 0 \) such that for all indices \( i \), \( M(\hat{m}, f) = \mu N_2 \). Moreover, \( f \) satisfies 1st-Orth if \( \hat{f} \) satisfies it. Although 1st-Orth is well-defined for any complex-valued signature, the properties of \( \hat{m}, f \) and \( \hat{m}, \hat{f} \) crucially depend on \( f\) being real (equivalently \( \hat{f} \) satisfying \( \ars \)).

Back to the proof of the \#P-hardness of Holant(\( \Delta_0, F \)). Since \( F \) does not satisfy condition \( (T) \), \( F \not\subseteq \mathcal{T} \). Hence, there is a signature \( f \in F \) of arity \( n \geq 3 \) such that \( f \not\in \mathcal{T} \). In other words, \( F \) contains an \( n \)-qubit state exhibiting multipartite entanglement. We will prove \#P-hardness by induction on \( n \). We first consider the base case that \( n = 3 \). We show that an irreducible ternary signature (a genuinely entangled 3-qubit state) satisfying first order orthogonality has some special forms, from which one can realize \( \equal_3 \) or \( \equal_4 \) after some holographic transformations. Then, we can reduce the problem from \#CSP(\( F \)), or
#CSP$_2$$(\mathcal{F})$, or Holant$(\#2=3,\hat{\mathcal{F}})$, to Holant$(\Delta_0,\mathcal{F})$. This allows us to finish the proof by invoking existing dichotomy results for #CSP$(\mathcal{F})$, or #CSP$_2$(\mathcal{F}), or the #P-hardness result we showed above for Holant$(\#2=\hat{\mathcal{F}})$ where $k \geq 3$.

**Lemma 30.** Let $\mathcal{F}$ be a set of real-valued signatures containing a ternary signature $f \notin \mathcal{T}$. If $\mathcal{F}$ does not satisfy condition (T), then Holant$(\Delta_0,\mathcal{F})$ is #P-hard.

Then, we consider the inductive step. The general strategy is that we start with a signature $f \in \mathcal{F}$ of arity $n \geq 4$ that is not in $\mathcal{T}$, and realize a signature $g$ of arity $n - 1$ or $n - 2$ also not in $\mathcal{T}$, by pinning or merging. (By the definition of $\mathcal{T}$, when $n = 4$, this $g$ must have arity 3.) By a sequence of reductions (that is constant in length independent of the problem instance size), we can realize a signature $h$ of arity 3 that is not in $\mathcal{T}$. Then we are done. In other words, given an $n$-qubit state with multipartite entanglement, we want to show that multipartite entanglement is preserved under projections onto $|0\rangle$ and self-loops by $|\phi^+\rangle$. Lemma 9 says that the preservation holds, or $|1\rangle$ or $|\text{GHZ}_4\rangle$ is realizable. We give an inductive restatement of Lemma 9 in the Holant framework.

**Lemma 31.** Let $f \in \mathcal{F}$ be a signature of arity $n \geq 4$ and $f \notin \mathcal{T}$. Then one of the following alternatives must hold:

- $\Delta_1$ is realizable: Holant$(\Delta_0,\Delta_1,\mathcal{F}) \leq_T \text{Holant}(\Delta_0,\mathcal{F})$, or
- $=4$ is realizable: Holant$(=4,\mathcal{F}) \leq_T \text{Holant}(\Delta_0,\mathcal{F})$, or
- a signature $g \notin \mathcal{T}$ of arity $n - 1$ or $n - 2$ is realizable: Holant$(\Delta_0, g, \mathcal{F}) \leq_T \text{Holant}(\Delta_0, \mathcal{F})$.

**Proof Sketch.** For all indices $i$ and all pairs of indices $\{j, k\}$, consider $f_0^n$ and $\partial_{jk}f$. If there exists $i$ or $\{j, k\}$ such that $f_0^n$ or $\partial_{jk}f \notin \mathcal{T}$, then we can realize $g = f_0^n$ or $\partial_{jk}f$ which has arity $n - 1$ or $n - 2$, and we are done. Otherwise, $f_0^n$ and $\partial_{jk}f \in \mathcal{T}$ for all $i$ and all $\{j, k\}$. Under this assumption, our goal is to show that we can realize $\Delta_1$, or there is a unary signature $a(x_u)$ or a binary signature $b(x_v, x_w)$ such that $a(x_u) | f \rangle \langle f | b(x_v, x_w) | f \rangle \langle f |$. Then, we have $f = a(x_u) \otimes g$ or $f = b(x_v, x_w) \otimes g$ for some $g$ of arity $n - 1$ or $n - 2$. We know $g$ can be realized from $f$ by factorization. By the definition of $\mathcal{T}$, we have $g \notin \mathcal{T}$ since $f \notin \mathcal{T}$, and we are done. When $n \geq 5$, the above induction proof can be achieved by the interplay of the unique prime factorization, and the commutivity of $f_0^n$ (pinning) and $\partial_{jk}f$ (merging) gadgets on disjoint indices. For $n = 4$, there is the additional case that $=4$ can be realized. Thus for $n = 4$, it requires more work; we need to combine the induction proof and first order orthogonality to handle it.

Remember that Holant$(\Delta_0,\Delta_1,\mathcal{F})$ is just Holant$^c(\mathcal{F})$ and #CSP$_2$(\mathcal{F}) $\leq_T$ Holant$(=4,\mathcal{F})$. By Theorem 22, #CSP$_2$(\mathcal{F}) and Holant$^c(\mathcal{F})$ are both #P-hard when $\mathcal{F}$ does not satisfy condition (T). Combining with Lemmas 30 and 31, we have the following result.

**Lemma 32.** Let $\mathcal{F}$ be a set of real-valued signatures. If $\mathcal{F}$ does not satisfy condition (T), then Holant$(\Delta_0, \mathcal{F})$ is #P-hard.

Finally, combining Theorem 21 and Lemmas 24, 27 and 32, we finished the proof of Theorem 10.
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Abstract
We study the approximation complexity of the partition function of the eight-vertex model on general 4-regular graphs. For the first time, we relate the approximability of the eight-vertex model to the complexity of approximately counting perfect matchings, a central open problem in this field. Our results extend those in [8].
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We also identify a region of the parameter space where approximating the partition function on planar 4-regular graphs is feasible but on general 4-regular graphs is equivalent to approximately counting perfect matchings. To our best knowledge, these are the first problems that exhibit this dichotomic behavior between the planar and the nonplanar settings in approximate counting.
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1 Introduction

The eight-vertex model is defined over 4-regular graphs, the states of which are the set of even orientations, i.e. those with an even number of arrows into (and out of) each vertex. There are eight permitted types of local configurations around a vertex – hence the name eight-vertex model (see Figure 1).

Classically, the eight-vertex model is defined by statistical physicists on a square lattice region where each vertex of the lattice is connected by an edge to four nearest neighbors. In general, the eight configurations 1 to 8 in Figure 1 are associated with eight possible weights \(w_1, \ldots, w_8\). By physical considerations, the total weight of a state remains unchanged if all arrows are flipped, assuming there is no external electric field. In this case we write \(w_1 = w_2 = a, w_3 = w_4 = b, w_5 = w_6 = c,\) and \(w_7 = w_8 = d.\) This complementary invariance is known as arrow reversal symmetry or zero field assumption.
Even in the zero-field setting, this model is already enormously expressive: the special case when $d = 0$ is the zero-field six-vertex model which has sub-models such as the ice ($a = b = c$), KDP, and Rys $F$ models; on the square lattice, some other important models such as the dimer and zero-field Ising models can be reduced to the eight-vertex model [2]. After it was introduced in 1970 by Sutherland [19] and by Fan and Wu [9], Baxter [1, 2] achieved a good understanding of the zero-field case in the thermodynamic limit on the square lattice (in physics it is called an “exactly solved model”).

In this paper, we assume the arrow reversal symmetry and further assume that $a, b, c, d \geq 0$, as is the case in classical physics. Given a 4-regular graph $G$, we label four incident edges of each vertex from 1 to 4. The partition function of the eight-vertex model with parameters $(a, b, c, d)$ on $G$ is defined as

$$Z_{EV}(G; a, b, c, d) = \sum_{\tau \in \mathcal{O}_e(G)} a^{n_1 + n_2} b^{n_3 + n_4} c^{n_5 + n_6} d^{n_7 + n_8},$$

where $\mathcal{O}_e(G)$ is the set of all even orientations of $G$, and $n_i$ is the number of vertices in type $i$ in $G$ (1 $\leq i \leq 8$, locally depicted as in Figure 1 where the 4 edges are oriented counterclockwise starting from the edge on the left) under an even orientation $\tau \in \mathcal{O}_e(G)$.

In terms of the exact computational complexity, a complexity dichotomy is given for the eight-vertex model on 4-regular graphs for all eight parameters [6]. This is studied in the context of a classification program for the complexity of counting problems [5], where the eight-vertex model serves as important basic cases for Holant problems defined by not necessarily symmetric constraint functions. It is shown that every setting is either P-time computable (and some are surprising) or #P-hard. However, most cases for P-time tractability are due to nontrivial cancellations. In our setting where $a, b, c, d$ are nonnegative, the problem of computing the partition function of the eight-vertex model exactly is #P-hard unless: (1) $a = b = c = d$ (this is equivalent to the unweighted case); (2) at least three of $a, b, c, d$ are zero; or (3) two of $a, b, c, d$ are zero and the other two are equal. In addition, on planar graphs it is also P-time computable for parameter settings $(a, b, c, d)$ with $a^2 + b^2 = c^2 + d^2$, using the FKT algorithm.

Since exact computation is hard in most cases, one natural question is what is the approximate complexity of counting and sampling of the eight-vertex model. To our best knowledge, prior to [8], there is only one previous result in this regard due to Greenberg and Randall [12]. They showed that on square lattice regions a specific Markov chain (which flips the orientations of all four edges along a uniformly picked face at each step) is torpidly mixing when $d$ is large. This means that when sinks and sources have large weights, this particular chain cannot be used to approximately count or sample eight-vertex configurations on the square lattice according to the Gibbs measure. Recently, similar torpid mixing results have been achieved for the six-vertex model on the square lattice [17].

The paper [8] gave the first classification results for the approximate complexity of the eight-vertex model on general and planar 4-regular graphs, and they conform to phase transition in physics. In order to state the results, we adopt the following notations assuming $a, b, c, d \geq 0$. 

![Figure 1: Valid configurations of the eight-vertex model.](image-url)
$X = \{ (a, b, c, d) \mid a \leq b + c + d, \ b \leq a + c + d, \ c \leq b + c + d, \ d \leq a + b + c \};$

$Y = \{ (a, b, c, d) \mid a + d \leq b + c, \ b + d \leq a + c, \ c + d \leq a + b \};$

$Z = \{ (a, b, c, d) \mid a^2 \leq b^2 + c^2 + d^2, \ b^2 \leq a^2 + c^2 + d^2, \ c^2 \leq a^2 + b^2 + d^2, \ d^2 \leq a^2 + b^2 + c^2 \}.$

**Remark 1.** $Y \subset X$, $Z \subset X$.

Physicists have shown an order-disorder phase transition for the eight-vertex model on the square lattice between parameter settings outside $X$ and those inside $X$ (see Baxter’s book [3] for more details). In [8], it was shown that: (1) approximating the partition function of the eight-vertex model on general 4-regular graphs outside $X$ is NP-hard, (2) there is an FPRAS\(^1\) for general 4-regular graphs in the region $Y \cap Z$, and (3) there is an FPRAS for planar 4-regular graphs in the extra region $\{ (a, b, c, d) \mid a + d \leq b + c, \ b + d \leq a + c, \ c + d \geq a + b \} \cap Z$.

**Figure 2** A Venn diagram of the approximation complexity of the eight-vertex model.

In this paper we make further progress in the classification of the approximate complexity of the eight-vertex model on 4-regular graphs in terms of the parameters (see Figure 2). For the first time, the complexity of approximating the partition function of the eight-vertex model ($\#EV(a, b, c, d)$) is related to that of approximately counting perfect matchings ($\#PM$).

**Theorem 2.** For any four positive numbers $a, b, c, d > 0$ such that $(a, b, c, d) \notin Y$, the problem $\#EV(a, b, c, d)$ is at least as hard to approximate as counting perfect matchings:

$\#PM \leq_{AP} \#EV(a, b, c, d).$

**Remark 3.** The theorem is stated for the case where all four parameters are positive. The same proof also works for the case when there is exactly one zero among the nonnegative values $\{a, b, c\}$. A complete account for four nonnegative values $\{a, b, c, d\}$ is given in the Table 1. There is a symmetry among $a, b, c$ for the eight-vertex model on general (not necessarily planar) 4-regular graphs, so for simplicity in this table we assume $a \leq b \leq c$.

---

\(^1\) Suppose $f : \Sigma^* \to \mathbb{R}$ is a function mapping problem instances to real numbers. A fully polynomial randomized approximation scheme (FPRAS) [14] for a problem is a randomized algorithm that takes as input an instance $x$ and $\varepsilon > 0$, running in time polynomial in $n$ (the input length) and $\varepsilon^{-1}$, and outputs a number $Y$ (a random variable) such that $\Pr[(1 - \varepsilon)f(x) \leq Y \leq (1 + \varepsilon)f(x)] \geq \frac{3}{4}$. 
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Table 1: Approximation complexity of the eight-vertex model with \((a, b, c, d) \not\in d\text{-SUM}\).

<table>
<thead>
<tr>
<th>(d = 0)</th>
<th>(d &gt; 0)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a = b = c = 0)</td>
<td>P-time computable (trivial)</td>
</tr>
<tr>
<td>(a = b = 0, c &gt; 0)</td>
<td>P-time computable (trivial)</td>
</tr>
<tr>
<td>(a = 0, b, c &gt; 0)</td>
<td>NP-hard [8]</td>
</tr>
<tr>
<td>(a, b, c &gt; 0)</td>
<td>NP-hard [7]</td>
</tr>
</tbody>
</table>

The proof of Theorem 2 is in Section 3. Our proof for the hardness result has several ingredients:

1. We express the eight-vertex model on a 4-regular graph \(G\) as an edge-2-coloring problem on \(G\) using Valiant’s holographic transformation [22].
2. We show that a modified version of the edge-2-coloring problem on \(G\) is equivalent to the zero-field Ising model on its crossing-circuit graph denoted by \(\tilde{G}\). Thus known #PM-equivalence result for the Ising model [11, Lemma 7] directly transfers to the modified version of the edge-2-coloring problem under certain parameter settings.
3. We further show that for any parameter setting outside \(\mathcal{Y}\), approximating the partition function of the eight-vertex model is at least as hard as the #PM-equivalent modified edge-2-coloring problem via approximation-preserving reductions.

Theorem 4. For any \((a, b, c, d) \in \mathcal{Z}\),

\[
\#EV(a, b, c, d) \leq_{AP} \#PM.
\]

The proof of Theorem 4 is in Section 4. To prove the #PM-easiness result, we again express the eight-vertex model in the Holant framework (see Section 2) and show that the constraint functions of the eight-vertex model in \(\mathcal{Z}\) can be implemented by constant-size matchgates with nonnegatively weighted edges (Definition 13). We note that allowing nonnegative edge-weights does not add more computational power to the unweighted #PM [18, Proposition 5]. The crucial ingredient of our proof is a geometric lemma (Lemma 18) in 3-dimensional space.

This matchgate expressibility is tight: no constraint functions of the eight-vertex model with parameter settings outside the region \(\mathcal{Z}\) can be implemented by a matchgate (Lemma 19). Moreover, the general version of our result also works for the eight-vertex model without the arrow reversal symmetry. It is open if approximately computing the partition function in \(\mathcal{X} \setminus (\mathcal{Y} \cup \mathcal{Z})\) is #PM-equivalent or not.

As part of this work, we give a complete characterization of the constraint functions that can be expressed by 4-ary matchgates in Theorem 15. This solves an important question that has been open for several years [18, 4]. We believe it is of independent interest.

Corollary 5. For any four positive numbers \(a, b, c, d > 0\) such that \((a, b, c, d) \in \mathcal{Z} \setminus \mathcal{Y}\),

\[
\#EV(a, b, c, d) \equiv_{AP} \#PM.
\]
Note that for the eight-vertex model in the region\(^3\) \((a, b, c, d) \mid a + d \leq b + c, \ b + d \leq a + c, \ c + d > a + b\) \(\cap \mathbb{Z}\), computing \(Z_{EV}(a, b, c, d)\) is (1) \#P-complete in exact computation [6], (2) \#PM-equivalent in approximate computation on general 4-regular graphs (Corollary 5), and (3) admits an FPRAS in approximate computation on planar 4-regular graphs [8]. To our best knowledge, these are the first identified problems having these three properties. Previously the combined results of [10] and [13] proved that counting \(k\)-colorings for certain range of parameters is FPRASable on general graphs but NP-hard in approximate complexity. The complexity result in this paper is different because the complexity we described in item (2) above is \#PM-equivalent (neither harder nor easier). We note that the complexity status of \#PM is a long standing open problem in the field (neither known to be FPRASable nor known to be NP-hard to approximate). These results contrast with, in the setting of approximately counting, the FKT algorithm for exact counting which shows that the \#P-hard problem \#PM can be computed in polynomial time on planar graphs.

2 Preliminaries

Given a 4-regular graph \(G = (V, E)\), the edge-vertex incidence graph \(G' = (U_E, U_V, E')\) is a bipartite graph where \((u_c, u_o) \in U_E \times U_V\) is an edge in \(E'\) iff \(e \in E\) in \(G\) is incident to \(v \in V\). We model an orientation \((w \rightarrow v)\) on an edge \(e = \{w, v\} \in E\) from \(w\) into \(v\) in \(G\) by assigning 1 to \((u_c, u_o) \in E'\) and 0 to \((u_c, u_o) \in E'\) in \(G'\). A configuration of the eight-vertex model on \(G\) is an edge-2-coloring on \(G'\), namely \(\sigma : E' \rightarrow \{0, 1\}\), where for each \(u_c \in U_E\) its two incident edges are assigned 01 or 10, and for each \(u_v \in U_V\) the sum of values \(\sum_{i=1}^{4} \sigma(e_i) \equiv 0 \pmod{2}\), over the four incident edges of \(u_v\). Thus we model the even orientation rule of \(G\) on all \(v \in V\) by requiring “two-0-two-1/four-0/four-1” locally at each vertex \(u_v \in U_V\).

The “one-0-one-1” requirement on the two edges incident to a vertex in \(U_E\) is a binary DISEQUALITY constraint, denoted by \((\neq 2)\). The values of a 4-ary constraint function, or a signature \(f\) can be listed in a matrix \(M(f) = \begin{bmatrix} f_{0000} & f_{0010} & f_{0100} & f_{0110} & f_{1000} & f_{1010} & f_{1100} & f_{1110} \\ f_{0001} & f_{0011} & f_{0101} & f_{0111} & f_{1001} & f_{1011} & f_{1101} & f_{1111} \end{bmatrix}\), called the constraint matrix of \(f\). For the eight-vertex model satisfying the even orientation rule and arrow reversal symmetry, the signature \(f\) at every vertex \(v \in U_V\) in \(G\) has the form \(M(f) = \begin{bmatrix} d & 0 & 0 & a \\ 0 & b & c & 0 \\ 0 & 0 & 0 & d \end{bmatrix}\), if we draw a vertex with incident edges labeled 1, 2, 3, and 4 locally as the left, down, right, and up edges respectively according to Figure 1. Thus computing the partition function \(Z_{EV}(G; a, b, c, d)\) is equivalent to evaluating

\[
Z(G', f) := \sum_{\sigma : E' \rightarrow \{0, 1\}} \prod_{u \in U_E} \prod_{u \in U_V} (\neq 2) \left( \sigma |_{E'(u)} \right) f \left( \sigma |_{E'(u)} \right)
\]

where \(E'(u)\) denotes the incident edges of \(u \in U_E \cup U_V\). In fact, in this way we express the partition function of the eight-vertex model as the Holant sum in the framework for Holant problems:

\[
Z_{EV}(G; a, b, c, d) = \text{Holant} (G'; \neq 2 | f)
\]

where we use \(\text{Holant} (H; g | f)\) to denote the sum \(\sum_{\sigma : E' \rightarrow \{0, 1\}} \prod_{u \in U} g \left( \sigma |_{E(u)} \right) \prod_{u \in V} f \left( \sigma |_{E(u)} \right)\) on a bipartite graph \(H = (U, V, E)\). Each vertex in \(U\) (or \(V\)) is assigned the signature \(g\) (or \(f\), respectively). The signature \(g\) is considered as a row vector (or covariant tensor),

\(^3\) This region is the intersection of \(\overline{V}\) and the extra region \(\{(a, b, c, d) | a + d \leq b + c, \ b + d \leq a + c, \ c + d > a + b\}\) where there is an FPRAS for planar graphs. Note that the strict inequality \(c + d > a + b\) is needed.
whereas the signature $f$ is considered as a column vector (or contravariant tensor). (See [5] for more on Holant problems.) The following proposition says that an invertible holographic transformation does not change the complexity of the Holant problem in the bipartite setting.

**Proposition 6 ([22]).** Suppose $T \in \mathbb{C}^2$ is an invertible matrix. Let $d_1 = \text{arity}(g)$ and $d_2 = \text{arity}(f)$. Define $g' = g \left( T^{-1} \right)^{\otimes d_1}$ and $f' = T^{\otimes d_2} f$. Then for any bipartite graph $H$, $\text{Holant}(H; g \mid f) = \text{Holant}(H; g' \mid f')$.

We denote $\text{Holant}(G; f) = \text{Holant}(G'; =_2 \mid f)$ and use $\text{Holant}(f)$ to denote the problem whose input is a graph $G$ and output is $\text{Holant}(G; f)$; this is equivalent to the usual definition.

#PerfectMatchings-hardness

Our proof strategy for Theorem 2 is as follows. In Lemma 7, we express the eight-vertex model on a 4-regular graph $G$ as a Holant problem; this is an equivalent form of the orientation problem expressed as an edge-2-coloring problem on $G$, and is achieved using a holographic transformation. In Lemma 8, we give an approximation-preserving reduction to show that this edge-2-coloring problem is at least as hard as a modified version of the edge-2-coloring problem expressed as an edge-2-coloring problem on $G$ as a Holant problem; this is equivalent to the usual definition.

**Lemma 7.**

$$2^{|V(G)|} \cdot Z_{EV}(G; a, b, c, d) = \text{Holant} \left( G; \begin{bmatrix} a+b+c+d & 0 & 0 & -a+b+c-d \\ a-b+c-d & a+b-c-d & 0 & 0 \\ -a+b-c-d & 0 & a+b+c-d \\ a+b+c-d & 0 & 0 & -a+b-c-d \\ \end{bmatrix} \right).$$

**Proof.** Using the binary disequality function ($\neq_2$) for the orientation of any edge, we can express the partition function of the eight-vertex model $G$ as a Holant problem on its edge-vertex incidence graph $G'$,

$$Z_{EV}(G; a, b, c, d) = \text{Holant} \left( G'; \neq_2 \mid f \right),$$

where $f$ is the 4-ary signature with $M(f) = \begin{bmatrix} d & 0 & 0 & 0 \\ 0 & b & c & 0 \\ 0 & c & b & 0 \\ a & 0 & 0 & d \end{bmatrix}$. Note that, writing the truth table of $(\neq_2) = (0,1,1,0)$ as a vector and multiplied by a tensor power of the matrix $Z^{-1}$, where $Z = \frac{1}{\sqrt{2}} \begin{bmatrix} 1 & 1 \\ 1 & 1 \\ \end{bmatrix}$ we get $(\neq_2)(Z^{-1})^\otimes 2 = (1, 0, 0, 1)$, which is exactly the truth table of the binary equality function ($=_2$). Then according to Proposition 6, by the $Z$-transformation, we get

$$\text{Holant} \left( G'; \neq_2 \mid f \right) = \text{Holant} \left( G'; \neq_2 \mid (Z^{-1})^\otimes 2 \cdot Z^\otimes 4 \cdot f \right)$$
$$= \text{Holant} \left( G'; _=2 \mid Z^\otimes 4 f \right)$$
$$= \text{Holant} \left( G; Z^\otimes 4 f \right),$$

and a direct calculation shows that $M(Z^\otimes 4 f) = \frac{1}{2} \begin{bmatrix} a+b+c+d & 0 & 0 & -a+b+c-d \\ a-b+c-d & a+b-c-d & 0 & 0 \\ 0 & a+b-c-d & a-b+c-d & 0 \\ -a+b+c-d & 0 & 0 & a+b+c-d \end{bmatrix}.$
Lemma 8. Suppose \( d > 0 \) and at most one of \( a, b, c \) is zero. Then
\[
\text{Holant} \left( \begin{bmatrix} a+b+c+d & 0 & 0 & -a-b+c-d \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ -a+b+c-d & 0 & 0 & a+b+c+d \end{bmatrix} \right) \leq \text{AP Holant} \left( \begin{bmatrix} a+b+c+d & 0 & 0 & 0 \\ 0 & a-b+c-d & a+b-c-d & 0 \\ 0 & 0 & a+b-c-d & 0 \\ -a+b+c-d & 0 & 0 & a+b+c+d \end{bmatrix} \right).
\]

Proof. This task can be reduced to
\[
\text{Holant} \left( \begin{bmatrix} 0 & 0 & a \\ 0 & b & c \\ d & 0 & 0 \end{bmatrix}, \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \right) \leq \text{AP Holant} \left( \begin{bmatrix} 0 & 0 & a \\ 0 & b & c \\ d & 0 & 0 \end{bmatrix}, \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix} \right)
\]
and the analysis can be found in the full version of this paper.


![Figure 3](image.png)

A gadget construction.

Next we show how to get (2). Given the signature \( f \) with matrix \( \begin{bmatrix} d & 0 & 0 & a \\ 0 & b & c & 0 \\ 0 & c & 0 & 0 \\ a & 0 & 0 & d \end{bmatrix} \) in \( \#EV(a,b,c,d) \), we construct a 4-ary signature \( \tilde{f} \) with constraint matrix \( \begin{bmatrix} d & 0 & 0 & a \\ 0 & b & c & 0 \\ 0 & c & 0 & 0 \\ a & 0 & 0 & d \end{bmatrix} \) using a polynomial number of vertices and edges such that \( \tilde{a}, \tilde{b}, \tilde{c}, \) and \( \tilde{d} \) are all exponentially close to 1 after normalization, i.e., to be \( 2^{-nC} \) close to 1, for any \( C > 0 \), with a construction of \( n^{O(1)} \) size in polynomial time.

We assume we start with the following condition:
\[
0 < d \leq a \leq b \leq c.
\]

This is not the case, we can obtain a 4-ary construction that realizes this condition using constantly many vertices. With some preliminary construction we can further assume \( 1 \leq d \leq a \leq b \leq c \leq \frac{2}{d} \) initially. (See the full version of this paper for details.) Note that starting with the signature \( f \) with matrix \( M(f) = \begin{bmatrix} d & 0 & 0 & a \\ 0 & b & c & 0 \\ 0 & c & 0 & 0 \\ a & 0 & 0 & d \end{bmatrix} \), we can arbitrarily permute \( a, b, c \) by relabeling the edges, and so we get signatures \( f_1 \) with \( M(f_1) = \begin{bmatrix} d & 0 & 0 & b \\ 0 & a & c & 0 \\ 0 & c & 0 & 0 \\ a & 0 & 0 & d \end{bmatrix} \) and \( f_2 \) with \( M(f_2) = \begin{bmatrix} d & 0 & 0 & c \\ 0 & a & b & 0 \\ 0 & b & 0 & 0 \\ c & 0 & 0 & 0 \end{bmatrix} \). There are two constructions \( G_1 \) and \( G_2 \) which we use as basic steps; both constructions start with a signature \( f \) with parameters satisfying (3).

1. \( G_1 \): connect two vertices with signatures \( f_1 \) and \( f_2 \) respectively as in Figure 3. Since we are in the orientation view, we place the signature (\( \neq 2 \)) on the two degree 2 vertices connecting the two degree 4 vertices. Then the signature \( g_1 \) of the construction \( G_1 \) is obtained by matrix multiplication \( M(g_1) = M_{x,x,y,x,y}(g_1) = M(f_1) \cdot N \cdot M(f_2) \), where
\[
N = \begin{bmatrix} 1 & 1 & 1 \end{bmatrix}.
\]

Thus
\[
M(g_1) = \begin{bmatrix} (b+c)d & 0 & 0 & bc+d^2 \\ 0 & a(b+c) & a^2+bc & 0 \\ 0 & a^2+bc & a(b+c) & 0 \\ bc+d^2 & 0 & 0 & (b+c)d \end{bmatrix}.
\]

The signature \( g_1 \) has four new parameters, denoted by
\[
(a_1, b_1, c_1, d_1) = (a(b+c), bc + d^2, a^2 + bc, (b+c)d).
\]
We make the following observations and all of them can be easily verified using (3):
- \( d_1 \) is the weight on sink and source and \( 0 < d_1 \leq a_1, b_1, c_1 \).
- \( c_1 = \max(a_1, b_1, c_1, d_1) \).
- \( \frac{a_1}{d_1} = \frac{a_2}{d_2} \) and \( \frac{b_1}{d_1} \leq \frac{b_2}{d_2} \) and \( \frac{c_1}{d_1} \leq \frac{c_2}{d_2} \).
- \( c_1 d_1 \leq a_1 b_1 \) because \( c_1 d_1 - a_1 b_1 = -(b + c)(a - d)(bc - ad) \leq 0 \).

2. \( G_2 \): connect two vertices with signatures \( f_2 \) as in Figure 3. Denote the signature of \( G_2 \) by \( g_2 \). We have

\[
M(g_2) = M(f_2) \cdot N \cdot M(f_2) = \begin{bmatrix}
2cd & 0 & 0 & 0 \\
0 & 2ab & a^2 + b^2 & 0 \\
0 & a^2 + b^2 & 2ab & 0 \\
c^2 + d^2 & 0 & 0 & 2cd \\
\end{bmatrix}
\]

The signature \( g_2 \) has four new parameters, denoted by

\[
(a_2, b_2, c_2, d_2) = (2ab, a^2 + b^2, c^2 + d^2, 2cd).
\]

The following observations can also be easily verified using (3):
- \( d_2 \) is the weight on sink and source and if \( cd \leq ab \), then \( 0 < d_2 \leq a_2, b_2, c_2 \).
- \( \frac{a_2}{d_2} \leq \frac{a_1}{d_1} \) and \( \frac{b_2}{d_2} \leq \frac{b_1}{d_1} \) and \( \frac{c_2}{d_2} \leq \frac{c_1}{d_1} \).
- \( \frac{a_2 - d_2}{d_2} = \frac{(c-d)^2}{2cd} \leq \frac{1}{4} \left( \frac{c-d}{a} \right)^2 \leq \left( \frac{c-d}{a} \right)^2 \).

Based on the two basic constructions above, we construct the signature \( f \) in logarithmically many rounds recursively, each of the \( O(\log n) \) rounds uses the signature constructed in the previous round. We now describe a single round in this construction, which consists of two steps. In step 1 we use a signature with some parameter setting \((a, b, c, d)\) satisfying (3) and apply \( G_1 \) to two copies of the signature. If the resulting parameter \( b_1 < a_1 \) we switch the roles of \( a_1 \) and \( b_1 \), and obtain \((a'_1, b'_1, c'_1, d'_1) = (b_1, a_1, c_1, d_1)\), again satisfying (3), as well as \( c_1 d_1 \leq a_1 b_1 \). In step 2, we apply \( G_2 \) to two copies of the signature constructed in step 1 (with the switching of the roles of \( a_1 \) and \( b_1 \) if it is needed). Denote the parameters of the resulting signature by \((a^*, b^*, c^*, d^*)\). Altogether each round uses four copies of the signature from the previous round, starting with the initial given signature. Therefore in polynomial time we can afford to carry out \( C \log n \) rounds for any constant \( C \). Note that, if we consider the normalized quantities \((\frac{a}{a'}, \frac{b}{b'}, \frac{c}{c'}, \frac{d}{d'})\), then the respective quantities in each step \( G_1 \) and \( G_2 \) do not increase their distances to 1, i.e.,

\[
0 \leq \frac{a^*}{d^*} - 1 \leq \frac{a}{d} - 1, \quad 0 \leq \frac{b^*}{d^*} - 1 \leq \frac{b}{d} - 1, \quad 0 \leq \frac{c^*}{d^*} - 1 \leq \frac{c}{d} - 1.
\]

This is true even if the \( G_2 \) construction in step 2 is applied in the case when the roles of \( a_1 \) and \( b_1 \) are switched for the signature from step 1, when that switch is required \((b_1 < a_1)\) as described. More importantly, based on the properties of \( G_1 \) and \( G_2 \), we know that the (normalized) gap between \( d \) and the previous largest entry \( c \) shrinks quadratically fast, as measured by the new \( c^* \) normalized with \( d^* \). More precisely,

\[
0 \leq \frac{c^*}{d^*} - 1 \leq \left( \frac{c}{d} - 1 \right)^2.
\]

Note that \( c^* \) may no longer be the largest among \( a^*, b^*, c^* \); however we will permute them to get \( a, b, c \) so that (3) is still satisfied before proceeding to the next round. This completes the description of our construction in one round which obtains \((a, b, c, d)\) from \((a, b, c, d)\).
We will construct the final signature $\tilde{f}$ by $O(\log n)$ rounds of this construction. Also we will follow each value $a, b, c$ individually as they get transformed through each round. To state it formally, starting with the normalized triple $(\frac{a}{\alpha}, \frac{b}{\beta}, \frac{c}{\gamma})$, we define a successor triple $(\frac{a^*}{\alpha}, \frac{b^*}{\beta}, \frac{c^*}{\gamma})$, so that each entry has the respective successor (e.g., the entry $\frac{a}{\alpha}$ has successor $\frac{\alpha}{\alpha}$). This is well-defined because $(a_1, b_1, c_1)$ and $(a_2, b_2, c_2)$ are homogeneous functions of $(a, b, c, d)$. Note that even though from one round to the next, we may have to rename $a^*, b^*, c^*$ so that the permuted triple $\tilde{a}, \tilde{b}, \tilde{c}$ satisfies (3), the successor sequence as the rounds progress stays with an individual value. E.g., starting from $(a, b, c, d)$, if after one round $a^* = \max(a^*, b^*, c^*, d^*) = \tilde{c}$, then the successor of $\frac{\alpha}{\alpha}$ after two rounds is $\frac{\alpha}{\alpha}$. Now define $(\alpha_k, \beta_k, \gamma_k)$ to be the (ordered) triple $(\frac{a}{\alpha}, \frac{b}{\beta}, \frac{c}{\gamma})$ for $k = 1$, or its successor triple, at the beginning of the $k$-th round for $k > 1$.

Let $\tilde{f}$ be the 4-ary signature constructed after $3(k + 1)$ rounds. By the Pigeonhole Principle, after $3(k + 1)$ rounds, at least one of $a, b, c$ has the property that in at least $k + 1$ many rounds (let $1 \leq i_0 < i_1 < \ldots < i_k \leq 3(k + 1)$ be $k + 1$ such rounds) the corresponding $\frac{a}{\alpha}, \frac{b}{\beta}, \frac{c}{\gamma}$ or its successors are the maximum (normalized) value in that round, and thus its next successor gets shrunken quadratically in that round. Suppose this is $a$; the same proof works if it is $b$ or $c$. Let $\alpha_i$ be the maximum (normalized) value at the beginning of round $i$ in $k + 1$ rounds, where $i \in \{i_0, \ldots, i_k\}$. Since initially we have $1 \leq d \leq a \leq b \leq c \leq \frac{3}{2}d$,

$$0 \leq \alpha_{i_1} - 1 \leq \alpha_{i_0 + 1} - 1 \leq (\alpha_{i_0} - 1)^2 \leq \frac{1}{2\alpha}.$$ 

Then

$$0 \leq \alpha_{i_2} - 1 \leq \alpha_{i_1 + 1} - 1 \leq (\alpha_{i_1} - 1)^2 \leq \frac{1}{2\alpha^2}.$$ 

By induction $0 \leq \alpha_{i_k} - 1 \leq \frac{1}{2\alpha^k}$. At the end of $3(k + 1)$ rounds, if $\tilde{f}$ has parameters $\tilde{a}, \tilde{b}, \tilde{c}, \tilde{d}$, then

$$0 \leq \max(\tilde{a}, \tilde{b}, \tilde{c}) - \frac{1}{d} \leq \alpha_{i_k} - 1 \leq \frac{1}{2\alpha^k}.$$ 

Therefore, after logarithmically many rounds, using polynomially many vertices, we can get a 4-ary construction with parameters $\tilde{a}, \tilde{b}, \tilde{c}$, and $d$ that are exponentially close to 1 after normalizing by $d$. Thus (2) is proved. ▶

**Problem**: Ising$(\beta)$.

**Instance**: Graph $G = (V, E)$.

**Output**: $Z_{\text{Ising}}(G; \beta) := \sum_{\sigma \in V \rightarrow \{0, 1\}} \beta^{\text{mono}(\sigma)}$, where mono$(\sigma)$ denotes the number of edges $\{u, v\}$ such that $\sigma(u) = \sigma(v)$.

**Lemma 9**. The Ising problem $\text{Ising}(\frac{w}{2})$ is equivalent to the Holant problem $\text{Holant} \left( \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & w & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \right)$. In particular, $\text{Ising}(\frac{w}{2}) \equiv_{\text{AP}} \text{Holant} \left( \begin{bmatrix} 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & w \end{bmatrix} \right)$.

**Remark 10**. A non-homogenized form of the Ising model is $\tilde{Z}_{\text{Ising}}(G; x, w) := \sum_{\sigma \in V \rightarrow \{0, 1\}} w^{\text{mono}(\sigma)} \tilde{x}^{\text{mono}(\sigma)}$. If $x \neq 0$ then $\tilde{Z}_{\text{Ising}}(G; x, w) = x^{|E|} Z_{\text{Ising}}(G; \frac{w}{x})$. If $x = 0$ then in $\tilde{Z}_{\text{Ising}}$ all vertices in each component must take the same assignment (all 0 or all 1). In this case both $\tilde{Z}_{\text{Ising}}(G; x, w)$ and the Holant problem in Lemma 9 are trivially solvable in polynomial time.
Proof. For the problem Holant \( \left( \begin{bmatrix} w & 0 & 0 & z \\ 0 & y & 0 & 0 \\ 0 & x & 0 & w \\ 0 & 0 & z & 0 \end{bmatrix} \right) \), the roles of \( x, y, z \) are interchangeable by relabeling the edges. For example, if the signature \( f(x_1, x_2, x_3, x_4) \) has the constraint matrix
\[
\begin{bmatrix}
0 & 0 & 0 & z \\
0 & y & 0 & 0 \\
0 & x & 0 & 0 \\
0 & 0 & z & 0
\end{bmatrix},
\]
then the signature \( f(x_1, x_3, x_2, x_4) \) has the constraint matrix
\[
\begin{bmatrix}
0 & 0 & 0 & z \\
0 & y & 0 & 0 \\
0 & x & 0 & 0 \\
0 & 0 & z & 0
\end{bmatrix}.
\]
It follows that
\[
\text{Holant} \left( \begin{bmatrix} w & 0 & 0 & z \\ 0 & y & 0 & 0 \\ 0 & x & 0 & w \\ 0 & 0 & z & 0 \end{bmatrix} \right) \text{ and Holant} \left( \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & 0 & z \\ 0 & 0 & w & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \right)
\]
are exactly the same problem. So to prove the lemma it suffices to prove the equivalence of
\[
\text{ISING} \left( \begin{bmatrix} w \\ z \end{bmatrix} \right) \text{ and Holant} \left( \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & 0 & z \\ 0 & 0 & w & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \right).
\]
First we show that Holant \( \left( \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & 0 & z \\ 0 & 0 & w & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \right) \) can be expressed as ISING \( \left( \begin{bmatrix} w \\ z \end{bmatrix} \right) \).

Given a 4-regular graph \( G = (V, E) \) as an instance of Holant \( \left( \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & 0 & z \\ 0 & 0 & w & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \right) \), we can partition \( E \) into a set \( C \) of circuits (in which vertices may repeat but edges cannot) in the following way: at every vertex \( v \in V \), denote the four edges incident to \( v \) by \( e_1, e_2, e_3, e_4 \) in a cyclic order according to the local labeling of the signature function; we make \( e_1 \) and \( e_3 \) into adjacent edges in a single circuit, and similarly we make \( e_2 \) and \( e_4 \) into adjacent edges in a single circuit (note that these may be the same circuit). We say each circuit in \( C \) is a crossing circuit of \( G \). For the graph \( G \), we define its crossing-circuit graph \( \tilde{G} = (\tilde{C}, \tilde{E}) \), with possible multiloops and multiedges, as follows: its vertex set \( \tilde{C} \) consists of the crossing circuits; for every \( v \in V \), if circuits \( C_1 \) and \( C_2 \) intersect at \( v \), then there is an edge \( \tilde{e}_v \in \tilde{E} \) labeled by \( v \). Note that it is possible that \( C_1 = C_2 \), and for such a self-intersection point the edge \( \tilde{e}_v \) is a loop. Each \( C \in \tilde{C} \) may have multiple loops, and for distinct circuits \( C_1 \) and \( C_2 \) there may be multiple edges between them. The edge set \( \tilde{E} \) of \( \tilde{G} \) is in 1-1 correspondence with \( V \) of \( G \).

Observe that the problem Holant \( \left( \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & 0 & z \\ 0 & 0 & w & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \right) \) requires that every valid configuration \( \sigma \) (that contributes a non-zero term) obeys the following rule at each vertex \( v \):

- Assuming \( e_1, e_2, e_3, e_4 \) are the four edges incident to \( v \) in cyclic order, then \( \sigma(e_1) = \sigma(e_3) \) (denoted by \( b_1 \)) and \( \sigma(e_2) = \sigma(e_4) \) (denoted by \( b_2 \)). That is to say, all edges in a crossing circuit must have the same assignment (either all 0 or all 1). Therefore, the valid configurations \( \sigma \) on the edges of \( G \) are in 1-1 correspondence with 0,1-assignments \( \sigma' \) on the vertices of \( \tilde{G} \).

- Under \( \sigma \), the local weight on \( v \) is \( w \) if \( b_1 = b_2 \) and is \( z \) otherwise. Suppose crossing circuits \( C_1 \) and \( C_2 \) intersect at \( v \) (they could be identical). Then in \( \tilde{G} \), \( \sigma' \) has local weight \( w \) on the edge \( \tilde{e}_v \) if \( \sigma'(C_1) = \sigma'(C_2) \) and has local weight \( z \) otherwise.

This means
\[
\text{Holant} \left( G; \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & z & 0 \\ 0 & z & 0 & 0 \\ 0 & 0 & 0 & w \end{bmatrix} \right) = z^{\left| V(G) \right|} \cdot Z_{\text{ISING}} \left( \tilde{G}; \begin{bmatrix} w \\ z \end{bmatrix} \right).
\]

Next we show that ISING \( \left( \begin{bmatrix} w \\ z \end{bmatrix} \right) \) can be expressed as Holant \( \left( \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & 0 & z \\ 0 & 0 & w & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \right) \). Note that every graph \( G = (V, E) \) (without isolated vertices) is the crossing-circuit graph of some 4-regular graph \( \mathcal{G} \). To define \( \mathcal{G} \) from \( G \), one only needs to do the following: (1) transform each vertex \( v \in V \) into a closed cycle \( C_v \); (2) for each loop at \( v \in V \), make a self-intersection on \( C_v \); and (3) for each non-loop edge \( \{u, v\} \in E \) \( u \) and \( v \) are two distinct vertices), make \( C_u \) and \( C_v \)
intersect in a “crossing” way at a vertex in \( \overline{G} \) (by first creating a vertex \( p \) on \( C_u \) and another vertex \( p' \) on \( C_v \), then merging \( p \) and \( p' \) with local labeling \( 1, 3 \) on \( C_u \) and \( 2, 4 \) on \( C_v \)). Then the above proof holds for the reverse direction. ◀

**Proposition 11** ([11, Lemma 7]). Suppose \( \beta < -1 \). Then \( \#PM \equiv_{AP} \text{Ising}(\beta) \).

**Corollary 12.** Suppose \( x \neq 0 \) and \( \frac{w}{x} < -1 \). Then \( \#PM \equiv_{AP} \text{Holant} \left( \begin{bmatrix} w & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & w \\ x & 0 & 0 & 0 \end{bmatrix} \right) \).

When \( a + d > b + c \) we have \( \frac{a+b+c+d}{a+b+c-d} < -1 \), so by Corollary 12, Lemma 8, and Lemma 7,

\[
\frac{\#PM}{\#AP} \leq \text{Holant} \left( \begin{bmatrix} a+b+c+d & 0 & 0 & -a+b+c-d \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & a+b+c+d \\ -a+b+c-d & 0 & 0 & 0 \end{bmatrix} \right)
\]

≤ \( \text{AP} \#EV(a, b, c, d) \).

By the symmetry of \( a, b, c \), we have proved Theorem 2.

#PerfectMatchings-easiness

In this section, we address two problems:

1. What are the signatures that can be realized by 4-ary matchgates (Definition 13)?

Although the set of signatures that can be realized by planar matchgates with complex edge weights have been completely characterized [5], the set of signatures that can be realized by general (not necessarily planar) matchgates with nonnegative real edge weights is not fully understood, even for matchgates of arity 4. This type of matchgates plays a crucial role in the study of the approximate complexity of counting problems [18, 4], as we will see in this paper.

In Theorem 15, we give a complete characterization of signatures of arity 4 that can be realized by matchgates with nonnegative real edges. Our method is primarily geometric.

2. Theorem 2 shows that for positive parameters \( (a, b, c, d) \notin \mathcal{Y} \) the problem \( \#EV(a, b, c, d) \) is at least as hard as counting perfect matchings approximately. Here we ask the reverse question: For what parameter settings \( (a, b, c, d) \) does \( \#EV(a, b, c, d) \leq_{AP} \#PM \)?

We know that

\[
Z_{EV}(G; a, b, c, d) = \text{Holant} (G'; \neq_2 | f) ,
\]

where \( f \) is the 4-ary signature with \( M(f) = \begin{bmatrix} d & 0 & 0 & a \\ 0 & b & 0 & 0 \\ 0 & 0 & 0 & d \\ a & 0 & 0 & 0 \end{bmatrix} \). Considering the fact that \( \neq_2 \) can be easily realized by a matchgate (a vertex with two dangling edges), Theorem 4 is a direct consequence of Lemma 17 which says that any signature in \( \mathcal{Z} \) is realizable by some 4-ary matchgate of constant size (with nonnegative edge weights, but not necessarily planar) (see Definition 13). Our theorem works for the eight-vertex model with parameter settings \( S_{E} \leq 2 \) (defined below) not necessarily satisfying the arrow reversal symmetry. Moreover, Lemma 19 indicates that our result is tight in the sense that \( S_{E} \leq 2 \) captures precisely the set of all signatures that can be realized by 4-ary matchgates (with even support, i.e., nonzero only on inputs of even Hamming weight). A similar statement holds for \( S_{O} \leq 2 \), the corresponding set with odd support.
Counting Perfect Matchings and the Eight-Vertex Model

Definition 13. We use the term a \( k \)-ary matchgate to denote a graph \( \Gamma \) having \( k \) “dangling” edges, labelled \( i_1, \ldots, i_k \). Each dangling edge has weight 1 and each non-dangling edge \( e \) is equipped with a nonnegative weight \( w_e \). A configuration is a 0,1-assignment to the edges. A configuration is a perfect matching if every vertex has exactly one incident edge assigned. A \( k \)-ary matchgate implements the signature \( f \), where \( f(b_1, \ldots, b_k) \) for \( (b_1, \ldots, b_k) \in \{0,1\}^k \) is the sum, over perfect matchings, of the product of the weight of edges with assignment \( 1 \), where the dangling edge \( i_j \) is assigned \( b_j \), and the empty product has weight 1.

Remark 14. Contrary to Definition 13 which does not require planarity, planar matchgates with complex edge weights have been completely characterized [21, 5]. As computing the weighted sum of perfect matchings is in polynomial time over planar graphs by the FKT algorithm [20, 15, 16], problems that can be locally expressed by planar matchgates are tractable over planar graphs.

Notation.
\[
S_{\leq 2}^E = \{ f | M(f) = \begin{bmatrix} a_1 & 0 & 0 & a_1 \\ b_1 & 0 & c_1 & 0 \\ 0 & c_2 & b_2 & 0 \\ a_2 & 0 & 0 & d_2 \end{bmatrix} \text{satisfying } \begin{cases} a_1 c_2 \leq b_1 c_2 + c_1 c_2 + d_1 d_2 \\ b_1 c_2 \leq a_1 c_2 + b_1 c_2 + d_1 d_2 \\ d_1 d_2 \leq a_1 c_2 + b_1 c_2 + c_1 c_2 \end{cases}, \quad a_1, \ldots, d_2 \geq 0 \},
\]
\[
S_{\leq 2}^O = \{ f | M(f) = \begin{bmatrix} 0 & d_1 & a_1 & 0 \\ b_1 & 0 & 0 & c_1 \\ c_2 & 0 & 0 & b_2 \\ 0 & a_2 & d_2 & 0 \end{bmatrix} \text{satisfying } \begin{cases} a_1 b_2 \leq a_1 b_2 + c_1 c_2 + d_1 d_2 \\ b_1 b_2 \leq a_1 b_2 + a_1 c_2 + d_1 d_2 \\ c_1 c_2 \leq a_1 a_2 + b_1 b_2 + c_1 c_2 \end{cases}, \quad a_1, \ldots, d_2 \geq 0 \}.
\]

Theorem 15. Denote by \( \mathcal{M} \) the set of signatures that can be realized by \( 4 \)-ary matchgates. Then \( \mathcal{M} = S_{\leq 2}^E \cup S_{\leq 2}^O \).

Remark 16. Note that any signature in \( \mathcal{M} \) must satisfy either even parity (nonzero only on inputs of even Hamming weight) or odd parity (nonzero only on inputs of odd Hamming weight). Theorem 15 for the even parity part \( S_{\leq 2}^E \) is a combination of Lemma 17 and Lemma 19. The odd parity part can be proved similarly.

Lemma 17. Suppose \( f \in S_{\leq 2}^E \). Then there is a \( 4 \)-ary matchgate of constant size whose signature is \( f \).

![Figure 4 4-ary matchgates.](image)

Proof. We first note that if any of the four inequalities in the definition of \( S_{\leq 2} \) is an equality, then the remaining three inequalities automatically hold, since the 8 values \( a_1, \ldots, d_2 \) are all nonnegative.
Given a signature $\begin{bmatrix} a_1 & 0 & 0 & a_1 \\ 0 & b_1 & c_1 & 0 \\ 0 & c_2 & b_2 & 0 \\ a_2 & 0 & 0 & d_2 \end{bmatrix}$, first we construct a matchgate for $d_1 d_2 = a_1 a_2 + b_1 b_2 + c_1 c_2$. If $d_1 d_2 = 0$ then all four products $a_1 a_2 = b_1 b_2 = c_1 c_2 = d_1 d_2 = 0$, and one can easily adapt from the following proof to show that the signature is realizable as a matchgate signature. So it suffices to implement the normalized version $\begin{bmatrix} a_1 a_2 + b_1 b_2 + c_1 c_2 & 0 & 0 & a_1 \\ 0 & b_1 & c_1 & 0 \\ 0 & c_2 & b_2 & 0 \\ a_2 & 0 & 0 & 1 \end{bmatrix}$.

Our construction is a weighted $K_4$ depicted in Figure 4a. Let $e_1, e_2, e_3, e_4$ be the dangling edges incident to vertices 1, 2, 3, 4, respectively. Denote by $w_{ij}$ the weight on the edge between vertex $i$ and vertex $j$. One can check that the following weight assignment meets our need:

$w_{12} = a_1, w_{34} = a_2, w_{14} = b_1, w_{23} = b_2, w_{13} = c_1, w_{24} = c_2$.

For $a_1 a_2 = b_1 b_2 + c_1 c_2 + d_1 d_2$, without loss of generality we assume $a_1 a_2 \neq 0$ and we normalize $a_1 = 1$. Then our construction is shown in Figure 4b where we set $w_{14} = 1, w_{12} = 1, w_{13} = w_{23} = w_{24} = c_1, w_{14} = c_2, w_{14} = e_1, w_{14} = e_2, w_{14} = e_3, w_{14} = e_4$. One can verify that it realizes the normalized signature $\begin{bmatrix} d_1 & 0 & 0 & 1 \\ 0 & b_1 & c_1 & 0 \\ 0 & c_2 & b_2 & 0 \\ b_1 b_2 + c_1 c_2 + d_1 d_2 & 0 & 0 & d_2 \end{bmatrix}$. The construction for $b_1 b_2 = a_1 a_2 + c_1 c_2 + d_1 d_2$ and $c_1 c_2 = a_1 a_2 + b_1 b_2 + d_1 d_2$ are symmetric to the above case.

It remains to show that the interior

$$\begin{align*}
 a_1 a_2 &< b_1 b_2 + c_1 c_2 + d_1 d_2 \\
b_1 b_2 &< a_1 a_2 + c_1 c_2 + d_1 d_2 \\
c_1 c_2 &< a_1 a_2 + b_1 b_2 + d_1 d_2 \\
d_1 d_2 &< a_1 a_2 + b_1 b_2 + c_1 c_2
\end{align*}$$

(4)

can all be reached. We first deal with the case where all eight parameters are strictly positive and leave the other cases to the end of this proof. We use a weighted $K_6$ to be our matchgate depicted in Figure 4c, and set $w_{12} = r_1, w_{34} = r_2, w_{14} = s_1, w_{23} = s_2, w_{13} = t_1, w_{24} = t_2, w_{15} = p_1, w_{25} = p_2, w_{35} = p_3, w_{45} = p_4, w_{16} = q_1, w_{26} = q_2, w_{36} = q_3, w_{46} = q_4, w_{56} = 1$.

Then the matchgate has a signature with the following parameters

$$\begin{align*}
a'_{1} &= r_1 + p_1 q_2 + p_2 q_1, \\
b'_{1} &= s_1 + p_1 q_4 + p_4 q_1, \\
c'_{1} &= t_1 + p_1 q_3 + p_3 q_1, \\
d'_{1} &= (r_1 r_2 + s_1 s_2 + t_1 t_2) + \\
&(p_3 q_4 + p_4 q_3) r_1 + (p_1 q_2 + p_2 q_1) r_2 + \\
&(p_2 q_3 + p_3 q_2) s_1 + (p_1 q_4 + p_4 q_1) s_2 + \\
&(p_2 q_4 + p_4 q_2) t_1 + (p_1 q_3 + p_3 q_1) t_2.
\end{align*}$$

Note that all the edge weights have to be nonnegative. By properly setting the edge weights in the matchgate, we show that we can achieve any relative ratios among the eight given positive values $a_1, a_2, b_1, b_2, c_1, c_2, d_1, d_2$ that satisfy (4). Our first step is to achieve any relative ratios among the four product values $a_1 a_2, b_1 b_2, c_1 c_2, d_1 d_2$ satisfying (4); and the second step is to adjust the relative ratio within the pairs \{a_1, a_2\}, \{b_1, b_2\}, \{d_1, d_2\} and \{c_1, c_2\} without affecting the product values. This can be justified by the observation that, by a scaling a global positive constant can be easily achieved, and all appearances of $a_1$ and $a_2$ in (4) are as a product $a_1 a_2$, and similarly for $b_1 b_2, c_1 c_2, d_1 d_2$.

For the fourteen edge weights $r_1, \ldots, q_4$ to be determined, let

$$\begin{align*}
 A' &= p_1 q_2 q_3 + p_3 p_4 q_1 q_2, \\
 B' &= p_1 p_4 q_2 q_3 + p_3 p_2 q_4 q_1, \\
 C' &= p_1 p_3 q_2 q_4 + p_3 p_4 q_1 q_3, \\
 R &= r_1 r_2 + r_1 (p_3 q_4 + p_4 q_3) + r_2 (p_1 q_2 + p_2 q_1), \\
 S &= s_1 s_2 + s_1 (p_2 q_3 + p_3 q_2) + s_2 (p_1 q_4 + p_4 q_1), \\
 T &= t_1 t_2 + t_1 (p_2 q_4 + p_4 q_2) + t_2 (p_1 q_3 + p_3 q_1).
\end{align*}$$

(5)
and define

\[
\begin{align*}
A &= A' + S + T \\
B &= B' + R + T \\
C &= C' + R + S \\
D &= A' + B' + C'.
\end{align*}
\]

(6)

Note that \(A', B', C', R, S, T\) are all nonnegative and so are \(A, B, C, D\).

Our goal is to choose the fourteen edge weights \(r_1, \ldots, q_4\) so that \(A, B, C, D\) are all positive and satisfy

\[
\begin{align*}
A &= \frac{1}{2}(b_1b_2 + c_1c_2 + d_1d_2 - a_1a_2) \\
B &= \frac{1}{2}(a_1a_2 + c_1c_2 + d_1d_2 - b_1b_2) \\
C &= \frac{1}{2}(a_1a_2 + b_1b_2 + d_1d_2 - c_1c_2) \\
D &= \frac{1}{2}(a_1a_2 + b_1b_2 + c_1c_2 - d_1d_2).
\end{align*}
\]

(7)

Note that, by definition, the left-side of (7) is precisely the right-side of (7) when \(a_1, \ldots, d_2\) are replaced by \(a'_1, \ldots, d'_2\) respectively. Denote the products \(a_1a_2, b_1b_2, c_1c_2, d_1d_2\) by \(a^{**}, b^{**}, c^{**}, d^{**}\) respectively. Then (7) is a set of four linear equations \(M : \begin{bmatrix} a^{**} \\ b^{**} \\ c^{**} \\ d^{**} \end{bmatrix} = \begin{bmatrix} A \\ B \\ C \\ D \end{bmatrix}\), where

\[
M = \frac{1}{2} \begin{bmatrix}
-1 & 1 & 1 & 1 \\
1 & -1 & 1 & 1 \\
1 & 1 & -1 & 1 \\
1 & 1 & 1 & -1
\end{bmatrix}.
\]

Note that \(M\) is invertible and \(M^{-1} = M\), so (7) is equivalent to \(M \cdot \begin{bmatrix} A \\ B \\ C \\ D \end{bmatrix} = \begin{bmatrix} a^{**} \\ b^{**} \\ c^{**} \\ d^{**} \end{bmatrix}\), having an identical form. Since the requirement (4) in terms of \(a^{**}, b^{**}, c^{**}, d^{**}\) translates into the requirement \(A, B, C, D\) being strictly positive via \(M\), it is not surprising that the requirement \(a^{**}, b^{**}, c^{**}, d^{**}\) being strictly positive translates into the requirement

\[
\begin{align*}
A &< B + C + D \\
B &< A + C + D \\
C &< A + B + D \\
D &< A + B + C,
\end{align*}
\]

(8)

and that \(A, B, C, D\) are positive is the same as (4).

Furthermore, let \(\begin{bmatrix} X = S + T \\ Y = R + T \\ Z = R + S \end{bmatrix}\), then the requirement \(R, S, T\) being positive is equivalent to the requirement \(\begin{bmatrix} Y + Z > X \\ Y + Z > X \\ X + Y > Z \end{bmatrix}\). This is because \(\begin{bmatrix} 0 & 1 & 1 \\ 1 & 0 & 1 \\ 1 & 1 & 0 \end{bmatrix} \cdot \begin{bmatrix} R \\ S \\ T \end{bmatrix} = \begin{bmatrix} X \\ Y \\ Z \end{bmatrix}\) is the same as \(\frac{1}{2} \begin{bmatrix} -1 & 1 & 1 \\ 1 & -1 & 1 \\ 1 & 1 & -1 \end{bmatrix}\).

\[
\begin{bmatrix} X \\ Y \\ Z \end{bmatrix} = \begin{bmatrix} a^{**} \\ b^{**} \\ c^{**} \\ d^{**} \end{bmatrix}.
\]

The crucial ingredient of our proof is a geometric lemma in 3-dimensional space. Suppose \(a^{**}, b^{**}, c^{**}, d^{**}\) are positive and they satisfy (4). This defines \(\begin{bmatrix} A \\ B \\ C \\ D \end{bmatrix} = M \cdot \begin{bmatrix} a^{**} \\ b^{**} \\ c^{**} \\ d^{**} \end{bmatrix}\). By a scaling we may assume \(D = 1\). Hence \((A, B, C, D)\) are positive and satisfy (8). Thus \((A, B, C)\) belongs to the set \(U\) in the statement of Lemma 18.

By Lemma 18, there exist (strictly) positive tuples \((A', B', C')\) and \((\tilde{X}, \tilde{Y}, \tilde{Z})\) such that

\[
(A, B, C) = (A', B', C') + (\tilde{X}, \tilde{Y}, \tilde{Z}),
\]

satisfying \(A' + B' + C' = 1\) and \(\begin{bmatrix} Y + \tilde{Z} > \tilde{X} \\ Y + \tilde{Z} > \tilde{X} \\ \tilde{X} + Y > \tilde{Z} \end{bmatrix}\). By the previous observation this indicates that there exist (strictly) positive \(\tilde{A}', \tilde{B}', \tilde{C}', \tilde{R}, \tilde{S}, \tilde{T}\) such that

\[
\begin{align*}
\tilde{A} &= \tilde{A}' + \tilde{S} + \tilde{T} \\
\tilde{B} &= \tilde{B}' + \tilde{R} + \tilde{T} \\
\tilde{C} &= \tilde{C}' + \tilde{R} + \tilde{S} \\
\tilde{D} &= \tilde{A}' + \tilde{B}' + \tilde{C}'.
\end{align*}
\]
We first set $p_i, q_i$ ($1 \leq i \leq 4$) so that $(A', B', C') = c \cdot (\tilde{A}, \tilde{B}, \tilde{C})$ for some constant $c$. To achieve this, set $q_1 = q_2 = q_3 = q_4 = 1$, and let $o_1, o_2, o_3$ be positive, and then set $p_1 = \sqrt{\frac{q_2 q_3}{o_1}}$, $p_2 = \sqrt{\frac{q_2 q_4}{o_2}}$, $p_3 = \sqrt{\frac{q_3 q_4}{o_3}}$, and $p_4 = \frac{1}{p_1 p_2 p_3}$. We have $p_1 p_2 p_3 p_4 = 1$, and $p_2 p_3 = o_1, p_3 p_1 = o_2, p_1 p_2 = o_3$. Then set $A' = p_1 p_2 + \frac{p_1 p_2}{1 + \frac{1}{o_1}}, B' = p_3 p_1 + \frac{p_3 p_1}{1 + \frac{1}{o_2}}, C' = p_4 p_3 + \frac{p_4 p_3}{1 + \frac{1}{o_3}}$, which can be independently any positive numbers at least 2, by choosing $o_1, o_2, o_3$ to be suitable positive numbers. This allows us to get $A', B', C'$ such that $(A', B', C') = c \cdot (\tilde{A}, \tilde{B}, \tilde{C})$ for some constant $c$. Then it is obvious that $r_1, r_2, s_1, s_2, t_1, t_2$ can be set so that $(R, S, T) = c \cdot (\tilde{R}, \tilde{S}, \tilde{T})$. Compute $A, B, C, D$ according to (6). As a consequence, $(A, B, C, D) = c \cdot (\tilde{A}, \tilde{B}, \tilde{C}, \tilde{D})$ is a valid solution.

To adjust the relative ratio between $\{d_1, d_2\}$, say increasing $\frac{a_2}{a_1}$ by $\delta$, while keeping all product values and the relative ratios within the other three pairs, just increase $r_1, r_2, s_1, s_2, t_1, t_2$ by $\delta^{1/2}$ and increase $p_1, q_i$ ($1 \leq i \leq 4$) by $\delta^{1/4}$. Similarly, to increase $\frac{a_2}{a_1}$ by $\delta$ alone without affecting the other products and ratios, just increase $r_2$ by $\delta^{1/2}$ and $p_3, p_4, q_3, q_4$ by $\delta^{1/4}$, and decrease $r_1$ by $\delta^{1/2}$ and $p_1, p_2, q_1, q_2$ by $\delta^{1/4}$. The other cases are symmetric.

Finally we deal with the cases when there are zeros among the eight parameters. Note that at most one of $a_1 a_2, b_1 b_2, c_1 c_2, d_1 d_2$ is zero, because if at least two products are zero, say $a_1 a_2 = b_1 b_2 = 0$, then (4) forces a contradiction that $c_1 c_2 < d_1 d_2$ and $d_1 d_2 < c_1 c_2$. In the case $d_1 d_2 = 0$:

- $d_1 = 0, d_2 \neq 0$: We make the modification that $w_{12} = w_{34} = w_{14} = w_{23} = w_{13} = w_{24} = 0$, i.e. $r_1, r_2, s_1, s_2, t_1, t_2 = 0$.
- $d_1 \neq 0, d_2 = 0$: We make the further modification that $w_{56} = 0$.
- $d_1 \neq 0, d_2 = 0$: We connect the four dangling edges in Figure 4c to four degree 2 vertices, respectively. This switches the role of $d_1$ and $d_2$ in the previous proof.

One can check our proof is still valid in the above three cases. If $a_1 a_2 = 0$, then we connect the dangling edges on vertices 1, 2 to two degree 2 vertices (similar to the operation from Figure 4a to Figure 4b). This switches the role of $d_1, d_2$ with $a_2, a_1$ and the proof follows. The proofs for $b_1 b_2 = 0$ and $c_1 c_2 = 0$ are symmetric.

Now we give the crucial geometric lemma.

**Lemma 18.** Let $U = \{(x, y, z) \in \mathbb{R}^3_{>0} \mid x < y + z + 1, y < x + z + 1, z < x + y + 1, 1 < x + y + z\}$, $V = \{(x, y, z) \in \mathbb{R}^3_{>0} \mid x + y + z = 1\}$, and $W = \{(x, y, z) \in \mathbb{R}^3_{>0} \mid y + z > x, x + z > y, x + y > z\}$. Then $U$ is the Minkowski sum of $V$ and $W$, namely, $U$ consists of precisely those points $u \in \mathbb{R}^3$, such that $u = v + w$ for some $v \in V$ and $w \in W$. The same statement is true for the closures of $U$, $V$ and $W$ (in the topology of Euclidean space).

**Proof.** Observe that $U$, $V$, and $W$ are the interiors of a polyhedron with 7 facets, a regular triangle, and a polyhedron with 3 facets, respectively.

The polyhedron for $W$ is the intersection of three half spaces bounded by three planes, \[
\{(x_1): y + z \geq 2 \}, \quad \{(x_2): x + y \geq 2 \}, \quad \{(x_3): x + y \geq 2 \},
\]
where the planes are defined by equalities. Note that these inequalities imply that $x, y, z \geq 0$, thus this polyhedron has only three facets. We can find the intersection of each pair of the three planes for $W$ as \[
\{(x_1, x_2): x_1 = y \geq 0, z = 0 \}, \quad \{(x_1, x_3): x_1 = z \geq 0, y = 0 \}, \quad \{(x_2, x_3): x_2 = z \geq 0, y = 0 \}.
\]
Note that these intersections lie on the planes $z = 0, y = 0$, and $x = 0$, respectively.
Let $e_1 = (1, 0, 0), e_2 = (0, 1, 0), e_3 = (0, 0, 1)$. Then the triangle for $V$ is just the convex hull of $e_1, e_2, e_3$. Suppose we shift the origin of $W$ from $0$ to $e_1$ and denote the resulting (interior of a) polyhedron by $W^{e_1}$, then we have the defining inequalities

$$\begin{align*}
(\pi_1^{e_1}): x+y+(z-1) & \geq 0 \\
(\pi_2^{e_1}): x+(z-1) & \geq y \\
(\pi_3^{e_1}): x+y & \geq z
\end{align*}$$

where the shifted planes are defined by the corresponding equalities. By symmetry, if we shift the origin of $W$ to $e_2$ and to $e_3$, we have respectively $W^{e_2}$ with

$$\begin{align*}
(\pi_1^{e_2}): y+z \geq (x-1) \\
(\pi_2^{e_2}): y+z \geq x \\
(\pi_3^{e_2}): x+z \geq y
\end{align*}$$

and $W^{e_3}$ with

$$\begin{align*}
(\pi_1^{e_3}): x+y+z \geq 0 \\
(\pi_2^{e_3}): x+y+z \geq 0 \\
(\pi_3^{e_3}): x+y+z \geq 0
\end{align*}$$

Note that the shifted planes $\pi_1^{e_1}, \pi_2^{e_2}, \pi_3^{e_3}$ contain three distinct facets of $U$, and they coincide exactly with a facet of $W^{e_1}, W^{e_2}, W^{e_3}$, respectively.

By sliding $W$ with its origin along the line $x+y=1, z=0$ from $e_1$ to $e_2$, we have a partial coverage of $U$ by the shifting copies of $W$ from $W^{e_1}$ and $W^{e_2}$:

- The shifted ray of $\pi_1^{e_1} \cap \pi_2^{e_1}: x = y \geq 0, z = 0$ moves from $\pi_1^{e_1} \cap \pi_2^{e_1}: (x-1) = y \geq 0, z = 0$ to $\pi_1^{e_2} \cap \pi_2^{e_2}: x = (y-1) \geq 0, z = 0$. Notice that this is a parallel transport, and stays on the plane $z=0$, and thus it swipes another facet of $U$ on $z=0$ bounded by the two lines $x-y=-1$ and $x-y=1$.

- The shifted ray of $\pi_1^{e_1} \cap \pi_3^{e_1}: x = z \geq 0, y = 0$ moves from $\pi_1^{e_1} \cap \pi_3^{e_1}: (x-1) = z \geq 0, y = 0$ to $\pi_1^{e_2} \cap \pi_3^{e_2}: x = z \geq 0, (y-1) = 0$; the shifted ray of $\pi_2^{e_1} \cap \pi_3^{e_1}: y = z \geq 0, x = 0$ moves from $\pi_2^{e_1} \cap \pi_3^{e_1}: (x-1) = 0$ to $\pi_2^{e_2} \cap \pi_3^{e_2}: (y-1) = 0, x = 0$. Notice that both stay on the plane $x+y-z=1$ which is $\pi_3^{e_1} = \pi_3^{e_2}$.

It follows that the part of $U$ satisfying $x+y-z>1$ is covered by the Minkowski sum of $W$ and the line segment on $x+y=1, z=0$ from $e_1$ to $e_2$ (which is a side of the triangle $V$).

Symmetrically, after sliding $W$ with its origin from $e_2$ to $e_3$ along the line $y+z=1, x=0$ we get the parallel transport from $W^{e_2}$ to $W^{e_3}$. Also after sliding $W$ with its origin from $e_3$ back to $e_1$ along the line segment $x+z=1, y=0$ we get the parallel transport from $W^{e_3}$ to $W^{e_1}$. After these, the only subset in $U$ that is left uncovered by shifting copies of $W$ is

$$U \cap \{(x, y, z) \mid \begin{cases} -x+y+z \leq 1 \\
-x+y+z \leq 1 \\
x+y+z \leq 1 \end{cases} = \{ (x, y, z) \in \mathbb{R}^3 \mid \begin{cases} x+y+z \geq 1 \\
x+y+z \geq 1 \\
x+y+z \geq 1 \end{cases} - a tetrahedron (Figure 5b).$$

However this subset can be covered by the rays $\{v + \lambda(1, 1, 1) \mid v \in V, \lambda > 0 \}$. Note that $\lambda(1, 1, 1) \in W$ for all $\lambda > 0$.

Finally regarding the closures $\overline{U}, \overline{V}$ and $\overline{W}$, for $v_n \in V$ and $w_n \in W$, if $v_n \to v \in \overline{V}$ and $w_n \to w \in \overline{W}$, then $u_n = v_n + w_n \in U$, and $u_n \to v + w$. So $v + w \in \overline{U}$. Conversely, if $u_n \to u \in \overline{U}$, where $u_n \in U$, then $u_n = v_n + w_n$ for some $v_n \in V$ and $w_n \in W$. As $V$ is
bounded, there is a convergent subsequence \( \{ v_{n_k} \} \), such that \( v = \lim_{k \to \infty} v_{n_k} \in \overline{V} \). Then \( w_{n_k} = v_{n_k} - v_{n_k} \) also converges to some \( w \in \overline{W} \), and then \( u = \lim_{k \to \infty} (v_{n_k} + w_{n_k}) = v + w \), is a sum of points from \( V \) and \( W \).

This completes the proof.

Lemma 19. Suppose \( f \) is the signature of a \( 4 \)-ary matchgate with \( M(f) = \begin{bmatrix} d_1 & 0 & 0 & a_1 \\ 0 & b_1 & c_1 & 0 \\ 0 & c_2 & b_2 & 0 \\ a_2 & 0 & 0 & d_2 \end{bmatrix} \). Then \( f \in S_{E,\leq 2} \). In particular, if \( f \) satisfies arrow reversal symmetry, \( f \in \mathbb{Z} \).

Remark 20. The last part \( d_1 d_2 \leq a_1 a_2 + b_1 b_2 + c_1 c_2 \) was proved in [4, Lemma 56]. The proofs for other three parts are symmetric and similar to the proof for the last part. For completeness, here we give the proof for the first part \( a_1 a_2 \leq b_1 b_2 + c_1 c_2 + d_1 d_2 \).

Proof. Consider a 4-ary matchgate \( \Gamma \) with signature \( f \). Given that \( M(f) = \begin{bmatrix} d_1 & 0 & 0 & a_1 \\ 0 & b_1 & c_1 & 0 \\ 0 & c_2 & b_2 & 0 \\ a_2 & 0 & 0 & d_2 \end{bmatrix} \),
\[ a_1 a_2 \leq b_1 b_2 + c_1 c_2 + d_1 d_2 \]
is equivalent as
\[ f(0011)f(1100) \leq f(0110)f(1001) + f(0101)f(1010) + f(0000)f(1111). \]

Let \( I = \{ i_1, i_2, i_3, i_4 \} \) be the set of dangling edges of \( \Gamma \). For \( X \subseteq I \), let \( M_X \) denote the set of perfect matchings that include dangling edges in \( X \) (by assigning them 1) and exclude dangling edges in \( I \setminus X \) (by assigning them 0). We exhibit an injective map
\[ \mu : M_{\{i_1, i_2\}} \times M_{\{i_3, i_4\}} \to \left[ M_{\{i_2, i_3\}} \times M_{\{i_1, i_4\}} \right] \bigcup \left[ M_{\{i_2, i_4\}} \times M_{\{i_1, i_3\}} \right] \bigcup \left[ M_0 \times M_I \right] \]
which is weight-preserving in the sense that for matchings \( m_1, m_2, m_3, m_4 \) with \( \mu(m_1, m_2) = (m_3, m_4) \), we have \( w(m_1)w(m_2) = w(m_3)w(m_4) \). The existence of \( \mu \) implies (9).

Given \( (m_1, m_2) \in M_{\{i_1, i_2\}} \times M_{\{i_3, i_4\}} \), consider \( m_1 \oplus m_2 \) and note that this is a collection of cycles together with two paths. Let \( \pi \) be the path connecting the dangling edge \( i_1 \) to some other dangling edge; let \( \pi' \) be the path connecting the remaining two dangling edges. Let \( m_3 := m_1 \oplus \pi \) and \( m_4 := m_2 \oplus \pi \). Then we have the following
- If \( \pi \) connects \( i_1 \) to \( i_2 \), then \( m_3 \in M_{i_1, i_2} \) and \( m_4 \in M_i \);
- If \( \pi \) connects \( i_1 \) to \( i_3 \), then \( m_3 \in M_{i_2, i_3} \) and \( m_4 \in M_{i_1, i_4} \);
- If \( \pi \) connects \( i_1 \) to \( i_4 \), then \( m_3 \in M_{i_2, i_4} \) and \( m_4 \in M_{i_1, i_3} \).

The construction is invertible, since if \( (m_3, m_4) \) is in the image of the above mapping, then \( m_3 \oplus m_4 = m_1 \oplus m_2 \). From \( m_1 \oplus m_2 \), we can recover \( \pi \) (as the unique path that connects \( i_1 \) to one of the other dangling edges in \( \{i_2, i_3, i_4\} \)). Then we can recover \( m_1 \) and \( m_2 \) as \( m_3 \oplus \pi \) and \( m_4 \oplus \pi \) respectively. Therefore, \( \mu : (m_1, m_2) \to (m_3, m_4) \) is an injection.

To see that \( \mu \) is weight-preserving, observe that the each of the edges in \( \pi \) appears in exactly one of \( m_1 \) and \( m_2 \) and in exactly one of \( m_3 \) and \( m_4 \) and that \( m_i \setminus \pi = m_{i+2} \setminus \pi \) for \( i \in \{1, 2\} \). Hence,
\[ w(m_1)w(m_2) = \prod_{e \in m_1 \setminus \pi} w_e \prod_{e \in m_2 \setminus \pi} w_e \prod_{e \in \pi} w_e = \prod_{e \in m_3 \setminus \pi} w_e \prod_{e \in m_4 \setminus \pi} w_e = w(m_3)w(m_4). \]
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Abstract
A roundtrip spanner of a directed graph \(G\) is a subgraph of \(G\) preserving roundtrip distances approximately for all pairs of vertices. Despite extensive research, there is still a small stretch gap between roundtrip spanners in directed graphs and undirected graphs. For a directed graph with real edge weights in \([1, W]\), we first propose a new deterministic algorithm that constructs a roundtrip spanner with \((2k - 1)\) stretch and \(O\left(kn^{1+1/k}\log(nW)\right)\) edges for every integer \(k > 1\), then remove the dependence of size on \(W\) to give a roundtrip spanner with \((2k - 1)\) stretch and \(O\left(kn^{1+1/k}\log(n)\right)\) edges. While keeping the edge size small, our result improves the previous \(2k + \epsilon\) stretch roundtrip spanners in directed graphs [Roditty, Thorup, Zwick’02; Zhu, Lam’18], and almost matches the undirected \((2k - 1)\)-spanner with \(O(n^{1+1/k})\) edges [Althöfer et al. ’93] when \(k\) is a constant, which is optimal under Erdős conjecture.
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1 Introduction

A \(t\)-spanner of a graph \(G\) is a subgraph of \(G\) in which the distance between every pair of vertices is at most \(t\) times their distance in \(G\), where \(t\) is called the stretch of the spanner. Sparse spanner is an important choice to implicitly representing all-pair distances [19], and spanners also have application backgrounds in distributed systems (see [14]). For undirected graphs, \((2k - 1)\)-spanner with \(O(n^{1+1/k})\) edges is proposed and conjectured to be optimal [2, 17]. However, directed graphs may not have sparse spanners with respect to the normal distance measure. For instance, in a bipartite graph with two sides \(U\) and \(V\), if there is a directed edge from every vertex in \(U\) to every vertex in \(V\), then removing any edge \((u, v)\) in this graph will destroy the reachability from \(u\) to \(v\), so its only spanner is itself, which has \(O(n^2)\) edges. To circumvent this obstacle, one can approximate the optimal spanner in terms of edge size (e.g. in [9, 3]), or one can define directed spanners on different distance measures. This paper will study directed sparse spanners on roundtrip distances.

Roundtrip distance is a natural metric with good property. Cowen and Wagner [7, 8] first introduce it into directed spanners. Formally, roundtrip distance between vertices \(u, v\) in \(G\) is defined as \(d_G(u \leftrightarrow v) = d_G(u \rightarrow v) + d_G(v \rightarrow u)\), where \(d_G(u \rightarrow v)\) is the length of shortest path from \(u\) to \(v\) in \(G\). For a directed graph \(G = (V, E)\), a subgraph \(G' = (V, E')\) \((E' \subseteq E)\) is called a \(t\)-roundtrip spanner of \(G\) if for all \(u, v \in G\), \(d_G(u \leftrightarrow v) \leq t \cdot d_G(u \leftrightarrow v)\), where \(t\) is called the stretch of the roundtrip spanner.
In a directed graph $G = (V, E)$ with real edge weights in $[1, W]$, Roditty et al. [16] give a $(2k + \epsilon)$-spanner of $O(\min\{(k^2/\epsilon)n^{1+1/k}\log(nW), (k/\epsilon)^2n^{1+1/k}(\log n)^{2-1/k}\})$ edges. Recently, Zhu and Lam [18] derandomize it and improve the size of the spanner to $O((k/\epsilon)n^{1+1/k}\log(nW))$ edges, while the stretch is also $2k + \epsilon$. We make a step further based on these works and reduce the stretch to $2k - 1$. Formally, we state our main results in the following theorems.

**Theorem 1.** For any directed graph $G$ with real edge weights in $[1, W]$ and integer $k \geq 1$, there exists a $(2k - 1)$-roundtrip spanner of $G$ with $O(kn^{1+1/k}\log(nW))$ edges, which can be constructed in $\tilde{O}(kmn\log W)$ time.\footnote{$\tilde{O}(\cdot)$ hides $\log n$ factors.}

By a similar scaling method in [16], we can make the size of the spanner independent of the maximum edge weight $W$ to obtain a $(2k - 1)$-spanner with strongly subquadratic space.

**Theorem 2.** For any directed graph $G$ with real edge weights in $[1, W]$ and integer $k \geq 1$, there exists a $(2k - 1)$-roundtrip spanner of $G$ with $O(kn^{1+1/k}\log n)$ edges, which can be constructed in $\tilde{O}(kmn\log W)$ time.

Actually, our result almost matches the lower bound following girth conjecture. The girth conjecture, implicitly mentioned by Erdős [11], says that for any $k$, there exists a graph with $n$ vertices and $\Omega(n^{1+1/k})$ edges whose girth (minimum cycle) is at least $2k + 2$. This conjecture implies that no algorithm can construct a spanner of $O(n^{1+1/k})$ size and less than $2k - 1$ stretch for all undirected graph with $n$ vertices [17]. This lower bound also holds for roundtrip spanners on directed graphs.

Our approach is based on the scaling constructions of the $(2k + \epsilon)$-stretch roundtrip spanners in [16, 18]. To reduce the stretch, we construct inward and outward shortest path trees from vertices in a hitting set $[1, 10]$ of size $O(n^{1/k})$, and carefully choose the order to process vertices in order to make the stretch exactly $2k - 1$. To further make the size of the spanner strongly subquadratic, we use a similar approach as in [16] to contract small edges in every scale, and treat vertices with different radii of balls of size $n^{1-1/k}$ differently.

### 1.1 Related Works

The construction time in this paper is $\tilde{O}(kmn\log W)$. However, there exist roundtrip spanners with $o(mn)$ construction time but larger stretches. Pachoci et al. [13] proposes an algorithm which can construct $O(k\log n)$-roundtrip spanner with $O(n^{1+1/k}\log^2 n)$ edges. Its construction time is $O(mn^{1/k}\log^5 n)$, which breaks the cubic time barrier. Very recently, Chechik et al. [6] give an algorithm which constructs $O(k\log\log n)$-roundtrip spanners with $O(n^{1+1/k})$ edges in $O(m^{1+1/k})$ time.

For spanners defined with respect to normal directed distance, researchers aim to approximate the $k$-spanner with minimum number of edges. Dinitz and Krauthgamer [9] achieve $\tilde{O}(n^{2/3})$ approximation in terms of edge size, and Bermen et al. [3] improves the approximation ratio to $\tilde{O}(n^{1/2})$.

Another type of directed spanners is transitive-closure spanner, introduced by Bhattacharyya et al. [5]. In this setting the answer may not be a subgraph of $G$, but a subgraph of the transitive closure of $G$. In other words, selecting edges outside the graph is permitted. The tradeoff is between diameter (maximum distance) and edge size. One of Bhattacharyya et al.’s results is spanners with diameter $k$ and $O((n\log n)^{1-1/k})$ approximation of optimal edge size [5], using a combination of linear programming rounding and sampling. Berman et al. [4] improves the approximation ratio to $O(n^{1-1/(k/2)}\log n)$. We refer to Raskhodnikova [15] as a review of transitive-closure spanners.
1.2 Organization

In Section 2, the notations and basic concepts used in this paper will be discussed. In Section 3 we describe the construction of the $(2k - 1)$-roundtrip spanner with $O(kn^{1+1/k} \log(nW))$ edges, thus proving Theorem 1. Then in Section 4 we improve the size of the spanner to $O(kn^{1+1/k} \log n)$ and still keep the stretch to $(2k - 1)$, thus proving Theorem 2. The conclusion and further direction are discussed in Section 5.

2 Preliminaries

In this paper we consider a directed graph $G = (V, E)$ with non-negative real edge weights $w$ where $w(e) \in [1, W]$ for all $e \in E$. Denote $G[U]$ to be the subgraph of $G$ induced by $U \subseteq V$, i.e. $G[U] = (U, E \cap (U \times U))$. A roundtrip path between nodes $u$ and $v$ is a cycle (not necessarily simple) passing through $u$ and $v$. The roundtrip distance between $u$ and $v$ is the minimum length of roundtrip paths between $u$ and $v$. Denote $d_G(u \leftrightarrow v)$ to be the roundtrip distance between $u$ and $v$ in $G[U]$. (Sometimes we may also use $d_G(u \leftrightarrow v)$ to denote a roundtrip shortest path between $u, v$ in $G[U]$.) It satisfies:

- For $u, v \in U$, $d_G(u \leftrightarrow u) = 0$ and $d_G(u \leftrightarrow v) = d_G(v \leftrightarrow u)$.
- For $u, v \in U$, $d_G(u \leftrightarrow v) = d_G(u \rightarrow v) + d_G(v \rightarrow u)$.
- For $u, v, w \in U$, $d_G(u \leftrightarrow v) \leq d_G(u \leftrightarrow w) + d_G(w \leftrightarrow v)$.

Here $d_G(u \rightarrow v)$ is the one-way distance from $u$ to $v$ in $G[U]$. We use $d(u \leftrightarrow v)$ to denote the roundtrip distance between $u$ and $v$ in the original graph $G = (V, E)$.

In $G$, a $t$-roundtrip spanner of $G$ is a subgraph $H$ of $G$ on the same vertex set $V$ such that the roundtrip distance between any pair of $u, v \in V$ in $H$ is at most $t \cdot d(u \leftrightarrow v)$. $t$ is called the stretch of the spanner.

For a subset of vertices $U \subseteq V$, given a center $u \in U$ and a radius $R$, define roundtrip ball $Ball_U(u, R)$ to be the set of vertices whose roundtrip distance on $G[U]$ to center $u$ is strictly smaller than the radius $R$. Formally, $Ball_U(u, R) = \{v \in U : d_G(u \leftrightarrow v) < R\}$. Then the size of the ball, denoted by $|Ball_U(u, R)|$, is the number of vertices in it. Similarly we define $Ball_U(u, R) = \{v \in U : d_G(u \leftrightarrow v) \leq R\}$. Subroutine $\text{InOutTrees}(U, u, R)$ calculates the edge set of an inward and an outward shortest path tree centered at $u$ spanning vertices in $Ball_U(u, R)$ on $G[U]$. (That is, the shortest path tree from $u$ to all vertices in $Ball_U(u, R)$ and the shortest path tree from all vertices in $Ball_U(u, R)$ to $u$.) It is easy to see that the shortest path trees will not contain vertices outside $Ball_U(u, R)$:

$\blacktriangleleft$ Lemma 3. The inward and outward shortest path trees returned by $\text{InOutTrees}(U, u, R)$ only contain vertices in $Ball_U(u, R)$.
$\triangleright$

Proof. For any $v \in Ball_U(u, R)$, let $C$ be a cycle containing $u$ and $v$ such that the length of $C$ is less than $R$. Then for any vertex $w \in C$, $d_G(u \leftrightarrow w) < R$, so $w$ must also be in the trees returned by $\text{InOutTrees}(U, u, R)$.

For all notations above, we can omit the subscript $V$ when the roundtrip distance is considered in the original graph $G = (V, E)$. Our algorithm relies on the following well-known theorem to calculate hitting sets deterministically.

$\blacktriangleleft$ Theorem 4 (Cf. Aingworth et al. [1], Dor et al. [10]). For universe $V$ and its subsets $S_1, S_2, \ldots, S_n$, if $|V| = n$ and the size of each $S_i$ is greater than $p$, then there exists a hitting set $H \subseteq V$ intersecting all $S_i$, whose size $|H| \leq (n \ln n)/p$, and such a set $H$ can be found in $O(np)$ time deterministically.
$\triangleright$
3 A \((2k - 1)\)-Roundtrip Spanner Algorithm

In this section we introduce our main algorithm constructing a \((2k - 1)\)-roundtrip spanner with \(O(kn^{1+1/k} \log(nW))\) edges for any \(G\). We may assume \(k \geq 2\) in the following analysis, since the result is trivial for \(k = 1\).

Our approach combines the ideas of [16] and [18]. In [18], given a length \(L\), we pick an arbitrary vertex \(u\) and find the smallest integer \(h\) such that \(|\text{Ball}(u, (h + 1)L)| < n^{1/k} |\text{Ball}(u, h \cdot L)|\), then we include the inward and outward shortest path tree centered at \(u\) spanning \(\text{Ball}(u, (h + 1)L)\) and remove vertices in \(\text{Ball}(u, h \cdot L)\) from \(V\). We can see that \(h \leq k\), so the stretch is \(2k\) for \(u, v\) with roundtrip distance \(L\), and by a scaling approach the final stretch is \(2k + \epsilon\). We observe that if \(h = k - 1\), \(|\text{Ball}(u, (k - 1)L)| \geq n^{(k-1)/k}\), so by Theorem 4 we can preprocess the graph by choosing a hitting set \(H\) with size \(O(n^{1/k} \log n)\) and construct inward and outward shortest path trees centered at all vertices in \(H\), then we do not need to include the shortest path trees spanning \(\text{Ball}(u, k \cdot L)\). The stretch can then be decreased to \(2k - 1 + \epsilon\). To make the stretch equal \(2k - 1\), instead of arbitrarily selecting \(u\) each time, we carefully define the order to select \(u\).

3.1 Preprocessing

We first define a radius \(R(u)\) for each vertex \(u\). It is crucial for the processing order of vertices.

\textbf{Definition 5.} For all \(u \in V\), we define \(R(u)\) to be the maximum length \(R\) such that \(|\text{Ball}(u, R)| < n^{1/k}\), that is, if we sort the vertices by their roundtrip distance to \(u\) in \(G\) by increasing order, \(R(u)\) is the roundtrip distance from \(u\) to the \([n^{1/k}]\)-th vertex.

For any \(u \in V\), \(|\text{Ball}(u, R(u))| \geq n^{1/k}\). By Theorem 4, we can find a hitting set \(H\) intersecting all sets in \(\{\text{Ball}(u, R(u)) : u \in V\}\), such that \(|H| = O(n^{1/k} \log n)\). For all \(t \in H\), we build an inward and an outward shortest path tree of \(G\) centered at \(t\), and denote the set of edges of these trees by \(E_0\) and include them in the final spanner. This step generates \(O(n^{1+1/k} \log n)\) edges in total, and it is easy to obtain the following statement:

\textbf{Lemma 6.} For \(u, v \in V\) such that \(d(u \leftrightarrow v) \geq R(u)/(k - 1)\), the roundtrip distance between \(u\) and \(v\) in the graph \((V, E_0)\) is at most \((2k - 1)d(u \leftrightarrow v)\).

\textbf{Proof.} Find the vertex \(t \in H\) such that \(t \in \text{Ball}(u, R(u))\), that is, \(d(u \leftrightarrow t) \leq R(u)\). Then the inward and outward shortest path trees from \(t\) will include \(d(u \leftrightarrow t)\) and \(d(t \leftrightarrow v)\). By \(R(u) \leq (k - 1)d(u \leftrightarrow v)\), we have \(d(u \leftrightarrow t) \leq (k - 1)d(u \leftrightarrow v)\) and \(d(t \leftrightarrow v) \leq d(t \leftrightarrow u) + d(u \leftrightarrow v) \leq k \cdot d(u \leftrightarrow v)\). So the roundtrip distance of \(u\) and \(v\) in \(E_0\) is at most \(d(u \leftrightarrow t) + d(t \leftrightarrow v) \leq (2k - 1)d(u \leftrightarrow v)\).

3.2 Approximating a Length Interval

Instead of approximating all roundtrip distances at once, we start with an easier subproblem of approximating all pairs of vertices whose roundtrip distances are within an interval \([L/(1 + \epsilon), L]\). Parameter \(\epsilon\) is a real number in \((0, 1/(2k - 2))\). The procedure \textbf{Cover}(\(G, k, L, \epsilon\)) described in Algorithm 1 will return a set of edges which gives a \((2k - 2)(1 + \epsilon)\)-approximation of roundtrip distance \(d(u \leftrightarrow v)\) if \(R(u)/(k - 1) > d(u \leftrightarrow v)\), for \(d(u \leftrightarrow v) \in [L/(1 + \epsilon), L]\).

Note that in Algorithm 1, initially \(U = V\) and the balls are considered in \(G[U] = G\). In the end of every iteration we remove a ball from \(U\), and the following balls are based on the roundtrip distances in \(G[U]\). However, \(R(u)\) does not need to change during the algorithm and can still be based on roundtrip distances in the original graph \(G\). The analysis for the size of the returned set \(\hat{E}\) and the stretch are as follows.
Algorithm 1 \( \text{Cover}(G(V,E), k, L, \epsilon) \).

1: \( U \leftarrow V, \hat{E} = \emptyset \)
2: while \( U \neq \emptyset \) do
3: \( u \leftarrow \text{arg max}_{u \in U} R(u) \)
4: \( \text{step} \leftarrow \min \{ R(u)/(k - 1), L \} \)
5: \( h \leftarrow \text{minimum positive integer satisfying } |\text{Ball}_U(u, h \cdot \text{step})| < n^{h/k} \)
6: Add \( \text{InOutTrees}(U, u, h \cdot \text{step}) \) to \( \hat{E} \)
7: Remove \( \text{Ball}_U(u, (h - 1)\text{step}) \) from \( U \)
8: end while
9: return \( \hat{E} \)

Lemma 7. The returned edge set of \( \text{Cover}(G, k, L, \epsilon) \) has \( O(n^{1+1/k}) \) size.

Proof. When processing a vertex \( u \), by the selection of \( h \) in line 5, \( |\text{Ball}_U(u, h \cdot \text{step})| < n^{h/k} \) and \( |\text{Ball}_U(u, (h - 1)\text{step})| \geq n^{(h-1)/k} \). When \( h \geq 2 \) it is because of \( h \)'s minimality, and when \( h = 1 \) it is because \( u \in \text{Ball}_U(u, 0) \). So each time \( \text{InOutTrees} \) is called, the size of ball to build shortest path trees is no more than \( n^{1/k} \) times the size of ball to remove. During an execution of \( \text{Cover}(G, k, L, \epsilon) \), each vertex is removed once from \( U \). Therefore the total number of edges added in \( \hat{E} \) is \( O(n^{1+1/k}) \).

We can also see that if the procedure \( \text{Cover}(G[U], k, L, \epsilon) \) is run on a subgraph \( G[U] \) induced on a subset \( U \subseteq V \), then the size of \( \hat{E} \) is bounded by \( O(|U|n^{1/k}) \). It is also easy to see that \( h \) is at most \( k - 1 \):

Lemma 8. The \( h \) selected at line 5 in \( \text{Cover}(G, k, L, \epsilon) \) satisfies \( h \leq k - 1 \).

Proof. In \( G[U] \), the ball \( \text{Ball}_U(u, (k - 1)\text{step}) \) must have size no greater than \( \text{Ball}(u, (k - 1)\text{step}) \) since the distances in \( G[U] \) cannot decrease while some vertices are removed. Since \( |\text{Ball}(u, R(u))| < n^{1-1/k} \) and \( \text{step} \leq R(u)/(k - 1) \), we get \( |\text{Ball}_U(u, (k - 1)\text{step})| \leq |\text{Ball}(u, (k - 1)\text{step})| < n^{1-1/k} \), thus \( h \leq k - 1 \).

Next we analyze the roundtrip distance stretch in \( \hat{E} \). Note that in order to make the final stretch \( 2k - 1 \), for the roundtrip distance approximated by edges in \( \hat{E} \) we can make the stretch \( (2k - 2)(1 + \epsilon) \), but for the roundtrip distance approximated by \( E_0 \) we need to make the stretch at most \( 2k - 1 \) as \( E_0 \) stays the same.

Lemma 9. For any pair of vertices \( u, v \) such that \( d(u \Rightarrow v) \in [L/(1 + \epsilon), L) \), either \( \text{Cover}(G, k, L, \epsilon) \)’s returned edge set \( \hat{E} \) can form a cycle passing through \( u, v \) with length at most \( (2k - 2)(1 + \epsilon)d(u \Rightarrow v) \), or \( R(u) \leq (k - 1)d(u \Rightarrow v) \), in which case the \( E_0 \) built in Section 3.1 can form a detour cycle with length at most \( (2k - 1)d(u \Rightarrow v) \) by Lemma 6.

Proof. Consider any pair of vertices \( u, v \) with roundtrip distance \( d = d(u \Rightarrow v) \in [L/(1 + \epsilon), L) \), and a shortest cycle \( P \) going through \( u, v \) with length \( d \).

During \( \text{Cover}(G, k, L, \epsilon) \), consider the vertices on \( P \) that are first removed from \( U \). Suppose \( w \) is one of the first removed vertices, and \( w \) is removed as a member of \( \text{Ball}_U(c, (h_c - 1)\text{step}_c) \) centered at \( c \). This is to say \( d_{U_c}(c \Rightarrow w) \leq (h_c - 1)\text{step}_c \).

Case 1: \( \text{step}_c > d \). Then
\[
d_{U_c}(c \Rightarrow u) \leq d_{U_c}(c \Rightarrow w) + d_{U_c}(w \Rightarrow u) \leq (h_c - 1)\text{step}_c + d < h_c\text{step}_c,
\]
and \( u \in \text{Ball}_U(c, h_c\text{step}_c) \). The second inequality holds because \( U_c \) is the remaining vertex set before removing \( w \), so by definition of \( w \), all vertices on \( P \) are in \( U_c \). Symmetrically
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\(v \in \text{Ball}_{c}(c,h; step_e)\). InOutTrees\((U_c,e,h;step_e)\) builds a detour cycle passing through \(u,v\) with length \(< 2h; step_e\). By Lemma 8, we have \(h_c \leq k - 1\). Also \(step_e \leq L \leq (1 + \epsilon)d\), therefore we build a detour of length \(2(k - 1)step_e \leq (2k - 2)(1 + \epsilon)d\) in \(\hat{E}\).

Case 2: \(step_e \leq d\). Because \(d < L\), this case can only occur when \(step_e = R(c)/(k - 1)\). Because \(c\) is chosen before \(u\), \(R(u) \leq R(c) = (k - 1)step_e \leq (k - 1)d\). By Lemma 6, \(E_0\) can give a \((2k - 1)\)-approximation of \(d\).

3.3 Main Construction

Now we can proceed to prove the main theorem based on a scaling on lengths of the cycles from 1 to \(2nW\).

\textbf{Theorem 10.} For any directed graph \(G\) with real edge weights in \([1, W]\), there exists a polynomial time constructible \((2k-1)\)-roundtrip spanner of \(G\) with \(O(kn^{1+1/k} \log(nW))\) edges.

**Proof.** Note that the roundtrip distance between any pair of vertices must be in the range \([1, 2(n-1)W]\). First do the preprocessing in Section 3.1. Then divide the range of roundtrip distance \([1, 2nW]\) into intervals \([1 + \epsilon)^p - 1, (1 + \epsilon)^p\), where \(\epsilon = 1/(2k - 2)\). Call \(\text{Cover}(G, k, (1 + \epsilon)^p)\) for \(p = 0, \cdots, \lfloor \log_{1+\epsilon}(2nW) \rfloor + 1\), and merge all returned edges with \(E_0\) to form a spanner.

First we prove that the edge size is \(O(kn^{1+1/k} \log(nW))\). Preprocessing adds \(O(n^{1+1/k} \cdot \log n)\) edges. \(\text{Cover}(G, k, (1 + \epsilon)^p)\) is called for \(log_{1+\epsilon}(2nW) = O(k \log(nW))\) times. By Lemma 7, each call generates \(O(n^{1+1/k})\) edges. So the total number of edges in the roundtrip spanner is \(O(kn^{1+1/k} \log(nW))\).

Next we prove the stretch is \(2k - 1\). For any pair of vertices \(u, v\) with roundtrip distance \(d\), let \(p = \lfloor \log_{1+\epsilon}d \rfloor + 1\), then \(d \in [(1 + \epsilon)^p - 1, (1 + \epsilon)^p]\). By Lemma 9, either the returned edge set of \(\text{Cover}(G, k, (1 + \epsilon)^p)\) can form a detour cycle passing through \(u, v\) of length at most \((2k - 2)(1 + \epsilon)d = (2k - 1)d\), or the edges in \(E_0\) can form a detour cycle passing through \(u, v\) of length at most \((2k - 1)d\).

In conclusion this algorithm can construct a \((2k-1)\)-roundtrip spanner with \(O(kn^{1+1/k} \cdot \log(nW))\) edges.

3.4 Construction Time

The running time of the algorithm in the proof of Theorem 10 is \(O(kn(m + n \log n) \log(nW))\).

It is also easy to see that the algorithm is deterministic. Next we analyze construction time in detail.

In preprocessing, for any \(u \in V\), \(R(u)\) can be calculated by running Dijkstra searches with Fibonacci heap [12] starting at \(u\), so calculating \(R(\cdot)\) takes \(O(n(m + n \log n))\) time. Finding \(H\) takes \(O(n^{2-1/k})\) time by Theorem 4. Building \(E_0\) takes \(O(n^{1/k} \log n \cdot (m + n \log n))\) time.

A \(\text{Cover}\) call’s while loop runs at most \(n\) times since each time at least one node is removed. In a loop, \(u\) can be found in \(O(n)\) time, and all other operations regarding roundtrip balls can be done in \(O(m + n \log n)\) time by Dijkstra searches starting at \(u\) on \(G[U]\). Therefore a \(\text{Cover}\) call takes \(O(n(m + n \log n))\) time.

\(\text{Cover}\) is called \(O(k \log(nW))\) times. Combined with the preprocessing time, the total construction time is \(O(kn(m + n \log n) \log(nW))\).
4 Removing the Dependence on $W$

In this section we prove Theorem 2. The size of the roundtrip spanner in Section 3 is dependent on the maximum edge weight $W$. In this section we remove the dependence by designing the scaling approach more carefully. Our idea is similar to that in [16]. When we consider the roundtrip distances in the range $[L/(1 + \epsilon), L]$, all cycles with length $\leq L/n^3$ have little effect so we can contract them into one node, and all edges with length $>(2k-1)L$ cannot be in any $(2k-1)L$ detour cycles, so they can be deleted. Thus, an edge with length $l$ can only be in $O(\log_{1+\epsilon} u)$ iterations for $L$ between $l/(2k-1)$ and $l \cdot n^3$ (based on the girth of this edge). However, the stretch will be a little longer if we directly apply the algorithm in Section 3 on the contracted graph.

To overcome this obstacle, we only apply the vertex contraction when $R(u)$ is large (larger than $2(k-1)L$). By making the “step” a little larger than $L$ and $\epsilon$ smaller, when $d < L < \text{step}$, the stretch is still bounded by $(2k-1)$. When $R(u) \leq 2(k-1)L$, we first delete all node $v$ with $R(v) < L/8$, then simply apply the algorithm in Section 3 in the original graph. Since every node $u$ can only be in the second part when $R(u)/2(k-1) \leq L \leq 8R(u)$, the number of edges added in the second part is also strongly polynomial.

First we define the girth of an edge:

- **Definition 11.** We define the girth of an edge $e$ in $G$ to be the length of shortest directed cycle containing $e$, and denote it by $g(e)$.

It is easy to see that for $e = (u, v)$, $d(u \leftrightarrow v) \leq g(e)$. In $O(n(m + n \log n))$ time we can compute $g(e)$ for all edges $e$ in $G$ [12].

Algorithm 2 approximates roundtrip distance $d(u \leftrightarrow v) \in [L/(1 + \epsilon), L]$. In the $p$-th iteration of the algorithm, $G_p[U_p]$ is always the subgraph contracted from the subgraph $G[U]$. Given $v_p \in U_p$, let $C(v_p)$ be the set of vertices in $U$ that are contracted into $v_p$. We can see the second part of this algorithm (after line 12) is the same as Algorithm 1 in Section 3.

For the contracted subgraph $G_p[U_p]$, we give new definitions for balls and $\text{InOutTrees}$. Given two vertices $u_p, v_p \in U_p$, define

$$d_{U_p}(u_p, v_p) = \min_{u \in C(u_p), v \in C(v_p)} d_T(u, v)$$

Balls in $G_p[U_p]$ are defined as follows.

$$\text{Ball}_{U_p}(u_p, r) = \{v_p \in U_p : d_{U_p}(u_p, v_p) < r\}$$

In Line 9, $\text{NewInOutTrees}(U_p, u_p, h \cdot \text{step})$ is formed by only keeping the edges between different contracted vertices in $\text{InOutTrees}(U, u, h \cdot \text{step})$ from $u$ (see Line 6). In the inward tree or outward tree of $\text{InOutTrees}(U, u, h \cdot \text{step})$, if after contraction there are multiple edges from or to a contracted vertex, respectively, only keep one of them. We can see the number of edges added to $\hat{E}$ is bounded by $O(|\text{Ball}_{U_p}(u_p, h \cdot \text{step})|)$. Also in $U_p$, the roundtrip distance from $u_p$ to vertices in $\text{Ball}_{U_p}(u_p, h \cdot \text{step})$ by edges in $\text{NewInOutTrees}(U_p, u_p, h \cdot \text{step})$ is at most $h \cdot \text{step}$.

In line 3, we can delete long edges since obviously they cannot be included in $\hat{E}$.

The main algorithm is shown in Algorithm 3.

- **Lemma 12.** For $k \leq n$ and $n \geq 12$, Algorithm $\text{Spanner}(G, k)$ constructs a $(2k-1)$-roundtrip spanner of $G$. 
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**Algorithm 2** Cover2\((G, k, p, \epsilon)\).

1. \(L \leftarrow (1 + \epsilon)^p\)
2. Contract all edges \(e\) with \(g(e) \leq L/n^3\) in \(G\) to form a graph \(G_p\), let its vertex set be \(V_p\)
3. (Delete edges \(e\) with \(g(e) > 2(k - 1)L\) from \(G_p\))
4. \(U \leftarrow V, U_p \leftarrow V_p, \hat{E} \leftarrow \emptyset\)
5. \(\textbf{while } U \neq \emptyset \text{ and } \max_{u \in U} R(u) \geq 2(k - 1)L \textbf{ do}\)
   6. \(u \leftarrow \arg \max_{u \in U} R(u)\), let \(u_p\) be the corresponding vertex in \(U_p\)
   7. \(\text{step} \leftarrow (1 + 1/n^2)L\)
   8. \(h \leftarrow \text{minimum positive integer satisfying } |\text{Ball}_{u_p}(u_p, \text{step})| < n^{b/k}\)
   9. Add \(\text{NEWINOUTTREES}(U_p, u_p, \text{step})\) to \(\hat{E}\)
10. Remove \(\text{Ball}_{U_p}(u_p, (h - 1)\text{step})\) from \(U_p\), remove corresponding vertices from \(U\)
11. \(\textbf{end while}\)
12. Remove all vertices \(u\) from \(U\) with \(R(u) < L/8\)
13. \(\textbf{while } U \neq \emptyset \textbf{ do}\)
14. \(u \leftarrow \arg \max_{u \in U} R(u)\)
15. \(\text{step} \leftarrow \min\{R(u)/(k - 1), L\}\)
16. \(h \leftarrow \text{minimum positive integer satisfying } |\text{Ball}_{V}(u, \text{step})| < n^{b/k}\)
17. Add \(\text{INOUTTREES}(U, u, \text{step})\) to \(\hat{E}\)
18. Remove \(\text{Ball}_{U}(u, (h - 1)\text{step})\) from \(U\)
19. \(\textbf{end while}\)
20. \(\text{return } \hat{E}\)

**Algorithm 3** Spanner\((G(V, E), k)\).

1. Do the preprocessing in Section 3.1. Let \(E_0\) be the added edges
2. \(\epsilon \leftarrow \frac{1}{4(k - 1)}\)
3. \(\hat{E} \leftarrow E_0\)
4. \(\textbf{for } p \leftarrow 0 \text{ to } \lfloor \log_{1+\epsilon}(2nW) \rfloor + 1 \textbf{ do}\)
5. \(\hat{E} \leftarrow \hat{E} \cup \text{COVER2}(G, k, p, \epsilon)\)
6. \(\textbf{end for}\)
7. \(\text{return } H(V, \hat{E})\)

**Proof.** For any pair of vertices \(u, v\) with roundtrip distance \(d = d(u \equiv v)\) on \(G\), there exists a \(p\), such that \(d \in [(1 + \epsilon)^p - 1, (1 + \epsilon)^p]\). Let \(L = (1 + \epsilon)^p\). If \(R(u) \leq (k - 1)d\) or \(R(v) \leq (k - 1)d\) by Lemma 6, \(E_0\) contains a roundtrip cycle between \(u\) and \(v\) with length at most \((2k - 1)d\). So we assume \(R(u) > (k - 1)d\) and \(R(v) > (k - 1)d\). Also, if there is a vertex \(w\) on the shortest cycle containing \(u\) and \(v\) with \(R(w) < L/8\), then there will be a vertex \(t \in H\) so that \(d(w \equiv t) < L/8\), so the roundtrip distance in \(E_0\) will be \(d(u \equiv t) + d(t \equiv v) < L/4 + 2d \leq (1 + \epsilon)d/4 + 2d < (2k - 1)d\) for \(k \geq 2\), so Line 12 cannot impact the correctness.

Consider the iteration \(p\) of Algorithm 2, let \(u_p, v_p\) be the contracted vertices of \(u, v\) respectively. Let \(P\) be a shortest cycle going through \(u, v\) in \(G\) and \(P'\) be the contracted cycle going through \(u_p, v_p\) in \(G_p\). It is easy to see that each vertex on \(P\) corresponds to some vertex on \(P'\). Similar as Lemma 8, in Line 8 and Line 16, we have \((k - 1) \cdot \text{step} \leq R(u)\). It is easy to see that \(|\text{Ball}_{U_p}(u_p, (k - 1) \cdot \text{step})| \leq |\text{Ball}_{U}(u, (k - 1) \cdot \text{step})| < n^{1 - 1/k}\), which implies \(h \leq k - 1\).
We prove it by the induction on \( p \). When \( p \) is small, there is no contracted vertex in \( G_p \). By the same argument as in Lemma 9, either \( \text{Cover2}(G, k, L, \epsilon) \)'s returned edge set \( \hat{E} \) contains a roundtrip cycle between \( u \) and \( v \) with length at most 
\[
2h_e \cdot \text{step}_e \leq 2(k - 1)(1 + 1/n^2)(1 + \epsilon)d = (2k - 3/2)(1 + 1/n^2)d \leq (2k - 1)d
\]
\((k \geq 2, k \leq n \) and \( n \geq 12)\) since \( \text{step}_e \leq (1 + 1/n^2)L \) in Line 7 and Line 15 and \( h_e \leq k - 1 \), or \( E_0 \) contains a cycle between \( u \) and \( v \) with length at most \((2k - 1)d\). Next we assume that vertices of \( G \) contracted in the same vertex in \( G_p \) are already connected in \( \hat{E} \), and has the \((2k - 1)\)-stretch.

During \( \text{Cover2}(G, k, p, \epsilon) \), if some vertices in \( P' \) are removed from \( U_p \) in Line 10, like Lemma 9, suppose \( w_p \in U_p \) is one of the first removed vertices, and \( u_p \) is removed as a member of \( \text{Ball}_{U_p}(c, (h_e - 1)\text{step}_e) \) centered at \( c \). Let \( u' \in C(w_p) \) be one vertex on \( P \), since there are at most \( n \) original vertices contracted and \( \text{step}_e = (1 + 1/n^2)L \), we have \( d_{G}(c \leftrightarrow u) \leq d_{G}(c \leftrightarrow w_p) + d_G(w_p' \leftrightarrow u) + n \cdot L/n^3 \leq (h_e - 1)\text{step}_e + d_G(u \leftrightarrow v) + L/n^2 < (h_e - 1)\text{step}_e + L + L/n^2 = h_e \text{step}_e \), and symmetrically \( d_G(c \leftrightarrow v) < h_e \text{step}_e \). Thus \( \text{NewInOutTrees}(U, c, h_e \text{step}_e) \) builds a roundtrip cycle passing through \( u_p, v_p \) of length \(< 2h_e \text{step}_e \) in current contracted graph. It follows that \( d_{G_p(\hat{E})}(u_p, v_p) < 2h_e \text{step}_e \leq (2k - 1)(1 + 1/n^2)L \). Since there are at most \( n \) contracted vertices in the roundtrip cycle between \( u_p \) and \( v_p \), and \( w(\epsilon) \leq g(\epsilon) \) for every contracted edge \( e \), we have 
\[
d_{G(\hat{E})}(u, v) \leq 2(k - 1)(1 + 1/n^2)L + n \cdot (2k - 1)L/n^3 \leq (2k - 3/2)(1 + 3/n^2)d \leq (2k - 1)d.
\]
\((k \geq 2, k \leq n \) and \( n \geq 12).\)

If there is no vertex in \( P' \) removed from \( U_p \) in Line 10 and Line 12, then all vertices \( w \) in \( P \) have \( L/8 \leq R(w) < 2(k - 1)L \). By the same argument as in Lemma 9, the second part of Algorithm 2 also ensures that \( \hat{E} \cup E_0 \) contains a roundtrip cycle passing through \( u, v \) with length at most \((2k - 1)d\). ▶

**Lemma 13.** The subgraph returned by algorithm Spanner\((G, k)\) has \( O(kn^{1+1/k} \log n) \) edges.

**Proof.** Preprocessing adds \( O(n^{1+1/k} \log n) \) edges as in Section 3.1. The edges added in Line 17 is bounded as follows. Consider Algorithm 2, after Line 12, the subgraph only consists of vertices with \( R(u) \in [L/8, 2(k - 1)L] \), so each vertex belongs to at most \( \log_{1+1/k} 16k \) such iterations. Thus the total number of edges added after Line 12 is at most \( n^{1+1/k} \log_{1+1/k} 16k = O(kn^{1+1/k} \log k) \) edges. Next we count the edges added in Line 9.

We remove the directions of all edges in \( G \) to get an undirected graph \( G' \), and remove the directions of all edges in every \( G_p \) to get an undirected graph \( G'_p \), but define the weight of an edge \( e \) in \( G' \) and every \( G'_p \) to be the girth \( g(\epsilon) \) in \( G \). Let \( F \) be a minimum spanning forest of \( G' \) w.r.t. the girth \( g(\epsilon) \). We can see that in iteration \( p \), if we remove edges in \( F \) with \( g(\epsilon) > 2(k - 1)(1 + \epsilon)^p \) and contract edges \( e \) with \( g(\epsilon) \leq (1 + \epsilon)^p/n^3 \) in \( F \), then the connected components in \( F \) will just be the connected components in \( G'_p \), which are the strongly connected components in \( G_p \). This is because of the cycle property of MST: If an edge \( e = (u, v) \) in \( G'_p \) has \( g(\epsilon) \leq (1 + \epsilon)^p/n^3 \), then in \( F \) all edges \( f \) on the path connecting \( u, v \) have \( g(f) \leq (1 + \epsilon)^p/n^3 \), thus \( u, v \) are already contracted in \( F \); If an edge \( e = (u, v) \) in \( G'_p \) has \( g(\epsilon) \leq 2(k - 1)(1 + \epsilon)^p \), then in \( F \) all edges \( f \) on the path connecting \( u, v \) have \( g(f) \leq 2(k - 1)(1 + \epsilon)^p \), so \( u, v \) are in the same component in \( F \).

So the total size of connected components \( |C : |C| \geq 2| \) in \( G'_p \) is at most \( 2 \) times the number of edges \( e \) in \( F \) with \( (1 + \epsilon)^p/n^3 < g(\epsilon) \leq 2(k - 1)(1 + \epsilon)^p \), and every edge in \( F \) can be in at most \( \log_{1+1/k} 2(k - 1)n^3 = O(k \log n) \) number of different \( G'_p \). Thus, the total size of connected components with size at least \( 2 \) in all \( G'_p \) is bounded by \( O(k \log n) \). By a similar
Roundtrip Spanners with \((2k - 1)\) Stretch

argument of Lemma 7, in each call of \texttt{Cover2}(\(G, k, p, \epsilon\)), line 9 will add \(|C|n^{1/k}\) new edges to \(\hat{E}\), for every connected component \(C\) with \(|C| \geq 2\) in \(G_p\). Thus the total number of edges in the subgraph returned by \texttt{Spanner}(\(G, k\)) is bounded by \(O(kn^{1+1/k} \log n)\).

Construction Time

The analysis of \texttt{Spanner}'s running time is similar to Section 3.4. Compared with \texttt{Cover}, \texttt{Cover2} adds operations of building \(G_p\). We also need to calculate \(g(\cdot)\) in preprocessing, which can be done by \(n\) Dijkstra searches. \(G_p\) can be built in \(O(m)\) time. \texttt{Cover2} is called \(\log_{1+\epsilon'}(2nW) = O(k \log(nW))\) times. Therefore the total construction time is still \(O(kn(m+n \log n) \log(nW))\).

5 Conclusion

In this paper we discuss the construction of \((2k - 1)\)-roundtrip spanners with \(O(kn^{1+1/k} \log n)\) edges. An important and interesting further direction is whether we can find truly subcubic algorithm constructing such spanners.
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Abstract
In this paper, we consider the question of computing sparse subgraphs for any input directed
graph $G = (V, E)$ on $n$ vertices and $m$ edges, that preserves reachability and/or strong connectivity
structures.

- We show $O(n + \min\{|P|\sqrt{n}, n\sqrt{|P|}\})$ bound on a subgraph that is an $1$-fault-tolerant reachability
preserver for a given vertex-pair set $P \subseteq V \times V$, i.e., it preserves reachability between any pair of
vertices in $P$ under single edge (or vertex) failure. Our result is a significant improvement over
the previous best $O(n|P|)$ bound obtained as a corollary of single-source reachability preserver
construction. We prove our upper bound by exploiting the special structure of single fault-tolerant
reachability preserver for any pair, and then considering the interaction among such structures
for different pairs.

- In the lower bound side, we show that a $2$-fault-tolerant reachability preserver for a vertex-pair
set $P \subseteq V \times V$ of size $\Omega(n^{\epsilon})$, for even any arbitrarily small $\epsilon$, requires at least $\Omega(n^{1+\epsilon/8})$ edges.
This refutes the existence of linear-sized dual fault-tolerant preservers for reachability for any
polynomial sized vertex-pair set.

- We also present the first sub-quadratic bound of at most $\tilde{O}(k^2 n^{2-1/k})$ size, for strong-
connectivity preservers of directed graphs under $k$ failures. To the best of our knowledge no
non-trivial bound for this problem was known before, for a general $k$. We get our result by
adopting the color-coding technique of Alon, Yuster, and Zwick [JACM’95].
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1 Introduction

One of the major problems in computer science, especially in the era of big data, is to sparsify
input graph while preserving certain properties of it. Let $\varphi$ be any property defined over
a graph. Given a graph $G = (V, E)$, a subgraph $H = (V, E_H)$, where $E_H \subseteq E$, is said to
preserve property $\varphi$ if the property $\varphi$ is satisfied by the subgraph $H$ if and only if it is satisfied
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by graph $G$. Reachability and strong-connectivity are two fundamental graph properties that we consider in this paper. In case of reachability, given a directed graph $G$ and a set $P$ of vertex-pairs the objective is to find a subgraph $H$ with as few edges as possible, so that for any pair $(s, t) \in P$ there is a path from $s$ to $t$ in $H$ iff so is in $G$. This problem has been studied extensively [16, 10, 1]. In case of strong-connectivity, given a directed graph $G$ the objective is to find a subgraph $H$ with as few edges as possible so that the strongly-connected components in $G$ and $H$ are identical. A folklore result shows that for any $n$-node graph we can have a strong-connectivity preserving subgraph with at most $2n$ edges.

In this paper we study the above two problems under the possibility of edge or vertex failures. In the real world networks are prone to failures. Most of the time such failures are unavoidable and also unpredictable in physical systems like communication or road networks. Due to this reason edge (or vertex) failure model draws a huge attention of the researchers in the recent past. In most of the scenarios such failures are much smaller in number in comparison to the size of the graph. Thus it is natural to associate a parameter to capture the number of edge (or vertex) failures, and then try to build fault-tolerant data-structures of size depending on this failure parameter for various graph theoretic problems. Many natural graph theoretic questions like connectivity [30, 28, 5, 25], finding shortest paths [18], graph-structures preserving approximate distances [26, 17, 13, 19, 7, 8, 11, 4] etc. have been studied in the presence of edge (or vertex) failures.

The main focus of this paper is to understand the extremal structure of paths in directed graphs under possible (bounded) edge failures. More specifically, our goal is to show existence (or non-existence) of subgraphs of certain size\(^2\) that preserves reachability and strong-connectivity in the presence of a small number of edge failures.

Definition 1 (Fault-tolerant Strong-Connectivity Preserver (FT-SCC Preserver)). For any graph $G = (V, E)$, a subgraph $H$ of $G$ is said to be $k$-fault-tolerant strong-connectivity preserver ($k$-FT-SCC preserver) if for each set $F (\subseteq E)$ of $k$ edge failures, the strongly-connected components in $G - F$ and $H - F$ are identical.

We would like to emphasize that so far there is no non-trivial bound on the size of $k$-FT-SCC preserver. In this paper we show an upper bound of $\tilde{O}(k 2^k n^{2 - 1/k})$ on $k$-FT-SCC preserver of any $n$-node (directed) graph. Moreover we show that we can find such a subgraph efficiently.

Theorem 2. There is a polynomial time (randomized) algorithm that given any directed graph $G = (V, E)$ on $n$ vertices and $k \geq 1$, computes a $k$-FT-SCC preserver of $G$ containing at most $\tilde{O}(k 2^k n^{2 - 1/k})$ edges with probability at least $1 - 1/n^4$.

As a direct application we get a data-structure (oracle) of size sub-quadratic in $n$, for reporting strongly-connected components after $k$ failures. The best earlier known bound for $k > 1$ failures was $\Omega(2^k n^2)$ [6], whereas for $k = 1$ it was known by Georgiadis, Italiano, and Parotsidis [24] that $O(n)$ space and query-time bound is achievable. So ours is the first truly sub-quadratic (i.e., $O(n^{2-\epsilon}$ for some $\epsilon > 0$) sized strong-connectivity oracle for any constant number of failures. One may observe that there are graphs with $n$ nodes for which any $k$-FT-SCC preserver must be of size $\Omega(2^k n)$.

Next we study the extremal bounds of fault-tolerant reachability preserving subgraphs.

\(^2\) Throughout this paper by size of a subgraph we mean the number of edges present in that subgraph.
Definition 3 (Fault-tolerant Pairwise Reachability Preserver). For any graph \( G = (V, E) \) and a set \( \mathcal{P} \) of vertex-pairs, a subgraph \( H \) of \( G \) is said to be \( k \)-fault-tolerant pairwise reachability preserver for \( \mathcal{P} \), denoted by \( \text{FTRS}(\mathcal{P}, G) \), if for each \( F (\subseteq E) \) of \( k \) edge failure, the reachability relations between pairs in \( \mathcal{P} \) agree on \( G − F \) and \( H − F \).

Baswana, Choudhary and Roditty [5] provided a polynomial time algorithm that given any \( n \)-node directed graph constructs an \( O(2^k n) \)-sized subgraph that preserves reachability from a fixed source vertex to all other vertices under \( k \) edge failures. As a corollary, to preserve reachability between arbitrary \( \mathcal{P} \) pairs, we get an \( O(2^k n|\mathcal{P}|) \)-sized \( k \)-fault-tolerant pairwise reachability preserver. Clearly the bound is extremely bad for large sized set \( \mathcal{P} \).

So far we do not know any better bound even for small values of \( k \). On the other hand in standard static setting (i.e., when \( k = 0 \)) we know existence of \( O(n + (n|\mathcal{P}|)^{2/3}) \)-sized pairwise reachability preserver [1].

An important question is how much the size of a reachability preserver varies when we go from standard static (i.e., without any failure) setting to single failure setting, and then further from single failure to dual failure setting. It is also natural to ask the following question: What is the bound on the number of pairs in \( \mathcal{P} \) so that it is possible to obtain linear sized single-fault-tolerant pairwise reachability preservers. Here we show that this is possible as long as \( |\mathcal{P}| = O(\sqrt{n}) \). Note that this is also the current best known limit for the standard static setting [1]. So one cannot hope to improve our bound without improving the bound for static setting. Below we state our upper bound result.

Theorem 4. For any directed graph \( G = (V, E) \) with \( n \) vertices, and a set \( \mathcal{P} \) of vertex-pairs, there exists a single-fault pairwise reachability preserver \( \text{FTRS}(\mathcal{P}, G) \) having at most \( O(n + \min(|\mathcal{P}|\sqrt{n}, n\sqrt{|\mathcal{P}|}) \) edges. Furthermore, we can find such a subgraph in polynomial time.

Our construction of SCC preservers plays a significant role in obtaining such a sparse reachability preserver. One may wonder whether the above result can be generalized to multiple failures, at least for constantly many failures. Unfortunately, we observe a striking difference between single and multiple (even for two) failures scenario in the context of pairwise reachability preservers.

Theorem 5. For every \( n, p \) with \( p = O(n^{2/3}) \), there is an infinite family of \( n \)-node directed graphs and pair-sets \( \mathcal{P} \) of size \( p \), for which a dual fault-tolerant pairwise reachability preserver requires at least \( \Omega(n^{1/8} |\mathcal{P}|^{1/2}) \) edges.

This shows linear size reachability preserver is not possible under dual failures in general pairwise setting with the number of pairs being \( \Omega(n^\epsilon) \) for any small \( \epsilon > 0 \). As a consequence we get a polynomial separation in size of a pairwise reachability preserver between single and dual failures. This is in sharp contrast with single-source all destinations setting, wherein, the size only doubles each time we increase the count of failure by value one [5].

It is worth mentioning that in this paper we show fault-tolerant structures with respect to edge failures only, however, all our results hold for vertex-failures as well.

1.1 Related Work

A simple version of reachability preserver is when there is a single source vertex \( s \) and we would like to preserve reachability from \( s \) to all other vertices. Baswana et al. [5] provided an efficient construction of a \( k \)-fault-tolerant single-source reachability preserver of size \( O(2^k n) \). Further they showed that this upper bound on size of a preserver is tight up to some constant
factor. As an immediate corollary of their result, we get a $k$-fault-tolerant pairwise reachability preserver of size $O(2^k n |P|)$ (by applying the algorithm of [5] to find subgraph for each source vertex in pairs of $P$, and then taking the union of all these subgraphs). We do not know whether this bound is tight for general $k$. However for standard static (with no faulty edges) setting much better bound is known. We know that even to preserve all the pairwise distances, not just reachability, there is a subgraph of size $O(n + \min(n^{2/3} |P|, n \sqrt{|P|}))$ [16, 10]. Later Abboud and Bodwin [1] showed that for any directed graph $G = (V, E)$ given a set $S$ of source vertices and a pair-set $P \subseteq S \times V$ we can construct a pairwise reachability preserver of size $O(n + \min(\sqrt{n |P| |S|}, (n |P|)^{2/3}))$. It is further shown that for any integer $d \geq 2$ there is an infinite family of $n$-node graphs and vertex-pair sets $P$ for which any pairwise reachability preserver must be of size $\Omega(n^{2/(d+1)} |P|^{(d-1)/d})$. Note, for undirected graph storing spanning forests is sufficient to preserve pairwise reachability information, and thus we can always get a linear size reachability preserver for undirected graphs. We would like to emphasize that all the results provided in this paper hold for directed graphs. A problem similar to constructing reachability preserver is to construct a data-structure (aka. oracle) that can answer queries of the form whether a vertex is reachable from a fixed source vertex $s$ after multiple edge (or vertex) failures. As an application of [5] we get such an oracle of size $O(2^k n)$ for $k$ edge (or vertex) failures with query time $O(2^k n)$. For just dual failures we have an $O(n)$ size oracle with $O(1)$ query time due to [15]. In a recent work, Brand and Saranurak [31] obtained a $k$-fault-tolerant $O(n^2)$ sized reachability oracle that has $O(k^\omega)$ query time, where $\omega$ is the constant of matrix-multiplication.

Finding strongly connected components (SCCs) under edge failures is another important problem. One specific problem is given a directed graph $G$ to build a data-structure (oracle) that for any vertices $u, v$ and a set of edges $F$ of size $k$ can answer whether $u$ and $v$ are in the same SCC in $G - F$. Using $k$-fault-tolerant reachability preserver of [5] we can get such an oracle of size $O(2^k n^2)$ with query time $O(2^k n)$ (see [6]). Moreover, [6] provides us an algorithm that computes all the SCCs in $G - F$ in time $O(2^k n \log^2 n)$ by using a data-structure of size $O(2^{2k} n^2)$. Georgiadis, Italiano and Parotsidis [24] also studied this problem of computing all the SCCs under single edge failure, and gave a solution with $O(n)$ query time using a data-structure of size only $O(n)$. However so far we do not know any solution for computing all the SCCs after more than one edge failures using a data structure of size $O(n^{2-\epsilon})$ for any $\epsilon > 0$. In this paper we give construction of first such truly sub-quadratic sized data-structure as long as there are only constantly many failures. For undirected graphs, the optimal bound of $O(kn)$ edges for $k$-fault-tolerant connectivity preserver directly follows from $k$-edge (vertex) connectivity certificate constructions provided by Nagamochi and Ibaraki [27]. In contrast, for directed graphs, the only known result for “sparse” certificate of $k$-edge (vertex) strong-connectivity is for $k = 2$, due to a series of works by Georgiadis et al. [22, 23, 21]. Our truly sub-quadratic sized $k$-FT-SCC preservers also in turn provides the first truly sub-quadratic sized $k$-edge (vertex) strong-connectivity certificates for directed graphs, for $k \geq 3$ (see Section 6).

Other closely related problems that have been studied in the fault-tolerant model include computing distance preservers [18, 29, 28], depth-first-search tree [3], spanners [13, 19], approximate distance preservers [7, 30, 9], approximate distance oracles [20, 14], compact routing schemes [14, 12].

1.2 Technical Overview

SCC preserver. Our starting point is a simple construction, which is motivated from some of the techniques used in [24], of linear (in number of vertices) sized single fault-tolerant SCC oracle. Then by using that construction as a basic building block we provide a construction
of fault-tolerant SCC preserver for \( k \) edge failures. Using the ideas inspired by color-coding technique of Alon, Yuster and Zwick [2], we show a generic procedure that converts any \( r \)-fault-tolerant (or even non-fault-tolerant) SCC preserver construction into a \((k + r)\)-FT-SCC preserver construction. Our technique, especially the first step of our conversion procedure, is quite similar to that used in [19] to convert any spanner to a \( r \)-fault-tolerant spanner with the same stretch. The first step alone cannot serve our purpose fully, mostly because it could work (with high probability) only when the SCCs after \( k \) faults are of “small size”. To mitigate this issue we have to handle the large sized SCCs (after \( k \) failures) with a completely different technique. As a consequence our whole proof becomes slightly more intricate than that in [19].

Our conversion procedure works as follows. In the first step, we sample a set \( J \) of edges and treat \( J \) as failure set, and then compute \( r \)-fault-tolerant SCC preserver of \( G - J \) (residual graph after removing edges in \( J \)). Do this multiple times and take union of all those \( r \)-FT SCC preservers for different random choices of \( J \). Now in the second step, we sample a set \( W \) of “a few” vertices of \( G \), and then for each \( w \in W \) compute single-source FTRS with \( w \) as the source and single-destination FTRS by treating \( w \) as the destination. Then take union of all these FTRS subgraphs. Finally we claim that with high probability the union of subgraphs produced by first and the second step is a \((k + r)\)-FT-SCC preserver.

Our correctness proof proceeds as a win-win analysis. For the sake of simplicity let us provide a high level proof sketch for the case when \( r = 0 \). For any set \( F \) of edge failures, we distinguish two cases depending on whether a SCC \( C \) in \( G - F \) is small or not. Our choice on size of \( J \) ensures that we over-samples \( F \) during the first step. Hence if \( C \) is of small size with high probability at least for one random choice of \( J \), \( C \) will be completely inside one strongly connected component after removing \( J \) (that also includes \( F \)) from \( G \) (in other words, \( J \) “separates” \( C \) from \( F \)), leading to \( C \) also being a SCC in the final subgraph (after failure of edges in \( F \)). Next we turn to the case when \( C \) is of large size. In that scenario it is not difficult to show that with high probability \( W \) (chosen at random during second step) and \( C \) have some common vertex, and hence \( C \) will be preserved due to inclusion of single-source and single-destination FTRS structure. Our techniques hold even when we are able to “partially separate” \( C \) from \( F \), and that helps us in proving our result for any \( r \) (see Section 3 for the details). So we get that any improvement in size of \( r \)-FT-SCC preserver will directly improve the size of \((k + r)\)-FT-SCC preserver.

**FT-Reachability-Preserver.** The construction of \( O(n + \sqrt{n}|\mathcal{P}|) \)-sized reachability-preserver for a pair-set \( \mathcal{P} \) uses the fact the preservers on general digraphs are reducible to preserver on DAGs (since the SCCs can always be compressed into “supernodes”, and there is a linear size certificate for strong-connectivity). In a DAG, it is not very difficult to ensure that paths between two given pairs meet and diverge only once, which in turn provides a cap on the maximum number of edges in a preserver. Our approach to FT-reachability is to try to adapt the constructions for non-faulty setting [1]. However, one major hindrance we face is that we cannot directly compress SCCs into “supernodes” as they can destroy 2-connectivity structures, and thus the problem is not reducible to DAGs. We start by observing that FTRS\((p)\) for a pair \( p = (s, t) \) is just union of two “maximally disjoint” \( s-t \) paths. The interactions between FTRS\((p)\) for different pairs \( p \) help us in achieving our bound of \( O(n + \sqrt{n}|\mathcal{P}|) \). Our second upper bound of \( O(n\sqrt{|\mathcal{P}|}) \) is much simpler than the first one. Again we consider union of FTRS\((p)\) structures for all \( p \in \mathcal{P} \), and then consider all the vertices that appear in more than \( \sqrt{|\mathcal{P}|} \) “maximally disjoint” paths in total (in all FTRS structures). Next we remove all those paths and add single-source and single-destination FTRS structure from those selected vertices. Then we use the properties of single-source and single-destination FTRS to show that the final subgraph will be a FTRS for the pair-set \( \mathcal{P} \).
These structures as well as linear bound on preserver size for small sized $\mathcal{P}$ (at most $O(\sqrt{n})$ pairs), is not expendable beyond single failure due to the fact that $k$-FTRS($p$) for any $k > 1$ cannot be represented as union of $o(n)$ paths (see [15]). In the latter part of this paper we also show that this is not a drawback of our approach, instead in some sense it is unavoidable, by proving a size lower bound of any $k$-fault-tolerant pairwise preserver, for $k \geq 2$. Our lower bound for dual failure is inspired by the following observation: If for a pair $p = (s, t)$, $Q_p = (q_1, \ldots, q_k)$ and $R_p = (r_1, \ldots, r_k)$ are two vertex-disjoint paths from $s$ to $t$. Then by playing with failures on $Q$ and $R$, we can force multiple paths originating from $Q$ and terminating to $R$ to be present in our 2-FTRS for $p$. Note that a 2-FTRS, for a single pair $p$, would still be linear in size. However, as the number of pairs increases achieving sparsity is tricky. To obtain a 2-FTRS lower-bound for multiple pairs we embed in between the paths $Q_p$ and $R_p$, the “hard” distance preserver graph given by Coppersmith and Elkin [16]. We start with a lower bound distance preserver graph $G$ over pair-set $\mathcal{P}$, and perform its layering $L$ number of times, for some parameter $L$. Inspired by techniques of Bodwin et al. [10, 1], we are able to show that all the paths in the “hard” instance graph from [16] can be assumed to have equal distance between the relevant pairs. Thus our layered embedded structure also acts as a non-faulty reachability preserver among pairs with end-points respectively on paths $Q_p$ and $R_p$.

### 2 Preliminaries and Tools

Given a directed graph $G = (V, E)$ on $n = |V|$ vertices and $m = |E|$ edges, the following notations will be used throughout the paper.

- $G^R$ : The graph obtained by reversing all the edges in graph $G$.
- $H - F$ : For a set of edges $F$, the graph obtained by deleting the edges in $F$ from graph $H$.
- $\pi(x, y, H)$ : The shortest path from $x$ to $y$ in graph $H$.
- $P \circ Q$ : The concatenation of two paths $P$ and $Q$, i.e., a path that first follows $P$ and then $Q$.
- $T(v)$ : The subtree of a directed tree $T$ rooted at a vertex $v \in T$.
- $cert(C, H)$ : An arbitrarily chosen certificate of at most $2(|C| - 1)$ edges corresponding to a strongly connected component $C$ in $H$.

Our algorithm for computing pairwise-reachability and strong-connectivity preservers in a fault tolerant environment employs the concept of a single-source FTRS which is a sparse subgraph that preserves reachability from a designated source vertex even after the failure of at most $k$ edges in $G$. Observe that in case of no failure, a directed reachability tree has $n - 1$ edges and is able to preserve reachability from the source which is a also the root. An FTRS with respect to a given source is formally defined as follows.

**Definition 6 (FTRS).** Let $\mathcal{P} \subseteq V \times V$ be any set of pairs of vertices. A subgraph $H$ of $G$ is said to be a $k$-Fault-Tolerant Reachability-Subgraph of $G$ for $\mathcal{P}$ if for any pair $(s, t) \in \mathcal{P}$ and for any subset $F \subseteq E$ of $k$ edges, $t$ is reachable from $s$ in $G - F$ if and only if $t$ is reachable from $s$ in $H - F$. Such a subgraph $H$ is denoted by $k$-FTRS($\mathcal{P}, G$), or simply FTRS($\mathcal{P}, G$) when $k = 1$.

Baswana et al. [5] provide a construction of sparse FTRS for any general $k \geq 1$ when there is a designated source vertex.
Theorem 7 ([5]). For any directed graph $G = (V, E)$, a designated source vertex $s \in V$, and an integer $k \geq 1$, there exists a (sparse) subgraph $H$ of $G$ which is a $k$-FTRS($(s) \times V, G$) and contains at most $2^k n$ edges. Moreover, such a subgraph is computable in $O(2^k mn)$ time, where $n$ and $m$ are respectively the number of vertices and edges in graph $G$.

Our constructions will require the knowledge of the vertices reachable from a vertex $s$ as well as the vertices that can reach $s$. So we will be using FTRS defined with respect to a source vertex ($(s) \times V$ case), as well as FTRS defined with respect to a destination vertex ($V \times (s)$ case).

In this paper, we consider fault-tolerant structures with respect to edge failures only. Vertex failures can be handled by simply splitting a vertex $v$ into an edge $(v_{in}, v_{out})$, where the incoming and outgoing edges of $v$ are respectively directed into $v_{in}$ and directed out of $v_{out}$.

3 Strong-connectivity Preservers

We show a construction of strong-connectivity preservers that are able to preserve strong-connectivity relation between vertices in $G = (V, E)$ as long as the number of failures are bounded by $k$. For our convenience, we assume that $G$ is strongly connected, if not, we may apply our construction to each strongly-connected component (SCC) of $G$. Although the main contribution of this section is to get a fault-tolerant SCC preserver for general $k$ failures, let us start with the case when there can be at most one edge failure.

3.1 Construction for single failure

We first give a simple construction of an $O(n)$ size FT-SCC preserver for the scenario of $k = 1$. Let $s$ be an arbitrary vertex in $G$. We initialize $H_1$ to union of subgraphs FTRS($(s) \times V, G$) and FTRS($V \times (s), G$). The following simple observation describes the significance of $H_1$ in preserving strong connectivity information.

Observation 8. Given a directed graph $G$, let $H_1$ be the union of subgraphs FTRS($(s) \times V, G$) and FTRS($V \times (s), G$). For any vertex $x$ and any edge-failure $e$, if $x$ and $s$ are strongly connected in $G - \{e\}$, then they are also strongly connected in $H_1 - \{e\}$.

We now introduce a lemma that will be crucial in preserving strong-connectivity between vertices not (strongly) connected to $s$ after failure.

Lemma 9. For any $n$-vertex directed graph $G = (V, E)$ and an ordered list $L = (v_1, v_2, \ldots, v_n)$ of vertices of $G$, in polynomial time we can compute a subgraph $H_0 = H_0(L)$ of $G$ with at most $2n$ edges satisfying the condition that the SCCs of $G[v_1 \cdots v_i]$ are identical to those in $H_0[v_1 \cdots v_i]$, for $1 \leq i \leq n$.

Proof. For any $i \in \{1, \cdots, n\}$, let $V_i = \{v_1, \ldots, v_i\}$ be the subset of $V$ comprising of first $i$ vertices, and $G_i$ be the subgraph of $G$ induced by the set $V_i$. We initialize $H_0$ to be an empty graph on $n$ vertices. The edges of $H_0$ are incrementally computed in $n$ rounds, wherein, in the $i^{th}$ round we add edges to $H_0$, so as to ensure that the SCCs of $H_0[v_1 \cdots v_i]$ are identical to those in $G_i$.

For any $i \in \{1, \cdots, n\}$, let $\gamma_i$ denote the number of SCCs in graph $G_i$, and let $C_i$ be the SCC of $v_i$ in graph $G_i$. Observe that $\gamma_i \leq 1 + \gamma_{i-1}$, where the equality holds for index $i$ if and only if $C_i = \{v_i\}$. If $C_{i,1}, C_{i,2}, \ldots, C_{i,\ell_i}$ is a decomposition of SCC $C_i$ in $G_{i-1}(= G_i - v_i)$, then in round $i$ it suffices to add at most $2\ell_i$ edges corresponding to an out-reachability and
an in-reachability tree rooted at \( v_i \) and spanning the “super-nodes” (that is obtained by contracting all the edges in a component \( C_{i,j} \) \( C_{i,1}, C_{i,2}, \ldots, C_{i,\ell_i} \). Now \( \ell_i = 1 + \gamma_{i-1} - \gamma_i \). Thus the number of edges in \( H_0 \) is at most \( 2(\ell_2 + \ldots + \ell_n) = 2(n - 1 + \gamma_1 - \gamma_n) \leq 2n \). ▶

**Construction procedure of 1-FT-SCC preserver**

Consider an arbitrarily chosen vertex \( s \) in \( G \). Then by treating \( s \) as a source vertex, we compute the directed reachability-tree \( T \) rooted at \( s \) for graph \( G \). Similarly we compute a reachability-tree \( T' \) for reverse graph \( G^R \). Let \( L \) (resp. \( L' \)) represent an ordered list containing the vertices of \( T \) (resp. \( T' \)) sorted in the decreasing order of their depth (where vertices in the same depth are in an arbitrary order). Next we compute the subgraphs \( H_0(L) \) and \( H_0(L') \) with the property mentioned in Lemma 9, and finally set \( H \) to be the union of graphs \( H_1 \) (as defined in Observation 8), \( H_0(L) \), and \( H_0(L') \).

It is easy to see that \( H \) contains \( O(n) \) edges. We now prove the correctness.

Consider a vertex \( x \) in \( G \) and a failing edge \( e = (a, b) \) such that \( x \) and \( s \) are not strongly-connected in \( G - \{e\} \). Let \( C_x \) be the SCC of \( x \) in \( G - \{e\} \). We will show that \( C_x \) must be an SCC in at least one of the graphs: \( H_0(L) - \{e\} \) or \( H_0(L') - \{e\} \).

Observe that \( x \) is either not reachable from \( s \) in \( G - \{e\} \), or does not have a path to \( s \) in \( G - \{e\} \). Without loss of generality, we assume that the first case holds. Thus \( e = (a, b) \) must lie on the tree-path from \( s \) to \( x \) in \( T \). Then \( a \) is a parent of \( b \) in \( T \). Observe that since none of the vertices of \( C_x \) can be reachable from \( s \) in \( G - \{e\} \), the entire SCC \( C_x \) must lie in the subtree rooted at \( b \), denoted by \( T_b \). Since \( L \) stores vertices of \( T \) sorted in the decreasing order of depth, the vertices of subtree \( T_b \) (and hence also \( C_x \)) appears before \( a \) in the list \( L \). This implies that \( C_x \) must be an SCC in \( H_0(L) - \{(a, b)\} \). This completes the correctness.

So we conclude with the following theorem.

▶ **Theorem 10.** There is a polynomial time (deterministic) algorithm that given any directed graph \( G = (V, E) \) on \( n \) vertices, computes an 1-FT-SCC preserver of \( G \) with at most \( O(n) \) edges.

### 3.2 A generic construction

In this section we provide a construction for general \( k \) failures.

▶ **Lemma 11.** If there is an algorithm \( A \) that on every \( n \)-node directed graph builds a \( r \)-fault-tolerant SCC preserver of size \( f(n,r) \), then for any \( k = \Omega(r) \), there is a randomized algorithm \( B \) that given a directed graph \( G \) and a parameter \( \alpha \in [0, 1] \), computes a \((k + r)\)-FT-SCC preserver of size \( O(k2^{\delta r} \cdot n^{2-\alpha} \log n + n^{k\alpha} \cdot \log n \cdot f(n,r)) \) with high probability. Moreover, if \( A \) runs in time \( T(n) \) then the algorithm \( B \) runs in time \( poly(n)T(n) \).

**Description of Procedure \( B \) to compute \((k + r)\)-FT-SCC preserver**

Let \( \alpha \in [0, 1] \) be the input parameter. Procedure \( B \) constructs two graphs \( H_1 \) and \( H_2 \) as follows.

- \( H_1 \) : Repeat the following for \( L = 16 \cdot n^{k\alpha} \cdot \log n \) number of iterations: Independently add each edge of \( G \) to a set \( J \) with probability \( p = \frac{2}{n^\alpha} \), and then use the given algorithm \( A \) to compute a \( r \)-FT-SCC preserver of the remaining graph \( G - J \). Set \( H_1 \) to be union of these \( r \)-FT-SCC preservers, taken over all \( L \) iterations.

- \( H_2 \) : Let \( q = 16(k + r) \cdot n^{-\alpha} \log n \), and \( W \) be a uniformly random set of \( nq = (16(k + r) \cdot n^{1-\alpha} \log n) \) vertices in \( G \). Initialize \( H_2 \) to be union of \((k + r)\)-FTTRS(\( \{w\} \times V, G \)) and \((k + r)\)-FTTRS(\( V \times \{w\}, G \)), taken over all \( w \in W \).

Finally procedure \( B \) outputs a new subgraph \( H \) which is union of \( H_1 \) and \( H_2 \).
Correctness of Procedure $B$

For a set $F$ of edge failures and a vertex $x$ in $G$, let $C_{x,F}$ be the SCC containing $x$ in $G - F$. We say that the SCC $C_{x,F}$ is small if it contains at most $\frac{2n}{\alpha}$ vertices, and large otherwise.

First, we will consider the scenario that $C_{x,F}$ is small. Let $F_1$ and $F_2$ be any two disjoint subsets of $E$ of size respectively $k$ and $r$, and let $F = F_1 \cup F_2$. (Observe that $C_{x,F_1}$ might be large even though $C_{x,F}$ is small). Let $\text{cert}(C_{x,F}, G - F)$ be an arbitrary certificate of at most $2(|C_{x,F}| - 1)$ edges corresponding to a strongly connected component of $C_{x,F}$. We say an iteration separates $C_{x,F}$ from $F_1$ if at that iteration none of the edges of $\text{cert}(C_{x,F}, G - F)$ is selected in $F_1$, but all the edges of $F_1$ lie in $J$, but all the edges of $F_1$ lie in $J$. The probability that a particular iteration separates $C_{x,F}$ from $F_1$ is:

$$\left(1 - p\right)^{\text{cert}(C_{x,F}, G - F)} \cdot p^{\left|F_1\right|} \geq \left(1 - \frac{2}{n^\alpha}\right)^{2(n^\alpha/4)} \cdot \left(\frac{2}{n^\alpha}\right)^k \geq \frac{1}{4} \cdot \frac{2^k}{n^\alpha}.$$ 

The probability that none of the iterations is able to separate $C_{x,F}$ from $F_1$ is at most

$$\left(1 - \frac{2^k}{4n^\alpha}\right)^{16n^{\alpha} \log n} \leq \frac{1}{n^4(2^r)}.$$ 

Now, there are $n^{O(k)}$ (assuming $k = \Omega(r)$) choices for pair $(F_1, F_2)$, and $n$ choices for $x$, thus a total of $n^{O(k)}$ different choices for the triplet $(C_{x,F}, F_1, F_2)$. By union bound, the probability that none of the $L$ iterations are able to separate $C_{x,F}$ from $F_1$, for at least one choice of $(C_{x,F}, F_1, F_2)$, is at most: $\frac{n^{O(k)}}{n^4(2^r)} \leq \frac{1}{n^r}$.

The next claim is immediate from definition of FT-SCC preserves.

Claim 12. Let $F_1, F_2, J \subseteq E$ where $J$ contains $F_1$, $F$ be $F_1 \cup F_2$, and $C$ be an SCC in $G - F$ whose certificate is disjoint with $J$. Further let $\tilde{H}$ be a $r$-FT-SCC preserver of $G - J$. Then $C$ is also an SCC in $\tilde{H} - F_2$ if $|F_2| \leq r$.

The above discussion together with Claim 12 completes the analysis of the scenario when the SCCs are small, and we obtain the following lemma.

Lemma 13. $H_1$ with high probability preserves small SCCs after $k + r$ failures.

Next, we consider the scenario that $C_{x,F}$ is large, i.e., contains more than $\frac{2n}{\alpha}$ vertices. Let $F$ be a set of $k + r$ edge failures, and $C_{x,F}$ be the SCC of $x$ in $G - F$. In order to ensure that the SCC $C_{x,F}$ is preserved in $H_2 - F$ it suffices to ensure that $C_{x,F}$ has non-empty intersection with $W$. This is because we include in $H_2$ the $(k + r)$-fault-tolerant in-and-out-reachability preserves of each of the vertices of $W$ in $H_2$. The probability$^2$ that none of the vertices of $C_{x,F}$ lie in random set $W$ is at most:

$$\left(1 - q\right)^{|C_{x,F}|} \leq \left(1 - \frac{16(k + r) \log n}{n^\alpha}\right)^{n^\alpha/4} \leq \frac{1}{n^{4(k + r)}}.$$ 

Again, there are a total of $n^{2(k + r) + 1}$ different choices for the pair $(C_{x,F}, F)$. By union bound, the probability that for at least one choice of $(F, x)$, there is some large SCC $C_{x,F}$ having empty intersection with $W$ is at most: $\frac{n^{2(k + r) + 1}}{n^{4(k + r)}} \leq \frac{1}{n^r}$. This completes the analysis of the scenario when the SCCs are large.

$^2$ It is easy to verify that the bound of $\frac{1}{n^{4(k + r)}}$ holds for both the scenarios: sampling with replacement by probability $q$, or just taking $W$ to be a uniformly random subset of vertices of $nq$ size.
Lemma 14. $H_2$ with high probability preserves large SCCs after $k + r$ failures.

Now we are ready to prove Lemma 11.

Proof of Lemma 11. Recall, $H$ is the graph obtained by taking the union of the graphs $H_1$ and $H_2$. From Lemma 13 and Lemma 14, it follows that our construction results in a valid $(k + r)$-fault-tolerant SCC preserver. The total number of edges in $H$ is $O(k2^{k+r} \cdot n^{2-a} \log n + n^{k+\alpha} \cdot \log n \cdot f(n, r))$.

Now as a corollary of Lemma 11, we directly obtain a $k$-FT-SCC preserver with sub-quadratic in $n$ edges, since we know $f(n, 0) = O(n)$. However to get even better bound we use $f(n, 1) = O(n)$ by Theorem 10. On substituting $r = 1$ and $\alpha = 1/(k + 1)$ in Lemma 11, we obtain that a $(k + 1)$-FT-SCC preserver has at most $\tilde{O}(k^2 \frac{n^{2-1/(k+1)}}{k})$ edges. Thus the following theorem is immediate.

Theorem 15. For every digraph $G = (V, E)$ on $n$ vertices and every $k \geq 1$, there is a polynomial time (randomized) algorithm that with probability at least $1 - 1/n^4$ computes a $k$-fault-tolerant SCC preserver of $G$ with at most $\tilde{O}(k^2 \frac{n^{2-1/k}}{k})$ edges.

4 Reachability Preservers

In this section we will focus on finding a sparse pairwise reachability preserver. Recall that, for a directed graph $G = (V, E)$ and a set $\mathcal{P}$ of vertex-pairs, a 1-fault tolerant reachability subgraph of $G$ is a subgraph $H$ that preserves the reachability information between all pairs of vertices in $\mathcal{P}$ under single edge failure. We denote such a subgraph by $\text{FTRS}(\mathcal{P}, G)$, or simply $\text{FTRS}(\mathcal{P})$ if the underlying graph $G$ is clear from the context.

4.1 Upper Bound I

Let us start by showing an existential upper-bound on the number of edges present in an optimum sized FTRS.

Theorem 16. For any directed graph $G = (V, E)$ with $n$ vertices, $m$ edges, and a set $\mathcal{P}$ of vertex-pairs, there exists a $\text{FTRS}(\mathcal{P}, G)$ (or simply $\text{FTRS}(\mathcal{P})$) that contains $O(n + |\mathcal{P}|\sqrt{n})$ edges.

As a corollary of the above theorem we get a FTRSof linear (in number of vertices) size whenever number of pairs for which we have to preserve reachability is at most $O(\sqrt{n})$. Note, for each of $O(\sqrt{n})$ pairs if we use Theorem 7 separately we get a FTRSo of size $O(n^{3/2})$. Hence our result improves the size of a FTRSby a factor of $\sqrt{n}$. We devote this subsection to prove the above theorem.

Let $H_{\text{opt}}$ be an 1-fault tolerant SCC preserver of $G$ as obtained by Theorem 10, and $H_{\text{opt}}$ be an optimum sized subgraph of $G$ such that $H := H_{\text{opt}} \cup H_{\text{opt}}$ is a FTRS($\mathcal{P}$).

For a pair $p = (s, t) \in \mathcal{P}$ let $H_p$ denote an optimum (minimum) sized subgraph of $H$ that is a FTRS($p$), i.e., after any single edge failure $e$, $t$ is reachable from $s$ in $H_p - e$ if and only if that is also the case in $G - e$. An optimum sized subgraph of $H$ that is a FTRS($p$), may not be unique. However we arbitrarily choose one such subgraph, and throughout this section refer to that as $H_p$. The following proposition is immediate from the definition of optimum sized FTRS.

Proposition 17. For any pair $p = (s, t) \in \mathcal{P}$, $H_p$ is union of two $s - t$ paths intersecting only at $(s, t)$-cut-edges and $(s, t)$-cut-vertices in $H$. 
It directly follows from the above proposition that, any minimal \((s, t)\)-cut\(^3\) in \(H_p\) is of size at most 2. The following property of any (simple) \(s - t\) path in \(H_p\) will be useful in studying the structure of \(H\) (especially in proving Claim 21).

**Observation 18.** For any pair \(p = (s, t) \in P\) consider a (simple) \(s - t\) path \(Q\) in \(H_p\). Let \(C\) be any minimal \((s, t)\)-cut in \(H_p\). Then \(Q\) takes exactly one edge from the set \(C\).

**Proof.** The result trivially holds for a minimal \((s, t)\)-cut of size one. Moreover, by minimality of \(H_p\), there cannot exists \((s, t)\)-cut of size three or larger in \(H_p\). So we are left to consider minimal cuts of size two.

Consider a simple \(s - t\) path \(Q\) in \(H_p\), and let \(C = (e, e')\) be a minimal \((s, t)\)-cut of size two in \(H_p\). Let \(Z_p = (v_0 = s, v_1, \ldots, v_t = t)\) be the \((s, t)\)-cut-vertices in \(H_p\), in the order they appear on \(Q\). Let \(I \subseteq [1, t]\) be those indices for which \((v_{i-1}, v_i)\) is a cut-edge in \(H_p\), and \(J = [1, t] \setminus I\). So for each \(i \in J\), there exists 2-edge-disjoint paths from \(v_{i-1}\) to \(v_i\) in \(H_p\); let these be respectively denoted by \(R^1_i\) and \(R^2_i\). By definition of cut-vertices, it is easy to observe that none of the internal vertices of \(R^1_i\) and \(R^2_i\) can lie in \(Z_p\), for \(i \in J\).

Obtain \(\tilde{Q}\) from \(Q\) by replacing \(R^1_i\) with \(R^{1-z_i}_i\), for \(z_i \in \{0, 1\}\) and \(i \in J\). So \(Q\) and \(\tilde{Q}\), both lie in \(H_p\), and intersect only at \((s, t)\)-cut-edges and cut-vertices. Now for the minimal \((s, t)\)-cut \(C = \{e, e'\}\), \(Q\) will contain one of the cut-edges, say \(e\), and \(\tilde{Q}\) will contain the other cut edge, i.e. \(e'\). This shows that any simple \(s - t\) path in \(H_p\) contains exactly one of the edges of a minimal \((s, t)\)-cut of size two. ▶

For each pair \(p \in P\) we define critical-edge-set for \(p\), denoted by \(C_p\), as the set of all edges \(e\) in \(H\) such that \(H - e\) is not a FTRS\((p)\). Sometimes we will also use the notation \(C_{\avg}\) to denote the underlying subgraph formed by edges present in \(C_p\). Note, all the edges of \(H_{\opt}\) must be in \(\cup_{p \in P} C_p\). Otherwise, if there exists an edge \(e \in H_{\opt}\) that is not in any of \(C_p\)’s then we can remove \(e\) from \(H\) while preserving 1-fault tolerant reachability for all pairs \(p \in P\), leading to a contradiction on the optimality of the size of \(H_{\opt}\). So we can deduce the following observation.

**Observation 19.** For any edge \(e \in H\), either \(e \in C_p\) for some pair \(p \in P\), or \(e \in H_{\sec}\).

Let \(d_{\avg}\) be the average in-degree of \(H\), i.e., \(d_{\avg} = |E(H)|/n\). Recall that we use \(E(H)\) to denote the set of edges in the subgraph \(H\). Now partition the set of vertices \(V\) into two subsets:

1. The set of light vertices \(V_l\) containing all the vertices whose in-degree in \(H_{\opt}\) is (strictly) less than \(d_{\avg}/2\); and
2. The set of heavy vertices \(V_h\) containing all the vertices whose in-degree in \(H_{\opt}\) is at least \(d_{\avg}/2\).

Let \(E_l\) and \(E_h\) respectively be the set of incoming edges to the vertices in \(V_l\) and \(V_h\), in graph \(H_{\opt}\). Clearly, \(|E_l| < \left(\frac{d_{\avg}}{2}\right)n = |E(H)|/2\).

**Lemma 20.** If \(d_{\avg} > 12\), then for each \(p \in P\), \(|E_h \cap C_p| \leq 16|P|/d_{\avg}\).

We defer the proof of the above lemma to the end of this section. Now assuming the above we show the desired bound on \(|E(H)|\), as stated in Theorem 16. First of all, if \(d_{\avg} \leq 12\) then \(E(H)\) is of size \(O(n)\). So from now on we assume that \(d_{\avg} > 12\). Note that \(|E(H)| = |E(H_{\opt})| + |E(H_{\sec})|\). By the result of the previous section (see Theorem 10) we know that the graph \(H_{\sec}\) has at most \(O(n)\) edges. Observe that,

---

\(^3\) A set of edges is said to be an minimal \((s, t)\)-cut if and only if it is a valid \((s, t)\)-cut and any of its proper subset is not an \((s, t)\)-cut.
\[ |E(H_{opt})| = |E_i| + |E_h| \leq \frac{|E(H_{opt})|}{2} + |E_h| \]
\[ \Rightarrow |E(H)| \leq 2(|E_h| + |E(H_{sec})|). \tag{1} \]

We bound the size of \( E_h \) as follows,
\[ |E_h| \leq \sum_{p \in \mathcal{P}} |E \cap C_p| \quad \text{(since for all } e \in H_{opt}, e \in C_p \text{ for some } p \in \mathcal{P} \text{ by Observation 19)} \]
\[ \leq \sum_{p \in \mathcal{P}} \frac{16|\mathcal{P}|}{d_{avg}} \quad \text{(by Lemma 20)} \]
\[ = \frac{16|\mathcal{P}|^2 n}{|E(H)|}. \tag{2} \]

By combining inequalities (1) and (2) we get that \( |E(H)| \leq O(n + |\mathcal{P}| \sqrt{n}) \).

Now it only remains to prove Lemma 20. Before going into the proof we would first like to make a few important observations regarding the structure of \( H \), which will eventually help us to bound its size. Consider a (simple) path \( Q \) from \( s \) to \( t \) where \( (s, t) = p \in \mathcal{P} \), such that all the edges on \( Q \) are in \( H_p \). Since \( Q \) is a simple path it gives a natural ordering among the vertices present on it. Let us denote this ordering relationship by \( <_Q \) (\( \leq_Q \) and \( >_Q \)).

\[ \triangleright \text{Claim 21.} \quad \text{Consider a pair } p = (s, t) \in \mathcal{P}, \text{ and let } Q \text{ be a (simple) } s-t \text{ path in } H_p. \text{ For an edge } e = (u, v) \in C_p \text{ on } Q, \text{ suppose there are two vertices } u_1, u_2 <_Q v, \text{ and let } Q_1 \text{ and } Q_2 \text{ be (any arbitrary) } u_1 - v \text{ and } u_2 - v \text{ path respectively, in } H - \{e\}. \text{ Then } Q_1 \text{ and } Q_2 \text{ must share an edge.} \]

**Proof.** Since \( e \in C_p \) if we exclude \( e \) from \( H \), the remaining subgraph \( H' = H - \{e\} \) will not be a FTRS(\( p \)). Observe that \( e \) cannot be an \((s, t)\)-cut-edge in \( H \) as it violates the existence of paths \( Q_1 \) and \( Q_2 \) in \( H - \{e\} \). So there must exist an edge \( f = (u_f, v_f) \) on failure of which there is an \( s-t \) path, in \( H - \{f\} \), but there is no such path in \( H' - \{f\} = H - \{e, f\} \). Since there is no \( s-t \) path in \( H - \{e, f\} \), \( C = \{e, f\} \) must be an \((s, t)\)-cut in \( H \) (and also in \( H_p \)). Further, since \( e \) is not an \((s, t)\)-cut-edge in \( H \), \( C \) is a minimal \((s, t)\)-cut in \( H_p \). Let \((A, B)\) be a partition of \( V \) induced by the cut \( C \) in \( H \) such that \( s \in A \) and \( t \in B \). As \( Q \) is a simple \( s-t \) path in \( H_p \), by Observation 18 it passes through cut \( C \) only once, thereby implying \( u_1, u_2 \in A \). Thus, the path \( Q_1 \) from \( u_i \) to \( v \) must pass through an edge in \( C \), for \( i = 1, 2 \). As \( Q_1 \) and \( Q_2 \) lie in \( H - \{e\} \), they both must pass through the edge \( f \), thereby proving the claim. \( \triangleright \)

\[ \triangleright \text{Claim 22.} \quad \text{For any pair } p = (s, t) \in \mathcal{P}, \text{ let } Q \text{ be a (simple) } s-t \text{ path in } H_p. \text{ For a vertex } v \text{ on } Q, \text{ suppose there are two incoming edges } h_1 \text{ and } h_2 \text{ incident on } v, \text{ which are not part of } Q. \text{ Further, for } i = 1, 2, \text{ let } p_i = (s_i, t_i) \text{ be a pair satisfying } h_i \in C_{p_i}, \text{ and let } Q_i \in H_{p_i}, \text{ be an } s_i - t_i \text{ path containing } h_i. \text{ If } v_i (\neq v) \text{ is the last vertex in } Q_i[s_i, v] \text{ that also lies on } Q, \text{ for } i = 1, 2, \text{ then we cannot simultaneously have } v_1 <_Q v \text{ as well as } v_2 <_Q v. \]

**Proof.** Let us assume on contrary that \( v_1, v_2 <_Q v \). Without loss of generality, we can assume \( v_1 \leq_Q v_2 \). Let \( f \) be an edge on whose failure, any \( s_2 - t_2 \) path must pass through the edge \( h_2 \). Observe \( h_2 \) cannot be an \((s_2, t_2)\)-cut-edge, as \( Q[v_2, v] \) is a \( v_2 - v \) path avoiding \( h_2 \), thus \( C = \{f, h_2\} \) is a minimal \((s_2, t_2)\) cut in \( H \). Note, \( f \) must be on \( Q[v_2, v] \).
By Claim 21, \( Q_1[v_1, v] \) and \( Q_2[v_2, v] \) must share an edge. Let \( e = (x, y) \) be the last such shared edge. Now even if we exclude \( h_2 \) from \( H \) we still get the following \( s_2 - t_2 \) path: \( Q_2[s_2, y] \circ Q_1[y, v] \circ Q_2[v, t_2] \) in \( H - C \). Since, \( C = \{ f, h_2 \} \) is an \((s_2, t_2)\) cut, this contradicts the assumption that \( v_1, v_2 <_Q v \).

\( \triangleright \) Claim 23. For any pair \( p = (s, t) \in P \), let \( Q \) be a (simple) \( s - t \) path in \( H_p \). For a vertex \( v \) on \( Q \), suppose there are two incoming edges \( h_1 \) and \( h_2 \) incident on \( v \), which are not part of \( Q \). Consider the sets \( B_i := \{ q \in P | h_i \in C_q \} \), for \( i \in \{1, 2\} \). Further, for each \( i \in \{1, 2\} \), suppose for every pair \( p' = (s', t') \in B_i \), the following holds:

1. Neither there is an \( s' - v \) path in \( H_{p'} \) with \( h_i \) as its last edge, that is internally vertex-disjoint with \( Q \),
2. Nor there exists a vertex, say \( v_1 <_Q v \), with a \( v_1 - v \) path in \( H_{p'} \) with \( h_i \) as its last edge that is edge-disjoint with \( Q \).

Then either \( h_1 \notin H_{opt} \) or \( h_2 \notin H_{opt} \). (Recall, \( H_{opt} = H - H_{scc} \)).

Proof. For \( i = 1, 2 \), consider a pair \( (s_i, t_i) \in B_i \). Let \( Q_i \in H_i \) be an \( s_i \), \( t_i \) path containing \( h_i \). Let \( u_i \in V - \{v\} \) be the last vertex in \( Q_i[s_i, v] \) that also lies on \( Q \). Due to the preconditions mentioned in the statement of the claim, such a \( u_i \) must exists, and is necessarily contained in segment \( Q[v, t] \). Observe \( Q_1[u_i, v] \) is internally vertex disjoint with \( Q \). Next we show that if \( u_2 <_Q u_1 \), \( h_2 \notin H_{opt} \).

Suppose \( u_2 <_Q u_1 \). Let \( f \) be an edge on whose failure, any \( s_2 - t_2 \) path must pass through the edge \( h_2 \). Observe \( h_2 \) cannot be an \((s_2, t_2)\) cut-edge, as \( Q[u_2, u_1] \circ Q_1[u_1, v] \) is a \( u_2 - v \) path avoiding \( h_2 \), thus \( C = \{ f, h_2 \} \) is a minimal \((s_2, t_2)\) cut in \( H \). Observation 18 implies \( f \notin Q_2 \). Note, \( f \) must be either on \( Q[u_2, u_1] \) or on \( Q_1[u_1, v] \), thereby implying \( f \notin Q[v, u_2] \).

Thus \( u_2 \) and \( v \) are strongly connected in \( H - \{ f \} \) as the cycle \( Q_2[u_2, v] \circ Q[v, u_2] \) is intact \( H - \{ f \} \). Hence \( H_{scc} \) contains a \( u_2 - v \) path even after the failure of \( f \), and let \( R' \) be such a path. Thus even if we exclude \( h_2 \) from \( H_{opt} \) we still get the following \( s_2 - t_2 \) path: \( Q_2[s_2, u_2] \circ R \circ Q_2[v, t_2] \) in \( H - \{ f \} \). So due to optimality of \( H_{opt} \), the edge \( h_2 \) cannot be in \( H_{opt} (= H - H_{scc}) \). Similarly when \( u_1 <_Q u_2 \), \( h_1 \notin H_{opt} \), and this completes the proof.

Now we are ready to prove Lemma 20.

Proof of Lemma 20. For the sake of contradiction let us assume that for some pair \( p = (s, t) \in P \), \(|E_h \cap C_p| \geq \frac{16|P|}{d_{avg}} \). Recall, by Proposition 17 \( H_P \) is union of two (simple) \( s - t \) paths, say \( Q \) and \( Q' \), intersecting only at \( (s, t)\)-cut-edges in \( H \). At least one of these two paths, say \( Q \), must contain at least \( \frac{|P|}{d_{avg}} \) edges from \(|E_h \cap C_p| \). Now consider the following vertex set

\[ Q_h := \{ v \in V_h \} \text{ there exists an edge } (u, v) \in Q \text{ that is also in } E_h \cap C_p \].

Clearly, \(|Q_h| \geq \frac{|P|}{d_{avg}} \). Let \( Q_e \) denote the subset of edges in \( E(H_{opt}) \) that are incident on the vertices in \( Q_h \) and not part of the path \( Q \). Next consider the following edge-set

\[ A := \{(u, v) \in Q_e \} \text{ for some } (s', t') \in P \text{ there exists an } s' - v \text{ path in } H \text{ with } (u, v) \text{ as its last edge, that is internally vertex-disjoint with } Q \).

Observe, it follows from Proposition 17 that \(|A| \leq 2|P| \). Assuming \( d_{avg} > 12 \), a simple counting argument shows that there exists a vertex \( v \in Q_h \) such that number of edges from \( Q - A \) that are incident on \( v \) is at least 3. If not, then since each vertex in \( Q_h \) is by definition heavy, \(|A| \geq |Q_h|(\frac{d_{avg}}{3}) - 2 \geq \frac{8|P|}{3} \) assuming \( d_{avg} > 12 \), which leads to a contradiction.
It implies that there must exist two vertices \( u_1, u_2 \) on \( Q \) where \( u_1 <_Q u_2 \), and two edges \( h_1, h_2 \in Q_e - A \) (incident on \( v \)) such that there are \( u_1 - v \) path, say \( Q_1 \), with \( h_1 \) as its last edge and \( u_2 - v \) path, say \( Q_2 \), with \( h_2 \) as its last edge in \( H \), where both \( Q_1, Q_2 \) are edge-disjoint with \( Q \). Now either \( u_1, u_2 <_Q v \), or \( u_1, u_2 >_Q v \).

Since due to optimality of \( H_{opt} \), \( h_2 \in C_{p'} \) for some \( p' = (s', t') \in \mathcal{P} \), without loss of generality we can further assume that the path \( Q_2 \) is in the subgraph \( H_{p'} \). Now if \( u_1, u_2 <_Q v \), by Claim 22 there must be an \( s' - v \) path in \( H \) with \( h_2 \) as its last edge that is internally vertex-disjoint with \( Q[s, v] \). Thus by the definition of set \( A, h_2 \in A \), leading to a contradiction. Now consider the other alternative, i.e., when \( u_1, u_2 >_Q v \). In this case without loss of generality we can assume that for \( i = 1, 2 \) there exists no vertex, say \( v_i <_Q v \), with a \( v_i - v \) path in \( H \) with \( h_i \) as its last edge, that is edge-disjoint with \( Q \). Then by Claim 23 either \( h_1 \not\in H_{opt} \) or \( h_2 \not\in H_{opt} \), which again leads to a contradiction.

Hence we conclude that for all pairs \( p \in \mathcal{P}, |E_h \cap C_p| \leq \frac{16|\mathcal{P}|}{d_{avg}} \) for \( d_{avg} > 12 \). \( \blacksquare \)

A Constructive Algorithm. Observe that the size of an minimal subgraph \( H \) which is an FTRS(\( \mathcal{P}, G \)), must have size at most \( O(n + |\mathcal{P}|\sqrt{n}) \). Now, a simple constructive algorithm is as follows: We initialize \( H \) to \( G \). Next for each pair \( (s, t) \in \mathcal{P} \) for each \( e \in E(H) \) check if the \( (s, t) \)-cut-edges in \( G \) and \( G - \{e\} \) are identical, if so, remove \( e \) from \( H \). The process terminates in polynomial time and results in a graph which is a minimal FTRS(\( \mathcal{P}, G \)).

4.2 Upper Bound II

In this subsection, we present our second construction for pairwise reachability preservers.

\textbf{Theorem 24.} For any directed graph \( G = (V, E) \) with \( n \) vertices, \( m \) edges, and a set \( \mathcal{P} \) of vertex-pairs, there exists a poly-time computable FTRS(\( \mathcal{P}, G \)) containing at most \( O(n \sqrt{|\mathcal{P}|}) \) edges.

By Proposition 17, for any pair \( p = (s, t) \in \mathcal{P} \), FTRS(\( p \)) is union of two \( s - t \) paths intersecting only at \( (s, t) \) cut-edges and cut-vertices. Let these paths be respectively denoted by \( Q_{s,t} \) and \( \bar{Q}_{s,t} \).

Let \( \mathcal{C} \) be the collection \( \mathcal{C} = \cup_{(s,t) \in \mathcal{P}} \{Q_{s,t}, \bar{Q}_{s,t}\} \), and \( W \) be initialized to \( \emptyset \). For each vertex \( v \), let \( \text{FREQ}(v, \mathcal{C}) \) denote the total number of paths in \( \mathcal{C} \) that contains \( v \). Now we use the following procedure:

1. While there is a vertex \( w \) with \( \text{FREQ}(w, \mathcal{C}) > \sqrt{|\mathcal{P}|} \), we add \( w \) to \( W \), and remove all those paths from \( \mathcal{C} \) that contains \( w \).
2. Initialize \( H \) to union of subgraphs FTRS(\( w, G \)) and FTRS(\( w, G^R \)), taken over all \( w \in W \).
3. Also add to \( H \) the union of edges lying in paths remaining in \( \mathcal{C} \).

The size of set \( W \) is at most \( 2\sqrt{|\mathcal{P}|} \) since each time a vertex is added to \( W \) at least \( \sqrt{|\mathcal{P}|} \) paths are eliminated from \( \mathcal{C} \). By Theorem 7 we can bound the size of both FTRS(\( w, G \)) and FTRS(\( w, G^R \)) by \( O(n) \) for each \( w \in W \). After step 2, since for each \( v \in V \), \( \text{FREQ}(v, \mathcal{C}) \) is bounded by \( \sqrt{|\mathcal{P}|} \), the number of edges in \( H \) is at most \( O(n \sqrt{|\mathcal{P}|}) \). The correctness follows from the following claim.

\textbf{Claim 25.} The subgraph \( H \) computed by above process is a FTRS(\( \mathcal{P}, G \)).

\textbf{Proof.} Consider a pair \( (s, t) \in \mathcal{P} \) and an edge failure \( e \in E \). Observe that if \( e \) lies in both \( Q_{s,t} \) and \( \bar{Q}_{s,t} \), then \( e \) must be an \( (s, t) \)-cut. In such a scenario there will be no path from \( s \) to \( t \) in \( G - \{e\} \) as well as in \( H - \{e\} \). So let us assume \( e \) does not lie in at least one of
the paths, \( Q_{s,t} \) or \( \tilde{Q}_{s,t} \). Without loss of generality, we assume \( Q_{s,t} \) will remain intact in \( G - \{e\} \). We will show that there is an \( s-t \) path in \( H - \{e\} \) even when \( Q_{s,t} \not\in H \). Recall that if \( Q_{s,t} \not\in H \), then \( Q_{s,t} \) must contain a vertex from set \( W \), let this vertex be \( w \). Since there is a path from \( s \) to \( t \) in \( G - \{e\} \) containing \( w \), there must exists an \( s-w \) path, say \( R_1 \), in \( \text{FTRS}(V \times \{w\}, G) - \{e\} \), and a \( w-t \) path, say \( R_2 \), in \( \text{FTRS}(\{w\} \times V, G) - \{e\} \). The concatenated path \( R_1 \circ R_2 \) is an \( s-t \) path avoiding \( e \). Also \( R_1 \circ R_2 \) lies in \( H \) as we include in \( H \) a \( \text{FTRS}(\{x\} \times V, G) \) as well as a \( \text{FTRS}(V \times \{x\}, G) \), for each \( x \in W \). It thus follows that \( H \) is a fault-tolerant reachability preserver for the pair \((s,t)\).

5 Lower Bounds for Pairwise Reachability Preserver under Dual Failures

In this section, we provide several lower bound results. In our constructions, we will employ the following lower bound for pairwise distance preservers that was established by Coppersmith and Elkin in [16], and later reformulated in [1] using standard tricks in [10].

Theorem 26 ([16, 10, 1]). For any integer \( d \geq 2 \) there are infinitely many \( n \in \mathbb{N} \) such that for any \( p \in [n^{f(d)}, n^{f(d+1)}] \), where \( f(d) = \frac{2d^2 - 2d - 2}{(d^2-d-2)} \), there exists an \( n \)-node undirected unweighted graph \( G = (V, E) \) and a pair-set \( P \subseteq V \times V \) of size \(|P| = O(p)\), such that

- For each pair \((s,t) \in P\) there is a unique shortest path in \( G \) between \( s \) and \( t \),
- These paths are all edge-disjoint and have identical length (which we denote by \( L \)), and
- The edge set of \( G \) is precisely the union of these paths and has size \( \Omega(n^{2d/(d^2+1)}p^{(d^2-d)/(d^2+1)}) \).

Throughout this section, we will reserve \( f(d) \) to refer to the function \( \frac{2(d^2-d-1)}{(d^2-d-2)} \).

The construction of our lower-bound graph \( G = (V_G, E_G) \) is as follows. Let \( H = (V_H, E_H) \), \( P_H \) be an instance drawn from Theorem 26. Let \( L \) be the common distance between all the pairs in \( P_H \), and \( K = L^r \) for some parameter \( r \geq 1 \) to be fixed later on. For each node \( u \) in \( H \), add \( 2K \) copies of \( u \) to \( G \), namely, \( u_1, \ldots, u_{2K} \). For each edge \((u,v) \) in \( H \) and \( i \geq 2 \), add edges \((u_i, u_{i-1})\) and \((v_i, v_{i-1})\) to \( G \).

Next, for each node \( v \in V_H \), add two paths \( v_{\text{left}} := (v_{\text{left},1}, \ldots, v_{\text{left},2K}) \) and \( v_{\text{right}} := (v_{\text{right},1}, \ldots, v_{\text{right},2K}) \), each on a set of \( 2K \) new nodes to \( G \). Also, add an edge from \( v_{\text{left},i} \) to \( v_i \) and \( v_i \) to \( v_{\text{right},i} \) to \( G \), for \( i \in [1,2K] \).

Finally, for each \((x,y) \in P_H \), create two new vertices \( s_{x,y} \) and \( t_{x,y} \), and include \((s_{x,y}, t_{x,y})\) in pair-set \( P_G \); add directed edges from \( s_{x,y} \) to \( x_{\text{left},1}, y_{\text{right},1} \) and add directed edges from \( x_{\text{left},2K}, y_{\text{right},2K} \) to \( t_{x,y} \). This completes the description of \( G \), and pair-set \( P_G \).

**Figure 1** Dual fault-tolerant reachability preserver: depiction of graph \( G \) and pair \((s_{x,y}, t_{x,y}) \in P_G \).
Observe that
1. \(|P_G| = |P_H|\);
2. \(|V_G| = \Theta(|P_H| + L'|V_H|) = \Theta(L'|V_H|)\), whenever \(|P_H| \leq O(L'|V_H|)\); and
3. \(|E_G| = \Theta(|P_H| + L'|E_H|) = \Theta(L'^{r+1}|P_H|)\) (since \(|E_H| = L|P_H|\) by the description of \(H\) given in Theorem 26).

We first analyze the size of \(E_G\). By Theorem 26, we have

\[
L = \frac{|E_H|}{|P_H|} = \Theta(|V_H|^{\frac{2d}{d+1}} |P_H|^{\frac{(d+1)}{d+1}}). \tag{3}
\]

Let \(n := |V_G| = \Theta(|V_H| \cdot L')\) and \(m := |E_G| = \Theta(|P_H| \cdot L'^{r+1})\). On multiplying \(L^{\frac{2dr}{d+1}}\) on both sides of Equation 3, we obtain

\[
L^{1+\frac{2dr}{d+1}} = \Theta\left(|V_G|^{\frac{2d}{d+1}} |P_G|^{\frac{(d+1)}{d+1}}\right)
\]

or, \(L'^{r+1} = \Theta\left(|V_G|^{\frac{2d(r+1)}{d+2+2r+1}} |P_G|^{\frac{(d+1)(r+1)}{d+2+2r+1}}\right)\)

Thus, \(|E_G| = \Theta(|P_H|L'^{r+1}) = \Theta\left(|V_G|^{\frac{2d(r+1)}{d+2+2r+1}} |P_G|^{\frac{(d+1)(r+1)}{d+2+2r+1}}\right)\) \tag{4}

The size of \(V_H\) is given by \(|V_H| = \Theta\left(|V_G|^{\frac{1}{L'}}\right) = \Theta\left(n^{\frac{2^2+1}{2d+2r+1}} |P_G|^{\frac{(d+1)r}{d+2+2r+1}}\right)\).

So, the condition \(|V_H|^{f(d)} \leq |P_H| \leq |V_H|^{f(d+1)}\) translates to

\[
\left(n^{\frac{2^2+1}{2d+2r+1}} |P_G|^{\frac{(d+1)r}{d+2+2r+1}}\right)^{f(d)} \leq |P_G| \leq \left(n^{\frac{2^2+1}{2d+2r+1}} |P_G|^{\frac{(d+1)r}{d+2+2r+1}}\right)^{f(d+1)}
\]

which can be re-stated as: \(n^{\frac{(d^2+1)f(d)}{2d+2d+2r+1}} \leq |P_G| \leq n^{\frac{(d^2+1)f(d+1)}{2d+2d+2r+1}}\)

and on simplification is equivalent to

\[
n^{\frac{2(d^2+1)}{2d+2d+2r+1}} \leq |P_G| \leq n^{\frac{2(d^2+1)}{2d+2d+2r+1}}. \tag{5}
\]

We now prove that a dual fault-tolerant reachability preserver of \(G\) requires \(\Omega(|E_G|)\) edges. Consider pair \((s_x,y,t_x,y)\) in set \(P_G\), for a pair \((x,y) \in P_H\). Let \(\pi(x,y,H) = (x = w^0, w^1, \ldots, w^L = y)\) be the shortest path between \(x\) and \(y\) in the undirected graph \(H\).

By construction of \(G\) and uniqueness of \(\pi(x,y,H)\), it follows that for any \(i \in [1, K]\), there exists a unique path from \(x_{i,L} + t\) to \(y_{i} = y_{i,L}\) in \(G\). Indeed \(\pi(x_{i,L} + t, y_{i}) = (w^0_{i,L}, w_{i,L}^{1}, w_{i,L}^{2}, \ldots, w_{i,L}^{L})\), is the shortest and the only path starting from \(x_{i,L} + t = w^0_{i,L}\) and terminating to \(y_{i} = w^L_{i,L}\) in \(G\). Moreover, there is no path from \(x_{i-L,\alpha} + t\) that terminates to \(y_{i,\beta}\) for nonnegative integers \(\alpha, \beta\) if at least one of them is greater than 0.

On failures of edges \((x_{\text{left},i+L}, x_{\text{left},i+L+1})\) and \((y_{\text{right},i-1}, y_{\text{right},i})\), the concatenated path

\[
(s_{x,y}, x_{\text{left},1}, \ldots, x_{\text{left},i+L}) \circ \pi(x_{i+L}, y_{i}, G) \circ (y_{\text{right},i-1}, \ldots, y_{\text{right},2L}, t_{x,y})
\]

is the only path from \(s_{x,y}\) to \(t_{x,y}\) in the surviving part of \(G\).

Thus, a dual fault-tolerant reachability preserver of \(G\) must contain \(\pi(x_{i+L}, y_{i}, G)\), for each \(i \in [1, K]\) and \((x,y) \in P_H\). From the fact that the shortest path between pairs in \(P_H\) are all edge-disjoint in \(H\), it directly follows, a dual fault-tolerant reachability preserver of \(G\) must contain \(\Omega(K |P_H|) = \Omega(K |E_H|) = \Omega(|E_G|)\) edges. The above analysis along with Eq. 4 and Eq. 5 proves our main result, Theorem 27, on dual failure.
Theorem 27. For any integer \(d \geq 2\), any real \(r \geq 1\), any real \(c \in (0, 1)\), there are infinitely many \(n \in \mathbb{N}\) such that for any \(p \in [n^{f(d,r)}, \min\{cn, n^{f(d+1,r)}\}]\), where \(f(d,r) = \frac{2d^{2-2d-2}}{(d^{2d}+2d-2)}\), there exists an \(n\)-node directed graph \(G = (V,E)\) and pair-set \(P \subseteq V \times V\) of size \(|P| = O(p)\), such that any dual fault-tolerant reachability preserver of \(G\) for \(P\), must have \(\Omega\left(n^{\frac{2(d+1)+4}{2+2d+4}} \right)\) edges.

Note, in the above theorem we need \(p \leq cn\) for \(c < 1\), to ensure that \(|PH| \leq O(L^*|V_H|)\) (See the construction of \(G\) from \(H\)). Some instances of the above theorem are as below.

- \(\Omega(n^{8/9}|P|^{1/3})\) edges for \(n^{1/3} \leq |P| \leq n^{5/6}\) (when \(d = 2, r = 1\)).
- \(\Omega(n^{12/13}|P|^{4/13})\) edges for \(n^{1/4} \leq |P| \leq n^{5/7}\) (when \(d = 2, r = 2\)).

Non-existence of Linear-sized Dual Fault-Tolerant Preservers. For \(d = 2\), the lower bound turns to be \(\Omega\left(n^{\frac{4r+4}{3r+3}} \right)\) on the size of preserver, and bound on \(P\) becomes \([n^{\frac{1}{r+2}}, n^{\frac{1}{r+2s}}]\). Let \(\epsilon = \frac{2}{r+2}\), so \(\epsilon \leq 2/3\) for \(r \geq 1\). Now for \(|P| = n^\epsilon\), observe \(|P| = n^{\frac{1}{r+2}}\) which lies in range \([n^{\frac{1}{r+2}}, n^{\frac{1}{r+2s}}]\), the lower bound on the size of preserver becomes \(\Omega(n^{1+\frac{1}{r+2}})\) which is \(\Omega(n^{1+\epsilon/3})\). Thus the following non-linearity result is immediate.

Theorem 28. For every \(p = n^\epsilon\), for \(\epsilon \leq 2/3\), there is an infinite family of \(n\)-node directed graphs and pair-sets \(P\) of size \(|P| = p\), for which every dual fault-tolerant reachability preserver of \(G\) for \(P\) requires at least \(\Omega(n|P|^{2})\) edges.

Recall, Theorem 7 implies that for any \(P\) of size \(p\) there exists a dual fault-tolerant reachability preserver with at most \(O(np)\) edges. Our result proves a wide separation in the size pairwise 1-fault-tolerant and 2-fault-tolerant reachability preservers.

6 Application of FT-SCC Preserver in Connectivity Certificates

In this section we present an application of \(k\)-FT-SCC preserver for vertex and edge connectivity certificates for digraphs.

Definition 29 (\(k\)-connectivity certificate). For a graph \(G = (V,E)\), a subgraph \(H = (V,E_H)\) of \(G\) is said to be a \(k\)-Edge (Vertex) Connectivity Certificate of \(G\) if for each pair of vertices \(x,y \in V\), if there are at least \(k\)-edge (vertex) disjoint paths from \(x\) to \(y\), and vice versa in \(G\), then the same holds true for graph \(H\) as well.

Georgiadis et al. [22, 23] showed that for any strongly-connected graph we can compute a sparse certificate for 2-vertex connectivity and 2-edge-connectivity comprising of just \(O(n)\) edges. However, little is known about extremal size bound of \(k\)-connectivity certificates in digraphs, for a general \(k\).

We below present a generic reduction from \((k-1)\)-FT-SCC preserver to \(k\)-connectivity in digraphs.

Lemma 30. Let \(H\) be a \((k-1)\)-FT-SCC preserver of a digraph \(G\), for some integer \(k \geq 1\). Then, \(H\) is a \(k\)-Edge (Vertex) Connectivity Certificate for \(G\).

Note that reverse is not always true, i.e. a \(k\)-edge(vertex) connectivity certificate is not a \((k-1)\)-FT-SCC preserver.
Proof. Let $H$ be a $(k-1)$-FT-SCC preserver of $G$. Consider a pair of vertices $x, y \in V$, that are at least $k$-edge (vertex) connected in $G$.

By Menger’s theorem, it follows that for $x$ and $y$ to be $k$-edge (vertex) connected in $G$ it holds that on removal of any set $F \subseteq E$ of $k-1$ edges (resp. $F \subseteq V$ of $k-1$ vertices) from $G$, the surviving graph $G - F$ still contains a path from $x$ to $y$, and a path from $y$ to $x$, i.e. $x$ and $y$ are strongly connected in $G - F$. Now by definition of $(k-1)$-FT-SCC preserver, we have that on removal of any set $F$ of $k-1$ edges or vertices from $H$, $x$ and $y$ must be strongly connected in $H - F$. So another application of Menger’s theorem, proves that $x$ and $y$ to be $k$-edge (vertex) connected in $H$.

Thus, Lemma 30 together with the FT-SCC preserver construction presented in Theorem 15 provides us a $k$-connectivity certificate of size sub-quadratic in $n$, for any $k \geq 3$, as follows.

▶ Theorem 31. There is a polynomial time (randomized) algorithm that given any directed graph $G = (V,E)$ on $n$ vertices and $k \geq 2$, computes a $k$-Edge (Vertex) Connectivity Certificate of $G$ containing at most $\tilde{O}(k^2 n^{2-\frac{1}{k}})$ edges with probability at least $1 - 1/n^4$.

7 Conclusion

In this paper we discuss the problem of sparsifying a directed graph while preserving its strong-connectivity and pairwise reachability structure under edge failures. For SCC preservers, we provide a construction of a truly sub-quadratic (in number of vertices) sized subgraph that preserves SCC components under constantly many edge failures. More specifically, we show an upper bound of $\tilde{O}(k^2 n^{2-1/k})$ on the size for any $n$-node graph with $k$ faulty edges, whereas we show a lower bound of $\Omega(2^k n)$. We would like to pose the problem of closing this gap between upper and lower bound as an open problem.

In case of reachability preserver, we show an upper bound of $O(n + \min(|P|, n \sqrt{|P|}))$ for any $n$-node graph and a vertex-pair set $P$ with one faulty edge. This implies linear sized preserver for $O(\sqrt{n})$ many vertex-pairs, which is also known to be the limit for standard non-fault tolerant static setting. Unfortunately we do not know how to generalize our single fault-tolerant pairwise reachability preserver construction to dual fault-tolerant setting. On the contrary, we show a striking difference between single and dual fault tolerant setting by proving a super linear lower bound on dual fault-tolerant reachability preserver for $\Omega(\epsilon n^\epsilon)$ (for some $\epsilon > 0$) vertex-pairs. One extremely interesting open problem is to get any non-trivial (better than $O(n|P|)$) upper bound on size of a multiple fault-tolerant pairwise reachability preserver. Other future work lies in improving our size bounds, extending our result to bi-connectivity and other pairwise structures.
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1 Introduction

Integer programming is a fundamental problem of importance in both theory and practice. It is well-known that integer programming in fixed dimension, i.e., with a bounded number of variables, is polynomially solvable since the work of Lenstra and Kannan [21, 26] from the 1980’s. Much subsequent research has focused on studying extensions and speed-ups of the results of Kannan and Lenstra. However, on the side of integer programs with many variables, research has been sparser. Until relatively recently, the most prominent tractable case is that of totally unimodular constraint matrices, i.e., matrices with all subdeterminants equal to 0 and ±1; in this case, all vertices of the feasible region are integral and algorithms for linear programming can be applied.

Besides total unimodularity, many recent results [1, 2, 5, 6, 9, 10, 14, 15] on algorithms for integer programming exploited various structural properties of the constraint matrix yielding efficient algorithms for \(n\)-fold IPs, tree-fold IPs, multi-stage stochastic IPs, and IPs with bounded fracture number and bounded tree-width. This research culminated with an algorithm by Levin, Onn and the third author [25] who constructed a fixed parameter algorithm for integer programs with bounded (primal or dual) tree-depth and bounded coefficients. We remark that it is possible to show that the problem is \(W[1]\)-hard when parameterized by tree-depth only [10, 24] and NP-hard even for instances with coefficients and tree-width (even path-width) bounded by two [7, Lemma 102] (also cf. [10, 25]).

The tree-depth of a constraint matrix depends on the position of its non-zero entries and thus does not properly reflect the true geometric structure of the integer program. In particular, a matrix with a large (dual) tree-depth may be row-equivalent to another matrix with small (dual) tree-depth that is susceptible to efficient algorithms. We will overcome this drawback with tools from matroid theory. To do so, we consider the branch-depth of the matroid defined by the columns of the constraint matrix and refer to this parameter as to the branch-depth of the matrix. Since this matroid is invariant under row operations, the branch-depth of a matrix is row-invariant, i.e., preserved by row operations, and captures the true simplicity of the geometric structure of the problem, which can be obfuscated in the case of tree-depth by the choice of the basis.

Our main results can be summarized as follows (we state the results exactly in the next subsection).

- The branch-depth of a matrix \(A\) is equal to the minimum dual tree-depth of a matrix row-equivalent to \(A\) (Theorem 1).
- There exists a fixed parameter algorithm for computing a matrix with minimum tree-depth that is row-equivalent to an input matrix (Theorem 32).

Our second result is based on a fixed parameter algorithm for computing the branch-depth of a vector matroid represented over a finite field (Theorem 28). Computing decompositions of such matroids is of interest in relation to model checking, in particular monadic second order model checking is fixed parameter tractable for matroids with bounded branch-width.
that are representable over finite fields [16–18], also see [11]. The existing fixed parameter algorithm [19, 20] for computing the branch-width of such matroids relies on the upper bound on the size of excluded minors for branch-width by Geelen et al. [12] and needs to precompute the (likely very large) list of excluded minors. We could follow a similar path in the setting of branch-depth, however, we decided to design a completely explicit algorithm. While this turned out surprisingly challenging, the hidden constants are significantly better, and we hope that our techniques can be extended to the even more challenging setting of branch-width.

We remark that our first result in conjunction with existing results on approximating branch-depth of a matroid (Theorem 6) yields a fixed parameter algorithm for integer programs with bounded branch-depth (Corollary 4). Since the branch-depth of the constraint matrix is always at most its dual tree-depth (Proposition 12), our algorithm extends the algorithm presented in [25] for integer programs with small dual tree-depth. Since the algorithm from our second result (Theorem 32) preserves that the entry complexity is bounded (cf. Theorem 3), it can also be used as a preprocessing step for the algorithm presented in [25], which gives another proof of Corollary 4. Our results on fixed parameter tractability of integer programming cannot be extended to constraint matrices with bounded branch-width (see the discussion at the end of this section); however, Cunningham and Geelen [3] (also cf. [27] for detailed proofs and implementation) provided a slicewise pseudopolynomial algorithm for IPs with non-negative matrices with bounded branch-width, i.e., the problem belongs to the complexity class XP for unary encoding of input.

1.1 Exact statement of our results

To state our results precisely, we need to fix some notation. We consider the general integer programming (IP) problem in the standard form:

\[ \min \{ f(x) \mid Ax = b, \, l \leq x \leq u, \, x \in \mathbb{Z}^n \}, \]  

where \( A \in \mathbb{Z}^{m \times n} \) is an integer \( m \times n \) matrix, \( b \in \mathbb{Z}^m, \, l, u \in (\mathbb{Z} \cup \{\pm \infty\})^n \), and \( f : \mathbb{Z}^n \to \mathbb{Z} \) is a separable convex function, i.e., \( f(x) = \sum_{i=1}^n f_i(x_i) \) where \( f_i : \mathbb{Z} \to \mathbb{Z} \) are convex functions. In particular, each \( f_i(x_i) \) can be a linear function of \( x_i \). We remark that integer programming is well-known to be \( \text{NP-hard} \) even when \( f(x) \equiv 0 \), or when the largest coefficient \( \Delta := \|A\|_\infty \) is 1 (by a reduction from the Vertex Cover problem), or when \( m = 1 \) (by a reduction from the Subset Sum problem). We refer the reader to Section 2 for the definitions of the primal and dual tree-depth of a matrix \( A \) and the branch-depth of \( A \).

We now demonstrate the drawback of the parameterization of integer programs by tree-depth that we have mentioned earlier. Consider the following matrices \( A \) and \( A' \):

\[
A = \begin{pmatrix}
1 & 1 & \cdots & 1 & 1 \\
2 & 1 & \cdots & 1 & 1 \\
1 & 2 & \cdots & 1 & 1 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
1 & 1 & \cdots & 2 & 1 \\
1 & 1 & \cdots & 1 & 2
\end{pmatrix}
\]  

and

\[
A' = \begin{pmatrix}
1 & 1 & \cdots & 1 & 1 \\
1 & 0 & \cdots & 0 & 0 \\
0 & 1 & \cdots & 0 & 0 \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & 1 & 0 \\
0 & 0 & \cdots & 0 & 1
\end{pmatrix}.
\]

The dual tree-depth of the matrix \( A \) is equal to the number of its rows while the dual tree-depth of \( A' \) is two (its dual graph is a star); we remark that the branch-depth of both matrices \( A \) and \( A' \) is also equal to two. Since the matrices \( A \) and \( A' \) are row-equivalent, the integer programs determined by them ought to be of the same computational difficulty. More precisely, consider the following matrix \( B \):
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\[ B = \begin{pmatrix}
1 & 0 & 0 & \cdots & 0 & 0 \\
-1 & 1 & 0 & \cdots & 0 & 0 \\
-1 & 0 & 1 & \cdots & 0 & 0 \\
-1 & \vdots & \ddots & \ddots & \ddots & 0 \\
-1 & 0 & 0 & \ddots & 1 & 0 \\
-1 & 0 & 0 & \cdots & 0 & 1 \\
\end{pmatrix}. \]

Since \( A' = BA \), it is possible to replace an integer program of the form (1) with an integer program with a constraint matrix \( A' = BA \), right hand side \( b' = Bb \), and bounds \( l' = 1 \) and \( u' = u \), and attempt to solve this new instance of IP which has dual tree-depth two.

In Section 4, we first observe that the branch-depth of a matrix \( A \) is at most its dual tree-depth, and prove that the branch-depth of a matrix \( A \) is actually equal to the minimum dual tree-depth of a matrix \( A \) that is row-equivalent to \( A \):

**Theorem 1.** Let \( A \) be a matrix over a field \( \mathbb{F} \). The branch-depth of \( A \) is equal to the minimum dual tree-depth of a matrix \( A' \) that is row-equivalent to \( A \), i.e., that can be obtained from \( A \) by row operations.

The tools developed to prove Theorem 1 together with existing results on matroid branch-depth yield an algorithm that given a matrix \( A \) of small branch-depth yields a matrix \( B \) that transforms the matrix \( A \) to a row-equivalent matrix with small dual tree-depth. Recall that the entry complexity of a matrix \( A \), denoted by \( ec(A) \), is the maximum length of the binary encoding of an entry \( A_{i,j} \) (the length of binary encoding a rational number \( r = p/q \) with \( p \) and \( q \) being coprime is \( \lceil \log_2 p \rceil + \lceil \log_2 q \rceil + 1 \)).

**Theorem 2.** There exist a computable function \( g : \mathbb{N} \to \mathbb{N} \) and an FPT-parameter algorithm parameterized by \( d \) with running time polynomial in \( ec(A) \), \( n \) and \( m \) that for an input \( m \times n \) integer matrix \( A \) and an integer \( d \)

1. outputs that the branch-depth of \( A \) is larger than \( d \), or
2. outputs an invertible rational matrix \( B \in \mathbb{Q}^{m \times m} \) such that the dual tree-depth of \( BA \) is at most \( 4^d \) and the entry complexity of \( BA \) is \( O(g(d) ec(A)) \).

However, we go further and design a fixed parameter algorithm for computing the branch-depth of a vector matroid (Theorem 32) and use this algorithm to prove the following strengthening of Theorem 2.

**Theorem 3.** There exist a computable function \( g' : \mathbb{N}^2 \to \mathbb{N} \) and an FPT-parameter algorithm parameterized by \( d \) with running time polynomial in \( ec(A) \), \( n \) and \( m \) that for an input \( m \times n \) integer matrix \( A \) and an integer \( d \)

1. outputs that the branch-depth of \( A \) is larger than \( d \), or
2. outputs an invertible rational matrix \( B \in \mathbb{Q}^{m \times m} \) such that the dual tree-depth of \( BA \) is equal to the branch-depth of \( A \) and the entry complexity of \( BA \) is at most \( g'(d, ec(A)) \).

As explained above, Theorems 2 and 3 allow us to perform row operations to obtain an equivalent integer program with small dual tree-depth from an integer program with small branch-depth. In particular, if the instance of an integer program described as in (1) has bounded branch-depth, then Theorem 3 yields a matrix \( B \) such that the instance with \( A' = BA \), \( b' = Bb \), \( l' = 1 \) and \( u' = u \) has dual tree-depth equal to branch-depth. To apply the algorithm from [25], we need to transform the matrix \( A' \) into an integer matrix. We
do so by multiplying each row by the least common multiple of the denominators of the fractions in this row; note that the value of this least common multiple is at most $2^{2^{ec(A')}}$ since there can be at most $2^{ec(A')}$ different denominators appearing in the row. In particular, the entry complexity of the resulting integer matrix is bounded by a function of the entry complexity of $A'$. Also note that since the parameter dependence in the algorithm of [7] is roughly $ec(A')\cdot td(A)\cdot 2^{ec(A')}$, improving the exponent by replacing $A$ with a row-equivalent matrix with smaller dual tree-depth likely outweighs the increase in the coefficients, which enters as the base of the exponent. Hence, we obtain the following corollary of the theorem.

▶ Corollary 4. There exists a computable function $g'' : \mathbb{N}^2 \rightarrow \mathbb{N}$ such that integer programs with $n$ variables and a constraint matrix $A$ can be solved in time polynomial in $g''(bd(A), ec(A))$ and $n$, where $bd(A)$ and $ec(A)$ are the branch-depth and the entry complexity of the matrix $A$, i.e., integer programming is fixed parameter tractable when parameterized by branch-depth and entry complexity.

We note that the results of [7, 25] give a strongly fixed-parameter algorithm (i.e., an algorithm whose number of arithmetic operations does not depend on the size of the numbers involved) for integer programming in the regimes discussed above if the objective function $f$ is a linear function (i.e., $f(x) = wx$ for some $w \in \mathbb{Z}^n$). Hence, the corollary above also gives a strongly-polynomial algorithm when $f$ is a linear function.

We also remark that existing hardness results imply that the parameterization both by branch-depth and entry complexity in Corollary 4 is necessary unless $\text{FPT} = \text{W}[1]$, i.e., it is not sufficient to parameterize instances only by one of the two parameters. Likewise, it is not possible to replace the branch-depth parameter by the more permissive notion of branch-width [3]. In fact, even solving integer programs with constant dual tree-width and constant entry complexity is $\text{NP}$-hard [25] (the dual tree-width of $A$ is an upper bound on the branch-width of the vector matroid formed by columns of $A$). Let us also mention that Fomin et al. [8] proved lower bounds on the complexity of integer programming parameterized by branch-width under the exponential-time hypothesis.

The algorithm given in Corollary 4 is parameterized by the branch-depth of the vector matroid formed by the columns of the matrix $A$, i.e., it corresponds to the dual tree-depth of $A$. It is natural to ask whether the tractability also holds in the setting dual to this one, i.e., when the branch-depth of the vector matroid formed by the rows of the matrix $A$ is bounded.

This hope is dismissed in Proposition 14.

2 Notation

In this section, we fix the notation used throughout the paper and present the notions of tree-depth of a graph and of branch-depth of a matroid, including the results concerning them that we will need further. To avoid our presentation becoming cumbersome through adding or subtracting one at various places, we define the depth of a rooted tree to be the maximum number of edges on a path from the root to a leaf, and define the height of a rooted tree to be the maximum number of vertices on a path from the root to a leaf, i.e., the height of a rooted tree is always equal to its depth increased by one. The depth of a vertex in a rooted tree is the number of edges on the path from the root to that particular vertex. The height of a rooted forest $F$ is the maximum height of a rooted tree in $F$. The closure $\text{cl}(F)$ of a rooted forest is the graph obtained by adding edges from each vertex to all its descendants. Finally, the tree-depth $\text{td}(G)$ of a graph $G$ is the minimum height of a rooted forest $F$ such that the closure $\text{cl}(F)$ of the rooted forest $F$ contains $G$ as a subgraph. It can be shown that the path-width of a graph $G$ is at most its tree-depth $\text{td}(G)$ decreased by
one, and in particular, the tree-width of $G$ is at most its tree-depth decreased by one (in this extended abstract, we do not give the definitions of path-width and tree-width here due to space limitations). We would like to note that the tree-depth as used in [23] is equal to the minimum depth of a rooted tree $F$ such that $G \subseteq \text{cl}(F)$, however, we here follow the definition of tree-depth that is standard; still, we wish to highlight this subtle difference since [23] is one of our main references.

The primal graph of an $m \times n$ matrix $A$ is the graph $G_P(A)$ with vertices $\{1, \ldots, n\}$, i.e., its vertices correspond to the columns of $A$, where vertices $i$ and $j$ are connected if $A$ contains a row whose $i$-th and $j$-th entries are non-zero. The primal tree-depth $\text{td}_p(A)$ of a matrix $A$ is the tree-depth of its primal graph. Analogously, the dual graph of $A$ is the graph $G_D(A)$ with vertices $\{1, \ldots, m\}$, i.e., its vertices correspond to the rows of $A$, where vertices $i$ and $j$ are connected if $A$ contains a column whose $i$-th and $j$-th entries are non-zero, i.e., the dual graph $G_D(A)$ is isomorphic to the primal graph of the matrix $A^T$. Finally, the dual tree-depth of $A$, which is denoted by $\text{td}_d(A)$, is the tree-depth of the dual graph $G_d(A)$.

We next introduce the notion of branch-depth of a matroid. To keep our presentation self-contained, we start by recalling the definition of a matroid. A matroid $M$ is a pair $(X, \mathcal{I})$, where $\mathcal{I}$ is a non-empty hereditary collection of subsets of $X$ that satisfies the augmentation axiom. The collection $\mathcal{I}$ is hereditary if for every $X' \in \mathcal{I}$, $\mathcal{I}$ contains all subsets of $X'$. The augmentation axiom asserts that for all $X' \in \mathcal{I}$ and $X'' \in \mathcal{I}$ with $|X'| < |X''|$, there exists an element $x \in X'' \setminus X'$ such that $X' \cup \{x\} \in \mathcal{I}$. The sets contained in $\mathcal{I}$ are referred to as independent. The rank $r(X')$ of a set $X' \subseteq X$ is the size of the maximum independent subset of $X'$; the rank $r(M)$ of a matroid $M = (X, \mathcal{I})$ is the rank of $X$ and an independent set of size $r(M)$ is a basis of $M$. A circuit is a set $X' \subseteq X$ such that $X'$ is not independent but every proper subset of $X'$ is. Two elements of $X$ and $X'$ are said to be parallel if $r(\{x\}) = r(\{x'\}) = r(\{x, x'\}) = 1$, and an element $x$ of $M$ is a loop if $r(\{x\}) = 0$.

Two particular examples of matroids are graphic matroids and vector matroids. If $G$ is a graph, then the pair $(E(G), \mathcal{I})$ where $\mathcal{I}$ contains all acyclic subsets of edges of $G$ is a matroid and is denoted by $M(G)$; matroids of this kind are called graphic matroids. If $X$ is a set of vectors of a vector space and $\mathcal{I}$ contains all subsets of $X$ that are linearly independent, then the pair $(X, \mathcal{I})$ is a matroid; matroids of this kind are vector matroids. In the setting of vector matroids, the rank of $X' \subseteq X$ is the dimension of the linear hull of $X'$. If $(X, \mathcal{I})$ is a vector matroid, we write $\mathcal{L}(X')$ for the linear hull of the vectors contained in $X' \subseteq X$ and abuse the notation by writing $\dim X'$ for $\dim \mathcal{L}(X')$.

In what follows, we will need a notion of a quotient of a vector space, which we now recall. If $A$ is a vector space and $K$ a subspace of $A$, the quotient space $A/K$ is a vector space of dimension $\dim A - \dim K$ obtained from $A$ by considering cosets of $K$ given by $K$ and inheriting addition and scalar multiplication from $A$; see e.g. [13] for further details if needed. One can show show for every subspace $K$ of $A$, there exists a subspace $B$ of $A$ with dimension $\dim A - \dim K$ such that each coset contains a single vector from $B$, i.e., every vector $w$ of $A$ can be uniquely expressed as the sum of a vector $w_B$ of $B$ and a vector $w_K$ of $K$. We call the vector $w_B$ to be the quotient of $w$ by $K$. Note that the quotient of a vector is not uniquely defined by $K$, however, it becomes uniquely defined when the subspace $B$ is fixed.

A depth-decomposition of a matroid $M = (X, \mathcal{I})$ is a pair $(T, f)$, where $T$ is a rooted tree and $f$ is a mapping from $X$ to the leaves of $T$ such that the number of edges of $T$ is the rank of $M$ and the following holds for every subset $X' \subseteq X$: the rank of $X'$ is at most the number of edges contained in the paths from the root to the vertices $f(x)$, $x \in X'$. If the matroid $M$ contains two parallel elements $x$ and $x'$, we will always assume that $f(x) = f(x')$. The branch-depth $\text{bd}(M)$ of a matroid $M$ is the smallest depth of a tree $T$ that forms a
depth-decomposition of $M$. For example, if $M = (X, I)$ is a matroid of rank $r$, $T$ is a path with $r$ edges rooted at one of its end vertices, and $f$ is a mapping such that $f(x)$ is equal to the non-root end vertex of $T$ for all $x \in X$, then the pair $(T, f)$ is a depth-decomposition of $M$. In particular, the branch-depth of any matroid $M$ is well-defined and is at most the rank of $M$. We remark that the notion of branch-depth of a matroid given here is the one defined in [22,23]; another matroid parameter, which is also called branch-depth but is different from the one that we use here, is defined in [4]. Finally, the branch-depth $bd(A)$ of a matrix $A$ is the branch-depth of the vector matroid formed by the columns of $A$. Since the vector matroid formed by the columns of $A$ and the vector matroid formed by the columns of any matrix row-equivalent to $A$ are the same, the branch-depth of $A$ is invariant under row operations.

An extended depth-decomposition of a vector matroid $M = (X, I)$ is a triple $(T, f, g)$ such that $(T, f)$ is a depth-decomposition of $M$ and $g$ is a bijective mapping from the non-root vertices of $T$ to a basis of the linear hull of $X$ that satisfies that every element $x \in X$ is contained in the linear hull of the $g$-image of the non-root vertices on the path from $f(x)$ to the root of $T$. We next state and prove a simple proposition on the way that the vectors forming $M$ are expressed as linear combinations of the vectors of the base formed by the $g$-image.

**Proposition 5.** Let $(T, f, g)$ be an extended depth-decomposition of a vector matroid $M$. Let $X'$ be a subset of elements of $M$ and let $X''$ be an independent subset of $X'$ with $r(X')$ elements. Then for every vector $x' \in X'$, there is a vector $x'' \in X''$ such that $x'$ is contained in the linear hull of the $g$-images of the vertices on the path from $f(x')$ to the root.

If $(T, f, g)$ is an extended depth-decomposition of a matroid $M$ and all $g$-images are elements of the matroid $M$, then we say that the extended depth-decomposition is principal. Kardoš et al. [23, Corollary 3.17] designed an algorithm that outputs an approximation of an optimal depth-decomposition; we state the result here for the case of vector matroids.

**Theorem 6.** There exists a polynomial-time algorithm that given a vector matroid $M$ and an integer $d$, either outputs that the branch-depth of $M$ is larger than $d$ or outputs a principal extended depth-decomposition of $M$ of depth at most $4^d$.

If $(T, f, g)$ is an extended depth-decomposition and $u$ is a vertex of $T$, then $K_u$ is the linear hull of the $g$-images of the vertices on the path from $u$ to the root of $T$; in particular, if $u$ is the root, then $K_u$ contains the zero vector only. It will always be clear from the context for which extended depth-decomposition of $M$ the spaces $K_u$ are defined since the vertex $u$ determines which rooted tree $T$ is considered.

A branch of a rooted tree $T$ is a subtree $S$ rooted at a vertex $u$ of $T$, with $u$ having at least two children, such that $S$ contains exactly $u$, one child $u'$ of $u$, and all descendants of $u'$. In particular, a rooted tree has a branch if and only if it has a vertex with at least two children. A branch $S$ is primary if every ancestor of the root of $S$ has exactly one child. Every rooted tree $T$ that is not a rooted path has at least two primary branches and all primary branches are rooted at the same vertex. We write $\tilde{S}$ for the set of elements of the matroid $M$ mapped by $f$ to the leaves of $S$ and $\|S\|$ for the number of edges of $S$. Let $S$ be a branch of $T$ and $S_1, \ldots, S_k$ be the other branches with the same root. The branch $S$ is at capacity if

$$r \left( X \setminus \left( \tilde{S}_1 \cup \cdots \cup \tilde{S}_k \right) \right) = r(M) - \|S_1\| - \|S_2\| - \cdots - \|S_k\|,$$

where $X$ is the set of all elements of the matroid $M$. Note that if $S$ is primary, then the left side of the equality is $r(\tilde{S})$ and the right side is $h + \|S\|$ in this case, where $h$ is the depth of the root of $S$. In particular, a primary branch $S$ is at capacity if and only if the rank of
The trees $T$ and $T'$ from the statement of Lemma 8.

$\hat{S}$ is equal to the sum of $\|S\|$, i.e., if and only if the rank inequality from the definition of a depth-decomposition holds with equality for the set $\hat{S}$. Finally, a branch $S$ rooted at a vertex $u$ is solid if the matroid $(M/K_u)\left[\hat{S}\right]$ is connected.

3 Optimal extended depth-decompositions

The goal of this section is to show that every vector matroid has an extended depth-decomposition with depth equal to its branch-depth. To do so, we start with noting that branches rooted at the root of the decomposition tree are always at capacity; the proof is left due to space limitations.

Lemma 7. Let $(T, f)$ be a depth-decomposition of a vector matroid $M$. If $T$ has a branch $S$ rooted at the root of $T$, then $S$ is at capacity.

The following lemma is a core of an argument that every matroid has a depth-decomposition of optimal depth such that each primary branch is at capacity. See Figure 1 for the illustration of the operation described in the statement of the lemma.

Lemma 8. Let $(T, f)$ be a depth-decomposition of a vector matroid $M$. Assume that $T$ contains a primary branch $S$ that is not at capacity. Let $u$ be the root of $S$, and let $T'$ be the rooted tree obtained from $T$ by changing the root of $S$ to be the parent of $u$. Then, $(T', f)$ is a depth-decomposition of $M$.

Proof. Let $X$ be all elements of $M$ and fix a subset $X'$ of $X$. We need to show that $\dim X'$ is at most the number $e_0$ of edges on the paths in $T'$ from the vertices in the $f$-image of $X'$ to the root. If $X'$ contains an element of $X \setminus \hat{S}$, then the number of such edges is the same in the trees $T$ and $T'$ and the inequality follows from the fact that $(T, f)$ is a depth-decomposition of $M$. Hence, we will assume that $X'$ is a subset of $\hat{S}$. Observe that collectively the primary branches of $T$ different from $S$ contain $r - h - \|S\|$ edges, where $h$ is the depth of the root of $S$. We derive using the fact that $(T, f)$ is a depth-decomposition the following:

$$e_0 + 1 + (r - h - \|S\|) \geq \dim X' \cup (X \setminus \hat{S})$$

$$= \dim X' + \dim X \setminus \hat{S} - \dim \mathcal{L}(X') \cap \mathcal{L}(X \setminus \hat{S})$$

$$\geq \dim X' + \dim X \setminus \hat{S} - \dim \mathcal{L}(\hat{S}) \cap \mathcal{L}(X \setminus \hat{S})$$

$$= \dim X' + \dim X \setminus \hat{S} - (\dim \hat{S} + \dim X \setminus \hat{S} - \dim X)$$

$$= \dim X' - \dim \hat{S} + r.$$
This implies that \( \dim X' \) is at most
\[
\epsilon_0 + \dim \bar{S} + 1 - h - ||S|| \leq \epsilon_0,
\]
where the inequality follows using that \( S \) is not at capacity, i.e., \( \dim \bar{S} < h + ||S|| \). Hence, \((T', f)\) is a depth-decomposition of \( M \).

We can obtain the following by iteratively applying Lemma 8.

▷ **Lemma 9.** Let \((T, f)\) be a depth-decomposition of a vector matroid \( M = (X, \mathcal{I}) \) of depth \( d \). There exists a depth-decomposition of \( M \) of depth at most \( d \) such that every primary branch is at capacity.

The following lemma describes the way how the structure of the vector matroids is captured by depth-decompositions such that each primary branch is at capacity.

▷ **Lemma 10.** Let \((T, f)\) be a depth-decomposition of a vector matroid \( M = (X, \mathcal{I}) \) such that \( T \) is not a rooted path and each primary branch of \( T \) is at capacity. Let \( S_1, \ldots, S_k \) be the primary branches of \( T \), and let \( A_1, \ldots, A_k \) be the linear hulls of \( S_1, \ldots, S_k \), respectively. Further, let \( h \) be the depth of the common root of \( S_1, \ldots, S_k \) in \( T \). There exists a subspace \( K \) of dimension \( h \) such that \( A_i \cap A_j = K \) for all \( 1 \leq i < j \leq k \).

We are now ready to prove the main theorem of this section.

▷ **Theorem 11.** Let \((T, f)\) be a depth-decomposition of a vector matroid \( M = (X, \mathcal{I}) \) of depth \( d \). There exists an extended depth-decomposition of \( M \) of depth at most \( d \).

**Proof.** The proof proceeds by induction on the rank of \( M \). By Lemma 9, we can assume that all primary branches of \( T \) are at capacity. If \( T \) is a rooted path, we assign elements of a basis of \( \mathcal{L}(X) \) to the non-root vertices of \( T \) arbitrarily, i.e., we choose \( g \) to be any bijection to a basis of \( \mathcal{L}(X) \), which yields an extended depth-decomposition \((T, f, g)\) of \( M \). Note that if the rank of \( M \) is one, then \( T \) is the one-edge rooted path, i.e., this case covers the base of the induction in particular.

We next assume that \( T \) is not a rooted path for the rest of the proof. Let \( S_1, \ldots, S_k \) be the primary branches of \( T \), and let \( h \) be the depth of the common root of \( S_1, \ldots, S_k \). By Lemma 10, there exists a subspace \( K \) of dimension \( h \) such that the intersection of linear hulls of \( S_i \) and \( S_j \) is \( K \) for all \( 1 \leq i < j \leq k \); let \( b_1, \ldots, b_h \) be an arbitrary basis of \( K \).

We define \( M_i, i = 1, \ldots, k \), to be the matroid such that the elements of \( M_i \) are \( \bar{S}_i \) and \( X' \subseteq \bar{S}_i \) is independent if and only if the elements \( X' \cup \{b_1, \ldots, b_h\} \) are linearly independent. In particular, the rank of \( X' \subseteq \bar{S}_i \) in \( M_i \) is equal to \( \dim X' \cup K - h \). The matroid \( M_i \) can be viewed as obtained by taking the vector matroid with the elements \( \bar{S}_i \cup \{b_1, \ldots, b_h\} \) and contracting the elements \( b_1, \ldots, b_h \). In particular, \( M_i \) is a vector matroid, and the vector representation of \( M_i \) can be obtained from \( \bar{S}_i \) by taking quotients by \( K \). Note that the rank of \( M_i \) is \( \dim \bar{S}_i \cup K - h \), i.e., its rank is smaller than the rank of \( M \) and we will be able to eventually apply induction to it.

Let \( f_i \) be the restriction of \( f \) to \( \bar{S}_i \). We claim that \((S_i, f_i)\) is a depth-decomposition of \( M_i \). Let \( X' \) be a subset of \( \bar{S}_i \), and let \( e_i \) be the number of edges contained in the union of paths from the elements \( f(x), x \in X' \), to the root of \( \bar{S}_i \). By the definition of \( M_i \), the rank of \( X' \) in \( M_i \) is equal to \( \dim X' \cup K - h \). Choose an arbitrary \( j \neq i, 1 \leq j \leq k \). Since \((T, f)\) is a depth-decomposition of \( M \), the intersection of linear hulls of \( \bar{S}_i \) and \( \bar{S}_j \) is \( K \), and the branch \( S_j \) is at capacity, i.e., \( \dim \bar{S}_j = ||S_j|| + h \), we obtain that the rank of \( X' \) in \( M_i \) is equal to
\[
\dim X' \cup K - h = \dim X' \cup \tilde{S}_j - \dim \tilde{S}_j \\
\leq e_i + \|S_j\| + h - \dim \tilde{S}_j = e_i.
\]
Hence, \((S_i, f_i)\) is a depth-decomposition of \(M_i\).

We now apply induction to each matroid \(M_i\) and its depth-decomposition \((S_i, f_i), i = 1, \ldots, k\), to obtain extended depth-decompositions \((S'_i, f'_i, g_i)\) of \(M_i\) such that the depth of \(S'_i\) is at most the depth of \(S_i\). Let \(T'\) be a rooted tree obtained from a rooted path of length \(h\) by identifying its non-root end with the roots of \(S'_1, \ldots, S'_k\). Note that the depth of \(T'\) does not exceed the depth of \(T\). Further, let \(f'\) be the unique function from \(X\) to the leaves of \(T\) such that the restriction of \(f'\) to the elements of \(M_i\) is \(f_i\). Finally, let \(g\) be any function from the non-root vertices of \(T\) such that the \(h\) non-root vertices of the path from the root are mapped to the vectors \(b_1, \ldots, b_h\) by \(g\) and \(g(v) = g_i(v)\) for every non-root vertex \(v\) of \(S_i\).

We claim that \((T', f', g)\) is an extended depth-decomposition of \(M\). We first verify that, for every \(x \in X\), \(f'(x)\) is contained in the linear hull of the \(g\)-image of the non-root vertices on the path from \(f'(x)\) to the root. Fix \(x \in X\) and let \(i\) be such that \(x \in S_i\). Since \((S'_i, f'_i, g_i)\) is an extended depth-decomposition of \(M_i\), \(x\) is contained in the linear hull of \(K\) and the \(g_i\)-images of the non-root vertices on the path from \(f'(x) = f_i(x)\) to the root of \(S'_i\). Hence, \(x\) is contained in the linear hull of the \(g\)-image of the non-root vertices on the path from \(f'(x)\) to the root of \(T'\).

Consider now an arbitrary subset \(X' \subseteq X\). We have already established that all elements of \(X'\) are contained in the linear hull of the \(g\)-image of the non-root vertices on the paths from \(f'(x), x \in X'\), to the root of \(T'\). Since the dimension of this linear hull is equal to the number of non-root vertices on such paths, which is equal to the number of edges of the paths, it follows that \((T', f')\) is a depth-decomposition of \(M\).

\section{Optimal tree-depth of a matrix}

In this section, we relate the optimal dual tree-depth of a matrix \(A\) to its branch-depth. We start with observing that the branch-depth of a matrix \(A\) is at most its dual tree-depth; the proof is left due to space limitations.

\begin{proposition}
If \(A\) is an \(m \times n\) matrix, then \(bd(A) \leq td_D(A)\).
\end{proposition}

We next establish the main theorem of this section.

\begin{theorem}
Let \(A\) be an \(m \times n\) matrix of rank \(m\), \(M\) the vector matroid formed by columns of \(A\), and \((T, f, g)\) an extended depth-decomposition of \(M\). Further, let \(\text{Im}(g) = \{w_1, \ldots, w_m\}\). The dual tree-depth of the \(m \times n\) matrix \(A'\) such that the \(j\)-th column of \(A\) is equal to
\[
\sum_{i=1}^{m} A'_{ij} w_i
\]
is at most the depth of the tree \(T\).
\end{theorem}

\begin{proof}
Let \(F\) be the rooted forest obtained from \(T\) by removing the root and associate the \(i\)-th row of \(A'\) with the vertex \(v\) of \(F\) such that \(g(v) = w_i\). Note that the height of \(F\) is the depth of \(T\). We will establish that the dual graph \(G_D(A')\) is contained in the closure \(\text{cl}(F)\) of \(F\). Let \(i, i'\), \(1 \leq i, i' \leq m\), be such that the vertices of \(F\) associated with the \(i\)-th and \(i'\)-th rows of \(A'\) are adjacent in \(G_D(A')\). This means that there exists \(j, 1 \leq j \leq n\), such that \(A'_{ij} \neq 0\) and \(A'_{i'j} \neq 0\). Let \(v\) be the leaf of \(T\) such that the \(j\)-th column of \(A\) is mapped by \(f\)…
to \( v \). The definition of an extended depth-decomposition yields that the \( j \)-th column is a linear combination of the \( g \)-image of the non-root vertices on the path from \( v \) to the root of \( T \). In particular, the path contains the two vertices of \( T \) mapped by \( g \) to \( w_i \) and \( w_{i'} \); these two vertices are associated with the \( i \)-th and \( i' \)-th rows of \( A' \). Hence, the vertices associated with the \( i \)-th and \( i' \)-th rows are adjacent in \( \text{cl}(F) \). We conclude that \( G_D(A') \) is a subgraph of \( \text{cl}(F) \).

Proposition 12 and Theorem 11 combine to a proof of Theorem 1.

5 Parameterized algorithms for integer programming

The main purpose of this section is to combine Theorem 1 with the existing approximation algorithm for branch-depth (Theorem 6) to obtain an approximation algorithm for computing a row-equivalent matrix with small dual tree-depth if it exists.

**Proof of Theorem 2.** Let \( A \) be an \( m \times n \) matrix. Without loss of generality, we can assume that the rows of \( A \) are linearly independent, i.e., the rank of \( A \) is \( m \). This also implies that the rank of the column space of \( A \) is \( m \), in particular, \( n \geq m \).

We apply the approximation algorithm described in Theorem 6 to the vector matroid \( M \) formed by the columns of the matrix \( A \), and we obtain an extended depth-decomposition \( (T, f, g) \) of \( M \). If the depth of \( T \) is larger than \( 4^d \), then the branch-depth of \( A \) is larger than \( d \); we report this and stop. Let \( B_g \) be the matrix with the columns formed by the vectors in \( \text{Im}(g) \) and let \( B = B_g^{-1} \). Note that the matrix \( A' \) from the statement of Theorem 13 is equal to \( BA \). By Theorem 13, the dual tree-depth of \( A' \) is at most \( 4^d \). The proof that the entry complexity of \( A' \) is at most \( O(d \cdot 4^d \cdot \text{ec}(A)) \) is left due to space limitations.

Theorem 2 yields Corollary 4, which asserts that integer programming is fixed parameter tractable when parameterized by the branch-depth and the entry complexity of the constraint matrix. We complement this corollary by showing that integer programming is not fixed parameter tractable when parameterized by the “primal” branch-depth.

**Proposition 14.** Integer programming is NP-hard for instances with constraint matrices \( A \) satisfying \( \text{bd}(A^T) = 1 \) and \( \text{ec}(A) = 1 \), i.e., for instances such that the vector matroid formed by rows of the constraint matrix has branch-depth one.

6 Structure of extended depth-decompositions

In this section, we present structural results on extended depth-decompositions that we need to design a fixed parameter algorithm to compute a depth-decomposition of a vector matroid with an optimal depth. The proofs of the next two lemmas are left due to space limitations; we note that the first of the two lemmas can be viewed as a generalization of Lemma 10.

**Lemma 15.** Let \( (T, f) \) be a depth-decomposition of a vector matroid \( M \) and let \( U \) be a set of vertices of \( T \) such that every vertex contained in \( U \) has at least two children and every ancestor of a vertex in \( U \) with at least two children is contained in \( U \). Assume that every branch of \( T \) rooted at a vertex from \( U \) is at capacity. Every vertex \( u \in U \) can be associated with a subspace \( L_u \) of the linear hull of the elements of \( M \) such that the dimension of \( L_u \) is the depth of \( u \) and the following holds. Let \( u \) be a vertex of \( U \), let \( S_1, \ldots, S_k \) be all branches rooted at \( u \), and let \( A_1, \ldots, A_k \) be the linear hulls of \( S_1, \ldots, S_k \), respectively. If each ancestor of \( u \) has a single child, let \( L_0 \) be the vector space containing the zero vector only; otherwise, let \( u' \) be the nearest ancestor of \( u \) with at least two children, and let \( L_0 \) be the space \( L_u \). It holds that \( L(A_i \cup L_0) \cap L(A_j \cup L_0) = L_u \) for all \( 1 \leq i < j \leq k \).
Lemma 16. Let \((T, f)\) be a depth-decomposition of a vector matroid \(M\), \(u_1\) a vertex of \(T\) with at least two children, and \(u_2, \ldots, u_k\) all ancestors of \(u_1\) with at least two children (listed in the increasing distance from \(u_1\)). Assume that every branch rooted at one of the vertices \(u_1, \ldots, u_k\) is at capacity, and let \(L_1\) be the space \(L_{u_1}\) from the statement of Lemma 15 applied with \(U = \{u_1, \ldots, u_k\}\). Further, let \(S_1\) be any branch rooted at \(u_1\) and \(f_1\) the restriction of \(f\) to \(S_1\). The pair \((S_1, f_1)\) is a depth-decomposition of the vector matroid \((M/L_1)\left[\bar{S}_1\right]\) and a branch of \((S_1, f_1)\) is at capacity if and only if it is at capacity in \((T, f)\). In addition, if \((S'_1, f'_1)\) is another depth-decomposition of the vector matroid \((M/L_1)\left[\bar{S}_1\right]\), then \((T', f')\) is a depth-decomposition of the vector matroid \(M\), where \(T'\) is obtained from \(T\) by replacing \(S_1\) with \(S'_1\), and the function \(f'\) is defined as \(f'(x) = f'_1(x)\) for \(x \in \bar{S}_1\), and \(f'(x) = f(x)\) otherwise.

Lemmas 15 and 16 allow to extend Lemma 8 to all branches.

Lemma 17. Let \((T, f)\) be a depth-decomposition of a vector matroid \(M\), and \(S_0\) a branch of \(T\) rooted at a vertex \(u_0\) such that \(S_0\) is not at capacity. Suppose that every branch rooted at an ancestor of \(u_0\) is at capacity. Let \(T'\) be the rooted tree obtained from \(T\) by changing the root of \(S_0\) to be the parent of \(u_0\). Then, \((T', f)\) is a depth-decomposition of \(M\).

Lemmas 15–17 yield an iterative algorithm described in the next theorem.

Theorem 18. There exists a polynomial time algorithm that given a vector matroid \(M\) and a depth-decomposition \((T, f)\) of \(M\) outputs an extended depth-decomposition \((T', f', g)\) of \(M\) such that the depth of \(T'\) is at most the depth of \(T\) and every branch of \(T'\) is at capacity.

We obtain the following two statements as corollaries of Theorem 18.

Corollary 19. Every vector matroid \(M\) has a depth-decomposition \((T, f)\) with depth \(bd(M)\) such that every branch of \(T\) is at capacity.

Corollary 20. If \((T, f)\) is a depth-decomposition of a vector matroid \(M\), then there exists \(g\) such that \((T, f, g)\) is an extended depth-decomposition of \(M\).

We conclude this section with a theorem that asserts that every vector matroid has a depth-decomposition of minimum depth that has a special structure. We need three auxiliary lemmas.

Lemma 21. Let \(M\) be a vector matroid and \(M_1, \ldots, M_k\) be its components. Further, let \((T_i, f_i, g_i)\) be an extended depth-decomposition of \(M_i\). Let \(T\) be the rooted tree obtained from the trees \(T_1, \ldots, T_k\) by identifying the roots of the trees, let \(f\) be the mapping from the elements of \(M\) to the leaves of \(T\) such that \(f(x) = f_i(x)\) if \(x\) belongs to \(M_i\), and let \(g\) be the mapping such that \(g(v) = g_i(v)\) if \(v\) is a non-root vertex of \(T_i\). The triple \((T, f, g)\) is an extended depth-decomposition of \(M\).

Lemma 22. Let \((T, f, g)\) be an extended depth-decomposition of a vector matroid \(M\), and let \(u\) be a vertex with at least two children. If \(S\) is a branch rooted at \(u\), then \(\hat{S}\) is a union of components of \(M/K_u\).

Lemma 23. Let \((T, f, g)\) be an extended depth-decomposition of a vector matroid \(M\), and let \(u\) be a vertex with at least two children. Further, let \(S\) be a branch rooted at \(u\) and \((T', f', g')\) be an extended depth-decomposition of the matroid \((M/K_u)\left[\bar{S}\right]\). Let \(T''\) be the rooted tree obtained by removing from \(T\) the branch \(S\) and identifying the root of \(T'\) with
u, setting $f''(x) = f'(x)$ for elements $x \in \tilde{S}$ and $f''(x) = f(x)$ for other elements $x$ of $M$, and setting $g''(v) = g(v)$ for vertices of $T$ not contained in $S$ and $g''(v) = g'(v) + K_u$ for non-root vertices of $T'$. The triple $(T'', f'', g'')$ is an extended depth-decomposition of $M$.

We are now ready to prove the final theorem of this section.

**Theorem 24.** Every vector matroid $M$ has an extended depth-decomposition $(T, f, g)$ of depth $\text{bd}(M)$ such that every branch of $T$ is both at capacity and solid.

**Proof.** We start with a depth-decomposition $(T, f, g)$ of $M$ with depth $\text{td}(M)$ and modify it iteratively as follows. At each iteration, we first apply Theorem 18 to obtain a depth-decomposition such that every branch is at capacity. If every branch is solid, we stop. If there is a branch $S$ that is not solid, we proceed as follows. Since $S$ is not solid, the matroid $(M/K_u) \left[ \tilde{S} \right]$ is not connected, where $u$ is the root of $S$. Let $M_1, \ldots, M_k$ be the components of the matroid $(M/K_u) \left[ \tilde{S} \right]$ and let $X_u$ be the set containing all loops of the matroid $(M/K_u) \left[ \tilde{S} \right]$. Let $(S_i, f_i, g_i)$ be an extended depth-decomposition of $M_i$, $i = 1, \ldots, k$, with depth $\text{bd}(M_i)$. Since the branch-depth $\text{bd}(M_i)$ of $M_i$ is at most the branch-depth of $(M/K_u) \left[ \tilde{S} \right]$, the depth of each of the trees $S_1, \ldots, S_k$ is at most the depth of $S$. By Lemmas 21 and 23, it is possible to replace the branch $S$ with the branches $S_1, \ldots, S_k$ rooted at the root of $S$ and assigning the elements of $X_u$ to arbitrary leaves of the branches $S_1, \ldots, S_k$. Note that the depth of the new rooted tree does not exceed the depth of the original rooted tree. In this way, we obtain a new extended depth-decomposition of $M$, and we proceed to the next iteration. The proof that the procedure described above terminates after at most $\text{bd}(M) + 1$ iterations is left due to space limitations. ▶

### 7 Algorithm for finite fields

In this section, we design a fixed parameter algorithm for computing a depth-decomposition of a vector matroid over a fixed finite field. To do so, we need to introduce additional notation. Let $(T, f, g)$ be an extended depth-decomposition of a vector matroid $M$, and let $r$ be the rank of $M$. Let $u_0, \ldots, u_{2r}$ be a depth-first-search transversal of the tree $T$ (see Figure 2 for illustration). For $i \in \{0, \ldots, 2r\}$, we define $A_i$ to be the linear hull of $K_{u_i}$ and the $f$-preimage of the leaves among the vertices $u_0, \ldots, u_i$. Similarly, we define $B_i$ to be the linear hull of $K_{u_i}$ and the $f$-preimage of the leaves among the vertices $u_i, \ldots, u_{2r}$. The sequence $(u_i, A_i, B_i)_{i \in \{0, \ldots, 2r\}}$ is called a transversal sequence for $(T, f, g)$. Note that $A_i \cap B_i = K_{u_i}$ by the fact that $\text{Im}(g)$ is a basis of the linear hull of elements of $M$. If $(T', f', g')$ is another extended depth-decomposition of $M$, we say that a branch $S$ of $T'$ is $i$-crossed if $\tilde{S}$ contains the $g$-image of a vertex on the path from $u_i$ to the root of $T$.

**Lemma 25.** Let $M$ be a vector matroid, $(T, f, g)$ a principal extended depth-decomposition of $M$, and $(T', f', g')$ an extended depth-decomposition of $M$ such that every branch is solid. Further, let $(u_i, A_i, B_i)_{i \in \{0, \ldots, 2r\}}$ be a transversal sequence for $(T, f, g)$. If $S$ is a branch of $(T', f', g')$ that is not $i$-crossed, then $\tilde{S}$ is a subset of $A_i$ or $B_i$.

We will design a dynamic programming algorithm, which will be constructing an optimal depth-decomposition of a vector matroid $M$ using the information on the structure of $M$ captured by an extended depth-decomposition of $M$ produced by an approximation algorithm.
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The depth-decomposition will be constructed iteratively for elements of \( M \) in the order in that the leaves that they are assigned to appear in the transversal sequence of the depth-decomposition produced by the approximation algorithm. Since it would not be feasible to store all possible “partial” depth-decompositions, we need a more succinct way of representing an already constructed part of a depth-decomposition, which we now formally introduce.

Let \( (T, f, g) \) be a principal extended depth-decomposition of a vector matroid \( M \) with rank \( r \) over a field \( F \), \((u_i, A_i, B_i)_{i \in \{0, \ldots, 2r\}} \) a transversal sequence for \( (T, f, g) \), and \( (T', f', g') \) another extended depth-decomposition of a matroid \( M \). A frontier is a tuple \((T_0, d, a, b, h)\) such that \( d, a, \) and \( b \) are non-negative integers, \( T_0 \) is a rooted tree of depth with at most \( d \) leaves, and \( h \) is a mapping from non-root vertices of \( T_0 \) to \( \mathbb{F}^{d+a+b} \) such that \( \text{Im}(h) \) is a set of linearly independent vectors and for every \( j = 1, \ldots, d \), there is a leaf of \( T_0 \) for which the \( j \)-th unit vector is contained in the linear hull of the \( h \)-image of the vertices on the path from the leaf to the root of \( T_0 \). We will refer the middle \( a \) coordinates of images of \( h \) as \( A \)-coordinates and to the last \( b \) coordinates as \( B \)-coordinates.

The \( i \)-frontier of \( (T', f', g') \) with respect to \( (T, f, g) \) and \((u_i, A_i, B_i)_{i \in \{0, \ldots, 2r\}} \) is the frontier \((T_0, d, a, b, h)\) such that

- \( T_0 \) is the rooted subtree of \( T' \) formed by the paths from the \( f' \)-images of \( U \) to the root, where \( U \) is the set of \( g \)-images of the vertices on the path from \( u_i \) to the root of \( T \).
- The integer \( d \) is the depth of \( u_i \) in \( T \).
- The integers \( a \) and \( b \) are the smallest integers for that there exists an \( a \)-dimensional subspace \( L_A \) of \( A_i \) and a \( b \)-dimensional subspace \( L_B \) of \( B_i \) such that the linear hull of the \( f' \)-images of the vertices of \( T_0 \) (note that \( T_0 \) is a subtree of \( T' \)) is a subspace of the linear hull of \( v_1^u, \ldots, v_{d}^u, L_A \) and \( L_B \), where \( v_1^u, \ldots, v_{d}^u \) are \( g \)-images of the vertices on the path from the root of \( T \) to \( u_i \) (in this order).
- Finally, \( h \) is a mapping from the non-root vertices of \( T_0 \) to \( \mathbb{F}^{d+a+b} \) that satisfies the following. Let \( v_1^u, \ldots, v_{d}^u \) be vectors such that \( v_1^u, \ldots, v_{d}^u, v_1^A, \ldots, v_{d}^A \) form a basis of \( L_A \), and let \( v_1^B, \ldots, v_{d}^B \) be vectors such that \( v_1^B, \ldots, v_{d}^B, v_1^B, \ldots, v_{d}^B \) form a basis of \( L_B \). The value \( h(v) \) for a non-root vertex \( v \) of \( T_0 \) is equal to the coordinates of \( f'(v) \) with respect to the (linearly independent) vectors \( v_1^u, \ldots, v_{d}^u, v_1^A, \ldots, v_{d}^A, v_1^B, \ldots, v_{d}^B \).

The following lemma justifies the definition of an \( i \)-frontier. Informally speaking, the lemma says that two depth-decompositions of a vector matroid \( M \) can be combined along the same \( i \)-frontier, i.e., the \( i \)-frontier contains all information that needs to be stored when iteratively constructing a depth-decomposition of \( M \) in a dynamic way for the elements of contained in \( A_0, A_1, \ldots, A_{2r} \).
Lemma 26. Let \((T, f, g)\) be a principal extended depth-decomposition of a vector matroid \(M\), \((u_i, A_i, B_i)_{i \in \{0, \ldots, 2r\}}\) a transversal sequence for \((T, f, g)\), and \((T', f', g')\) and \((T'', f'', g'')\) two solid extended depth-decompositions of \(M\). Suppose that the i-frontiers of \((T', f', g')\) and \((T'', f'', g'')\) with respect to \((T, f, g)\) and \((u_i, A_i, B_i)_{i \in \{0, \ldots, 2r\}}\) are the same, and let \(T_0\) be the rooted tree of the i-frontier. Obtain \(T_A'\) from \(T'\) by removing all branches \(S\) with \(\bar{S} \subseteq B_i\) that are not \(i\)-crossed, \(T_B'\) from \(T''\) by removing all branches \(S\) with \(\bar{S} \subseteq A_i\) that are not \(i\)-crossed, and \(T''''\) by gluing \(T_A'\) and \(T_B'\) together on the vertices that correspond to each vertex of \(T_0\). Finally, let \(f''''\) be a function from the elements of \(M\) to the leaves of \(T''''\) defined as follows. If \(x \in A_i \setminus B_i\), then \(f''''(x) = f'(x)\). If \(x \in B_i \setminus A_i\), then \(f''''(x) = f''(x)\). Lastly, if \(x \in A_i \cap B_i = K_u\), then \(f''''(x)\) is any leaf \(u\) of \(T_0\) such that \(x \in L(g'(P_u))\). Then \((T''''', f''''')\) is a depth-decomposition of \(M\).

Before stating the main result of this section, we need to observe that the number of frontiers for any fixed \(d\) is bounded.

Lemma 27. For every integer \(d\) and any finite field \(F\), there exist at most \(d^{2d+1}|F|^{2d}\) choices of a rooted tree \(T\) of depth at most \(d\), integers \(d' \leq d\), \(a\) and \(b\) and a mapping \(h\) to \(\mathbb{Z}^{a+b}\) such that \((T, d', a, b, h)\) is a frontier.

We can now design a dynamic programming algorithm for computing the branch-depth of a matroid represented over a fixed finite field. While there are many technical details that needs to be taken care of, the basic idea of the algorithm is simple: we first obtain an approximate depth-decomposition using Theorem 6 and then proceed computing along its depth-first-search transversal possible frontiers; Lemma 26 guarantees that frontiers capture all information that needs to be carried through dynamic programming, and their number of frontiers is bounded by Lemma 27.

Theorem 28. For the parameterization by a positive integer \(d\) and a prime power \(q\), there exists a fixed parameter algorithm that for a vector matroid \(M\) over the \(q\)-element field either outputs that \(\text{bd}(M)\) is larger than \(d\), or outputs a depth-decomposition of \(M\) with depth \(d\).

Proof. We first apply the algorithm from Theorem 6. The algorithm either outputs that the branch-depth of \(M\) is larger than \(d\) or outputs a principal extended depth-decomposition \((T, f, g)\) of a vector matroid \(M\) with depth at most \(4^4\). For the purpose of the analysis of the algorithm that we present, fix a solid extended depth-decomposition \((T_s, f_s, g_s)\) of \(M\) with depth \(\text{bd}(M)\), which exists by Theorem 24.

Let \(r\) be the rank of the matroid \(M\), and let \((u_i, A_i, B_i)_{i \in \{0, \ldots, 2r\}}\) be a transversal sequence for \((T, f, g)\). The algorithm then iteratively for \(j = 0, \ldots, 2r\) computes a list of all frontiers \((T_0, d', a, b, h)\), \(d' \leq d\) for which there there exists a vector matroid \(M'\) with rank \(\dim A_i + b\) such that the restrictions of \(M\) and \(M'\) to the elements contained in the subspace \(A_i\) are the same, and a solid extended depth-decomposition \((T', f', g')\) of \(M'\) of depth at most \(d\) such that \((T, d', a, b, h)\) is the i-frontier of \((T', f', g')\) with respect to \((T, f, g)\) and its transversal sequence.

Note that the number of such frontiers is bounded by a function of \(d\) and \(q\) only by Lemma 27; the number of edges of \(T\) can be shown to be \(d' + a + b\). If the branch-depth of \(M\) is at most \(d\), then the set of such frontiers is non-empty for every \(j = 0, \ldots, 2r\): the matroid \(M'\) in the \(i\)-th iteration can be chosen to be the the union of the restriction of the matroid \(M\) to the elements of \(A_i\) and the elements of \(K_u\), where \(u\) ranges over all the vertices on the path from \(u_i\) to the root of \(T\). A solid extended depth-decomposition \((T', f', g')\) can be obtained from \((T_s, f_s, g_s)\) by removing all branches \(S\) with \(\bar{S} \subseteq B_i\) that are not \(i\)-crossed. So, if the set of the frontiers becomes empty at any of the iterations, the algorithm can stop and output that the branch-depth of \(M\) is larger than \(d\).
We now describe the iterations of the algorithm in detail. For \( j = 0 \), the list of frontiers contains a single element \((R, 0, 0, 0, h)\), where \( R \) is the rooted tree that contains the root only and \( h \) is the null mapping. We now describe how the algorithm computes the list for \( j > 0 \) assuming that the list is already available for \( j - 1 \). The iteration of the algorithm differs according to whether \( u_j \) is a parent of \( u_{j-1} \) and \( u_j \) is a child of \( u_{j-1} \).

We start with describing the case that \( u_j \) is a parent of \( u_{j-1} \). Let \( d' < d \) be the depth of \( u_j \). Then the depth of \( u_{j-1} \) is \( d' + 1 \). The following is performed for every frontier of the form \((T_0, d', a, b, h)\) in the list from the previous iteration, and every leaf \( u \) of \( T_0 \) such that the linear hull of the \( h \)-image of the vertices from \( u \) to the root contains the \((d' + 1)\)-th unit vector. If the leaves of \( T_0 \) can be assigned distinct indices \( i' = 1, \ldots, d' \) such that the linear hull of the \( h \)-image of the vertices from each leaf to the root contains the \( i' \)-th unit vector, where \( i' \) is the index assigned to the leaf, then we include \((T_0, d', a + 1, b, h')\) to the list from the \( j \)-th iteration, where \( h' \) is a mapping from the non-root vertices of \( T_0 \) obtained from \( h \) by turning the \((d' + 1)\)-th coordinate to be one of the \( A \)-coordinates and applying any invertible linear transformation to the \( a + 1 \) \( A \)-coordinates, i.e., we fix such a linear transformation \( L \) and set \( h'(v) = L(h(v)) \) for all vertices \( v \) of \( T_0 \). If there exists \( i' = 1, \ldots, d' \) such that \( u \) is the only leaf for which the linear hull of the \( h \)-image of the vertices from it to the root contains the \( i' \)-th unit vector, we continue with the next choice of \((T_0, d', a, b, h')\) and \( u \). Otherwise, for every \( i' = 1, \ldots, d' \) there exists another leaf for which the linear hull of the \( h \)-image of the vertices from it to the root contains the \( i' \)-th unit vector, which means that we may be able to remove \( u \) from \( T_0 \). So, let \( T_0' \) be the tree obtained from \( T_0 \) by removing the path from \( u \) to the nearest ancestor with at least two children and turn the \((d' + 1)\)-th coordinate to an \( A \)-coordinate. If the linear hull of the \( h \)-images of the vertices of \( T_0' \) restricted to their \( B \)-coordinates does not have dimension \( b \), then it is not possible to modify this frontier by removing \( u \) and we continue with the next choice of \((T_0, d', a, b, h')\) and \( u \). Otherwise, let \( a' \) be the dimension of the linear hull of the \( h \)-images of the vertices of \( T_0' \) restricted to their \( A \)-coordinates and include \((T_0, d', a', b, h')\) to the list from the \( j \)-th iteration, where \( h' \) is a mapping obtained from \( h \) by mapping its \( A \)-coordinates by a linear transformation \( L \) such that \( L \) maps \( a \)-dimensional vector space to \( a' \)-dimensional vector space and its image has dimension \( a' \).

We next describe the case that \( u_j \) is a child of \( u_{j-1} \). Again, let \( d' \leq d \) be the depth of \( u_j \). Then the depth of \( u_{j-1} \) is \( d' - 1 \). The following is performed for every frontier of the form \((T_0, d' - 1, a, b, h)\) in the list from the previous iteration. For every leaf \( u \) and every \( i' = 1, \ldots, b \) such that the unit vector for the \( i' \)-th \( B \)-coordinate is contained in the linear hull of the \( h \)-image of the vertices from \( u \) to the root, we turn the \( i' \)-th \( B \)-coordinate to the \( d' \)-th coordinate to obtain \( h' \) and include \((T_0, d', a, b - 1, h')\) to the list from the \( j \)-th iteration. In addition, we perform the following. For every \( \ell = 1, \ldots, d \), we consider a rooted path of length \( \ell \) and identify its root with a vertex \( T_0 \) in all possible ways that the depth of the resulting tree \( T' \) does not exceed \( d \). Let \( u \) be the new leaf of \( T_0' \) and let \( h' \) be a mapping obtained from \( h \) by assigning each of the \( \ell \) new vertices of one of the unit vectors for the \( i' \)-th \( B \)-coordinates for \( i' = b + 1, \ldots, b + \ell \). For every invertible linear transformation \( L \) to the \( b + \ell \) \( B \)-coordinates that yields \( h'' \) such that the linear hull of the \( h'' \)-images of the vertices on the path from \( u \) to the root of \( T_0' \) contains the unit vector for the \((b + \ell)\)-th \( B \)-coordinate, we turn the \((b + \ell)\)-th \( B \)-coordinate to the \( d' \)-th coordinate to obtain \( h''' \) and include \((T_0, d', a', b + \ell - 1, h''')\) to the list from the \( j \)-th iteration.

Assume that all the iterations of the algorithm have been performed. If the list of frontiers is empty after any iteration, the branch-depth of \( M \) exceeds \( d \) and the algorithm reports this. Otherwise, the final list (for \( j = 2r \)) contains a single element \((R, 0, 0, 0, h)\) where \( R \) is the
rooted tree that contains the root only. Tracing back to the list for \( j = 0 \), we obtain a series of frontiers \( (T_i, d_i, a_i, b_i, h_i), i = 0, \ldots, 2r \), such that the \( i \)-th one can be obtained from the \((i - 1)\)-th by the operations explained earlier. Note that \( d_i \) is the depth of \( u_i \) in \( T \). In the frontier \( (T_i, d_i, a_i, b_i, h_i) \), the first \( d_i \) coordinate of the \( h \)-image correspond to the \( g \)-image of the vertices on the path from the root of \( T \) to \( u_i \) (in this order). The way the frontiers were constructed guarantees consistency between the shape of the frontiers and the basis elements displayed by frontiers; in particular, the mappings \( h_i \) are projections of the linear hull of elements of \( M \) to the subspace corresponding to the \( i \)-frontier and the linear transformations used in the steps of the algorithm provide a consistent way of relating these projections with each other. Hence, there exists an extended depth-decomposition \( (T', f', g') \) such that \( (T_i, d_i, a_i, b_i, h_i) \) is the \( i \)-frontier of \( (T', f', g') \) with respect to \( (T, f, g) \) and \((u_i, A_i, B_i)_{i \in \{0, \ldots, j\}}\). The algorithm computes this extended depth-decomposition \( (T', f', g') \) and outputs it.

Theorems 18 and 28 yield the following corollary.

\begin{itemize}
    \item\hspace{1em}\textbf{Corollary 29.} For the parameterization by a positive integer \( d \) and a prime power \( q \), there exists a fixed parameter algorithm that for a vector matroid \( M \) over the \( q \)-element field either outputs that \( \text{bd}(M) \) is larger than \( d \), or computes \( \text{bd}(M) \) and outputs an extended depth-decomposition of \( M \) with depth \( \text{bd}(M) \) such that every branch of the depth-decomposition is at capacity.
\end{itemize}

\section{Algorithm for rational matrices}

In this section, we adopt the algorithm presented in Section 7 to matroids over rationals; the proofs are left due to space limitations. We start with two auxiliary lemmas. We remark that the bound of \( 2^{2d-1} \) in Lemma 30 can be replaced with \( d \cdot 2^{d-1} \) using a more careful analysis.

\begin{itemize}
    \item\hspace{1em}\textbf{Lemma 30.} Let \( M \) be a vector matroid and \( (T, f) \) a depth-decomposition of \( M \) with depth \( d \) such that every branch is at capacity. There exists a mapping \( g \) such that \( (T, f, g) \) is an extended depth-decomposition of \( M \) and every element of \( \text{Im}(g) \) is a linear combination of at most \( 2^{2d-1} \) elements of \( M \).
    \item\hspace{1em}\textbf{Lemma 31.} Let \( A \) be an integer matrix of branch-depth (over \( \mathbb{Q} \)) at most \( d \) such that all its entries are between \( -K \) and \( +K \). Further, let \( q \) be a prime larger than \( (K2^{2d})^{2d} \). The following holds for any subset \( X \) of the columns of \( A \): the vectors contained in \( X \) are linearly independent over \( \mathbb{Q} \) if and only they are independent over the \( q \)-element field.
\end{itemize}

We derive the following using Theorem 28, Corollary 29, and Lemmas 30 and 31.

\begin{itemize}
    \item\hspace{1em}\textbf{Theorem 32.} For the parameterization by positive integers \( d \) and \( K \), there exists a fixed parameter algorithm that for a vector matroid \( M \) over \( \mathbb{Q} \) such that the entries of all vectors in \( M \) have complexity at most \( K \) either outputs that \( \text{bd}(M) \) is larger than \( d \), or computes \( \text{bd}(M) \) and outputs an extended depth-decomposition \( (T, f, g) \) of \( M \) with depth \( \text{bd}(M) \). Moreover, the entry complexity of the vectors in \( \text{Im}(g) \) is bounded by a function of \( d \) and \( K \).
\end{itemize}

Theorem 32 yields Theorem 3.
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Abstract

The longest common substring problem consists in finding a longest string that appears as a (contiguous) substring of two input strings. We consider the dynamic variant of this problem, in which we are to maintain two dynamic strings \( S \) and \( T \), each of length at most \( n \), that undergo substitutions of letters, in order to be able to return a longest common substring after each substitution. Recently, Amir et al. [ESA 2019] presented a solution for this problem that needs only \( \tilde{O}(n^{2/3}) \) time per update. This brought the challenge of determining whether there exists a faster solution with polylogarithmic update time, or (as is the case for other dynamic problems), we should expect a polynomial (conditional) lower bound. We answer this question by designing a significantly faster algorithm that processes each substitution in amortized \( \log^{O(1)} n \) time with high probability. Our solution relies on exploiting the local consistency of the parsing of a collection of dynamic strings due to Gawrychowski et al. [SODA 2018], and on maintaining two dynamic trees with labeled bicolored leaves, so that after each update we can report a pair of nodes, one from each tree, of maximum combined weight, which have at least one common leaf-descendant of each color. We complement this with a lower bound of \( \Omega(\log n / \log \log n) \) for the update time of any polynomial-size data structure that maintains the LCS of two dynamic strings, even allowing amortization and randomization.

1 Introduction

The well-known longest common substring (LCS) problem, formally stated below, was conjectured by Knuth to require \( \Omega(n \log n) \) time. However, in his seminal paper that introduced suffix trees, Weiner showed how to solve it in linear time (for constant alphabets) [29]. Since then, this classical question was considered in many different versions, such as obtaining a tradeoff between the time and the working space [21,27], or computing an approximate LCS under either the Hamming or the edit distance (see [9,20,28] and references therein), to name a few.
**Problem:** Longest Common Substring  
**Input:** Two strings $S$ and $T$ of length at most $n$ over an alphabet $\Sigma$.  
**Output:** A longest substring $X$ of $S$ that is a substring of $T$.

We consider the dynamic version of this problem where the strings are updated and we are to report an LCS after each update. That is, we return the length of an LCS and a pair of starting positions of its occurrences in the strings. The allowed update operations are substitutions of single letters in either $S$ or $T$. In fact, with due care, our algorithms can be adapted to handle all edit operations, i.e. insertions and deletions as well, but we only allow substitutions for the sake of a clearer exposition of the main ideas.

Dynamic problems on strings are of wide interest. Maybe the most basic question in this direction is that of maintaining a dynamic text while enabling efficient pattern matching queries. This is clearly motivated by, say, the possible application in a text editor. The first structure achieving polylogarithmic update time and optimal query time for this problem was designed by Sahinalp and Vishkin [26]. Later, the update time was improved to $O(\log^2 n \log \log n)$ at the cost of $O(\log n \log \log n)$ additional time per query by Alstrup et al. [2]. Recently, Gawrychowski et al. [15] presented a data structure that requires $O(\log^2 n)$ time per update and allows for time-optimal queries. Other problems on strings that have been studied in the dynamic setting include maintaining repetitions, such as the set of square substrings [5] or a longest palindromic substring [4,7].

As for the LCS problem itself, Amir et al. [6] initiated the study of this question in the dynamic setting by considering the problem of constructing a data structure over two strings that returns the LCS after a single edit operation in one of the strings. However, in their solution, after each edit operation, the string is immediately reverted to its original version. Abedin et al. [1] improved the tradeoffs for this problem by designing a more efficient solution for the so-called heaviest induced ancestors problem. Amir and Boneh [3] investigated some special cases of the partially dynamic LCS problem (in which one of the strings is assumed to be static); namely, the case where the static string is periodic and the case where the substitutions in the dynamic string are substitutions with some letter $\# \not\in \Sigma$. Finally, Amir et al. [7] presented the first algorithm for the fully dynamic LCS problem (in which both strings are subject to updates) that needs only sublinear time per edit operation (insertion or deletion of a letter) in either string, namely $O(n^{2/3})$. As a stepping stone towards this result, they designed an algorithm for the partially dynamic LCS problem that takes $O(\sqrt{n})$ time per edit operation.

For some natural dynamic problems, the best known bounds on the query and the update time are of the form $O(n^\alpha)$, where $n$ is the size of the input and $\alpha$ is some constant. Henzinger et al. [16] introduced the online Boolean matrix-vector multiplication conjecture that can be used to provide some justification for the polynomial time hardness of many such dynamic problems in a unified manner. This brings the question of determining if the bound on the update time in the dynamic LCS problem should be polynomial or subpolynomial.

We answer this question by significantly improving on the bounds presented by Amir et al. [7] and presenting a solution for the fully dynamic LCS problem that handles each update in amortized polylogarithmic time with high probability. As a warm-up, we present a (relatively simple) deterministic solution for the partially dynamic LCS problem that handles each update in amortized $O(\log^2 n)$ time.

After having determined that the complexity of fully dynamic LCS is polylogarithmic, the next natural question is whether we can further improve the bound to polyloglogarithmic. By now we have techniques that can be used to not only distinguish between these two situations...
but (in some cases) also provide tight bounds. As a prime example, static predecessor for a set of \( n \) numbers from \([n^2]\) requires \( \Omega(\log \log n) \) time for structures of size \( \tilde{O}(n) \) [25], and dynamic connectivity for forests requires \( \Omega(\log n) \) time [24], with both bounds being asymptotically tight. In some cases, seemingly similar problems might have different complexities, as in the orthogonal range emptiness problem: Nekrich [22] showed a data structure of size \( O(n \log^4 n) \) with \( \mathcal{O}(\log^2 \log n) \) query time for 3 dimensions, while for the same problem in 4 dimensions Pătraşcu showed that any polynomial-size data structure requires \( \Omega(\log n / \log \log n) \) query time [23]. In the full version of this work, we show the following results, each obtained through a series of reductions, starting from the problem of answering reachability queries in butterfly graphs that was considered in the seminal paper of Pătraşcu [23].

\[ \textbf{Theorem 1.} \] Any structure of \( \tilde{O}(n) \) size for maintaining an LCS of a dynamic string \( S \) and a static string \( T \), each of length at most \( n \), requires \( \Omega(\log n / \log \log n) \) time per update operation.

\[ \textbf{Theorem 2.} \] Any polynomial-size structure for maintaining the LCS of two dynamic strings of length \( n \) requires \( \Omega(\log n / \log \log n) \) time per update operation.

Finally, we demonstrate that the difference in the allowed space in the above two lower bounds is indeed needed. To this end, we show that partially dynamic LCS admits an \( \mathcal{O}(n^{1+\epsilon}) \)-space, \( \mathcal{O}(\log \log n) \)-update time solution, for any \( \epsilon > 0 \).

**Techniques and roadmap.** We first consider the partially dynamic version of the problem where updates are only allowed in one of the strings, say \( S \), in Section 3. This problem is easier as we can use the static string \( T \) as a reference point. We maintain a partition of \( S \) into blocks (i.e. substrings of \( S \) whose concatenation equals \( S \)), such that each block is a substring of \( T \), but the concatenation of any two consecutive blocks is not. This is similar to the approach of [8] and other works that consider one dynamic and one static string. The improvement upon the \( \tilde{O}(\sqrt{n}) \)-time algorithm presented in [7] comes exactly from imposing the aforementioned maximality property, which guarantees that the sought LCS is a substring of the concatenation of at most three consecutive blocks and contains the first letter of one of these blocks. The latter property allows us to anchor the LCS in \( S \). Upon an update, we can maintain the block decomposition, by updating a constant number of blocks. It then suffices to show how to efficiently compute the longest substring of \( T \) that contains the first letter of a given block. We reduce this problem to answering a heaviest induced ancestors (HIA) query. This reduction was also presented in [1,6], but we describe the details to make following the more involved solution of fully dynamic LCS easier.

In Section 4 we move to the fully dynamic LCS problem. We try to anchor the LCS in both strings as follows. For each of the strings \( S \) and \( T \) we show how to maintain, in \( \log^{O(1)} n \) time, a collection of pairs of adjacent fragments (e.g. \((S[i..j-1], S[j..k])\)), denoted by \( J_S \) for \( S \) and \( J_T \) for \( T \), with the following property. For any common substring \( X \) of \( S \) and \( T \) there exists a partition \( X = X_lX_r \) for which there exists a pair \((U_l, U_r) \in J_S \) and a pair \((V_l, V_r) \in J_T \) such that \( X_l \) is a suffix of both \( U_l \) and \( V_l \), while \( X_r \) is a prefix of both \( U_r \) and \( V_r \). We can maintain this collection by exploiting the properties of the locally consistent parsing previously used for maintaining a dynamic collection of strings [15]. We maintain tries for fragments in the collections and reduce the dynamic LCS problem to a problem on dynamic bicolor trees, which we solve by using dynamic heavy-light decompositions and 2D range trees.
2 Preliminaries

We use [n] to denote the set {1, 2, ..., n}. Let S = S[1]S[2]...S[n] be a string of length |S| = n over an integer alphabet Σ. For two positions i and j on S, we denote by S[i..j] = S[i]...S[j] the fragment of S that starts at position i and ends at position j (it is the empty string ε if j < i). A string Y, of length m with 0 < m ≤ n, is a substring of S if there exists a position i in S such that Y = S[i..i + m − 1]. The prefix of S ending at the i-th letter of S is denoted by S[..i] and the suffix of S starting at the i-th letter of S is denoted by S[i..]. The reverse string of S is denoted by S^R. The concatenation of strings S and T is denoted by ST. The concatenation of k copies of string S is denoted by S^k. By lcp(S, T) we denote the length of the longest common prefix of strings S and T.

We define the trie of a collection of strings C = {S_1, S_2, ..., S_k} as follows. It is a rooted tree with edges labeled by single letters. Every string S that is a prefix of some string in C is represented by exactly one path from the root to some node v of the tree, such that the concatenation of the labels of the edges of the path, the path-label of v, is equal to S. The compacted trie of C is obtained by contracting maximal paths consisting of nodes with one child to an edge labeled by the concatenation of the labels of the edges of the path. Usually, the label of the new edge is stored as the start/end indices of the corresponding fragment of some S_i. The suffix tree of a string T is the compacted trie of all suffixes of T$ where $ is a letter smaller than all letters of the alphabet Σ. It can be constructed in O(|T|) time for linear-time sortable alphabets [11]. For a node u in a (compacted) trie, we define its depth as the number of edges on the path from the root to u. Analogously, we define the string-depth of u as the total length of labels along the path from the root to u.

We say that a tree is weighted if there is a weight w(u) associated with each node u of the tree, such that weights along the root-to-leaf paths are increasing, i.e. for any node u other than the root, w(u) > w(parent(u)). Further, we say that a tree is labeled if each of its leaves is given a distinct label.

Definition 3. For rooted, weighted, labeled trees T_1 and T_2, two nodes u ∈ T_1 and v ∈ T_2, are induced (by ℓ) if and only if there are leaves x and y with the same label ℓ, such that x is a descendant of u and y is a descendant of v.

**Problem:** Heaviest Induced Ancestors

**Input:** Two rooted, weighted, labeled trees T_1 and T_2 of total size n.

**Query:** Given a pair of nodes u ∈ T_1 and v ∈ T_2, return a pair of nodes u’, v’ such that u’ is ancestor of u, v’ is ancestor of v, u’ and v’ are induced and they have the largest total combined weight w(u’) + w(v’).

This problem was introduced in [14], with the last advances made in [1]. The next lemma encapsulates one of the known trade-offs.

Lemma 4 ([14]). There is a data structure for the Heaviest Induced Ancestors problem, that can be built in O(n log^2 n) time and answers queries in O(log^2 n) time.

3 Partially Dynamic LCS

In this section, we describe an algorithm for solving the partially dynamic variant of the LCS problem, where updates are only allowed on one of the strings, say S, while T is given in advance and is not subject to change.
Let us assume for now that all the letters of $S$ throughout the execution of the algorithm occur at least once in $T$; we will waive this assumption later. Also, for simplicity, we assume that $S$ is initially equal to $\$^{\lvert S \rvert}$, for $\$ \not\in \Sigma$. We can always obtain any other initial $S$ by performing an appropriate sequence of updates in the beginning.

**Definition 5.** A block decomposition of string $S$ with respect to string $T$ is a sequence of strings $(s_1, s_2, \ldots, s_k)$ such that $S = s_1s_2 \ldots s_k$ and every $s_i$ is a fragment of $T$. An element of the sequence is called a block of the decomposition. A decomposition is maximal if and only if $s_is_{i+1}$ is not a substring of $T$ for every $i \in [k-1]$.

Maximal block decompositions are not necessarily unique and may have different lengths, but all admit the following useful property.

**Lemma 6.** For any maximal block decomposition of $S$ with respect to $T$, any fragment of $S$ that occurs in $T$ is contained in at most three consecutive blocks. Furthermore, any occurrence of an LCS of $S$ and $T$ in $S$ must contain the first letter of some block.

**Proof.** We prove the first claim by contradiction. If $(s_1, s_2, \ldots, s_k)$ is a maximal block decomposition of $S$ with respect to $T$ and a fragment of $S$ that occurs in $T$ spans at least four consecutive blocks $s_i, s_{i+1}, s_{i+2}, \ldots, s_j$, then $s_{i+1}s_{i+2}$ is a substring of $T$, a contradiction.

As for the second claim, it is enough to observe, that if an occurrence of an LCS in $S$ starts in some other than the first position of a block $b$, then it must contain the first letter of the next block, as otherwise its length would be smaller than the length of block $b$, which is a common substring of $S$ and $T$.

We will show that an update in $S$ can be processed by considering a constant number of blocks in a maximal block decomposition of $S$ with respect to $T$. We first summarize the basic building block needed for efficiently maintaining such a maximal block decomposition.

**Lemma 7.** Let $T$ be a string of length at most $n$. After $O(n \log^2 n)$-time and $O(n)$-space preprocessing, given two fragments $U$ and $V$ of $T$, one can compute a longest fragment of $T$ that is equal to a prefix of $UV$ in $O(\log \log n)$ time.

**Proof.** We build a weighted ancestor queries structure over the suffix tree of $T$. A weighted ancestor query $(\ell, u)$ on a (weighted) tree $T$, asks for the deepest ancestor of $u$ with weight at most $\ell$. Such queries can be answered in $O(\log \log n)$ time after an $O(n)$-time preprocessing of $T$ if all weights are polynomial in $n$ [12], as is the case for suffix trees with the weight of each node being its string-depth. We also build a data structure for answering unrooted LCP queries over the suffix tree of $T$. In our setting, such queries can be defined as follows: given nodes $u$ and $v$ of the suffix tree of $T$, we want to compute the (implicit or explicit) node where the search for the path-label of $v$ starting from node $u$ ends. Cole et al. [10] showed how to construct in $O(n \log^2 n)$ time a data structure of size $O(n \log n)$ that answers unrooted LCP queries in $O(\log \log n)$ time. With these data structures at hand, the longest prefix of $UV$ that is a fragment of $T$ can be computed as follows. First, we retrieve the nodes of the suffix tree of $T$ corresponding to $U$ and $V$ using weighted ancestor queries in $O(\log \log n)$ time. In more detail, if $U = T[i \ldots j]$ then we access the leaf of the suffix tree corresponding to $T[i \ldots]$ and access its ancestor at string-depth $\lvert U \rvert$, and similarly for $V$. Second, we ask an unrooted LCP query to obtain the node corresponding to the sought prefix of $UV$.

**Lemma 8.** A maximal block decomposition of a dynamic string $S$, with respect to a static string $T$, can be maintained in $O(\log \log n)$ time per substitution operation with a data structure of size $O(n \log n)$ that can be constructed in $O(n \log^2 n)$ time.
Proof. We keep the blocks on a doubly-linked list and we store the starting positions of blocks in an $O(n)$-size predecessor/successor data structure over $[n]$ that supports $O(\log \log n)$-time queries and updates [30]. This allows us to navigate in the structure of blocks, and in particular to be able to compute the block in which the edit occurred and its neighbors.

Suppose that we have a maximal block decomposition $B = (s_1, \ldots, s_k)$ of $S$ with respect to $T$. Consider an operation which updates the letter $x$ located in block $s_i$ to $y$, so that $s_i = s_i^j x s_i^r$. Consider a block decomposition $B' = (s_1, s_2, \ldots, s_{i-1}, s_i^j, y, s_i^r, s_{i+1}, \ldots, s_k)$ of string $S'$ after the update. Note that both $s_i^j$ and $s_i^r$ may be empty. This block decomposition does not need to be maximal. However, since $B$ is a maximal block decomposition of $S$, none of the strings $s_1 s_2$, $s_2 s_3$, $\ldots$, $s_{i-2} s_{i-1}$, $s_{i+1} s_{i+2}$, $s_{i+2} s_{i+3}$, $\ldots$, $s_k, s_k$ occurs in $T$. Thus, given $B'$, we repeatedly merge any two consecutive blocks from $(s_{i-1}, s_i^j, y, s_i^r, s_{i+1})$ whose concatenation is a substring of $T$ into one, until this is no longer possible. We have at most four merges before obtaining a maximal block decomposition $B'$ of string $S'$. Each merge is implemented with Lemma 7 in $O(\log \log n)$ time.

As for allowing substitutions of letters that do not occur in $T$, we simply allow blocks of length 1 that are not substrings of $T$ in block decompositions, corresponding to such letters. It is readily verified that all the statements above still hold.

Due to Lemma 6, for a maximal block decomposition $(s_1, s_2, \ldots, s_k)$ of $S$ with respect to $T$, we know that any occurrence of an LCS of $S$ and $T$ in $S$ must contain the first letter of some block of the decomposition and cannot span more than three blocks. In other words, it is the concatenation of a potentially empty suffix of $s_{i-1}s_i$ and a potentially empty prefix of $s_{i+1}s_{i+2}$ for some $i \in [k]$ (for convenience we consider the non-existent $s_0$ to be equal to $\epsilon$). We call an LCS that can be decomposed in such way a candidate of $s_i$. Our goal is to maintain the candidate proposed by each $s_i$ in a max-heap with the length as the key. We also store a pointer to it from block $s_i$. The max-heap is implemented with an $O(n)$-size predecessor/successor data structure over $[n]$ that supports $O(\log \log n)$-time queries and updates [30]. We assume that each block $s_i$ stores a pointer to its candidate in the max-heap.

After an update, the candidate of each block $b$ that satisfies the following two conditions remains unchanged: (a) $b$ did not change and (b) neither of $b$'s neighbors at distance at most 2 changed. For the $O(1)$ blocks that changed, we proceed as follows. First, in $O(\log \log n)$ time, we remove from the max-heap any candidates proposed by the deleted blocks or blocks whose neighbors at distance at most 2 have changed. Then, for each new block and for each block whose neighbors at distance at most 2 have changed, we compute its candidate and insert it to the max-heap. To compute the candidate of a block $s_i$, we proceed as follows. We first compute the longest suffix $U$ of $s_{-1}s_i$ and the longest prefix $V$ of $s_{i+1}s_{i+2}$ that occur in $T$ in $O(\log \log n)$ time using Lemma 7. Then, the problem in scope can be restated as follows: given two fragments $U$ and $V$ of $T$ compute the longest fragment of $UV$ that occurs in $T$. This problem can be reduced to a single HIA query over the suffix trees of $T$ and $T^R$ as shown in [1, 6] and we provide a brief overview at the end of this section. Combining the above discussion with Lemmas 4 and 8 we obtain that an LCS can be maintained after an $O(n \log^2 n)$ time preprocessing in $O(\log^2 n)$ time per update. In fact, the bottleneck in the update time in this approach is in Lemma 4, that is, the HIA structure, as the additional time in the update is only $O(\log \log n)$. We can thus obtain a faster data structure at the expense of slower preprocessing using the following lemma.

Lemma 9. For any $\varepsilon > 0$, there is a structure for the Heaviest Induced Ancestors problem, that can be built in $O(n^{1+\varepsilon})$ time and answers queries in constant time.
Proof. Consider an instance of HIA on two trees $T_1$ and $T_2$ of total size $m$ containing at most $\ell$ leaves, and let $b$ be a parameter to be chosen later. We will show how to construct a structure of size $O(b^2m)$ that allows us to reduce in constant time a query concerning two nodes $u \in T_1$ and $v \in T_2$ to two queries to smaller instances of HIA. In each of the smaller instances the number of leaves will shrink by a factor of $b$, and the total size of all smaller instances will be $O(m)$. Let $b = n^\delta$, where $n$ is the total size of the original trees. We recursively repeat the construction always choosing $b$ according to the formula. Because the depth of the recursion is at most $\log_b n = O(1)$, this results in a structure of total size $O(n^{1+\varepsilon})$ for $\varepsilon = 2\delta$ and allows us to answer any query in a constant number of steps, each taking constant time.

We select $b$ evenly-spaced (in the order of in-order traversal) leaves of $T_1$ and $T_2$ and call them marked. Consider a query concerning a pair of nodes $u \in T_1$ and $v \in T_2$. Let $u''$, $v''$ be the nearest ancestors of $u$ and $v$, respectively, that contain at least one marked leaf in their subtrees. $u''$ and $v''$ can be preprocessed in $O(m)$ space and accessed in constant time. We have three possibilities concerning the sought ancestors $u'$, $v'$:

1. $u'$ is an ancestor of $u''$ and $v'$ is an ancestor of $v''$ (not necessarily proper),
2. $u'$ is a descendant of $u''$,
3. $v'$ is a descendant of $v''$.

To check the first possibility, we preprocess every pair of marked leaves $x$, $y$. Both $u''$ and $v''$ store pointers to some marked leaves in their subtrees, so it is enough to consider a query concerning two ancestors of marked leaves $x$, $y$. This can be solved similarly as preprocessing two heavy paths for HIA queries in $O(\log^2 n)$ time [14], except that now we can afford to preprocess the predecessor for every possible depth on both paths in $O(m)$ space, which decreases the query time to constant. The overall space is $O(b^2m)$.

The second and the third possibility are symmetric, so we focus on the second. By removing all marked leaves and their ancestors from $T_1$ we obtain a collection of smaller trees, each containing less than $n/b$ leaves. Because $u'$ is below $u''$, $u$ and $u'$ belong to the same smaller tree. For technical reasons, we want to work with $O(b)$ smaller trees, so we merge all smaller trees between two consecutive marked leaves by adding the subtree induced by their roots in $T_1$. Now consider the smaller tree $T'_i$ containing $u$ (and, by assumption, also $u''$). We extract the subtree of $T_2$ induced by the leaves of $T'_i$, call it $T''_i$, and build a smaller instance of HIA for $T'_i$ and $T''_i$. To query the smaller instance, we need to replace $v$ by its nearest ancestor that belong to $T''_i$. This can be preprocessed for each $i$ and $v$ in $O(bm)$ space. By construction, $T'_i$ and $T''_i$ contain less than $n/b$ leaves, and each node of $T_i$ shows up in at most two trees $T'_i$. Each node of $T_2$ might appear in multiple trees $T''_i$, but the number of non-leaf nodes in $T''_i$ is smaller than its number of leaves, so the overall number of non-leaf nodes is smaller than $m$, and consequently the overall number of nodes is smaller than $2m$.

The construction time can be verified to be at most the size of the structure. ▶

Theorem 10. It is possible to maintain an LCS of a dynamic string $S$ and a static string $T$, each of length at most $n$, (i) after an $O(n\log^2 n)$-time preprocessing in $O(\log^2 n)$ time per substitution operation, or (ii) after an $O(n^{1+\varepsilon})$-time preprocessing in $O(\log \log n)$ time per substitution operation.

We now briefly explain the reduction to HIA in the interests of self-containment and developing intuition in a relatively easier setting before we move on to the harder problem of maintaining an LCS of two dynamic strings.
Let $T_1$ and $T_2$ be the suffix trees of $T\$ and $T^R\#$, respectively, where $\$ and $\#$ are sentinel letters not in the alphabet and lexicographically smaller than all other letters. Note that each suffix of $T\$ corresponds to a leaf in $T_1$; similarly for $T_2$. We label a leaf $v$ of $T_1$ with the starting position of the suffix of $T\$ that it represents. For $T_2$, however, we label the leaf corresponding to $T^R[i\ldots]#$ with $n-i+2$. Intuitively, if we consider a split $T = T[\ldots i-1]T[i\ldots]$, the leaves corresponding to $T[i\ldots]\$ in $T_1$ and $T[i\ldots i-1]^R\#$ in $T_2$ get the same label. Further, let the weight of each node in $T_1$ and $T_2$ be its string-depth. Upon query, we first compute the node $p$ corresponding to $V$ in $T_1$ and the node $q$ corresponding to $U^R$ in $T_2$ using weighted ancestor queries in $O(\log \log n)$ time. Then the length of the longest substring of $UV$ is exactly the sum of the weights of the nodes returned by a HIA query for $p$ and $q$. (Some technicalities arise when $p$ or $q$ are implicit nodes, which can be overcome straightforwardly.)

\section{Fully Dynamic LCS}

In this section, we prove our main result.

\begin{theorem}
We can maintain an LCS of two dynamic strings, each of length at most $n$, in $\log^{O(1)} n$ time per substitution operation.
\end{theorem}

We start with some intuition. Let us suppose that we can maintain a decomposition of each string in blocks of length roughly $2^k$ for each level $k = 0, 1, \ldots, \log n$ with the following property: any two equal fragments $U = S[i \ldots j]$ and $V = T[i' \ldots j']$ are “aligned” by a pair of equal blocks $B_1$ in $S$ and $B_2$ in $T$ at some level $k$ such that $2^k = \Theta(|U|)$. In other words, the decomposition of $U$ (resp. $V$) at level $k$ consists of a constant number of blocks, where the first and last blocks are potentially trimmed, including $B_1$ (resp. $B_2$), and the distance of the starting position of $B_1$ from position $i$ in $S$ equals the distance of the starting position of $B_2$ from position $i'$ in $T$. The idea is that we can use such blocks as anchors for the LCS. For each level, for each string $B$ appearing as a block in this level, we would like to design a data structure that:

\begin{itemize}
  \item[a)] supports insertions/deletions of strings corresponding to sequences of a constant number of level-$k$ blocks, each containing a specified block equal to $B$ and a boolean variable indicating the string this sequence originates from ($S$ or $T$), and
  \item[b)] can return the longest common substring among pairs of elements originating from different strings that is aligned by a pair of specified blocks (that are equal to $B$).
\end{itemize}

For each substitution in either of the strings, we would only need to update $O(\log n)$ entries in our data structures — a constant number of them per level.

Unfortunately, it is not clear how to maintain a decomposition with these properties. We resort to the dynamic maintenance of a \textit{locally consistent parsing} of the two strings, due to Gawrychowski et al. \cite{15}. We exploit the structure of this parsing in order to apply the high-level idea outlined above in a much more technically demanding setting.

\subsection{Locally Consistent Parsing}

The authors of \cite{15} settled the time complexity of maintaining a collection of strings $W$ under the following operations: makestring($W$) (insert a non-empty string $W$), concat($W_1, W_2$) (insert $W_1W_2$ to $W$, for $W_1, W_2 \in W$), split($W, i$) (split the string $W$ at position $i$ and insert both resulting strings to $W$, for $W \in W$), lcp($W_1, W_2$) (return the length of the longest common prefix of $W_1$ and $W_2$, for $W_1, W_2 \in W$). Let us note that operations $\texttt{concat}$ and $\texttt{split}$ do not remove their arguments from $W$. A substitution can be implemented with a constant number of calls to such operations.
Theorem 12 (Gawrychowski et al. [15]). A collection $W$ of strings of total length $n$ can be dynamically maintained under operations $\text{makestring}(W)$, $\text{concat}(W_1, W_2)$, $\text{split}(W, i)$, and $\text{lcp}(W_1, W_2)$ with the operations requiring time $O(\log n + |W|)$, $O(\log n)$, $O(\log n)$ worst-case time with high probability and $O(1)$ worst-case time, respectively.

At the heart of Theorem 12 lies a locally consistent parsing of the strings in the collection that can be maintained efficiently while the strings undergo updates. It can be interpreted as a dynamic version of the recompression method of Jeż [18, 19] (see also [17]) for a static string $T$. As such, we first describe the parsing of Theorem 12 for a static string $T$ and then extend the description to the dynamic variant for a collection of strings.

A run-length straight line program (RLSLP) is a context-free grammar which generates exactly one string and contains two kinds of non-terminals: concatenations with production rule of the form $A \rightarrow BC$ (for symbols $B, C$) and powers with production rule of the form $A \rightarrow B^k$ (for a symbol $B$ and an integer $k \geq 2$), where a symbol $A$ can be a non-terminal or a letter in $\Sigma$. Every symbol $A$ generates a unique string denoted by $\text{gen}(A)$.

Let $T = T_0$. We can compute strings $T_1, \ldots, T_H$, where $H = O(\log n)$ and $|T_H| = 1$ in $O(n)$ time using interleaved calls to the following two auxiliary procedures:

- **RunCompress** applied if $h$ is even: for each $B^r$, $r > 1$, replace all occurrences of $B^r$ as a run by a new letter $A$. There are no runs after an application of this procedure.\(^1\)
- **HalfCompress** applied if $h$ is odd: first partition $\Sigma$ into $\Sigma_I$ and $\Sigma_r$, then, for each pair of letters $B \in \Sigma_I$, $C \in \Sigma_r$ such that $BC$ occurs in $T_h$ replace all occurrences of $BC$ by a new letter $A$.

We can interpret strings $T = T_0, T_1, \ldots, T_H$ as an uncompressed parse tree $\text{PT}(T)$, by considering their letters as nodes, so that the parent of $T_h[i]$ is the letter of $T_h[i+1]$ that either (a) corresponds to $T_h[i]$ or (b) replaced a fragment of $T_h$ containing $T_h[i]$. We say that the node representing $T_h[i]$ is the node left (resp. right) of the node representing $T_h[i+1]$ (resp. $T_h[i-1]$). Every node $v$ of $\text{PT}(T)$ is labeled with the symbol it represents, denoted by $L(v)$. For a node $v$ corresponding to a letter of $T_h$, we say that the level of $v$, denoted by $\text{lev}(v)$, is $h$. The value $\text{val}(v)$ of a node $v$ is defined as the fragment of $T$ corresponding to the leaf descendants of $v$ and it is an occurrence of $\text{gen}(A)$ for $A = L(v)$.

We define a *layer* to be any sequence of nodes $v_1, v_2, \ldots, v_r$ in $\text{PT}(T)$ whose values are consecutive fragments of $T$, i.e. $\text{val}(v_i) = T[r_{i-1} + 1 \ldots r_i]$ for some increasing sequence of $r_i$’s. The value of a layer $C$ is the concatenation of the values of its elements and is denoted by $\text{val}(C)$. We similarly use $\text{gen}(\cdot)$ for sequences of symbols, to denote the concatenation of the strings generated by them. We call a layer $v_1, v_2, \ldots, v_r$ an up-layer when $\text{lev}(v_i) \leq \text{lev}(v_{i+1})$ for all $i$, and a down-layer when $\text{lev}(v_i) \geq \text{lev}(v_{i+1})$ for all $i$.

In [15], the authors show how to maintain an RLSLP for each string in the collection, each with at most $c \log n$ levels for some global constant $c$ with high probability. Let $T$ be a string in the collection. For each fragment $U = T[a \ldots b]$ of $T$, one can compute in $O(\log n)$ time a context insensitive decomposition that consists in a layer $\mathcal{C}(U)$ of nodes in $\text{PT}(T)$ with value $T[a \ldots b]$ and has the following property. It can be decomposed into an up-layer $\mathcal{C}_{\text{up}}(U)$ and a down-layer $\mathcal{C}_{\text{down}}(U)$ such that:

- The sequence of the labels of the nodes in $\mathcal{C}_{\text{up}}(U)$ can be expressed as a sequence of at most $c \log n$ symbols and powers of symbols $d_{\text{up}}(U) = A_{0}^{r_0} A_{1}^{r_1} \cdots A_{m}^{r_m}$ such that, for all $i$, $A_i$ corresponds to $r_i$ consecutive nodes at level $i$ of $\text{PT}(T)$; $r_i$ can be 0 for $i < m$.

---

\(^1\) A fragment $T[i \ldots j] = B^r$ is a run if it is a maximal fragment consisting of $B$s.
Similarly, the sequence of the labels of the nodes in $C_{\text{down}}(U)$ can be expressed as a sequence of at most $c \log n$ symbols and powers of symbols $d_{\text{down}}(U) = B^m_{m} B^m_{m-1} \cdots B^0_{m}$ such that, for all $i$, $B^i_{m}$ corresponds to $t_i$ consecutive nodes at level $i$ of $PT(T)$; $t_i$ can be equal to 0.

We denote by $d(U)$ the concatenation of $d_{\text{up}}(U)$ and $d_{\text{down}}(U)$. Note that $U = \text{gen}(d(U)) = \text{gen}(A_0)^{t_0} \cdots \text{gen}(A_m)^{t_m} \text{gen}(B_0)^{t_0} \cdots \text{gen}(B_0)^{t_0}$. See Figure 1 for a visualization. The parsing of the strings enjoys local consistency in the following way: $d(U) = d(V)$ for any fragment $V$ of any string in the collection such that $U = V$. We will slightly abuse notation and use the term “context insensitive decomposition” to refer to both $d(U)$ and $C(U)$. In addition, we also use $d(\cdot)$ for substrings and not just for fragments.

Let us consider any sequence of nodes corresponding, for some $j < m$, to $A^j_0$ with $r_j > 1$ or $B^j_2$ with $t_j > 1$. We note that $T_j$ must have been obtained from $T_{j-1}$ by an application of HalfCompress, since there are no runs after an application of procedure RunCompress. Thus, at level $j + 1$ in $PT(T)$, i.e. the one corresponding to $T_{j+1}$, all of these nodes collapse to a single one: their parent in $PT(T)$.

Hence, we have the following lemma.

**Lemma 13.** Let $U$ be a fragment of $T$ with $d_{\text{up}}(U) = A^{r_0}_0 A^{r_1}_1 \cdots A^{r_m}_m$ and $d_{\text{down}}(U) = B^m_{m} B^m_{m-1} \cdots B^0_{m}$. Then we have the following:

- The value of $C_{\text{up}}(U)$ is a suffix of the value of a layer $L_{\text{up}}$ of (at most) $c \log n + r_m - 1$ level-$m$ nodes, such that the two layers have the same rightmost node. The last $r_m$ nodes are consecutive siblings with label $A_m$.

- The value of $C_{\text{down}}(U)$ is a prefix of the value of the layer $L_{\text{down}}$ consisting of the subsequent (at most) $c \log n + \max(t_m - 1, 0)$ level-$m$ nodes. If $t_m \neq 0$, then the first $t_m$ nodes of $L_{\text{down}}$ are consecutive siblings with label $B_m \neq A_m$.  

\[\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure1.png}
\caption{An example $PT(T)$ for $T = T_0 = abababaabdbababed$. We omit the label of each node $v$ with a single child $u$: $L(v) = L(u)$. $T_3 = kefhkh$ and $T_6 = pq$. We denote the nodes $C_{\text{up}}(T)$ by red (filled) squares and the nodes of $C_{\text{down}}(T)$ with blue (unfilled) squares. $d_{\text{up}}(T) = abg^2\ell$, $d_{\text{down}}(T) = hg^3\ell cd$ and hence $d(T) = abg^2\ell hg^3\ell cd$.}
\end{figure}\]
The parse trees of the strings in the collection are not maintained explicitly. However, we have access to the following pointers and functions, among others, which allow us to efficiently navigate through them. First, we can get a pointer to the root of PT(T) for any string T in the collection. Given a pointer P to some node v in PT(T) we can get \( \deg(v) \) and pointers to the parent of v, the \( k \)-th child of v and the nodes to the left/right of v.

Let us now briefly explain how the dynamic data structure of [15] processes a substitution in \( T \) at some position \( i \), that yields a string \( T' \). First, the context insensitive decompositions of \( T[1..i - 1] \) and \( T[i + 1..] \) are retrieved. These, together with the new letter at position \( i \) form a layer of PT\( (T') \). The sequence of the labels of the nodes of this layer can be expressed as a sequence of \( O(\log n) \) symbols and powers of symbols. Then, only the portion of PT\( (T) \) that lies above this layer needs to be (implicitly) computed, and the authors of [15] show how to do this in \( O(\log n) \) time. In total, we get PT\( (T') \) from PT\( (T) \) through \( O(\log^2 n) \) insertions and deletions of nodes and layers that consist of consecutive siblings.

### 4.2 Anchoring the LCS

We will rely on Lemma 13 in order to identify an LCS \( S[i..j] = T[i'..j'] \) at a pair of topmost nodes of the context insensitive decompositions of \( S[i..j] \) and \( T[i'..j'] \) in PT\( (S) \) and PT\( (T) \), respectively. In order to develop some intuition, let us first sketch a solution for the case that PT\( (S) \) and PT\( (T) \) do not contain any power symbols throughout the execution of our algorithm. For each node \( v \) in one of the parse trees, let \( Z_i(v) \) be the value of the layer consisting of the (at most) \( c \log n \) level-lev\( (v) \) nodes, with \( v \) being the layer’s rightmost node, and \( Z_r(v) \) be the value of the layer consisting of the (at most) \( c \log n \) subsequent level-lev\( (v) \) nodes. Now, consider a common substring \( X \) of \( S \) and \( T \) and partition it into the prefix \( X_t = \text{gen}(d_{up}(X)) \) and the suffix \( X_r = \text{gen}(d_{down}(X)) \). For any fragment \( U \) of \( S \) that equals \( X \), \( C_{up}(U) \) is an up-layer of the form \( v_1 .. v_m \). Hence, by Lemma 13, \( X_t \) is a suffix of \( Z_i(v_m) \). Similarly, \( X_r \) is a prefix of \( Z_r(v_m) \). Thus, it suffices to maintain pairs \( (Z_i(v), Z_r(v)) \) for all nodes \( v \) in PT\( (S) \) and PT\( (T) \), and, in particular, a pair of nodes \( u \in PT(S) \) and \( v \in PT(T) \) that maximizes \( \text{lcp}(Z_i(u)^R, Z_r(v)^R) + \text{lcp}(Z_r(u), Z_i(v)) \). The existence of power symbols poses some technical challenges which we overcome below.

For each node of PT\( (T) \), we consider at most one pair consisting of an up-layer and a down-layer. The treatment of nodes differs, based on their parent. We have two cases.

1. For each node \( z \) with \( \deg(z) = 2 \) and \( \mathcal{L}(z) \) being a concatenation symbol, for each child \( v \) of \( z \), we consider the following layers:
   - The up-layer \( J_{up}(v) \) of the (at most) \( c \log n \) level-lev\( (v) \) consecutive nodes of PT\( (T) \) with \( v \) a rightmost node.
   - The down-layer \( J_{down}(v) \) of the (at most) \( p \) level-lev\( (v) \) subsequent level-lev\( (v) \) nodes of PT\( (T) \). If the node to the right of \( v \) is a child of a node \( w \) with more than two children, then \( p = c \log n + \deg(w) \). Otherwise \( p = c \log n \).

2. For each node \( z \) of PT\( (T) \) whose label is a power symbol and has more than one child, we will consider \( O(\log n) \) pairs of layers. In particular, for each \( v \), being one of the \( c \log n + 1 \) leftmost or \( c \log n + 1 \) rightmost children of \( z \), we consider the following layers:
   - The up-layer \( J_{up}(v) \) defined as the concatenation of (a) the (at most) \( c \log n \) level-lev\( (v) \) consecutive nodes of PT\( (T) \) preceding the leftmost child of \( z \) and (b) all the children of \( z \) that lie weakly to the left of \( v \), i.e. including \( v \).
   - The down-layer \( J_{down}(v) \) of the (at most) \( c \log n \) subsequent level-lev\( (v) \) nodes of PT\( (T) \) – with one exception. If \( v \) is the rightmost child of \( z \) and the node to its right is a child of a node \( w \) with more than two children, then \( J_{down}(v) \) consists of the \( c \log n + \deg(w) \) subsequent level-lev\( (v) \) nodes.
In particular, we create at most one pair \((J_{up}(v), J_{down}(v))\) of layers for each node \(v\) of \(PT(T)\). Let \(Y_v = \text{val}(J_{up}(v))\) and \(Y_v = \text{val}(J_{down}(v))\). Given a pointer to a node \(z\) in \(PT(T)\), we can compute the indices of the fragments corresponding to those layers with straightforward use of the pointers at hand in \(O(\log n)\) time. With a constant number of split operations, we can then add the string \(Y_v\) to our collection within \(O(\log n)\) time. Similarly, if we also maintain \(T^R\) in our collection of strings, we can add the reverse of \(Y_v\) to the collection within \(O(\log n)\) time. We maintain pointers between \(v\) and these strings. Note that each node of \(PT(T)\) takes part in \(O(\log n)\) pairs of layers and these pairs can be retrieved in \(O(\log n)\) time. Similarly, for each node whose label is a power symbol, subsets of its children appear in \(O(\log n)\) pairs of layers; these can also be retrieved in \(O(\log n)\) time. Thus, throughout the updates on \(T\), which delete/insert \(O(\log^2 n)\) nodes and layers of consecutive siblings, we can maintain the pairs of layers in \(O(1)\) time. These pairs of layers (or rather the pairs of their corresponding strings maintained in a dynamic collection) will be stored in an abstract structure presented in the next section. In order to keep the space occupied by our data structure \(O(n)\), after every \(n\) updates to the collection we delete our data structure, and initialize a new instance of it for an empty collection, on which we call \(\text{makestring}(S)\) and \(\text{makestring}(T)\). The cost of this reinitialization can be beamortized using standard techniques. We summarize the above discussion in the following lemma.

\begin{lemma}
We can maintain pairs \((Y_v, v)\) for all \(v\) in \(PT(T)\) and \(PT(S)\), with each string given as a handle from the dynamic collection, in \(O(1)\) time per substitution, using \(O(n)\) space.
\end{lemma}

\begin{remark}
Not that the above lemma holds in the case that insertions and deletions are also allowed in \(S\) and \(T\), as each such update operation is processed similarly to substitution and affects \(O(1)\) pairs \((Y_v, v)\). Everything that follows in this section is oblivious to the kind of operations allowed in \(S\) and \(T\).
\end{remark}

The following lemma gives us an anchoring property, which is crucial for our approach.

\begin{lemma}
For any common substring \(X\) of \(S\) and \(T\), there exists a partition \(X = X_lX_r\) for which there exist nodes \(u \in PT(S)\) and \(v \in PT(T)\) such that:
\begin{enumerate}
\item \(X_l\) is a prefix of \(Y_v\) and \(Y_u\), and
\item \(X_r\) is a prefix of \(Y_v\) and \(Y_u\).
\end{enumerate}
\end{lemma}

\begin{proof}
Let \(d_{up}(X) = A_0^{t_0}A_1^{t_1} \cdots A_{m}^{t_m}\) and \(d_{down}(X) = B_m^{t_m}B_{m-1}^{t_{m-1}} \cdots B_0^{t_0}\).

\begin{claim}
Either \(r_m > 1, t_m = 0\) and \(\text{gen}(d_{up}(X))\) is not a suffix of \(A_m^{c\log n + r_m}\) or there exists a node \(v \in PT(T)\) such that:
\begin{enumerate}
\item \(\text{gen}(d_{up}(X))\) is a suffix of \(Y_v\), and
\item \(\text{gen}(d_{down}(X))\) is a prefix of \(Y_v\).
\end{enumerate}
\end{claim}

\begin{proof}
We assume that \(r_m = 1\) or \(\text{gen}(d_{up}(X))\) is a suffix of \(A_m^{c\log n + r_m}\) or \(t_m \neq 0\) and distinguish between the following cases.

\begin{case}
There exists an occurrence \(Y\) of \(X\) in \(T\), where the label of the parent of the rightmost node \(u\) in \(C_{up}(Y)\) is not a power symbol. (In this case \(r_m = 1\).) Recall here, that we did not construct any pairs of layers for nodes whose parent has a single child. Let \(v\) be the highest ancestor of \(u\) with label \(A_m\). If \(u \neq v\) then all nodes that are descendants of \(v\) and strict ancestors of \(u\) have a single child, while the parent of \(v\) does not. In addition, the label of the parent of \(v\) must be a concatenation symbol, since only new letters are introduced at each level and thus we cannot have new nodes with label \(A_m\) appearing to the left/right of any strict ancestor of \(u\). Finally, note that a layer of \(k\) level-lev\((v)\) nodes with \(v\) a leftmost
(resp. rightmost) node contains an ancestor of each of the nodes in a layer of \( k \) level-lev(\( u \)) nodes with \( u \) a leftmost (resp. rightmost) node. Thus, an application of Lemma 13 for \( u \) straightforwardly implies our claim for \( v \).

Case 2. There exists an occurrence \( Y \) of \( X \) in \( T \), where the label of the parent \( z \) of the rightmost node \( u \) of \( C_{\text{up}}(Y) \) is a power symbol. Let \( W \) be the rightmost occurrence of \( X \) in \( T \) such that the rightmost node \( w \) of \( C_{\text{up}}(W) \) is a child of \( z \). We have three subcases.

a) We first consider the case \( r_m = 1 \). Let us assume towards a contradiction that \( u \) is not one of the \( c \log n + 1 \) leftmost or the \( c \log n + 1 \) rightmost children of \( z \). Then, by Lemma 13 we have that \( \text{gen}(d_{\text{up}}(X)) \) is a suffix of \( A_m^{c \log n} \) and \( \text{gen}(d_{\text{down}}(X)) \) is a prefix of \( A_m^{c \log n} \). Hence, there is another occurrence of \( X \) \( \{\text{gen}(A_m)\} \) positions to the right of \( Y \), contradicting our assumption that \( Y \) is a rightmost occurrence.

b) In the case that \( t_m \neq 0 \), \( u \) must be the rightmost child of \( z \) since \( A_m \neq B_m \).

c) In the remaining case that \( \text{gen}(d_{\text{up}}(X)) \) is a suffix of \( A_m^{c \log n + r_m} \), either \( t_m > 0 \) and we are done, or \( \text{gen}(C_{\text{down}}(Y)) \) is a prefix of the value of the \( (\text{at most}) \) \( c \log n \) level-\( m \) nodes to the right of \( u \). In the latter case, either \( u \) is already among the rightmost \( c \log n + 1 \) children of \( z \) or there is another occurrence of \( X \) \( \{\text{gen}(A_m)\} \) positions to the right of \( Y \), contradicting our assumptions on \( Y \).

We have to treat a final case.

\[ \text{Claim 18.} \quad \text{If } r_m > 1, \; t_m = 0 \text{ and } \text{gen}(d_{\text{up}}(X)) \text{ is not a suffix of } A_m^{c \log n + r_m} \text{ then there exists a node } v \in \text{PT}(T) \text{ such that:} \\
1. \text{gen}(A_m^n A_m^1 \cdots A_m^{m-1} A_m) \text{ is a suffix of } Y_t(v), \text{ and} \\
2. \text{gen}(A_m^n A_m^{m-1} \text{gen}(d_{\text{down}}(X))) \text{ is a prefix of } Y_t(v). \]

Proof. In any occurrence of \( X \) in \( T \), the label of the parent \( z \) of the rightmost node of \( C_{\text{up}}(Y) \) is a power symbol. Let \( u \) be the \( r_m \)-th rightmost node of \( C_{\text{up}}(Y) \). By the assumption that \( \text{gen}(d_{\text{up}}(X)) \) is not a suffix of \( A_m^{c \log n + r_m} \) and Lemma 13, \( u \) must be one of the \( c \log n \) leftmost children of \( z \).

The combination of the two claims applied to both \( S \) and \( T \) yields the lemma.

### 4.3 A Problem on Dynamic Bicolored Trees

Due to Lemmas 14 and 16, our task reduces to solving the problem defined below in polylogarithmic time per update, as we can directly apply it to \( R = \{(Y_r(u)^R, Y_r(u)) : u \in \text{PT}(S)\} \) and \( B = \{(Y_r(v)^R, Y_r(v)) : v \in \text{PT}(T)\} \). Note that \(|R| + |B| = \mathcal{O}(n)\) throughout the execution of our algorithm.

**Problem:** LCP for Two Families of Pairs of Strings

**Input:** Two families \( R \) and \( B \), each consisting of pairs of strings, where each string is given as a handle from a dynamic collection.

**Update:** Insertion or deletion of an element in \( R \) or \( B \).

**Query:** Return \((P, Q) \in R \) and \((P', Q') \in B \) that maximize \( \text{lcp}(P, P') + \text{lcp}(Q, Q') \).

Each element of \( B \) and \( R \) is given a unique identifier. We maintain two compacted tries \( T_P \) and \( T_Q \). By appending unique letters, we can assume that no string is a prefix of another string. \( T_P \) (resp. \( T_Q \)) stores the string \( P \) (resp. \( Q \)) for every \((P, Q) \in R \), with the corresponding leaf colored red and labeled by the identifier of the pair, and the string \( P' \) (resp. \( Q' \)) for every \((P', Q') \in B \), with the corresponding leaf colored blue and labeled by the
identifier of the pair. Then, the sought result corresponds to a pair of nodes $u \in T_P$ and $v \in T_Q$ returned by a query to a data structure for the **Dynamic Bicolored Trees Problem** defined below for $T_1 = T_P$ and $T_2 = T_Q$, with node weights being their string-depths.

**Problem:** **Dynamic Bicolored Trees Problem**  
**Input:** Two weighted trees $T_1$ and $T_2$ of total size at most $m$, whose leaves are bicolored and labeled, so that each label corresponds to exactly one leaf of each tree.  
**Update:** Split an edge into two / attach a new leaf to a node / delete a leaf.  
**Query:** Return a pair of nodes $u \in T_1$ and $v \in T_2$ with the maximum combined weight that have at least one red descendant with the same label, and at least one blue descendant with the same label.

To complete the reduction, we have to show how to translate an update in $R$ or $B$ into updates in $T_P$ and $T_Q$. Let us first explain how to represent $T_P$ and $T_Q$. For each edge, we store a handle to a string from the dynamic collection, and indices for a fragment of this string which represents the edge’s label. For each explicit node, we store edges leading to its children in a dictionary structure indexed by the first letters of the edges’ labels. For every leaf, we store its label and color. An insert operation receives a string (given as a handle from a dynamic collection), together with its label and color, and should create its corresponding leaf. A delete operation does not actually remove a leaf, but simply removes its label. However, in order to not increase the space complexity, we rebuild the whole data structure from scratch after every $m$ updates. This rebuilding does not incur any extra cost asymptotically; the time required for it can be deamortized using standard techniques.

**Lemma 19.** Each update in $R$ or $B$ implies $O(1)$ updates in $T_P$ and $T_Q$ that can be computed in $O(\log n)$ time.

**Proof.** Inserting a new leaf, corresponding to string $U$, to $T_P$ requires possibly splitting an edge into two by creating a new explicit node, and then attaching a new leaf to an explicit node. To implement this efficiently, we maintain the set $C$ of path-labels of explicit nodes of $T_P$ in a balanced search tree, sorted in lexicographic order. Using $\text{lcp}$ queries (cf. Theorem 12), we binary search for the longest prefix $U'$ of $U$ that equals the path-label of some implicit or explicit node of $T_P$. If this node is explicit, then we attach a leaf to it. Otherwise, let the successor of $U'$ in $C$ be the path-label of node $v$. We split the edge $(\text{parent}(v), v)$ appropriately and attach a leaf to the newly created node. This allows us to maintain $T_P$ after each insert operation in $O(\log n)$ time.

For a delete operation, we can access the leaf corresponding to the deleted string in $O(\log n)$ time using the balanced search tree.

It thus suffices to show a solution for the **Dynamic Bicolored Trees Problem** that processes each update in polylogarithmic time.

We will maintain a heavy-light decomposition of both $T_1$ and $T_2$. This can be done by using a standard method of rebuilding as used by Gabow [13]. Let $L(u)$ be the number of leaves in the subtree of $u$, including the leaves without labels, when the subtree was last rebuilt. Each internal node $u$ of a tree selects at most one child $v$ and the edge $(u, v)$ is heavy. All other edges are light. Maximal sequences of consecutive heavy edges are called heavy paths. The node $r(p)$ closest to the root of the tree is called the root of the heavy path $p$ and the node $e(p)$ furthest from the root of the tree is called the end of the heavy path. The following procedure receives a node $u$ of the tree and recursively rebuilds its subtree.
1: function DECOMPOSE\((u, r)\) \> \(r\) is the root of the heavy path containing \(u\).
2: \(S \leftarrow \text{children}(u)\)
3: \(v \leftarrow \text{argmax}_{v \in S} L(v)\)
4: if \(L(v) \geq \frac{5}{6} \cdot L(u)\) then
5: \((u, v)\) is heavy
6: \(\text{DECOMPOSE}(v, r)\)
7: \(S \leftarrow S \setminus \{v\}\)
8: for \(v \in S\) do
9: \(\text{DECOMPOSE}(v, v)\)

Every root \(u\) of a heavy path maintains the number of insertions \(I(u)\) in its subtree since it was last rebuilt. When \(I(u) \geq \frac{1}{6} \cdot L(u)\), we recalculate the values of \(L(v)\) for nodes \(v\) in the subtree of \(u\) and call \(\text{DECOMPOSE}(u, u)\). This maintains the property that \(L(e(p)) \geq \frac{2}{3} L(r(p))\) for each heavy path \(p\) and leads to the following.

\textbf{Proposition 20.} There are \(O(\log m)\) heavy paths above any node.

As rebuilding a subtree of size \(s\) takes \(O(s)\) time, by a standard potential argument, we get the following.

\textbf{Lemma 21.} The heavy-light decompositions of \(T_1\) and \(T_2\) can be maintained in \(O(\log m)\) amortized time per update.

The main ingredient of our structure is a collection of additional structures, each storing a dynamic set of points. Each such point structure sends its current result to a max-heap, and after each update we return the largest element stored in the heap. The problem each of these point structures are designed for is the following.

\textbf{Problem: Dynamic Best Bichromatic Point}

\textbf{Input:} A multiset of at most \(m\) bicolored points from \([m] \times [m]\).

\textbf{Update:} Insertions and deletions of points from \([m] \times [m]\).

\textbf{Query:} Return a pair of points \(R = (x, y)\) and \(B = (x', y')\) such that \(R\) is red, \(B\) is blue, and \(\min(x, x') + \min(y, y')\) is as large as possible.

We call the pair of points sought in this problem the \emph{best bichromatic pair of points}. In Section 4.4 we explain how to modify range trees in order to obtain the following result.

\textbf{Lemma 22.} There is a data structure for Dynamic Best Bichromatic Point that processes each update in \(O(\log^2 m)\) amortized time.

Conceptually, we maintain a point structure for every pair of heavy paths from \(T_P\) and \(T_Q\). However, the total number of points stored in all structures at any moment is only \(O(m \log^2 m)\) and the empty structures are not actually created. Consider heavy paths \(p\) of \(T_1\) and \(q\) of \(T_2\). Let \(\ell\) be a label such that there are leaves \(u\) in the subtree of \(r(p)\) in \(T_1\) and \(v\) in the subtree of \(r(q)\) in \(T_2\) with the same color and both labeled by \(\ell\). Then, the point structure should contain a point \((x, y)\) with this color, where \(x\) and \(y\) are the string-depths of the nodes of \(p\) and \(q\) containing \(u\) and \(v\) in their light subtrees, respectively. It can be verified that then the answer extracted from the point structure is equal to the sought result, assuming that the corresponding pair of nodes belongs to \(p\) and \(q\), respectively. It remains to explain how to maintain this invariant when both trees undergo modifications.
Splitting an edge does not require any changes to the point structures. Each label appears only once in $T_1$ and $T_2$, and hence by Proposition 20 contributes to only $O((\log^2 m)\log n)$ point structures. Furthermore, by navigating the heavy path decompositions we can access these structures efficiently. This allows us to implement each deletion in $O((\log^4 n))$ amortized time, employing Lemma 22. To implement the insertions, we need to additionally explain what to do after rebuilding a subtree of $u$. In this case, we first remove all points corresponding to leaves in the subtree of $u$, then rebuild the subtree, and then proceed to insert points to existing and potentially new point structures. This can be amortized by the same standard potential argument if we add another factor of $O((\log^2 n))$ in the analysis to account for the fact that we add a point in $O((\log^2 n))$ point structures for each leaf in the subtree of $u$. Thus, insertions require $O((\log^3 n))$ amortized time as well.

Wrap-up. Lemma 16 reduces our problem to the LCP FOR TWO FAMILIES OF PAIRS OF STRINGS problem for sets $R$ and $B$ of size $O(n)$, so that each substitution in $S$ or $T$ yields $\tilde{O}(1)$ updates to $R$ and $B$, which can be computed in $O(1)$ time due to Lemma 14. The LCP FOR TWO FAMILIES OF PAIRS OF STRINGS problem is then reduced to the DYNAMIC BICOLORED TREES PROBLEM for trees $T_1$ and $T_2$ of size $O(n)$, so that each update in $R$ or $B$ yields $O(1)$ updates to the trees, which can be computed in $O((\log n))$ time (Lemma 19). We solve the latter problem by maintaining a heavy-light decomposition of each of the trees in $O((\log n))$ amortized time per update (Lemma 21), and an instance of a data structure for the DYNAMIC BEST BICROMATIC POINT problem for each pair of heavy paths. For each update to the trees, we spend $O((\log^5 n))$ amortized time to update the point structures.

4.4 Dynamic Best Bichromatic Point

In this section we prove Lemma 22, i.e. design an efficient data structure for the DYNAMIC BEST BICROMATIC POINT problem.

With standard perturbation, we can guarantee that all $x$ and $y$ coordinates of points are distinct. We maintain an augmented dynamic 2D range tree [31] over the multiset of points. This is a balanced search tree $T$ (called primary) over the $x$ coordinates of all points in the multiset in which every $x$ coordinate corresponds to a leaf and, more generally, every node $u \in T$ corresponds to a range of $x$ coordinates denoted by $x(u)$. Additionally, every $u \in T$ stores another balanced search tree $T_u$ (called secondary) over the $y$ coordinates of all points $(x,y) \in S$ such that $x \in x(u)$. Thus, the leaves of $T_u$ correspond to $y$ coordinates of such points, and every $v \in T_u$ corresponds to a range of $y$ coordinates denoted by $y(v)$. We interpret every $v \in T_u$ as the rectangular region of the plane $x(u) \times y(v)$, and, in particular, each leaf $v \in T_u$ corresponds to a single point in the multiset. Each node $v \in T_u$ will be augmented with some extra information that can be computed in constant time from the extra information stored in its children. Similarly, each node $u \in T$ will be augmented with some extra information that can be computed in constant time from the extra information stored in its children together with the extra information stored in the root of the secondary tree $T_u$. Irrespective of what this extra information is, as explained by Willard and Lukcer [31], if we implement the primary tree as a $BB(\alpha)$ tree and each secondary tree as a balanced search tree, each insertion and deletion can be implemented in $O((\log^2 m))$ amortized time.

Before we explain what is the extra information, we need the following notion. Consider a non-leaf node $u \in T$ and let $u_l, u_r \in T$ be its children. Let $v \in T_u$ be a non-leaf node with children $v_l, v_r \in T_u$. The regions $A = x(u_l) \times y(v_l), B = x(u_l) \times y(v_r), C = x(u_r) \times y(v_l)$ and $D = x(u_r) \times y(v_r)$ partition $x(u) \times y(v)$ into four parts. We say that two points $p = (x, y)$
and \( q = (x', y') \) with \( x < x' \) are shattered by \( v \in \mathcal{T}_u \) if and only if \( p \in A \) and \( q \in D \) or \( p \in B \) and \( q \in C \) (note that the former is only possible when \( y < y' \) while the latter can only hold when \( y > y' \)).

**Proposition 23.** Any pair of points in the multiset is shattered by a unique \( v \in \mathcal{T}_u \) (for a unique \( u \)).

Now we are ready to describe the extra information. Each node \( u \in \mathcal{T} \) stores the best bichromatic pair with \( x \) coordinates from \( x(u) \). Each node \( v \in \mathcal{T}_u \) stores the best bichromatic pair shattered by one of its descendants \( v' \in \mathcal{T}_u \) (possibly \( v \) itself). Additionally, each node \( v \in \mathcal{T}_u \) stores the following information about points of each color in its region:

1. the point with the maximum \( x \),
2. the point with the maximum \( y \),
3. a point with the maximum \( x + y \).

We need to verify that such extra information can be indeed computed in constant time from the extra information stored in the children.

**Lemma 24.** Let \( v \in \mathcal{T}_u \) be a non-leaf node, and \( v_\ell, v_r \) be its children. The extra information of \( v \) can be computed in constant time given the extra information stored in \( v_\ell \) and \( v_r \).

**Proof.** This is clear for the maximum \( x \), \( y \) and \( x + y \) of each color, as we can take the maximum of the corresponding values stored in the children. For the best bichromatic pair shattered by a descendant \( v' \) of \( v \), we start with considering the best bichromatic pair shattered by a descendant \( v'_\ell \) of \( v_\ell \) and \( v'_r \) of \( v_r \). The remaining case is that the best bichromatic pair is shattered by \( v \) itself. Let \( A, B, C, D \) be as in the definition of shattering. Without losing generality we assume that the sought pair is \( p = (x, y) \) and \( q = (x', y') \) with \( x < x' \), red \( p \) and blue \( q \). We consider two cases:

1. \( p \in A \) and \( q \in D \): the best such pair is obtained by taking \( p \) with the maximum \( x + y \) and any \( q \),
2. \( p \in B \) and \( q \in C \): the best such pair is obtained by taking \( p \) with the maximum \( x \) and \( q \) with the maximum \( y \).

In both cases, we are able to compute the best bichromatic pair shattered by \( v \) using the extra information stored at the children of \( v \). See Figure 2.

**Lemma 25.** Let \( u \in \mathcal{T} \) be a non-leaf node, and \( u_\ell, u_r \) be its children. The extra information of \( v \) can be computed in constant time given the extra information stored in \( v_\ell, v_r \) and the root of \( \mathcal{T}_u \).

**Proof.** We seek the best bichromatic pair with \( x \) coordinates from \( x(u) \). If the \( x \) coordinates are in fact from \( x(u_\ell) \) or \( x(u_r) \), we obtain the pair from the children of \( u \). Otherwise, the pair must be shattered by some \( v \in \mathcal{T}_u \) that is a descendant of the root of \( \mathcal{T}_u \), so we obtain the pair from the root of \( \mathcal{T}_u \).
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Abstract
We close the gap between black-box and non-black-box constructions of composable secure multiparty computation in the plain model under the minimal assumption of semi-honest oblivious transfer. The notion of protocol composition we target is angel-based security, or more precisely, security with super-polynomial helpers. In this notion, both the simulator and the adversary are given access to an oracle called an angel that can perform some predefined super-polynomial time task. Angel-based security maintains the attractive properties of the universal composition framework while providing meaningful security guarantees in complex environments without having to trust anyone.
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1 Introduction
Secure multiparty computation (MPC) [79, 24] enables two or more mutually distrustful parties to compute any functionality without compromising the privacy of their inputs. These early results [79, 24], along with a rich body of followup work that refined and developed the concept [25, 5, 65, 7, 73, 8], demonstrated the feasibility of general secure computation and its significance to secure protocol design. The existence of semi-honest oblivious transfer (OT) was established by Kilian [49] as the minimal, i.e., necessary and sufficient, assumption for general secure computation. The focus of this work is on black-box constructions of composable MPC protocols. We discuss these two aspects.
Black-Box constructions. A construction is black-box if it does not refer to the code of any cryptographic primitive it uses, and only depends on their input/output behavior. Such constructions are usually preferable since their efficiency is not affected by the implementation details of the underlying cryptographic primitives; moreover, they remain valid and applicable if the code of the underlying primitives is simply not available, e.g., in case of constructions based on hardware tokens [64, 23, 46, 28, 38].

Early constructions of general-purpose MPC were non-black-box in nature particularly due to NP-reductions required by underlying zero-knowledge proofs [24]. Ishai et al. [41] presented the first black-box construction of general purpose MPC based on enhanced trapdoor permutations or homomorphic public-key encryption schemes. Together with the subsequent work of Haitner [36], this provided a black-box construction of a general MPC protocol under minimal assumptions (i.e., semi-honest OT). The round complexity of black-box MPC was improved to $O(\log^* n)$ rounds by Wee [78], and to constant rounds by Goyal [26]. In the two party setting, a constant round construction was first obtained by Pass and Wee [72], and subsequently a 5-round construction was given by Ostrovsky, Richelson, and Scafuro [68], which is known to be optimal by the results of Katz and Ostrovsky [47].

Composable security. The notion of security considered in early MPC works is called standalone security since it only considers a single execution of the protocol. Stronger notions of security are required for complex environments such as the Internet where several MPC protocols may run concurrently. This setting is often referred to as the concurrent setting, and unfortunately, as shown by Feige and Shamir [19], stand-alone security does not necessarily imply security in the concurrent setting.

To address this issue, Canetti [8] proposed the notion of universally composable (UC) security which has two important properties: concurrent security and modular analysis. The former means that UC secure protocols maintain their security in the presence of other concurrent protocols and the latter means that the security of a larger protocol in the UC framework can be derived from the UC security of its component protocols. This latter property is stated as a composition theorem which, roughly speaking, states that UC is closed under composition [8]. Unfortunately, UC security turns out to be impossible in the plain model for most tasks [8, 9, 11]. Relaxations of UC that consider composing the same protocol were also ruled out by Lindell [59, 60].

These strong negative results motivated the search for alternative notions of concurrent security in the plain model by endowing more power to the simulator such as super-polynomial resources [69, 75, 6], ability to receive multiple outputs [30, 29], or resorting to weaker notions such as bounded concurrency [1, 70], input indistinguishability [63], or a combination thereof [27]. While all of these notions were (eventually) achieved under polynomial hardness assumptions [75, 4, 62, 12, 21, 55, 71, 52, 50, 32, 6, 22], only angel-based security by Prabhakaran and Sahai [75] (including its extension to interactive angels by Canetti, Lin, and Pass [12]) and shielded-oracle security by Broadnax et al. [6] are known to have the modular analysis property, i.e., admitting a composition theorem along the lines of UC. We focus on angel-based security in this work since it arguably has somewhat better composition properties than shielded oracles.¹

¹ As noted in [6], shielded oracle security does not technically have the modular analysis property and is actually strictly weaker than angel-based. Nevertheless, it is still “compatible” with the UC framework – the security of a composed protocol can be derived from that of its components.
Angel based security is similar to UC except that it allows the simulator as well as the adversary access to a super-polynomial resource called an “angel” which can perform a pre-defined task such as inverting a one-way function. Early constructions of angel-based security were based on non-standard assumptions [75, 4, 62]. The beautiful work of Canetti et al. [12] presented the first construction under polynomial hardness assumptions, and the subsequent work of Goyal et al. [32] improved the round complexity to $\tilde{O}(\log \lambda)$ under general assumptions.

The first black-box construction of angel-based security was obtained by Lin and Pass [55], under the minimal assumption of semi-honest OT. The main drawback of [55] is that it requires polynomially many rounds even if the underlying OT protocol has constant rounds. To address this situation, Kiyoshima [50] presented a $\tilde{O}(\log^2 \lambda)$-round construction assuming constant-round semi-honest OT (or alternatively, max($\tilde{O}(\log^2 \lambda), O(R_{OT})$) rounds where $R_{OT}$ is OT’s round-complexity). We remark that Broadnax et al. [6] present a constant-round black-box construction for (the weaker but still composable) shielded-oracle security (utilizing prior work by Hazay and Venkitasubramaniam [39] who provide a constant-round protocol in the CRS-hybrid model); however, they require stronger assumptions, specifically, homomorphic commitments and public-key encryption with oblivious public-key generation.

**State of the art.** To summarize our discussion above, under the minimal assumption of polynomially secure semi-honest OT, the best known round complexity of black-box constructions for angel-based security, and in fact any composable notion with modular analysis property, is due to Kiyoshima [50] which requires max($\tilde{O}(\log^2 \lambda), O(R_{OT})$) rounds. This is in contrast to the non-black-box construction of Goyal et al. [32] which requires only max($\tilde{O}(\log \lambda), O(R_{OT})$) rounds. Therefore, there is a multiplicative gap of $\tilde{O}(\log \lambda)$ between the round-complexities of state-of-the-art black-box and non-black-box constructions of angel-based MPC if, e.g., semi-honest OT has at most logarithmic rounds.

1.1 Our Results

In this work, we prove the following theorem, thus closing the gap between the round complexity of black-box and non-black-box constructions of angel-based MPC under minimal assumptions:

**Theorem 1 (Main).** Assume the existence of $R_{OT}$-round semi-honest oblivious transfer protocols. Then, there exists a max($\tilde{O}(\log \lambda), O(R_{OT})$)-round black-box construction of a general MPC protocol that satisfies angel-based UC security in the plain model.

Note that this yields a $\tilde{O}(\log \lambda)$-round construction under the general assumption of enhanced trapdoor permutations since they imply constant-round semi-honest OT.

We follow the framework of [12] and its extensions in [55, 50]. The main building block [12] is a special commitment scheme called a CCA-Secure Commitment. Roughly speaking, a CCA-secure commitment is a tag-based commitment scheme that maintains hiding even in the presence of a decommitment oracle $O$. More specifically, the adversary receives one commitment from an honest committer and may concurrently make many commitments to $O$ (similar to non-malleable commitments [17]). The oracle immediately extracts and sends back any value adversary commits successfully provided that it used a tag that is different from the one used by the honest committer. Lin and Pass [55] show that $O(\text{max}(R_{CCA}, R_{OT}))$-round black-box angel-based MPC can be obtained from a $R_{CCA}$-round CCA commitment and a $R_{OT}$-round semi-honest OT protocol. Kiyoshima [50] demonstrated that $\tilde{O}(k \cdot \log \lambda)$-round CCA-secure commitments can be obtained in a black-box manner.
from a $k$-round commitment scheme with slightly weaker security called “one-one CCA” where the adversary can open only one session each with the committer as well as the oracle; they further construct a $O(\log \lambda)$-round one-one CCA scheme from one-way functions in a black-box manner.

We instead present a constant round construction of one-one CCA, which implies $\tilde{O}(\log \lambda)$-round (full) CCA commitments using [50] (and Theorem 1 using [55]):

**Theorem 2 (CCA Secure Commitments).** Assume the existence of one-way functions. Then, there exists a $\tilde{O}(\log \lambda)$-round black-box construction of a CCA-secure commitment scheme.

### 1.2 Overview of Techniques

**Current approaches.** Let us briefly review the current approaches for constructing CCA secure commitments. The main difficulty in constructing CCA secure commitments under polynomial hardness is to move from the real world – which contains the exponential time decommitment oracle $O$ – to a hybrid where $O$’s responses can be efficiently simulated. A standard way to do this is to use a argument-of-knowledge (AoK): the protocol should require the (man-in-the-middle) adversary, say $A$, to give a AoK of the value it commits. The main difficulty in employing this is that $A$ may open concurrently many sessions with $O$ (referred here to as “right” side sessions), interleaved in an arbitrary manner; furthermore, these values have to be extracted immediately within each session irrespective of what happens in other sessions. This is precisely the issue in constructing (black-box simulatable) concurrent zero-knowledge (CZK) protocols [18] as well, and ideas from there are applied in this setting too.

A second difficulty is that these extractions must happen without rewinding the commitment $A$ receives (referred to as “left” side session).

It is worthwhile to quickly recall the (tag based) non-malleable commitment construction in the original work of [17]. In this construction, $A$ has only one right session; to prove that the value on the right is (computationally) independent from that on the left, the value on the right is extracted without rewinding the sensitive parts of the left side commitments. This is done by creating two types of AoK— one each for two possible values of a bit. These AoK create rewinding “slots” for extraction such that if $A$ uses a different bit in the tag, it risks the possibility of having to perform a AoK on its own – i.e., without any “dangerous” rewinding on the left – in one of the slots (called a “free” slot). These special AoK are performed for each bit of the tag sequentially so that at least one free slot is guaranteed since the left and right tags are different by definition. While this requires $n$ rounds $n$-bit tags, it is possible to split the tag into $n$ smaller tags of $\log n$ bits and run the protocol for each of them in parallel [17, 57]. Referred to as “LOG trick,” this yields a $O(\log n)$-round protocol.

The key idea for CCA commitments in [12], at a high level, is to ensure that in the concurrent setting, many free slots exist for each session so that extraction succeeds before the end of that session. This is achieved by creating a polynomial round protocol consisting of sequential repetition of special AoK as above and then relying on an analysis that is, at a high level, similar to early rewinding techniques from CZK literature [76, 10]. Once the issue of concurrent extraction is handled, the additional ideas in [55] are (again, at a high level) to enforce this approach using cut-and-choose protocols to obtain a black-box construction. The work of Goyal et al. [32] shows how to separate the tasks of “concurrent extraction” and “non-malleability” in this approach by proving a “robust extraction lemma.” This allows them to follow a structure similar to that of concurrent non-malleable zero-knowledge (CNMZK) from [3] which matches the round complexity of CZK, i.e., $O(\log n)$. However, their approach requires non-black usage of one-way functions. Kiyoshima [50] shows that the
robust-extraction lemma can actually be applied to the previous black-box protocol of [55] to get $\tilde{O}(k \cdot \log n)$ rounds if one has a slightly stronger primitive than non-malleable commitments: namely $k$-round 1-1 CCA commitments. To build such commitments, Kiyoshima builds non-malleability “from scratch” by combining the DDN “LOG trick” with cut-and-choose components of [55] so that the extraction on right in the standalone setting, can be done without any dangerous rewinding on left. This however results in $O(\log n)$ rounds for 1-1 CCA and $\tilde{O}(\log^2 n)$ for full CCA.

**Our approach.** We significantly deviate from current approaches for constructing 1-1 CCA commitments. Instead of attempting to build non-malleability from scratch, our goal is to have a generic construction built around existing non-malleable commitments. The resulting protocol will not only have a simpler and more modular proof of security, but will also benefit from the efficiency and assumptions of the underlying non-malleable commitment (NMCom). Towards this goal, we return to investigate the structure of CNMZK protocols even for the simpler case of 1-1 CCA.

Setting aside the issue of round-complexity for the moment, a key idea in the construction of CNMZK protocols [3, 56, 67, 54] is to have the prover give a non-malleable commitment (NMCom) which can later be switched to a “trapdoor value” set by the verifier; the non-malleability of NMCom ensures that $A$ cannot switch his value to a trapdoor on the right (unless he did so in the real world, which can be shown to be impossible through other means). The prover later proves that either the statement is true or it committed the trapdoor. The main problem with this approach is that it requires us to prove a predicate over the value committed in NMCom which requires non-black-box use of cryptographic primitives.

**Non-malleable commit-and-prove.** One potential idea to avoid non-black-box techniques is to turn to black-box commit-and-prove protocols in the literature and try to re-develop them in the context of non-malleability. Commit-and-prove protocols allow a committer to commit to a value $v$ so that later, it can prove a predicate $\phi$ over the committed value in zero-knowledge. These protocols can be constructed in constant rounds using the powerful “MPC-in-the-head” approach introduced by Ishai et al. [42]. The approach allows committing multiple values $v_1, \ldots, v_n$ and then proving a joint predicate $\phi$ over them. One such construction is implicit in the work of Goyal et al. [31]. Such commitments were also used extensively by Goyal et al. to build size-hiding commit-and-prove [33] and an optimal four round construction was obtained by Khurana, Ostrovsky, and Srinivasan [48]. As noted above, if we can develop an appropriate non-malleable version of such protocols, it is conceivable that they can yield constant-round 1-1 CCA commitment. However, that non-malleable commitments are not usually equipped to handle proofs. Thus, such an approach will necessarily have to “open up” the construction of non-malleable commitments. In particular, like previous constructions, this approach cannot be based on non-malleable commitments in a black-box manner.

**Changing the direction of NMCom.** In order to rely on non-malleable commitments directly, it is essential that we do not prove anything about the values committed inside the NMCom. Instead, we should restrict all proofs to be performed only over standard commitments since for them we can use standard black-box commit-and-prove protocols. Towards building this property, what if we change the direction of NMCom and ask the receiver of 1-1 CCA to send non-malleable commitments, which, for example, can be opened later? More specifically, in our 1-1 CCA protocol, the receiver will send a NMCom to a random value $\sigma$ which it will open subsequently. The committer will send a “trapdoor
commitment" t before it sees σ opened. Later, the committer will commit to the desired value v and give a AoK that either it knows v or t is a commitment to σ (the “trapdoor”). Observe that this structure completely avoids any proof directly over non-malleable commitments; all proofs only need to be performed over ordinary commitments. Therefore, if we use the commit phase of black-box commit-and-prove protocols to commit to σ and v we can easily complete the AoK in a black-box manner: the predicate ϕ in the proof phase will simply test for the presence of trapdoor σ. Some standard soundness issues arise in this approach but they can be handled by ensuring that the commit phase is extractable.

Although this approach yields a black-box construction directly from NMCom, it is hard to prove the 1-1 CCA property. At a high level, this is because of the following: if in the 1-1 CCA game, A schedules the completion of the left NMCom before the right one\(^2\), the simulator in the security proof must extract σ from this NMCom while the right NMCom is still in play (so that it can generate t to be a commitment to σ). This involves rewinding the left NMCom (assuming it is extractable) which in turn rewinds the right session.\(^3\) A similar issue arises in the work of Jain and Pandey \([44]\) on black-box non-malleable zero-knowledge where it is resolved by using a NMCom that is already 1-1 CCA secure. We do not have this flexibility in our setting.

A possible fix for this issue is to rely on some kind of “delayed input” property: i.e., the commitment to t will be an extractable commitment that does not require the message m to be committed until the last round. This property can be obtained by committing to a key k in an extractable manner and then in the last round committing to m by simply encrypting with k. This however will no longer be compatible with the black-box commit-and-prove strategy since we will now have to take encryption into account.

We overcome this issue by making extensive use of extractable commitments. More specifically, we first prepend the NMCom with a standard “slot-based” extractable commitment which commits to the same value σ as the NMCom. If the NMCom also has a slot like extractable structure (e.g., the three round scheme of \([34]\)), we can argue that non-synchronous adversaries must always leave a free slot either on top or at the bottom of NMCom. For example, in the troublesome scheduling discussed above, A can be easily rewound in the last two messages of NMCom (if we use \([34]\)) without rewinding the right NMCom. In other non-synchronous schedules it will have a free slot in the top extractable commitment on the left. On the other hand, synchronous adversaries will fail in the NMCom step (and synchronous non-malleability suffices for our purposes). In summary, this will suffice for us to show that even if our simulator sets up the trapdoor statement on the left (by committing σ in t), A cannot do the same on the right. Other NMCom, particularly public-coin extractable NMCom also seem sufficient.

A second issue here is the intertwining of the left AoK\(^4\) with “extractable” components on the right, e.g., the right AoK (or extractable commitment steps). In order to prove that A cannot setup the trapdoor, extraction from right AoK will be necessary and this will be troublesome when changing the witness in the left AoK during hybrids. This issue can be handled using the sequential repetition technique from \([53]\): we use \(k + 1\) AoKs where \(k\) is the (constant) rounds in a single AoK. Also note that other common methods for handling this issue do not work: e.g., we cannot rely on statistical WI since it requires stronger assumptions.

\(^2\) Note that NMCom’s direction is opposite to that of 1-1 CCA: the receiver of 1-1 CCA is the sender of right NMCom.

\(^3\) This is not an issue in the synchronous schedule since in that case, the value A commits to in NMCom is provided to the distinguisher along with the joint view.

\(^4\) Observe that the AoK will just be the proof part of appropriate black-box commit-and-prove with right parameters to ensure black-box property; they will also satisfy witness-indistinguishability \([19]\).
for constant rounds; we also cannot use proofs that are secure against a fixed number of
rewinds since they usually allow a noticeable probability of extraction which is insufficient
for 1-1 CCA commitments, where extraction must succeed with overwhelming probability.

1.3 Other Related Works

The focus of our work is constructions in the plain model. Hazay and Venkitasubramaniam
[40] gave a black-box construction of an MPC protocol without any setup assumptions
that achieves composable security against an adaptive adversary. UC security can be
achieved by moving to other trusted setup models such as the common reference string model
[14, 9, 35], assuming an honest majority of parties [11], trusted hardware [64, 23, 46, 15],
timing assumptions on the network [45], registered public-key model [2], setups that may
be expressed as a hybrid of two or more of these setups [20], and so on. Lin, Pass, and
Venkitasubramaniam [58, 71] show that a large number of these setup models could be treated
in a unified manner, and black-box analogues of these results were obtained by Kiyoshima,
Lin, and Venkitasubramaniam [51].

2 Preliminaries

Notation. We use $\lambda$ for the security parameter. We use $\approx$ to denote computational
indistinguishability between two distributions. For a set $S$, we use $x \leftarrow S$ to mean
$x$ is sampled uniformly at random from $S$. PPT denotes probabilistic polynomial time and $\negl(\cdot)$
denotes negligible function.

We assume familiarity with standard concepts such as commitment schemes, witness
indistinguishability. In the following, we recall the definitions for extractable commitments,
non-malleable commitments and CCA commitments. Definitions for the more basic primitives
and other constructs (such as MPC related definitions) can be found in the full version of
the paper [16].

2.1 Extractable Commitments

Definition 3 (Extractable Commitment Schemes). A commitment scheme $\text{ExtCom} = (S, R)$
is extractable if there exists an expected polynomial-time probabilistic oracle machine (the
extractor) $\text{Ext}$ that given oracle access to any PPT cheating sender $S^*$ outputs a pair $(\tau, \sigma^*)$
such that:

- Simulation: $\tau$ is identically distributed to the view of $S^*$ at the end of interacting with
  an honest receiver $R$ in commitment phase.
- Extraction: the probability that $\tau$ is accepting and $\sigma^* = \bot$ is negligible.
- Binding: if $\sigma^* \neq \bot$, then it is statistically impossible to open $\tau$ to any value other than
  $\sigma^*$.

The above construction of $\text{ExtCom}$ (Figure 1) is standard [17, 74, 77, 70]. We will refer to it
as the standard $\text{ExtCom}$.

Remark 4 (Regarding Over-Extraction). Intuitively, Definition 3 stipulates that if the
committer indeed commits to some value, the extractor must be able to extract it. We
remark that it does not rule out what is called the “over-extraction” issue – namely, the
extractor may extract a valid looking value even though none actually exists.

However, this definition suffices for most ZK and MPC applications (e.g. [75, 70, 72]),
including ours. In our arguments specifically, we will employ hybrids where we extract the
value that the adversary commits to using these commitment schemes. Jumping ahead, in
the security proof for our protocol, we will need successful extraction only if the adversary
actually commits to some valid value; otherwise, completing the hybrids is trivial.
The extractable commitment scheme, based on any commitment scheme \( \text{Com} \), works in the following way. The scheme has 3 rounds if \( \text{Com} \) is non-interactive.

**Input:**
- Both \( S \) and \( R \) get security parameter \( 1^\lambda \) as the common input.
- \( S \) gets a string \( \sigma \) as his private input.

**Commitment Phase:**
- The sender (committer) \( S \) commits using \( \text{Com} \) to \( \lambda \) pairs of strings \( \{(v_0^i, v_1^i)\}_{i=1}^\lambda \) where \( (v_0^i, v_1^i) = (\eta_i, \sigma \oplus \eta_i) \) and \( \eta_i \) are random strings in \( \{0, 1\}^{\ell(\lambda)} \) for \( 1 \leq i \leq \lambda \).
- Upon receiving a challenge \( c = (c_1, \ldots, c_\lambda) \) from the receiver \( R \), \( S \) opens the commitments to \( (v_1^{c_1}, \ldots, v_1^{c_\lambda}) \).
- \( R \) checks that the openings are valid.

**Decommitment Phase:**
- \( S \) sends \( \sigma \) and opens the commitments to all \( \lambda \) pairs of strings.
- \( R \) checks that all the openings are valid, and also that \( \sigma = v_0^1 \oplus v_1^1 = \cdots = v_0^\lambda \oplus v_1^\lambda \).

\[ \text{Figure 1 Extractable Commitment Scheme } \langle S, R \rangle \]

### 2.2 Non-Malleable Commitments

We follow the definition of non-malleability from [57, 34]. This definition is based on the comparison between a real execution with an ideal one. In the real interaction, we consider a man-in-the-middle adversary \( A \) interacting with a committer \( C \) in the left session, and a receiver \( R \) in the right. We denote the relevant entities used in the right interaction as “tilde’d” version of the corresponding entities on the left. In particular, suppose that \( C \) commits to \( v \) in the left interaction, and \( \tilde{A} \) commits to \( \tilde{v} \) on the right. Let \( \text{MIM}_v \) denote the random variable that is the pair \( (\text{view}, \tilde{v}) \), consisting of the adversary’s entire view of the man-in-the-middle execution as well as the value committed to by \( \tilde{A} \) on the right (assuming \( C \) commits to \( v \) on the left). The ideal interaction is similar, except that \( C \) commits to some arbitrary fixed value (say 0) on the left. Let \( \text{MIM}_0 \) denote the pair \( (\text{view}, \tilde{v}) \) in the ideal interaction. We use a tag-based (or “identity-based”) specification, and ensure that \( \tilde{A} \) uses a distinct tag \( \tilde{id} \) on the right from the tag \( id \) it uses on the left. This is done by stipulating that \( \text{MIM}_v \) and \( \text{MIM}_0 \) both output a special value \( \perp_id \) when \( \tilde{A} \) uses the same tag in both the left and right executions. The reasoning is that this corresponds to the uninteresting case when \( \tilde{A} \) is simply acting as a channel, forwarding messages from \( C \) on the left to \( R \) on the right and vice versa. We let \( \text{MIM}_v(z) \) and \( \text{MIM}_0(z) \) denote the real and ideal interactions respectively when the adversary receives auxiliary input \( z \).

\[ \text{Definition 5 (Non-Malleable Commitment Schemes).} \ A \text{ (tag-based) commitment scheme } \langle C, R \rangle \text{ is non-malleable if for every PPT man-in-the-middle adversary } \tilde{A}, \text{ and for all values } v, \text{ we have } \{\text{MIM}_v(z)\}_{z \in \{0, 1\}^*} \overset{\$}{=} \{\text{MIM}_0(z)\}_{z \in \{0, 1\}^*}. \]

**Synchronizing Adversaries.** This notion refers to man-in-the-middle adversaries who upon receiving a message in one session, immediately respond with the corresponding message in the other session. An adversary is said to be non-synchronizing if it is not synchronizing.
2.3 CCA Commitments

We define the notion of CCA-secure commitments (and 1-1 CCA security in particular). These definitions rely on the notion of a *decommitment oracle*, which provide decommitments given valid transcripts to a particular (tag based) commitment protocol. Specifically, a decommitment oracle $O$ for a given commitment protocol acts as follows:

- $O$ acts as an honest receiver against some committer $C$, participating faithfully according to the specified commitment scheme. $C$ is allowed to pick a tag for this interaction adaptively.
- At the end of this interaction, if the honest receiver were to accept the transcript as containing a valid commitment with respect to the given tag, $O$ returns the value $v$ committed by $C$ to it. Otherwise, it returns $\perp$.

We denote an adversary with access to the decommitment oracle as $A_O$. CCA security then essentially constitutes preservation of the hiding property even against adversaries enjoying such oracle access. More formally, we define the following game $\text{IND}_b((C,R), A, O, n, z)$ ($b \in \{0,1\}$) as follows: given the public parameter $1^n$ and auxiliary input $z$, the adversary $A^O$ adaptively generates two challenge values $v_0, v_1$ of length $n$, and a tag $\text{tag} \in \{0,1\}^n$. Then, $A^O$ receives a commitment to $v_b$ with tag $\text{tag}$ from the challenger. Let $y$ be the output of $A$ in this game. The output of the game is $\perp$ if during the game, $A$ sends $O$ any commitment using tag $\text{tag}$. Otherwise, the output of the game is $y$. We abuse notation to denote the output of the game $\text{IND}_b((C,R), A, O, n, z)$ by the same symbol $\text{IND}_b((C,R), A, O, n, z)$.

► **Definition 6** (CCA Commitment). Let $(C,R)$ be a tag-based commitment scheme, and $O$ be an associated decommitment oracle. Then $(C,R)$ is said to be **CCA secure w.r.t.** $O$, if for every nonuniform P.P.T. machine $A$, the following ensembles are computationally indistinguishable:

- $\{\text{IND}_0((C,R), A, O, n, z)\}_{n \in \mathbb{N}, z \in \{0,1\}^*}$
- $\{\text{IND}_1((C,R), A, O, n, z)\}_{n \in \mathbb{N}, z \in \{0,1\}^*}$

It is customary to call any commitment scheme that is CCA secure with respect to some decommitment oracle as just CCA secure (but in general the oracle is usually also described, and is of course necessary to prove such security). It is also customary to call the interaction between the challenger and adversary as the *left* interaction, and that between adversary and oracle as the *right* interaction, in the fashion of non-malleable commitments, where the security property chiefly considers man in the middle attacks.

Finally, a scheme is **1-1 CCA secure** (denoted as CCA$^{1:1}$) if the corresponding adversary is only allowed one interaction with the oracle.

3 A New CCA$^{1:1}$ Commitment Scheme

We will require the following ingredients for our CCA$^{1:1}$ protocol:

- A statistically-binding commitment $\text{Com}$. Naor’s commitment works.
- A 3-round slot-based extractable commitment scheme $\text{ExtCom}$; for concreteness we will use the standard 3-round scheme, shown in Figure 1. based on Naor’s commitment (the first message $\rho$ of Naor’s commitment is not counted in rounds and assumed to be available from other parts of the protocol).
- An (extractable) commitment scheme $\text{ENMC}$ that is *non-malleable* against *synchronizing* adversaries. We will need this protocol to be “compatible with slots” of the $\text{ExtCom}$ defined above. For concreteness, we assume that $\text{ENMC}$ is the 3-round commitment scheme of [34] which satisfies all our requirements.
- A $k$ round witness indistinguishable argument of knowledge $\text{WIaOK}$. 

We stress that all of these ingredients have constant rounds, and can be constructed from standard OWFs in a black-box manner.

**Our Protocol.** We now describe our first protocol for CCA\(^{1:1}\) commitments. This protocol does not specifically try to achieve the black-box usage of cryptographic primitives. This allows us to focus on proving CCA security. However, it achieves two important properties: it is based on minimal assumptions, and it has a constant number of rounds. Moreover, the structure of this protocol is chosen in such a way that later, it will be possible to convert into a fully black-box construction. We remark that we also directly use identities of length \(\lambda\) directly (this is in keeping with the [34] construction which does the same).

The formal description of the protocol appears in Figure 2. At a high level, the protocol proceeds as follows. First, it requires the receiver to commit to a trapdoor string \(\alpha\) using two extractable primitives: \texttt{ExtCom} as well as \texttt{ENMC}. Next, the committer will commit to an all zero-string \(\beta\) using \texttt{ExtCom}. Jumping ahead, in the security proof a “simulator machine” on left will set \(\beta = \alpha\) and use it as a “fake witness” in a WIAoK; later we shall instantiate \texttt{ExtCom} with, roughly speaking, a “black-box commit-and-prove” to obtain a black-box construction. The receiver simply opens \(\alpha\) in the next step, and the committer commits to the desired value, say \(v\), followed by a proof of knowledge of \(v\) or that \(\beta = \alpha\). A crucial observation here is that the proofs are not required to deal with values inside \texttt{ENMC} – by ensuring that \texttt{ENMC} values opened in the protocol execution.

▶ **Theorem 7.** The protocol \(\langle C, R \rangle_{\text{CCA}}\) (described in Figure 2) is a 1-1 CCA commitment scheme for all polynomial time adversaries.

The statistical-binding property of protocol \(\langle C, R \rangle_{\text{CCA}}\) is straightforward. The computational hiding property is implied by the 1-1 CCA security as per Definition 6. Due to lack of space, we present an outline of the proof for non-malleability below. The complete proof is given in the full version of our paper [16].

**Proof for Non-Malleability (Sketch.)** We start with a man-in-the-middle adversary \(A\) that participates in the CCA challenge outlined above. Consider any two arbitrary values \(v_0\) and \(v_1\) in the message space. We will now show indistinguishability between the games \(\{\text{IND}_0(\langle C, R \rangle_{\text{CCA}}, A, O, n, z)\}_{n \in \mathbb{N}, z \in \{0,1\}}\) and \(\{\text{IND}_1(\langle C, R \rangle_{\text{CCA}}, A, O, n, z)\}_{n \in \mathbb{N}, z \in \{0,1\}}\). To this end, we will use a hybrid argument:

Our proof proceeds as follows. We start with the honest committer on the left committing to some arbitrary value \(v_0\). The overall idea is to move to an intermediate hybrid where the left challenger is able to “set the trapdoor” and go through the WIAoKs without using the commitment. This will allow us to then replace the initial commitment to \(v_0\) to one to \(v_1\) (and move back to doing everything on the left “honestly”). Further, we will also maintain the following invariant across all the hybrids:

▶ **Definition 8 (Invariant Condition (informal)).** In the right session, the adversary MIM cannot set \(\tilde{\beta} = \tilde{\alpha}\) except with negligible probability.

We outline the necessary hybrids to get to this stage below:

Hybrid \(H_0^0\). This is just the original experiment with the honest committer on the left. In other words, this is the experiment \(\{\text{IND}_0(\langle C, R \rangle_{\text{CCA}}, A, O, n, z)\}_{n\in\mathbb{N}, z\in\{0,1\}}\). It is straightforward to see that the invariant holds in this hybrid: if it does not, then MIM must break the hiding property of the commitments in Stage 1 or 2 in the right execution to learn \(\tilde{\alpha}\).
We let $\lambda \in \mathbb{N}$ denote the security parameter. All primitives used in the protocol by default have $1^\lambda$ as part of their input. We omit this detail in the following. Further, we assume that the execution involves a tag or identity $id \in \{0,1\}^\lambda$.

**Input:** The committer $C$ and receiver $R$ have common input as the security parameter $1^\lambda$. Additionally, $C$ has as private input a value $v$ which it wishes to commit to.

**Commit Phase:** This proceeds as follows:

**Stage 0:** $C$ commits to the value $v$ using $\text{Com}$ and sends the identity $id$ to $R$.

**Stage 1:** This consists of the following steps:
(a) $R$ picks a value $\alpha \leftarrow \{0,1\}^\lambda$.
(b) $R$ commits to $\alpha_1 = \alpha$ using $\text{ExtCom}$.

**Stage 2:** $R$ commits to $\alpha_2 = \alpha$ using $\text{ENMC}$, using identity $id$.

For future reference, we denote by $\text{CombinedCom}$ the joint execution of Stage 1 and 2 up to this point. Observe that $\text{CombinedCom}$ is a statistically binding commitment scheme.

**Stage 3:** $C$ now commits to $\beta = 0^\lambda$ using $\text{ExtCom}$.

**Stage 4:** This goes as follows:
1. $R$ decommits to both its commitments so far, revealing $\alpha_1$ and $\alpha_2$.
2. $C$ checks these decommitments, aborting if $\alpha_1 \neq \alpha_2$.

**Stage 5:** $C$ and $R$ engage in $k + 1$ $\text{WIAoK}$ protocols sequentially. We denote these $\text{WIAoK}$ executions as $\text{WIAoK}_i$ for $i = 1, \ldots, k + 1$. In all these $\text{WIAoK}$s, $C$ proves the same (compound) statement which is true if and only if:
(a) there exists randomness $\eta$ s.t. $c = \text{Com}(v; \eta)$; or
(b) $\beta = \alpha_1 = \alpha_2$, where $\beta$ is the unique string committed in the transcript of Stage-3.

Note that an honest prover will always use the witness for part-(a) of the above compound statement, which we refer as the “original witness”. We will refer the witness for part-(b) of the compound statement. Looking ahead, some hybrids will use the trapdoor witness to go through the $\text{WIAoK}$s.

**Decommit Phase:** The committer $C$ decommits to $v$ and $\beta$. $R$ checks if these decommitments are valid, and accepts if so.

**Figure 2** Protocol $\langle C, R \rangle_{\text{CCA}}$: CCA$^{1+1}$ Commitment Scheme.

**Hybrid $H_0^0$.** In this hybrid, the decommitment oracle on the right is removed. All messages are generated as an honest receiver, and the value $\tilde{v}$ committed by the adversary is obtained by extracting the witness from the final $\text{WIAoK}$ on the right.

**Hybrid $H_0^2$.** This hybrids proceeds as the previous one except that on the left, we also extract the value $\alpha_2$ from the stage 2 $\text{ENMC}$. 
In these two hybrids, the adversary’s view up to Stage 4 is identical to that in $H_0$. Therefore, the invariant must hold in these hybrids (by the same reasoning as in $H_0^0$). By the knowledge soundness of WIAoK, the extracted witness should be the same as the one returned by the oracle in $H_0$. The entire view of the adversary is therefore unaffected by these changes, and so is identical to that in $H_0^0$.

Hybrid $H_3^0$. This hybrid also proceeds as the previous one except that the value $\beta$ is now set to be the extracted value $\alpha_2$. While it is easy to argue that the adversary cannot detect this change, it may still be able to use the change in the left $\text{ExtCom}$ to change its own $\text{ExtCom}$ on the right (note that the $\text{ExtCom}$ scheme is malleable)! This is the primary reason we need the invariant condition, as it explicitly prevents this exact occurrence. We argue that the invariant holds by considering separate cases for synchronous and nonsynchronous adversaries. For synchronous adversaries, we show roughly that if the adversary could identify any change in the left stage 3 $\text{ExtCom}$, then it must have been influencing the earlier two commitments it made in a malleable fashion - this is ruled out by the non-malleability of ENMC. As mentioned in the Technical Overview, this is the most difficult case to deal with, and where our main contribution lies.

For nonsynchronous adversaries, we show instead that there are “extraction opportunities” on the left where no messages on the right are exchanged for the corresponding duration (and extraction on the left can be performed unhindered). This relies on carefully setting the appropriate round complexities for $\text{ExtCom}$ and ENMC.

Hybrid $H_4^0$. In this hybrid, we ask the left execution to use the trapdoor witness in the Stage 5 WIAoKs (the actual changes happen by constructing a sequence of intermediate hybrids where the witness is replaced one by one in each WIAoK execution on the left, in order of occurrence).

In this hybrid, we ensure that any change of witness on the left does not occur during the same time as extraction of the witness on the right, since the latter involves rewinding and that can interfere with the witness indistinguishability of the left proof. In the synchronizing case, it is easy to see the invariant holds in this hybrid since the corresponding changes all occur after the right stage 3 $\text{ExtCom}$ is concluded. For nonsynchronous adversaries, this may not be the case, but we can use an argument very similar to that used to argue the invariant in $H_3^0$. We can also argue indistinguishability of (the view in) this hybrid using the witness indistinguishability of our WIAoK scheme and the fact that the change in witness on the left, and extraction of witness on the right, occur at different times.

Finally, we define $H_3^1$, $H_2^1$, $H_1^1$ to $H_0^1$, where for $H_1^1$ is just the analogue of $H_1^0$, but replacing the initial commitment to $v_0$ with one to $v_1$ on the left. Using the same arguments above, we can show that both the invariant condition and indistinguishability views hold among $H_4^1$, $H_3^1$ down to $H_0^1$. Note that $H_0^1$ is just the experiment $\{\text{IND}_1((C, R)_{\text{CCA}}, A, O, n, z)\}_{n \in \mathbb{N}, z \in \{0, 1\}^*}$, and hence we show that this is computationally indistinguishable from $\{\text{IND}_0((C, R)_{\text{CCA}}, A, O, n, z)\}_{n \in \mathbb{N}, z \in \{0, 1\}^*}$ to $A$. \hfill ◀

4 Our Black-Box CCA Commitment

Our starting point is to determine how we can make our protocol (in Figure 2) fully black-box. In fact, we note that the only component that is not already so is our argument system. Note that we use the arguments to prove statements about the $\text{Com}$ in Stage 0 and the $\text{ExtCom}$ in Stage 3. Thus, we look to change these components with a suitable “commit-and-prove” protocol that is fully black-box. Further, we will require the following properties from the protocol so that it works with our template:
1. It should provide us a Com, and an ExtCom scheme. Importantly, this “first part” of the protocol should alone serve as a valid commitment with desired properties, regardless of whether we perform a subsequent WIAoK or not. This is in contrast to the definition (and construction) in [48].

2. Later we should be able to perform WIAoK on a compound statement regarding the values committed in the above Com and ExtCom;

3. The WIAoK part should make use of Com and ExtCom only in a black-box manner.

We provide a definition of Commit-and-Prove WIAoK (actually ZKAoK) formally in the full version [16] that captures all the required properties.

We note that there are not many approaches in the literature that achieve what we want: the work of [48] constructed a round-optimal version of such a primitive, but their protocol does not fit our needs because we require some properties that are not immediately available from their construction. We discuss the issues briefly. While their commit stage is a statistically binding commitment, it cannot be modified to be extractable, which we crucially need. Further, we will require a multi-commitment property for our proof, namely that the predicate to be proved can support values used in multiple commit stages; while it is possible that the [48] protocol can be modified to achieve this property, the modification is unclear. Yet another issue is that we will use multiple proof modules (for the same proof) in our final protocol. Again it is not clear how to modify their protocol so that we ensure consistency of openings while also ensuring extractability from every proof module (note that their protocol has a challenge-response format that can allow extraction from just two challenges even across different sessions). We remark however that their protocol does support the delayed predicate property, which we also rely on.

We therefore build a commit-and-prove protocol suitable to our purposes. Our starting point is the “MPC-in-the-head” technique from [42]. This approach was originally used to construct black-box zero-knowledge arguments, by having the prover run a virtual MPC execution “in its head” and committing to the views of the virtual parties. The verifier then asks for some of these views to be opened and checks that the opened views are consistent. This construction achieves honest-verifier ZKAoK. To meet our requirements, we want to turn this construction into commit-and-prove form, and bolster the security to tolerate malicious verifiers.

There are a few previous works that already take this approach to create commit and prove protocols. There is the recent work of Hazay, Ishai and Venkitasubramaniam [37], who make use of a commit and prove style protocol constant round secure 2PC protocols against malicious adversaries. Their overall design of the construction utilizes the MPC-in-the-head idea, but by way of using server watchlists which is a slightly different implementation of this concept first used in [43]. Being a part of their overall 2PC compiler, their protocol is in the OT-hybrid model, which makes it difficult to adapt to our usage, which is in the plain model. It is also unclear how to modify their construction to have the multi-commitment property, as well as make it argument of knowledge, as there is no immediate extraction algorithm to extract the sender’s committed value from the proof stage.

We instead follow the approach used in the older work of Goyal et al [31], who use two virtual MPC executions. The first execution is simply a verifiable secret sharing of the value to be committed (the commitment to all the views serves also to commit to this value), which

---

5 The authors of [42] also showed how to make it secure against dishonest verifiers. But their technique results in a construction with polynomially-many rounds, because they employ sequential repetition.
is sent on to the verifier (we will call this the *commit phase*). The second execution continues on from the first, where the virtual parties use their shares to compute some predicate on the shared value that represents the statement to be proved over the commitment (we will call this the *proof phase*).

To obtain security against malicious verifiers, one idea is to have the verifier *commit to its challenge before* the prover sends its first message. However, we cannot resort to this since this would excise the argument of knowledge property from this construction. We therefore employ a different approach, by building in a *coin-tossing protocol* into the argument system, which only uses an extractable commitment scheme. This is similar to the construction used in [61] to convert ZK arguments to ZKAoKs. It allows the PPT simulator to bias the coin-tossing result, thus allowing for simulation against dishonest verifiers; meanwhile, the knowledge extraction strategy in [42] still works.

The remaining task is to build an extractable commitment scheme that is compatible with the above. To obtain this, we observe that if the predicate $\phi$ to be simply the identity predicate, then we can still extract the committed value (i.e., the “witness” in the proof phase) as outlined above. Therefore, we view an execution of the above commit-and-prove protocol (with the identity predicate) as an extractable commitment scheme: hiding follows from the hiding of the commit phase as well as zero knowledge of the proof phase, and extractability follows just as mentioned above (i.e., by the argument of knowledge property).

We claim further that this commitment scheme is actually *compatible* with our commit-and-prove scheme; this is due to the property of *multiple proofs* mentioned earlier, wherein separate proof modules can be performed on the same commitments (by adjusting the parameters of verifiable secret sharing). In particular, this allows the prover to use this new extractable commitment scheme, then later perform (black-box) arguments of knowledge for some statement about the value committed to in this scheme. This suffices for our purposes.

We provide more details and the formal construction in the full version of our paper [16].

Now we can simply integrate these components into our original 1-1 CCA commitment scheme to obtain a fully black-box instantiation. We present our final protocol and security proof in the full version [16]. Note that our commit-and-prove scheme is constant round, and therefore our final protocol is still constant rounds.

5 Angel-Based MPC in $O(\log \lambda)$ Rounds

Kiyoshima [50] presents a black-box construction of a CCA-secure commitment scheme with the following ingredients: (a) a two-round statistically-binding commitment scheme, and a constant round “strongly extractable” commitment, both of which are known from (black-box) one-way functions, (b) a concurrently-extractable commitment (due to Micciancio et al., [66]), with a “robustness parameter” $\ell$, and (c) an $R$-round 1-1 CCA-secure commitment provided that $\ell = O(R \cdot \log \lambda \cdot \log \log \lambda)$. The round-complexity of the resulting protocol is $O(\ell)$. If $R$ is a constant, this yields a $O(\log \lambda)$-round construction for CCA secure commitments.\(^6\) This yields Theorem 2.

As mentioned in the introduction, the security model that we consider is *angel-based* security, or UC security with superpolynomial helpers. Very briefly, this is essentially the same as the UC model used in [8], except that the adversary (in the real world) and the

---

\(^6\) More precisely, Kiyoshima states his results with a specific value of $\ell$, namely, $O(\log^2 \lambda \cdot \log \log \lambda)$, since $R = O(\log \lambda)$ in his case. However, his construction and proof work for any value of $R$ if $\ell$ is as described above.
environment (in the ideal world) both have access to a superpolynomial time functionality that acts as an oracle or a helper. Formal definitions for this security model can be found in [12] and [55]. If there is a protocol \( \Pi \) that emulates a functionality \( \mathcal{H} \) with helper \( \mathcal{H} \) in this setting, we say that \( \Pi \) \( \mathcal{H} \)-EUC-realizes \( \mathcal{F} \).

Now, as in [50], we combine Theorem 2 with the following two results due to Canetti et al. [12, 13] and Lin and Pass [55] respectively to obtain Theorem 1.

**Theorem 9** ([55]). Assume the existence of an \( R_{CCA} \)-round robust CCA-secure commitment scheme \( \langle C, R \rangle \) and the existence of an \( R_{OT} \)-round semi-honest oblivious transfer protocol \( \langle S, R \rangle \). Then, there is an \( O(\max(R_{CCA}, R_{OT})) \)-round protocol that \( \mathcal{H} \)-EUC-realizes \( \mathcal{F}_{OT} \). Furthermore, this protocol uses \( \langle C, R \rangle \) and \( \langle S, R \rangle \) only in a black-box way.

**Theorem 10** ([12, 13]). For every well-formed functionality \( \mathcal{F} \), there exists a constant-round \( \mathcal{F}_{OT} \)-hybrid protocol that \( \mathcal{H} \)-EUC-realizes \( \mathcal{F}_{OT} \).
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Abstract
In the replacement paths (RP) problem we are given a graph \( G \) and a shortest path \( P \) between two nodes \( s \) and \( t \). The goal is to find for every edge \( e \in P \), a shortest path from \( s \) to \( t \) that avoids \( e \). The first result of this paper is a simple reduction from the RP problem to the problem of computing shortest cycles for all nodes on a shortest path.

Using this simple reduction we unify and extremely simplify two state of the art solutions for two different well-studied variants of the RP problem.

In the first variant (algebraic) we show that by using at most \( n \) queries to the Yuster-Zwick distance oracle [FOCS 2005], one can solve the the RP problem for a given directed graph with integer edge weights in the range \([-M,M]\) in \( \tilde{O}(Mn^\omega) \) time \(^2\). This improves the running time of the state of the art algorithm of Vassilevska Williams [SODA 2011] by a factor of \( \log^6 n \).

In the second variant (planar) we show that by using the algorithm of Klein for the multiple-source shortest paths problem (MSSP) [SODA 2005] one can solve the RP problem for directed planar graph with non negative edge weights in \( O(n \log n) \) time. This matches the state of the art algorithm of Wulff-Nilsen [SODA 2010], but with arguably much simpler algorithm and analysis.

1 Introduction
The replacement paths problem is defined as follows. We are given a graph \( G \) and a shortest path \( P \) connecting two nodes \( s \) and \( t \). The problem is to find for every edge \( e \in P \) a shortest path from \( s \) to \( t \) in the graph \((V,E\setminus e)\). As in previous works, we focus on computing the lengths of the replacement paths instead of the paths itself. Our results can be modified to return the paths as well.

\(^1\) For the rest of this paper we assume \( G = (V,E) \), \( n = |V| \), \( m = |E| \).
\(^2\) \( \omega \) denotes the matrix multiplication exponent (\( \omega < 2.373 \)).
\(^3\) The \( \tilde{O} \) notation suppresses polylogarithmic factors.
The motivation for studying replacement paths is rooted in the fact that real-world graphs are vulnerable and are subject to nodes and links failures and having backup paths is a desirable property. Replacement paths are also well motivated by other important applications. One application stems from auction theory, where we use replacement paths to compute the Vickrey pricing of edges owned by selfish agents [15, 7]. In addition, Replacement paths are also used to compute the $k$ shortest simple paths between two given vertices, as one can compute the $k$ shortest simple paths by $k$ calls to the replacement paths algorithm. The $k$ shortest simple paths has many applications in and of itself [4].

1.1 Upper bounds

For undirected graphs with arbitrary (non negative) edge weights, Malik et al. [12] gave an $O(m + n \log n)$ algorithm; Nardelli et al. [14] later improve the running time to $O(m\alpha(m, n))$ in the Word RAM model for positive edge weights. For directed graphs with arbitrary edge weights (possibly negative), Gotthilf and Lewenstein [5] gave an $O(mn + n^2 \log \log n)$ algorithm. For unweighted directed graphs, Roditty and Zwick [16] gave a randomized combinatorial algorithm that solves the problem in $\tilde{O}(m\sqrt{n})$ time. For directed graphs with integer edge weights in the range $[-M, M]$, Weimann and Yuster [17] obtain a randomized algorithm that runs in $\tilde{O}(Mn^{1+\frac{1}{w}})$ time. Vassilevska Williams [18] improved the latter by giving a randomized algorithm that runs in $\tilde{O}(Mn^{\omega})$ time for $w > 2$ and in $O(Mn^{\omega+\epsilon})$ time for any $\epsilon > 0$ for $\omega = 2$. The replacement paths problem was also studied for special family of graphs. For planar directed graphs with non negative edge weights, Emek, Peleg, and Roditty [3] obtain a recursive algorithm that runs in $O(n \log^{3} n)$ time. Klein, Mozes, and Weimann [10] improve the running time to $O(n \log^{2} n)$. At last, Wulff-Nilsen [20] improved the latter by giving an $O(n \log n)$ time algorithm.

1.2 Lower bounds

Hershberger et al. [8] showed a $\Omega(m\sqrt{n})$ time lower bound for the replacement paths problem for directed graphs with non negative edge weights, in the path – comparison model of Karger et al [9]. Vassilevska-Williams and Williams [19] showed that the replacement paths problem in directed graphs with arbitrary edge weights is equivalent to the all pairs shortest paths problem (APSP), under subcubic reductions. Agarwal and Ramachandran [1] showed that the All-Nodes Shortest Cycles problem (ANSC) for directed graph with arbitrary edge weights, in which we are required to find for every node a shortest cycle containing it, is at least as hard as computing the replacement paths problem in directed graphs. This reduction can be used to solve the replacement paths problem using an oracle to the ANSC problem. However, the reduction does not preserve the range of the weights. That is, the reduction they present increases the weights of the graph by a factor of $n$. This means that the reduction is not applicable in the algebraic variant, as it would lead to a $\tilde{O}((Mn) n^{\omega})$ solution. Moreover, the reduction does not preserve planarity, and therefore is not applicable in the planar variant as well.

1.3 Our result

The first result of this paper is a simple linear time reduction from the RP problem to the problem of computing shortest cycles for all nodes on a shortest path. The reduction maps the graph $G$ into a new graph $G^r$ with the following properties; The mapping from

---

4 $\alpha(m, n)$ is the functional inverse of the Ackermann function.
G to $G'$ is invertible and is the inverse of itself. i.e. $(G')^r = G$. The reduction preserves the range of the edge weights i.e. if $G$ has integer weights in the range $[-M, M]$ then so does $G'$. The reduction preserves planarity i.e. if $G$ is planar then so does $G'$. The first property implies that the problem of computing shortest cycles for all nodes on a shortest path is equivalent to the $RP$ problem. The second property enable us to solve the $RP$ problem for directed graphs with integer edge weights in the range $[-M, M]$ in $O(Preprocess_A(n, m, M) + n \cdot Query_A(n, m, M))$ time, where $A$ is a distance oracle. In particular, using Yuster-Zwick distance oracle, we solve the problem in deterministic $\tilde{O}(Mn^\omega)$ time. Vassilevska Williams solved the problem using few techniques such as; Node sampling, graph compression and recursion. The running time of Vassilevska William's algorithm is at least $\log^{\frac{33}{17}}(n) \cdot Preprocess_A(n, m, M)$. Therefore, when considering polylogarithmic factors, our algorithm improves the running time of Vassilevska Williams's algorithm by a factor of $\log^{\frac{33}{17}}(n)$. Hence, for $\omega < 2.373$ we improve the running time by at least a factor of $\log^6(n)$. The third property enable us to solve the $RP$ problem for directed planar graphs with non negative edge weights using an oracle to the $MSSP$ problem. In particular, using Klein algorithm for the $MSSP$ problem, we solve the problem in $O(n \log n)$ time. The $MSSP$ problem is as follows; Given a planar graph $G$, and a list of distance queries from a source to a target, such that all sources share the same face, answer all distance queries. In fact, our reduction is to a simpler problem than the $MSSP$ problem, that is, computing at most $O(n)$ distance queries where both the source and the target are on the given face. Moreover, the boundary of the face consists of two shortest paths. The fact that our reduction is to a simpler problem than the $MSSP$ problem gives additional insights on the $RP$ problem that might lead to further improvements.

## 2 Preliminaries

### 2.1 General notations

Let $G = (V,E)$ be a directed graph with $n$ vertices and $m$ edges, and let $w$ be a weight function over $E$.

Let $P$ be a path in $G$. We denote by $w(P)$ the length of the path $P$ which is defined as the sum of the weights of the edges along $P$, and by $|P|$ the number of edges in $P$. We assume $G$ does not contain negative cycles, hence the distance between every two nodes $u,v \in V$ is well defined and denoted by $d(u,v)$.

Let $e \in E$, we denote by $G\setminus e$ the graph $(V,E\setminus\{e\})$, and by $d_e(u,v)$ the distance from $u$ to $v$ in the graph $G\setminus e$.

**Path concatenation:** Given two paths $\Omega_1 = \langle u, \ldots, v \rangle$ $\Omega_2 = \langle v, \ldots, w \rangle$ we denote by $\Omega_1 \cdot \Omega_2$ the concatenation of $\Omega_1$ and $\Omega_2$.

**Path slicing:** Given a path $\Omega = \langle x_0, x_1, \ldots, x_k \rangle$, we denote by $\Omega[i,j]$ for $i \leq j$ the subpath of $\Omega$ connecting $x_i$ to $x_j$.

We denote the set $\{0, 1, \ldots, N\}$ by $[N]$.

### 2.2 Distance oracle

**Definition 1.** Distance product - Let $A$ be an $m \times n$ matrix and $B$ an $n \times p$ matrix, where $A$ and $B$ have entries from $\mathbb{Z} \cup \{\infty\}$. Then their distance product $A \star B$ is an $m \times p$ matrix defined as

$$(A \star B)_{ij} = \min_{k \in [n]} A_{ik} + B_{kj}$$
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- **Theorem 2** (Alon, Galil and Margalit [2]). One can compute the distance product of two $n \times n$ matrices with entries in $[-M, M]$ in $\tilde{O}(Mn^2)$ time.

- **Theorem 3** (Yuster-Zwick [21]). Given a directed graph $G$ with edge weights in $[-M, ..., M]$, one can compute in $\tilde{O}(Mn^2)$ time a $n \times n$ matrix $A$, so that the $(i, j)$ entry of the distance product $A \times A$ is the distance between nodes $i$ and $j$ in $G$.

By Theorem 3, there exists a distance oracle $A$ with the following preprocessing and query time: $\text{Preprocess}_A(n, m, M) = \tilde{O}(Mn^2)$ and $\text{Query}_A(n, m, M) = O(n)$. At the preprocess step, we compute the matrix $A$, and we answer a distance query between two nodes, $i$ and $j$, by computing the $(i, j)$ entry of $A \times A$.

### 2.3 Replacement path

Let $G$ be a weighted directed graph, and let $P = \langle v_0, ..., v_k \rangle$ be a shortest path in $G$ from $s = v_0$ to $t = v_k$.

We think of the path $P = \langle v_0, ..., v_k \rangle$ as going from left to right, so for $v_i, v_j \in P$ whenever we say $v_i$ is to the left (respectively right) of $v_j$ we mean $i < j$ (respectively $i > j$).

- **Definition 4.** Let $D$ be simple path connecting $v_i$ to $v_j$ for $i < j$. We call $D$ a detour from $v_i$ to $v_j$ for the path $P$, if $D \cap P = \{v_i, v_j\}$ and $E(D) \cap E(P) = \emptyset$ (note that we need the second requirement for the case that $j = i + 1$).

Let $D$ be a detour for the path $P$, connecting $v_i$ to $v_j$. We denote by $\text{Prefix}(P, D)$ the path $P[v_0, ..., v_i]$, by $\text{Suffix}(P, D)$ the path $P[v_j, ..., v_k]$, and by $S(P, D)$ ($S$ for segment) the path $P[v_i, ..., v_j]$. We say the detour $D$ is skipping $e = (u, v)$ if $v_i$ is to the left of $u$ and $v_j$ is to the right of $v$.

When $P$ is clear from the context we abbreviate $\text{Prefix}(P, D)$ and simply write $\text{Prefix}(D)$ instead, and similarly for $\text{Suffix}(D)$ and $S(D)$.

![Partition of the path P, with respect to a detour D, into Prefix(D), S(D) and Suffix(D).](image)

The following Lemma is folklore.

- **Lemma 5.** Let $P$ be a shortest path in $G$ connecting two nodes $s, t \in V$, and let $e \in P$. Suppose $t$ is reachable from $s$ in $G \setminus e$, then there exists a detour $D$ skipping $e$ s.t. $\text{Prefix}(D):D \cdot \text{Suffix}(D)$ is a shortest path from $s$ to $t$ in $G \setminus e$.

In the next section we present the idea of reducing the RP problem to the problem of computing shortest cycles for all nodes on a shortest path. The results of this section are applicable for both the algebraic variant and the planar variant as well. In Section 4 we focus on directed graphs with integer weights in the range $[-M, M]$, and in section 5 we focus on directed planar graphs with non negative weights.
Replacement paths in weighted directed graphs

Let \( s, t \in V \), and \( P = \langle v_0 = s, v_1, \ldots, v_k = t \rangle \) be a shortest path connecting \( s \) to \( t \) in \( G \).

We first start with two simple observations.

Observation 1. Let \( D \) be a detour of \( P \). If we flip the orientation of \( P \), i.e. replace every edge \( e = (u, v) \) in \( P \), with a new edge \( e^r = (v, u) \), then in the new graph, the concatenation of \( D \) with \( S(D) \) forms a directed cycle.

Observation 2. Let \( e \in P \), and let \( D \) be a detour skipping \( e \). \( D \) minimizes \( w(\text{Prefix}(D)) + w(D) + w(\text{Suffix}(D)) \) if and only if it minimizes \( w(D) - w(S(D)) \). This holds, as \( P = \text{Prefix}(D) \cdot S(D) \cdot \text{Suffix}(D) \).

These two simple observations lead us to consider a new graph where we flip the orientation of \( P \), and flip the sign of the weights of \( P \). As we prove later, the minimal cycle containing \( e \) in the new graph, corresponds to some detour \( D \) skipping \( e \), that minimize the expression \( w(D) - w(S(D)) \). The fact that the weight of the minimal cycle containing \( e \) is not smaller than what we are actually looking for \( \min_{D \text{ skip } e} w(D) - w(S(D)) \), requires some details.

Definition 6. Let \( Q = \langle u_0, u_1, \ldots, u_N \rangle \) be a path in \( G \), we denote by \( Q^r \) the path \( \langle u_N, \ldots, u_1, u_0 \rangle \) with new weights \( w^r(u_i+1, u_i) = -w(u_i, u_{i+1}) \).

In other words, we flip the orientation of \( Q \) and flip the sign of its weights.

Definition 7. (See Figure 2 for illustration) Denote by \( G^r = (V^r, E^r) \) the following graph:

\[
V^r = V \quad E^r = E \cup E(P^r) \setminus E(P)
\]

and denote by \( G^+ = (V^+, E^+) \) the following graph:

\[
V^+ = V \quad E^+ = E \cup E(P^r)
\]

Finally, let \( P^+ = P \cup P^r \).

Remark 8. If there were already edges in the opposite direction of \( P \) then we disregard them. Notice \( w(v, u) \geq -w(u, v) \) (as otherwise we would have a negative cycle), hence after adding an edge \( (v, u) \) with weight of \( -w(u, v) \) there is no reason to keep the original weight of \( (v, u) \) when considering shortest paths.

In the following we show that \( G^+ \) does not contain negative cycles.

Figure 2 An example of transformation of a graph \( G \) into \( G^r \) and \( G^+ \).
Lemma 9. Consider the graph $G^+$, and let $u,v \in P^+$. The simple path from $u$ to $v$ that lies in $P^+$ is a shortest path (notice $u$ can be to the left of $v$, to the right of $v$, or even equal to $v$).

Proof. We first show that there is a shortest path (not necessarily simple) from $u$ to $v$ that is fully contained in $P^+$. Let $P' = \langle x_0 = u, ..., x_N = v \rangle$ be a shortest path connecting $u$ to $v$ in $G^+$. The proof is by induction on the number of edges of $P'$. The base case, $|P'| = 0$ is clear, so we assume $|P'| \geq 1$. If the first edge of $P'$ belongs to $P^+$, we can easily continue by induction over $P'[x_1,...,x_N]$ so we assume otherwise. Let $x_i \in P'$ be the first vertex except $x_0$ itself that belongs to $P$ ($x_i$ might be equal to $x_N$). We partition $P'$ into two paths, $P'_1 = P'[x_1,...,x_i]$ $P'_2 = P'[x_i,...,x_N]$. Notice that the edges of $P'_1$ are not in $P^+$ (hence the edges of $P'_2$ belong to $E$). We separate to two cases:

1. $x_i$ is to the right of $x_0$. In that case we replace $P'_1$ with the path $P_1 := P'[x_0,...,x_i]$.

$$w(P'_1) \geq d(x_0,x_i) = w(P[x_0,...,x_i]),$$

where the first inequality follows as $P'_1$ is edge disjoint from $P^+$ and therefore is contained in $G$.

2. $x_i$ is to the left of $x_0$. In that case we replace $P'_1$ with the path $P_1 := P'[x_0,...,x_i]$.

Notice $P[x_1,...,x_0]$: $P'_1$ is a cycle in $G$ hence its weight is non negative, so we have the following:

$$w(P'_1) + w(P[x_1,...,x_0]) \geq 0 \implies w(P'_1) \geq - w(P[x_1,...,x_0]) = w'(P'[x_0,...,x_i]).$$

Therefore we can replace $P'_1$ with $P_1$ without increasing the total weight of $P'$. By the induction hypothesis we can replace $P'_2$ with a path $P_2$ that lies in $P^+$ without increasing the total weight of $P'$. The concatenation of the paths $P_1$ and $P_2$ is a path from $u$ to $v$ that lies entirely in $P^+$ and it’s length is at most $w(P')$.

Finally, notice we can assume the shortest path from $u$ to $v$ that lies in $P^+$, lies entirely in $P$ or entirely in $P^+$, depending if $u$ is to the left or to the right of $v$ (there is no reason to go left and right over the same edge as the weights will cancel each other).

Corollary 10. The graph $G^+$ does not contain negative cycles (hence $G^*$ as well).

Proof. Let $C$ be a cycle in $G^+$. If $C$ does not contain any vertex in $P$ we are done (since the cycle $C$ exists in $G$, and $G$ does not contain negative cycles), so we assume otherwise. Let $v \in C \cap P$. Note that $C$ is a path from $v$ to itself. By Lemma 9 we can replace $C$ with a simple path in $P^+$ from $v$ to itself without increasing the cycle weight, that path is simply $\langle v \rangle$ with zero weight.

Corollary 11. The path $P^r$ is a shortest path in the graph $G^r$.

Proof. By Lemma 9, $P^r$ is a shortest path in $G^+$, hence it’s also a shortest path in $G^r$ ($G^r$ is a subgraph of $G^+$ that contains $P^r$).

Lemma 12. Let $e = (u,v) \in P$. Suppose that $v$ is reachable from $u$ in $G^r$, then there exists a shortest cycle in $G^r$ containing $e^r$ of the form $D \cdot S(D)^r$ where $D$ is a detour skipping $e$.

Proof. Let $C = \langle x_0,...,x_N \rangle$ be a minimal cycle in $G^r$ containing $e^r$ s.t. $x_0 = v, x_1 = u$ and $x_N = v$.

Let $l \in [N]$ be the largest index s.t. $x_l \in P$ and $x_l$ is to the left of $u$ in $P$.

Let $r \in \{l + 1, ..., N\}$ (i.e. $r$ is greater than $l$) be the smallest index s.t. $x_r \in P$ (notice it implies that $x_r$ is to the right of $v$ in $P$). By Corollary 11 we can replace $C[x_0,...,x_l]$ with $P^r[r,...,x_l]$ and $C[x_r,...,v]$ with $P^r[x_r,...,v]$ without increasing the weight of the cycle. The middle part $D := C[x_1,...,x_r]$ is a detour skipping $e$ and $P^r[x_r,...,x_l] = S(D)^r$. Hence $D \cdot S(D)^r$ is a cycle containing $e^r$ with weight of at most $w^r(C)$. 


Notice the similarity of Lemma 5 and Lemma 12.

**Definition 13.** Let \( e \in P \). We denote by \( C_e \) the shortest cycle in \( G^r \) containing \( e^r \). Moreover, by Lemma 12 we may assume that \( C_e \) is of the form \( D \cdot S(D)^r \) for some detour \( D \) skipping \( e \). If \( e^r \) is not contained in any cycle in \( G^r \), then \( C_e \) is defined as having weight infinity (we define this to ease notation).

We denote by \( d^r \) the distance function over \( G^r \).

**Remark 14.** For any edge \( e = (u, v) \in P \), \( w^r(C_e) = d^r(u, v) - w(u, v) \).

**Theorem 15.** For any edge \( e = (u, v) \in P \), \( d_e(s, t) = w(P) + w^r(C_e) (= w(P) - w(u, v) + d^r(u, v)) \).

**Proof.** From Lemma 5 it follows that 
\[
\min_{D \text{skip}e} w(\text{Prefix}(D)) + w(D) + w(\text{Suffix}(D))
\]
(where the right expression equals to \( \infty \) if there is no such detour \( D \)).

From Lemma 12 it follows that
\[
\min_{C \text{contain } e^r} w(C) = \min_{D \text{skip}e} \min_{C \text{contain } e^r} w(C).
\]

Hence in total we have:
\[
d_e(s, t) = \min_{D \text{skip}e} w(\text{Prefix}(D)) + w(D) + w(\text{Suffix}(D)) = w(P) + \min_{D \text{skip}e} w(D) - w(S(D)) = w(P) + \min_{C \text{contain } e^r} w^r(C) = w(P) + w^r(C_e)
\]

\[\square\]

**Figure 3** An example of a shortest path in \( G \setminus (v_1, v_2) \) and the corresponding minimal cycle in \( G^r \).

### 4 Replacement paths in graphs with integer weights

In this section, we aim to solve the replacement paths problem for directed graphs with integer weights in \([-M, M]\). Let \( A \) be a distance oracle for directed graphs with integer weights in \([-M, M]\). We let \( \text{Preprocess}_A(n, m, M) \) be the computation time of \( A \) to preprocess the graph and \( \text{Query}_A(n, m, M) \) be the computation time of \( A \) to answer a distance query. Finally, we denote by \( d_A(u, v) \) the answer of the oracle \( A \) to the query of the distance from \( u \) to \( v \).

**Theorem 16.** Let \( A \) be a distance oracle for weighted directed graph with integer weights in \([-M, M]\). Then, there is an algorithm for the replacement paths problem that runs in \( O(\text{Preprocess}_A(n, m, M) + n \cdot \text{Query}_A(n, m, M)) \) time.

**Proof.** We first compute \( G^r \) in linear time. Then we preprocess \( G^r \) to compute a distance oracle \( A \) in \( \text{Preprocess}_A(n, m, M) \) time, and finally for every edge \( e = (u, v) \in P \) we compute \( d^r(u, v) \) using the oracle \( A \) in \( \text{Query}_A(n, m, M) \) time, and store \( d_e(s, t) = d^r(u, v) - w(e) + w(P) (= w^r(C_e) + w(P)) \). The number of calls to the distance query is equal to the number of edges in \( P \) which is bounded by \( n \). The correctness of the algorithm follows directly from Theorem 15. \[\square\]
Theorem 17. The replacement paths problem for weighted directed graph, with integer weights in \([-M, M]\) can be solved in deterministic \(O(Mn^2)\) time.

Proof. We denote by \(\mathcal{A}\) the distance oracle of Yuster–Zwick (recall Theorem 3). Preprocess,\(\mathcal{A}(n, m, M) = \tilde{O}(Mn^2)\) and Query,\(\mathcal{A}(n, m, M) = O(n)\).

Hence, by Theorem 16 we can solve the replacement paths problem in total time of \(\tilde{O}(Mn^2) + O(n^2) = \tilde{O}(Mn^2)\).

Algorithm 1 ReplacementPaths.

1. Input: \([G, P, s, t]\)
2. Compute \(G^r\) (for every edge in \(P\), flip its orientation and its sign)
3. Compute a distance oracle \(\mathcal{A}\) for the graph \(G^r\)
4. \(d_e(s, t) ← d_\mathcal{A}(u, v) - w(e) + w(P)\) for \(e = (u, v) \in P\)
5. Output: \([d_e(s, t) \text{ for } e \in P]\)

5 Replacement paths in planar graphs

In this section we aim to solve the replacement paths problem for directed planar graphs with non negative edge weights.

Definition 18 (MSSP problem). Let \(G\) be a directed planar graph with arbitrary weights (possibly negative). Let \(U = \{u_1, u_2, ..., u_t\}\) be a set of nodes sharing the same face, \(T\) be a shortest path tree rooted at \(u_1\), and \(L \subseteq V \times V\) be a list of \(k\) pairs. The MSSP (Multiple-source shortest paths) problem is as follows; Given \(G, T, L\), output \(d(u, v)\) for all \((u, v) \in L\).

Let \(\mathcal{A}\) be an algorithm that solves the MSSP problem. We denote by \(T_\mathcal{A}(n, k)\) the running time of \(\mathcal{A}\) to solve the MSSP problem for a graph with \(n\) nodes, and a list of \(k\) pairs.

Theorem 19 (Klein [11]). There exists an algorithm \(\mathcal{A}\) that solves the MSSP problem in time \(T_\mathcal{A}(n, k) = O(n \log n + k \log n)\).

Let \(e = (u, v) \in P\). By Theorem 15, \(d_e(s, t) = w(P) + d^r(u, v) - w(u, v)\). That is, in order to solve the RP problem we need to compute \(d^r(u, v)\) for every \((u, v) \in P\). We will do so by invoking the MSSP algorithm. However, there are two slight obstacles with this approach. The first obstacle is that the nodes of \(P^r\) are not necessarily belong to the same face. The second obstacle is that even though the MSSP algorithm can handle negative weights, it requires a computation of a shortest path tree. The graph \(G^r\) contains negative weights, thus a naive computation of a shortest path tree would be too time consuming, as the best running time for computing SSSP (single source shortest path) with negative weights in planar graphs is \(O(n \log^2 n/\log \log n)\) [13]. We will face the first obstacle using a standard approach of creating a new planar graph, denoted as \(H_1\), such that all nodes of \(P^r\) (more precisely a copy of them) belong to the same face in \(H_1\). For tackling the second obstacle, notice that the only edges in \(G^r\) with negative weights belong to \(E(P^r)\). We will see how we can utilize this to compute a shortest path tree rooted at \(t\) in time \(O(n)\) by creating a new planar graph, denoted by \(H_2\).

Definition 20. Given three edges \(e_1, e_2, e_3 \in E(G^r)\) incident with \(v\), we say that \(e_2\) is between \(e_1\) and \(e_3\) if a counterclockwise traversal of the edges incident with \(v\) that begins at \(e_1\) reaches \(e_2\) before it reaches \(e_3\).
Let $v_i \in P' \setminus \{s, t\}$, and let $e$ be an edge incident with $v_i$ such that $e \notin E(P')$. We say that $e$ is to the right of $P'$ at $v_i$, if $e$ is between the edge $(v_{i+1}, v_i)$ and the edge $(v_i, v_{i-1})$. Otherwise, we say that $e$ is to the left of $P'$.

**Definition 21** (See Figure 4 for illustration). We define a new graph, denoted as $H_1$, obtained from $G'$, with the following modifications;

1. For every node $v_i \in \{v_1, v_2, ..., v_{k-1}\}$, replace $v_i$ with two new nodes $v_i^l$ and $v_i^r$ ($l$ for left and $r$ for right).

Notice that we leave $s$ and $t$ as they are. To ease notations, whenever we write $v_i^l$ or $v_i^r$ we actually mean $v_0 (= s)$. Similarly whenever we write $v_k^l$ or $v_k^r$ we actually mean $v_k (= t)$.

2. For every $i \in [k - 1], x \in \{l, r\}$, add an edge $(v_i^x, v_{i+1}^x)$ with weight $w'(v_{i+1}, v_i)$.

3. Let $v \in \{v_1, v_2, ..., v_{k-1}\}$, and let $e$ be an edge in $G'$ such that $e \notin E(P')$.

If $e$ is to the left of $P'$ at $v$, we modify $e$ by substitute $v$ with $v^l$. Otherwise, we modify $e$ by substitute $v$ with $v^r$.

**Definition 22** (See Figure 4 for illustration). We define a new graph, denoted as $H_2$, obtained from $H_1$, with the following modifications;

For every $i \in [k - 1], x \in \{l, r\}$, remove the edge $(v_{i+1}^x, v_i^x)$ and add an edge $(t, v_i^x)$ with weight $d'(t, v_i)$.

**Remark 23.** $H_1$ and $H_2$ are planar graphs of size $O(n)$. Moreover, all nodes in the set \(\{v_0^l, v_k^l, v_0^r, v_k^r\}\) share the same face in $H_1$.

Let us use the following notation; For every $i \in [k - 1], x, y \in \{l, r\}$, $\rho_i^{xy} = d_{H_1}(v_i^x, v_{i+1}^y)$.

**Lemma 24.** For every $i \in [k - 1]$ we have $d'(v_i, v_{i+1}) = \min \{\rho_i^{ll}, \rho_i^{lr}, \rho_i^{rl}, \rho_i^{rr}\}$.

**Proof.** Let $Q$ be a path in $H_1$. We can simulate the path $Q$ in the graph $G'$, by replacing every instance of $v_i^l$ and $v_i^r$ with $v_i$. The resulting path has the same length of $Q$. In particular this holds for a path from $v_x^l$ to $v_{x+1}^y$ for any choice of $x, y \in \{l, r\}$. Therefore $d'(v_i, v_{i+1}) \leq \min \{\rho_i^{ll}, \rho_i^{lr}, \rho_i^{rl}, \rho_i^{rr}\}$. Let $P_i$ be a shortest path from $v_i$ to $v_{i+1}$ in $G'$. By Lemma 12 we can assume $P_i$ is of the form $P'[v_i, ..., u] \cdot D_{uw} \cdot P'[v, ..., v_{i+1}]$, where
u ∈ P_r is to the left of v_i, v ∈ P_r is to the right of v_{i+1}, and D_{uv} is a detour from u to v skipping the edge (v_i, v_{i+1}). The first and last edges of D_{uv} can either be to the left or to the right of P_r. Therefore there are four possible cases for the departure and entrance orientation of D_{uv}, with respect to P_r. Let x ∈ \{l, r\} be the orientation of the first edge of D_{uv}, and y ∈ \{l, r\} be the orientation of the last edge of D_{uv}. We can simulate $P_i$ in the graph $H_1$ by replacing all nodes $v_j \in P_r[v_i, ..., u]$ with $v_{i}^x$, and all nodes $v_j \in P_r[v_i, ..., u]$ with $v_{i}^y$. The resulting path is a path from $v_i^x$ to $v_{i+1}^y$, and has the same length of $P_i$. Therefore $d'(v_i, v_{i+1}) \geq \rho_{i}^{xy} = \min \{\rho_{i}^{ll}, \rho_{i}^{lr}, \rho_{i}^{rl}, \rho_{i}^{rr}\}$. It follows that $d'(v_i, v_{i+1}) = \min \{\rho_{i}^{ll}, \rho_{i}^{lr}, \rho_{i}^{rl}, \rho_{i}^{rr}\}$. ▶

Our current goal is to compute a shortest path tree rooted at $t$ in the graph $H_1$ in $O(n)$ time.

▶ Lemma 25. For all $v ∈ V(H_1) (= V(H_2))$, $d_{H_1}(t, v) = d_{H_2}(t, v)$.

Proof. For the first direction, let us prove $d_{H_1}(t, v) ≤ d_{H_2}(t, v)$. Let $Q_2$ be a shortest path from $t$ to $v$ in $H_2$. We can simulate the path $Q_2$ in the graph $H_1$ as follows: If the first edge of the path $Q_2$ is of the form $(t, v_i^x)$, then replace that edge with a path from $t$ to $v_i^x$ of length $d''(t, v_i^x)$. The rest of the simulated path is identical to $Q_2$. The resulting path has the same length as $Q_2$. Therefore $d_{H_1}(t, v) ≤ w(Q_2) = d_{H_2}(t, v)$. For the second direction, let us prove that $d_{H_2}(t, v) ≤ d_{H_1}(t, v)$. Let $Q_1$ be a shortest path from $t$ to $v$ in $H_1$. The path $(t = v_i^x, ..., v_i^0 = s)$ is a shortest path in $H_1$ for $x \in \{l, r\}$. Let $v_i^x$ be the last node in $Q_1$ that belongs to the set $\{v_i^x, ..., v_i^0, v_i^y, ..., v_i^0\}$. We can simulate the path $Q_1$ in the graph $H_2$ as follows: Replace the path $Q_1[t, ..., v_i^x]$ with a direct edge $(t, v_i^x)$, and the rest of the simulated path is identical to $Q_1$. The resulting path is of the same length as $Q_1$. Therefore $d_{H_2}(t, v) ≤ w(Q_1) = d_{H_1}(t, v)$. It follows that $d_{H_2}(t, v) = d_{H_1}(t, v)$. ▶

▶ Theorem 26 (Henzinger, Klein, Rao and Subramanian [6]). Let $G$ be a directed planar graph with non negative weights, and let $s \in V(G)$. One can compute a shortest path tree rooted at $s$ in $O(n)$ time.

Notice that the only edges with negative weights in $H_2$ are incident with $t$. Let $c_0 = \min \{d''(t, v_i) | i ∈ [k-1]\}$. We modify $H_2$ by increasing the weights of all edges going out from $t$ by $-c_0$. The modified graph is a planar graph with non negative weights. Therefore by Theorem 26, we can compute a shortest path tree rooted at $t$, denoted as $T_2$, in the modified graph in $O(n)$ time. $T_2$ is a shortest path tree for the graph $H_2$.

Next we show how to modify $T_2$ to a shortest path tree in the graph $H_1$.

▶ Definition 27. Let $A = \{(v_i^{x+1}, v_i^x) | i ∈ [k-1], x \in \{l, r\}\}$. We define a new tree, denoted as $T_1$, obtained from $T_2$, with the following modifications;

For every edge $e = (u, v) ∈ A$, remove the edge $(p(v), v)$ from $T_2$, and insert the edge $(u, v)$ with weight $d''(u, v)$ to $T_2$, where $p(v)$ is the parent of $v$ in $T_2$.

Note that for every node $v_i^x$ for $x ∈ \{l, r\}$, the shortest path from $t$ to $v_i^x$ in $T_1$ is of the same length as in $T_2$. By Lemma 25, we conclude that $T_1$ is a shortest path tree in $H_1$.

▶ Corollary 28. One can compute a shortest path tree $T_1$ rooted at $t$ in $H_1$ in $O(n)$ time.

▶ Theorem 29. Let $G$ be a directed planar graph with non negative weights. Let $A$ be an algorithm that solves the MSSP problem on $G$, and let $n$ be the number of nodes, and $k$ be the number of pairs, in time $T_A(n, k)$. Then, there is an algorithm that solves the replacement paths problem on $G$, that runs in $O(T_A(2n, 4n))$ time.
Proof. By Corollary 28, we can compute $H_1$ and $T_1$ in $O(n)$ time.

Let $L_1 = \{(v_i^r, v_{i+1}^r) | i \in [k-1], x \in \{l, r\}\}$ be a list of $4k$ pairs. By invoking $A$ with $(H_1, T_1, L_1)$ as an input, we have computed $\rho_i^{xy} = d_{H_1}(v_i^x, v_{i+1}^y)$ for all $i \in [k-1], x \in \{l, r\}$, in $T_A(2n, 4n)$ time. Let $c = (v_i, v_{i+1}) \in P$. By Theorem 15, $d_e(s, t) = w(P) - w(e) + d'(v_i, v_{i+1})$. By Lemma 24, $d'(v_i, v_{i+1}) = \min \{\rho_i^l, \rho_i^r, \rho_i^l, \rho_i^r\}$. Thus for every edge $e = (v_i, v_{i+1}) \in P$, we store $d_c(s, t) = \min \{\rho_i^l, \rho_i^r, \rho_i^l, \rho_i^r\}$ for all $i < k$. The total running time to solve the replacement paths problem is $O(n) + T_A(2n, 4n) = O(T_A(2n, 4n))$.

Theorem 30. Let $G$ be a directed planar graph with non negative weights. Then, there is an algorithm for the replacement paths problem over $G$ that runs in $O(n \log n)$ time.

Proof. We denote by $\mathcal{A}$ the algorithm of Klein for the MSSP problem [11]. By Theorem 19, $T_A(n, n) = O(n \log n)$. Hence by Theorem 29, we can solve the replacement paths problem in $O(2n \log (4n)) = O(n \log n)$ time.
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Abstract

We consider the problem of designing sublinear time algorithms for estimating the cost of minimum metric traveling salesman (TSP) tour. Specifically, given access to a $n \times n$ distance matrix $D$ that specifies pairwise distances between $n$ points, the goal is to estimate the TSP cost by performing only sublinear (in the size of $D$) queries. For the closely related problem of estimating the weight of a metric minimum spanning tree (MST), it is known that for any $\varepsilon > 0$, there exists an $\tilde{O}(n/\varepsilon^{O(1)})$ time algorithm that returns a $(1+\varepsilon)$-approximate estimate of the MST cost. This result immediately implies an $\tilde{O}(n/\varepsilon^{O(1)})$ time algorithm to estimate the TSP cost to within a $(2+\varepsilon)$ factor for any $\varepsilon > 0$. However, no $o(n^2)$ time algorithms are known to approximate metric TSP to a factor that is strictly better than $2$. On the other hand, there were also no known barriers that rule out existence of $(1+\varepsilon)$-approximate estimation algorithms for metric TSP with $\tilde{O}(n)$ time for any fixed $\varepsilon > 0$. In this paper, we make progress on both algorithms and lower bounds for estimating metric TSP cost.

On the algorithmic side, we first consider the graphic TSP problem where the metric $D$ corresponds to shortest path distances in a connected unweighted undirected graph. We show that there exists an $\tilde{O}(n)$ time algorithm that estimates the cost of graphic TSP to within a factor of $(2-\varepsilon_0)$ for some $\varepsilon_0 > 0$. This is the first sublinear cost estimation algorithm for graphic TSP that achieves an approximation factor less than $2$. We also consider another well-studied special case of metric TSP, namely, $(1,2)$-TSP where all distances are either $1$ or $2$, and give an $\tilde{O}(n^{1.5})$ time algorithm to estimate optimal cost to within a factor of $1.625$. Our estimation algorithms for graphic TSP as well as for $(1,2)$-TSP naturally lend themselves to $\tilde{O}(n)$ space streaming algorithms that give an $11/6$-approximation for graphic TSP and a $1.625$-approximation for $(1,2)$-TSP. These results motivate the natural question if analogously to metric MST, for any $\varepsilon > 0$, $(1+\varepsilon)$-approximate estimates can be obtained for graphic TSP and $(1,2)$-TSP using $\tilde{O}(n)$ queries. We answer this question in the negative – there exists an $\varepsilon_0 > 0$, such that any algorithm that estimates the cost of graphic TSP ($(1,2)$-TSP) to within a $(1+\varepsilon_0)$-factor, necessarily requires $\Omega(n^2)$ queries. This lower bound result highlights a sharp separation between the metric MST and metric TSP problems.

Similarly to many classical approximation algorithms for TSP, our sublinear time estimation algorithms utilize subroutines for estimating the size of a maximum matching in the underlying graph. We show that this is not merely an artifact of our approach, and that for any $\varepsilon > 0$, any algorithm that estimates the cost of graphic TSP or $(1,2)$-TSP to within a $(1+\varepsilon)$-factor, can also be used to estimate the size of a maximum matching in a bipartite graph to within an $\varepsilon n$ additive error. This connection allows us to translate known lower bounds for matching size estimation in various models to similar lower bounds for metric TSP cost estimation.
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1 Introduction

In the metric traveling salesman problem (TSP), we are given \( n \) points in an arbitrary metric space with an \( n \times n \) matrix \( D \) specifying pairwise distances between them. The goal is to find a simple cycle (a TSP tour) of minimum cost that visits all \( n \) points. An equivalent view of the problem is that we are given a complete weighted undirected graph \( G(V, E) \) where the weights satisfy triangle inequality, and the goal is to find a Hamiltonian cycle of minimum weight. The study of metric TSP is intimately connected to many algorithmic developments, and the poly-time approximability of metric TSP and its many natural variants are a subject of extensive ongoing research (see, for instance, [3, 11, 14, 15, 17, 24–28] and references within for some relatively recent developments). In this paper, we consider the following question: can one design sublinear algorithms that can be used to obtain good estimates of the cost of an optimal TSP tour? Since the complete description of the input metric is of size \( \Theta(n^2) \), the phrase sublinear here refers to algorithms that run in \( o(n^2) \) time.

A standard approach to estimating the metric TSP cost is to compute the cost of a minimum spanning tree, and output two times this cost as the estimate of the TSP cost (since any spanning tree can be used to create a spanning simple cycle by at most doubling the cost). The problem of approximating the cost of the minimum spanning tree in sublinear time was first studied in the graph adjacency-list model by Chazelle, Rubinfeld, and Trevisan [7]. The authors gave an \( \tilde{O}(dW/\varepsilon^2) \)-time algorithm to estimate the MST cost to within a \( (1+\varepsilon) \)-factor in a graph where average degree is \( d \), and all edge costs are integers in \([1..W]\). For certain parameter regimes this gives a sublinear time algorithm for estimating the MST cost but in general, this run-time need not be sublinear. Subsequently, in an identical setting as ours, Czumaj and Sohler [10] showed that for any \( \varepsilon > 0 \), there exists an \( \tilde{O}(n/\varepsilon^{O(1)}) \) time algorithm that returns a \( (1 + \varepsilon) \)-approximate estimate of the MST cost when the input is an \( n \)-point metric. This result immediately implies an \( \tilde{O}(n/\varepsilon^{O(1)}) \) time algorithm to estimate the TSP cost to within a \( (2 + \varepsilon) \) factor for any \( \varepsilon > 0 \). However, no \( o(n^2) \) query algorithms are known to approximate metric TSP to a factor that is strictly better than 2. On the other hand, there are also no known barriers that rule out existence of \( (1 + \varepsilon) \)-approximate estimation algorithms for metric TSP with \( \tilde{O}(n) \) queries for any fixed \( \varepsilon > 0 \). In this paper, we make progress on both algorithms and lower bounds for estimating metric TSP cost.

On the algorithmic side, we first consider the graphic TSP problem, an important case of metric TSP that has been extensively studied in the classical setting – the metric \( D \) corresponds to the shortest path distances in a connected unweighted undirected graph [17, 18, 25]. We give the first \( \tilde{O}(n) \) time algorithm for graphic TSP that achieves an approximation factor strictly better than 2.

\textbf{Theorem 1.1.} There is an \( \tilde{O}(n) \) time randomized algorithm that estimates the cost of graphic TSP to within a factor of \( 2 - \varepsilon_0 \) for some constant \( \varepsilon_0 > 0 \).
On the other hand, if we are willing to allow a higher sublinear time, we can get a better approximation ratio.

**Theorem 1.2.** There is an $\tilde{O}(n^{1.5})$ time randomized algorithm that estimates the cost of graphic TSP to within a factor of $\frac{27}{14}$.

At a high-level, our algorithm is based on showing the following: if a graph $G$ either lacks a matching of size $\Omega(n)$ or has $\Omega(n)$ biconnected components (blocks), then the optimal TSP cost is not too much better than $2n$. Conversely, if the graph $G$ has both a large matching and not too many blocks, then we can show that the optimal TSP cost is distinctly better than $2n$. Since we do not know an efficient sublinear algorithm to estimate the number of blocks in a graph $G$, we work with another quantity that serves as a proxy for this and can be estimated in $\tilde{O}(n)$ time. The main remaining algorithmic challenge then is to estimate sufficiently well the size of a largest matching. This problem is very important by itself, and has received much attention [13,19,20,23,30]; please see a detailed discussion of this problem, and relevant recent developments towards the end of this section. Our $\tilde{O}(n)$ query results utilize the recent result of Kapralov et al. [13] who give an algorithm to approximate the size of maximum matching to within a constant factor (for some very large constant) in $\tilde{O}(n)$ time in the pair query model (is there an edge between a given pair of vertices?). We also show that matching size can be estimated to within a factor of 2 in $\tilde{O}(n^{1.5})$ time, crucial to obtaining the approximation guarantee in Theorem 1.2.

Our approach for estimating graphic TSP cost in sublinear time also lends itself to an $\tilde{O}(n)$ space streaming algorithm that can obtain an even better estimate of the cost. To our knowledge, no estimate better than a 2-approximation was known previously. In the streaming model, we assume that the input to graphic TSP is presented as a sequence of edges of the underlying graph $G$. Any algorithm for this model, clearly also works if instead the entries of the distance matrix are presented in the stream – an entry that is 1 corresponds to an edge of $G$, and it can be ignored otherwise as a non-edge.

**Theorem 1.3.** There is an $O(n)$ space randomized streaming algorithm that estimates the cost of graphic TSP to within a factor of $\frac{11}{6}$ in insertion-only streams.

We next consider another well-studied special case of metric TSP, namely, $(1,2)$-TSP where all distances are either 1 or 2 [2,5,22], and obtain the following result.

**Theorem 1.4.** There is an $\tilde{O}(n^{1.5})$ time randomized algorithm that estimates the cost of $(1,2)$-TSP to within a factor of 1.625.

Throughout the paper, whenever we refer to a graph associated with a $(1,2)$-TSP instance, it refers to the graph $G$ induced by edges of distance 1 in our $\{1,2\}$-metric. At a high-level, the idea underlying our algorithm is to analyze the structure of the graph $G$ induced by edges of distance 1. We design an algorithm to estimate the size of a maximal “matching pair” of $G$ which is defined to be a pair of edge-disjoint matchings. We show that whenever the size of a matching pair is large in a graph $G$, the TSP cost is distinctly smaller than $2n$, and conversely, if this quantity is not large, the TSP cost is close to $2n$. The main remaining algorithm challenge then is to estimate sufficiently well the size of a maximal matching pair, and we show that this can be done in $\tilde{O}(n^{1.5})$ time.

For $(1,2)$-TSP, an $O(n)$ query algorithm that estimates the cost of $(1,2)$-TSP to within a factor of 1.75 was claimed in [1] but this result is based on the matching size estimation results of [20]. Unfortunately, as confirmed by the authors [21], there is a problem with the proof of one of the statements in the paper – Observation 3.9 – which is crucial for the
correctness of the main result. As a result, the $O(d)$ time result in the neighbor query model as well as the $O(n)$ time result in the adjacency matrix, claimed in [20] can no longer be relied upon, and we have chosen to make this paper independent of these results [20]. It is worth mentioning that if the $O(n)$-time matching estimation result of [20] can be shown to hold, then the run-time of both Theorems 1.2 and 1.4 can be improved to $O(n)$ time.

We note that it is easy to show that randomization is crucial to getting better than a 2-approximation in sublinear time for both graphic TSP and $(1, 2)$-TSP (we include the proof of these results in the full version of this paper). The algorithms underlying Theorems 1.2 and 1.4, lend themselves to $O(n)$ space single-pass streaming algorithms with identical approximation guarantees. These sublinear time algorithms motivate the natural question if analogously to metric MST, there exist sublinear time algorithms that for any $\varepsilon > 0$, output a $(1 + \varepsilon)$-approximate estimate of TSP cost for graphic TSP and $(1, 2)$-TSP in $O(n)$ time. We rule out this possibility in a strong sense for both graphic TSP and $(1, 2)$-TSP.

\textbf{Theorem 1.5.} There exists an $\varepsilon_0 > 0$, such that any algorithm that estimates the cost of graphic TSP ($(1, 2)$-TSP) to within a $(1 + \varepsilon_0)$-factor, necessarily requires $\Omega(n^2)$ queries.

This lower bound result highlights a sharp separation between the behavior of metric MST and metric TSP problems. At a high-level, our lower bound is inspired by the work of Bogdanov et al. [6] who showed that any query algorithm that for any $\varepsilon > 0$ distinguishes between instances of parity equations (mod 2) that are either satisfiable (Yes) or at most $(1/2 + \varepsilon)$-satisfiable (No), requires $\Omega(n)$ queries where $n$ denotes the number of variables. However, the query model analyzed in [6] is different from ours (see more details in Section 4). We first show that the lower bound of [6] can be adapted to an $\Omega(n^2)$ lower bound in our model, and then show that instances of parity equations can be converted into instances of graphic TSP (resp. $(1, 2)$-TSP) such that for some $\varepsilon_0 > 0$, any $(1 + \varepsilon_0)$-approximation algorithm for graphic TSP (resp. $(1, 2)$-TSP), can distinguish between the Yes and No instances of the parity equations, giving us the desired result.

Finally, similar to many classical approximation algorithms for TSP, our sublinear time estimation algorithms utilize subroutines for estimating the size of a maximum matching in the underlying graph. We show that this is not merely an artifact of our approach.

\textbf{Theorem 1.6.} For any $\varepsilon \in [0, 1/5]$, any algorithm that estimates the cost of an $n$-vertex instance of graphic TSP or $(1, 2)$-TSP to within a $(1 + \varepsilon)$-factor, can also be used to estimate the size of a maximum matching in an $n$-vertex bipartite graph to within an $\varepsilon n$ additive error, with an identical query complexity, running time, and space usage.

This connection allows us to translate known lower bounds for matching size estimation in various models to similar lower bounds for metric TSP cost estimation. In particular, using the results of [4], we can show that there exists an $\varepsilon_0$ such that any randomized single-pass dynamic streaming algorithm for either graphic TSP or $(1, 2)$-TSP that estimates the cost to within a factor of $(1 + \varepsilon_0)$, necessarily requires $\Omega(n^2)$ space.

We conclude by establishing several additional lower bound results that further clarify the query complexity of approximating TSP cost. For instance, we show that if an algorithm can access an instance of graphic TSP by only querying the edges of the graph (via neighbor and pair queries), then any algorithm that approximates the graphic TSP cost to a factor better than 2, necessarily requires $\Omega(n^3)$ queries. This is in sharp contrast to Theorem 1.1, and shows that working with the distance matrix is crucial to obtaining sublinear time algorithms for graphic TSP. We also show that even in the distance matrix representation, the task of finding a tour that is $(2 - \varepsilon)$-approximate for any $\varepsilon > 0$, requires $\Omega(n^2)$ queries for both graphic TSP and $(1, 2)$-TSP.
Matching Size Estimation. As the problem of matching size estimation is intimately connected to metric TSP cost estimation, we briefly review some relevant work here. This line of research primarily assumes that we are given a graph \(G(V, E)\) with maximum degree \(d\), that can be accessed via neighbor queries [12]: (a) for any vertex \(v\), we can query its degree, and (b) for any vertex \(v\) and an integer \(i\), we can learn the \(i\)th neighbor of \(v\).

Parnas and Ron [23] initiated the study of matching size estimation in sublinear time and gave an \(d^{O(\log(d)/\varepsilon)}\) time algorithm that estimates the matching size up to within a constant factor plus an additive \(\varepsilon n\) error for any \(\varepsilon > 0\). Nguyen and Onak [19] presented a new estimation algorithm and showed that it can estimate the matching size up to within a factor of \(2\) plus an additive \(\varepsilon n\) error in \(2^{O(d)/\varepsilon^2}\) time.\(^{1}\) We will refer to this approximation guarantee as a \((2, \varepsilon)\)-approximation of matching size. Yoshida et al. [30] strongly improved upon the performance guarantee obtained in [19], and showed that a \((2, \varepsilon)\)-approximation to matching size can be accomplished in \(O(d^4/\varepsilon^2)\) time (in fact, they obtain the stronger \((2 \pm \varepsilon)\)-approximation guarantee). The analysis of [30] was further improved by Onak et al. [20] who showed that the state of the art for \((2, \varepsilon)\)-approximation of matching size. We note that it is known that any \((O(1), \varepsilon)\)-approximate estimate of matching size necessarily requires \(\Omega(d)\) queries [23], so the result of [20] is essentially best possible. Unfortunately, as mentioned above, we recently discovered a subtle mistake in the analysis of Onak et al. [21]. Consequently, the best known time complexity for obtaining a \((2, \varepsilon)\)-approximate estimate is \(\tilde{O}(d^2/\varepsilon^2)\); this weaker result also follows from the work of [20], but does not rely on the incorrect observation in [20].

The difference between a linear dependence versus a quadratic dependence on degree \(d\) is however huge in the sublinear time applications when the graph is not very sparse. In particular, while an \(\tilde{O}(d)\) query result translates into an \(\tilde{O}(n)\) time algorithm in the adjacency matrix model, an \(\tilde{O}(d^2)\) query result gives only an \(\tilde{O}(n^2)\) time algorithm, which is clearly not useful. Very recently, Kapralov et al. [13] gave an alternate approach based on a vertex “peeling” strategy (originally proposed in [23]) that yields an \((O(1), \varepsilon)\)-approximation of matching size in \(\tilde{O}(d/\varepsilon^2)\) time. Unfortunately, the constant hidden in the \(O(1)\) notation is very large, and efficiently obtaining a \((2, \varepsilon)\)-approximation to matching size remains an important open problem.\(^{2}\) Meanwhile, by directly building on the work of [30], we obtain an \(\tilde{O}(n^{1.5})\) time algorithm for a \((2, \varepsilon)\)-approximation to matching size in the adjacency matrix model, and it is this algorithm that is used in the results of Theorem 1.2 and Theorem 1.4.

Other Related Work. We note here that there is an orthogonal line of research that focuses on computing an approximate solution in near-linear time when the input is presented as a weighted undirected graph, and the metric is defined by shortest path distances on this weighted graph. It is known that in this model, for any \(\varepsilon > 0\), there is an \(\tilde{O}(m/\varepsilon^2 + n^{1.5}/\varepsilon^3)\) time algorithm that computes a \((3/2 + \varepsilon)\)-approximate solution; here \(n\) denotes the number of vertices and \(m\) denotes the number of edges [9], and that a \((3/2 + \varepsilon)\)-approximate estimate of the solution cost can be computed in \(\tilde{O}(m/\varepsilon^2)\) time [8]. It is not difficult to show that in this access model, even when the input graph is unweighted (i.e. a graphic TSP instance), any algorithm that outputs better than a \(2\)-approximate estimate of the TSP cost, requires \(\Omega(n + m)\) time even when \(m = \Omega(n^2)\). Hence this access model does not admit sublinear time algorithms that beat the trivial \(2\)-approximate estimate.

Organization. In Section 2, we present our algorithms for graphic TSP (Theorem 1.1 and Theorem 1.2). In section 3, we present the \(1.625\)-approximation algorithm of \((1, 2)\)-TSP (Theorem 1.4). In Section 4, we present our lower bound result that rules out possibility of a sublinear-time approximation scheme for both graphic TSP and \((1, 2)\)-TSP (Theorem 1.5).
In Section 5, we present a strong connection between approximating metric TSP cost and estimating matching size (Theorem 1.6). We defer to the full version the proofs of several additional lower bound results on the complexity of approximating graphic TSP and (1, 2)-TSP cost.

2 Approximation for Graphic TSP Cost

In this section, we exploit well-known properties of biconnected graphs and biconnected components in graphs to give an algorithm that achieves a \((2 - \frac{1}{\sqrt{c_0}})\)-approximation for graphic TSP if we have an efficient algorithm that approximates the maximum matching size within a factor of \(c_0\). We first relate the cost of the TSP tour in a graph to the costs of the TSP tours in the biconnected components of the graph. Next we show that if the graph does not have a sufficiently big matching, it does not have a TSP tour whose length is much better than \(2n\). We also show that if a graph has too many degree 1 vertices, or vertices of degree 2, both whose incident edges are bridges, then it does not have a TSP tour of cost much better than \(2n\). We then establish the converse - a graph that has a good matching and not too many bad vertices (namely, vertices of degree 1 or articulation points of degree 2), then it necessarily has a TSP tour of cost much better than \(2n\). We design \(\tilde{O}(n)\) time test for the second condition, allowing us to approximate the cost of an optimal graphic TSP tour in sublinear time together with some known techniques for testing the first condition. In what follows, we first present some basic concepts and develop some tools that will play a central role in our algorithms.

2.1 Preliminaries

An unweighted graph \(G = (V, E)\), defines a graphic metric in \(V\), where the distance between any two vertices \(u\) and \(v\) is given by the length of the shortest path between \(u\) and \(v\). The graphic TSP is the Traveling Salesman Problem defined on such a graphic metric. In this paper our goal is to find a non-trivial approximation to the length of the traveling salesman tour in sublinear time in a model where we are allowed to make distance queries. In the distance query model, the algorithm can make a query on a pair of vertices \((u, v)\) and get back the answer \(d(u, v)\), the distance between \(u\) and \(v\) in \(G\).

In a connected graph \(G\), an edge \(e\) is a bridge if the deletion of \(e\) would increase the number of connected components of \(G\). A connected graph with no bridge is called a 2-edge-connected graph. A maximal 2-edge-connected subgraph of \(G\) is called a 2-edge-connected component. The bridge-block tree of a graph is a tree such that the vertex set contains the 2-edge-connected components and the edge set contains the bridges in the graph.

A connected graph \(G\) is called 2-vertex-connected or biconnected if when any one vertex is removed, the resulting graph remains connected. In a graph which is not biconnected, a vertex \(v\) whose removal increases the number of components is called an articulation point. It is easy to prove that any biconnected graph with at least 3 vertices does not have degree 1 vertices. A well-known alternate characterization of biconnectedness is that, a graph \(G\) is biconnected if and only if for any two distinct edges, there is a simple cycle that contains them.

A biconnected component or block in a graph is a maximal biconnected subgraph. Any graph \(G\) can be decomposed into blocks such that the intersection of any two blocks is either empty, or a single articulation point. Each articulation point belongs to at least two blocks. If a block is a single edge, then we call this block a trivial block; otherwise it is a non-trivial
block. A trival block is also a bridge in the graph. The size of a block is the number of vertices in the block. The following lemma shows the relationship between the number of blocks and the sum of the sizes of the blocks.

**Lemma 2.1.** If a connected graph $G$ has $n$ vertices and $k$ blocks, then the sum of the sizes of the blocks is equal to $n + k - 1$.

**Proof.** We prove the lemma by induction on the number $k$ of blocks. The base case is when $k = 1$. In this case, $G$ itself is a block of size $n$.

For the induction step, we have $k > 1$ and thus the graph has at least one articulation point. Suppose $v$ is an arbitrary articulation point in $G$. Let $V_1, V_2, \ldots, V_j$ be the set of vertices in the connected components of $G \setminus \{v\}$. We have $\sum_{i=1}^{j} |V_i| = n - 1$. Let $G_1, G_2, \ldots, G_j$ be the subgraphs of $G$ induced by $V_1 \cup \{v\}, V_2 \cup \{v\}, \ldots, V_j \cup \{v\}$. For any $G_i$, let $k_i$ be the number of blocks in $G_i$, we have $\sum_{i=1}^{j} k_i = k$. By induction hypothesis, the sum of the sizes of blocks in $G_i$ is $|V_i| + 1 + k_i - 1 = |V_i| + k_i$. So the sum of the sizes of blocks in $G$ is $\sum_{i=1}^{j} |V_i| + k_i = n - 1 + k$. ◀

The block decomposition of a graph has a close relationship with the cost of graphic TSP of the graph.

**Lemma 2.2 (Lemma 2.1 of [16]).** The cost of the graphic TSP of a connected graph $G = (V, E)$ is equal to the sum of the costs of the graphic TSP of all blocks in the graph.

Together these two lemmas give us a simple lower bound on the cost of the graphic TSP of a graph $G$ (using the fact that the cost of graphic TSP is at least the number of vertices in the graph).

**Lemma 2.3.** If a graph $G$ has $n$ vertices and $k$ blocks, then the cost of graphic TSP of $G$ is at least $n + k - 1$.

An ear in a graph is a simple cycle or a simple path. An ear which is a path is also called an open ear and it has two endpoints, whereas for a cycle, one vertex is designated as the endpoint. An ear decomposition of a graph is a partition of a graph into a sequence of ears such that the endpoint(s) of each ear (except for the first) appear on previous ears and the internal points (the points that are not endpoints) are not on previous ears. A graph $G$ is biconnected if and only if $G$ has an ear decomposition such that each ear but the first one is an open ear [29]. An ear is nontrivial if it has at least one internal point. The following lemma upper bounds the cost of graphic TSP of a biconnected graph.

**Lemma 2.4 (Lemma 5.3 of [25], also a corollary of Lemma 3.2 of [17]).** Given a 2-vertex-connected graph $G = (V, E)$ and an ear-decomposition of $G$ in which all ears are nontrivial, a graphic TSP tour of cost at most $\frac{2}{3} |V| - 1 + \frac{2}{3} \pi$ can be found in polynomial-time, where $\pi$ denotes the number of ears.

We now prove an important lemma that gives an upper bound on the cost of graphic TSP in a biconnected graph in terms of the size of a matching in the graph.

**Lemma 2.5.** Suppose $G$ is a biconnected graph with at least $n \geq 3$ vertices. If $G$ has a matching $M$, then the cost of graphic TSP of $G$ is at most $2n - 2 - \frac{2|M|}{3}$.

**Proof.** We first find a spanning biconnected subgraph of $G$ that only contains $2n - 2 - M$ edges, then use Lemma 2.4 to bound the cost of graphic TSP.
We construct a spanning biconnected subgraph \( G^* = P_0 \cup P_1 \cup \ldots \) recursively: \( P_0 \) contains a single edge in \( M \). If \( G_{i-1} = P_0 \cup P_1 \cup \cdots \cup P_{i-1} \) is a spanning subgraph of \( G \), let \( G^* = G_{i-1} \) and finish the construction. Otherwise we construct \( P_i \) as follows. Let \( e \) be an edge in \( M \) both whose endpoints are not in \( G_{i-1} \). If there is no such edge, then let \( e \) be an arbitrary edge such that at least one of its endpoints is not in \( G_{i-1} \). Let \( e' \) be an arbitrary edge in \( G_{i-1} \). By the alternate characterization of biconnectedness, there is a simple cycle \( C_i \) that contains both \( e \) and \( e' \). Let \( P_i \) be the path in \( C_i \) that contains \( e \) and exactly two vertices in \( G_{i-1} \), which are the endpoints of \( P_i \).

Since \( P_i \) contains at least one vertex not in \( G_{i-1} \), the construction always terminates. Note that \( P_0 \cup P_1 \) is a cycle, and each \( P_i \) \((i > 1)\) is an open ear of \( G^* \). So, \( (P_0 \cup P_1, P_2, \ldots) \) is an open ear decomposition of \( G^* \), which means \( G^* \) is biconnected.

Now we prove that the number of edges in \( G^* \) is at most \( 2n - 2 - M \). Let \( n_i \) be the number of vertices in \( G_{i-1} \). Let \( G_{-1} \) be the empty graph, so that \( n_0 = 2 \). Let \( p_i \) be the number of edges in \( P_i \) and \( m_i \) be the number of edges \( e \) in \( M \) such that \( e \cap G_i \neq \emptyset \) and \( e \cap G_{i-1} = \emptyset \). (Here we view an edge as a 2-vertex set.) Note that \( m_0 = 1 \). Suppose \( G^* = G_k \). Then \( \sum_{i=1}^{k} n_i = n, \sum_{i=1}^{k} p_i \) is the number of edges in \( G^* \) and \( \sum_{i=1}^{k} m_i = |M| \). For any \( i > 0 \), \( P_i \) is an open ear whose internal points are not in \( G_{i-1} \). So \( n_i = p_i - 1 \). If there is an edge \( e \in M \) such that \( e \cap G_{i-1} = \emptyset \), then \( P_i \) contains both endpoints of an edge in \( M \), which means \( m_i \leq n_i - 1 \). If all edges in \( M \) already have an endpoint in \( G_{i-1} \), \( m_i = 0 \leq n_i - 1 \). So in both cases, \( p_i = n_i + 1 = 2n_i - (n_i - 1) \leq 2n_i - m_i \). Also, \( p_0 = 1 = 2n_0 - 2 = m_0 \). So the number of edges in \( G^* \) is \( \sum_{i=0}^{k} p_i \leq 2n_0 - 2 - m_0 + \sum_{i=1}^{k} (2n_i - m_i) = 2n - 2 - |M| \).

As \((P_0 \cup P_1, P_2, P_3, \ldots, P_k)\) is an open ear decomposition of \( G^* \), the number of ears in \( G \) is \( k \). On the other hand, \( \sum_{i=0}^{k} p_i = 1 + \sum_{i=1}^{k} (n_i + 1) = n + k \), we have \( n + 1 - k \leq 2n - 2 - |M| \), which means \( k \leq n - 1 - |M| \). By Lemma 2.4, the cost of graphic TSP of \( G^* \) is at most \( \frac{4}{3}(n - 1) + \frac{2}{3}k \leq 2(n - 1) - \frac{2}{3}|M| \).

Since \( G^* \) is a subgraph of \( G \) that contains all the vertices in \( G \), the cost of graphic TSP of \( G \) is at most the cost of graphic TSP of \( G^* \), which is at most \( 2n - 2 - \frac{2}{3}|M| \). ▷

### 2.2 Approximation Algorithm for Graphic TSP

We now give our sublinear-time algorithm for approximating the cost of graphic TSP of a graph \( G \) to within a factor strictly smaller than \( 2 \).

We call a vertex \( v \) a bad vertex if \( v \) has degree 1 or is an articulation point with degree 2.

For any given \( \delta > 0 \), the graphic TSP algorithm performs the following two steps:

1. Obtain an estimate \( \hat{\alpha}n \) of the size of maximum matching \( \alpha n \).
2. Obtain an estimate \( \hat{\beta}n \) of the number of bad vertices \( \beta n \).

The algorithm then output \( \min\{2n, (2 - \frac{3}{4}(\hat{\alpha} - 2\hat{\beta}))n\} \).

To perform the second step in \( O(n) \) distance queries and time, we randomly sample \( O(\frac{1}{\beta}) \) vertices. For each sampled vertex, we can obtain the degree with \( n \) queries. The following lemma shows that we can also check whether a degree 2 vertex is an articulation point using distance queries in \( O(n) \) time. Then by the Chernoff bound, we can approximate the number of bad vertices with additive error \( O(\hat{\alpha}n) \) with a high constant probability.

▷ **Lemma 2.6.** Suppose a vertex \( v \) in a connected graph \( G \) has only two neighbors \( u \) and \( w \). The following three conditions are equivalent:

1. \( v \) is an articulation point.
2. The edges \( (u, v) \) and \( (v, w) \) are both bridges.
3. For any vertex \( v' \neq v, |d(u, v') - d(w, v')| = 2 \).
Proof. We first prove the first two conditions are equivalent. If \( v \) is an articulation point, then \( v \) is in two different blocks. So edge \((u, v)\) and \((v, w)\) are in different blocks, which means \( v \) has degree 1 in both blocks. So both blocks are trivial, which means \((u, v)\) and \((v, w)\) are both bridges. If \((u, v)\) and \((v, w)\) are both bridges, then deleting either \((u, v)\) or \((v, w)\) will disconnect \( u \) and \( w \), which means deleting \( v \) will also disconnect \( u \) and \( w \).

Next we prove that the third condition is equivalent to the first two. Suppose \( v \) is an articulation point. Since \( v \) has degree 2, the graph \( G \setminus \{v\} \) has only two components, one containing \( u \) and the other containing \( w \). For any vertex \( v' \neq v \), without loss of generality, suppose \( v' \) is in the same component as \( u \) in \( G \setminus \{v\} \). Since \((u, v)\) and \((v, w)\) are both bridges in \( G \), any path between \( v' \) and \( w \) contains \( u \) and \( v \). So \( d(v', w) = d(v', v) + 2 \).

If \( v \) is not an articulation point, then \( u \) and \( w \) are connected in \( G \setminus \{v\} \). Let \((u = v_0, v_1, v_2, \ldots, v_k = w)\) be the shortest path between \( u \) and \( w \) in \( G \setminus \{v\} \). For any vertex \( v_i \) on the path, the distance between \( v_i \) and \( u \) (resp. \( w \)) in \( G \setminus \{v\} \) is \( i \) (resp. \( k - i \)). Consider the shortest path between \( u \) and \( v_i \) in \( G \). If this path does not contain \( v \), then it is the same as the path in \( G \setminus \{v\} \). In this case, \( d(u, v_i) = i \). If the shortest path contains \( v \), then \( v \) must be the second last vertex on the path and \( w \) is the third last one. In this case, \( d(u, v_i) = k - i + 2 \).

Next we prove that if \( \alpha \) is small or \( \beta \) is large, the cost of graphic TSP is bounded away from \( n \). The following lemma shows that if the size of maximum matching of a graph is small, then the cost of the graphic TSP is large.

\textbf{Lemma 2.7.} For any \( \varepsilon > 0 \), if the maximum matching of a graph \( G \) has size at most \( \frac{(1-\varepsilon)n}{2} \), then the cost of graphic TSP of \( G \) is at least \((1+\varepsilon)n\).

Proof. Suppose the optimal TSP tour is \((v_0, v_1, \ldots, v_{n-1}, v_n = v_0)\). Since the size of maximum matching in \( G \) is at most \( \frac{(1-\varepsilon)n}{2} \), there are at most \( \frac{(1-\varepsilon)n}{2} \) edges between pairs \((v_i, v_{i+1})\) where \( i \) is even (resp. odd). So there are at least \( \varepsilon n \) pairs of \((v_i, v_{i+1})\) that have distance at least 2, which means that the optimal cost of TSP tour of \( G \) is \( \sum_{i=1}^{n-1} d(v_i, v_{i+1}) \geq n + \varepsilon n = (1+\varepsilon)n \).

The following lemma shows that if \( \beta \) is large, the cost of graphic TSP is large.

\textbf{Lemma 2.8.} For any \( \varepsilon > 0 \), if a connected graph \( G \) has \( \varepsilon n \) bad vertices, then the cost of graphic-TSP of \( G \) is at least \((1+\varepsilon)n - 2 \).

Proof. We first prove by induction on the number of vertices that a graph with \( k \) bad vertices has \( k - 1 \) bridges. The base case is when \( n = 2 \), the graph has \( k = 2 \) bad vertices and \( 1 = k - 1 \) bridge.

For the induction step, the graph has \( n \) vertices with \( n \geq 3 \). If \( G \) has no degree 1 vertices, then the graph has \( k \) articulation points with degree 2. By Lemma 2.6, any edge incident on a degree 2 articulation point is a bridge. So each bad vertex is incident on 2 bridges. On the other hand, a bridge is incident on at most 2 vertices. So there are at least \( \frac{2k}{2} = k \) bridges in \( G \). Next, suppose \( G \) has degree 1 vertices. Let \( v \) be an arbitrary such vertex and let \( u \) be its neighbor. Since \( G \) is connected and \( n \geq 3 \), \( u \) must have degree at least 2, since otherwise \( u \) and \( v \) are not connected to other vertices in \( G \). Consider the graph \( G \setminus \{v\} \), if \( u \) is a bad vertex in \( G \), then \( G \setminus \{v\} \) is \( k - 1 \). By induction hypothesis, \( G \setminus \{v\} \) has at least \( k - 2 \) bridges. \( G \) has at least \( k - 1 \) bridges since \((u, v)\) is also a bridge.

So \( G \) has at least \( \varepsilon n - 1 \) bridges, and the number of blocks in \( G \) is at least \( \varepsilon n - 1 \). By Lemma 2.3, the cost of graphic-TSP of \( G \) is at least \( n + \varepsilon n - 2 = (1+\varepsilon)n - 2 \).
Finally, the following lemma shows that the cost of graphic TSP is at most \((2 - \frac{2}{3}(\alpha' - 2\beta))n\).

\begin{lemma}
If a graph has a matching \(M\) of size \(\alpha'\) and the graph has \(\beta n\) bad vertices, the cost of graphic TSP of \(G\) is at most \((2 - \frac{2}{3}(\alpha' - 2\beta))n\).
\end{lemma}

\begin{proof}
Let \(G_1, G_2, \ldots, G_k\) be the block decomposition of \(G\). Let \(n_i\) be the size of \(G_i\). If \(|n_i| \geq 3\), by Lemma 2.5, the cost of the graphic TSP of \(G_i\) is at most \(2n_i - 3\) since any non-empty graph has a matching of size at least 1. If \(|n_i| = 2\), then the graphic TSP of \(G_i\) is exactly \(2n_i - 2\). Suppose \(G\) has \(\ell\) non-trivial blocks. Then by Lemma 2.2 the cost of graphic TSP of \(G\) is at most \(\sum_{i=1}^{k}(2n_i - 2) - \ell\), which equals to \(2n - 2 - \ell\) by Lemma 2.1.

Let \(m_i\) be the size of maximum matching in \(G_i\) if \(G_i\) is a non-trivial block, and let \(m_i = 0\) if \(G_i\) is a trivial block. By Lemma 2.5, the cost of the graphic TSP of \(G_i\) is at most \(2n_i - 2 - \frac{2m_i}{3}\). For any non-trivial block \(G_i\), \(M \cap G_i\) is a matching in \(G_i\). So the size of maximum matching in \(G_i\) is at least the number of edges in \(M \cap G_i\). So by Lemma 2.2 and Lemma 2.1, the cost of graphic TSP of \(G\) is at most \(\sum_{i=1}^{k}(2n_i - 2 - \frac{2m_i}{3}) = 2n - 2 - \frac{2}{3}|M'|\), where \(M'\) is the set of edges in \(M\) that are not bridges in \(G\). Let \(B\) be the number of bridges in \(G\). We have \(2n - 2 - \frac{2}{3}|M'| \leq 2n - 2 - \frac{2}{3}(|M| - B)\).

So there are two upper bounds of the graphic TSP of \(G\) \(2n - 2 - \ell\) and \(2n - 2 - \frac{2}{3}(|M| - B)\). Which bound is better depends on the number of bridges \(B\).

If \(B \leq (\frac{4}{3}\alpha' + \frac{6}{7}\beta)n\), the cost of graphic TSP of \(G\) is at most

\[2n - 2 - \frac{2}{3}(|M| - B) \leq 2n - 2 - \frac{2}{3}(\frac{3}{7}\alpha' - \frac{6}{7}\beta)n = (2 - \frac{2}{7}(\alpha' - 2\beta))n\]

If \(B > (\frac{4}{3}\alpha' + \frac{6}{7}\beta)n\), consider the bridge-block tree \(T\) of \(G\). \(T\) has at least \(B\) edges and at least \(B + 1\) vertices. Since \(T\) is a tree, there are at least \(\frac{B}{2}\) vertices of degree at most 2. For any vertex \(v_T\) of degree at most 2 in \(T\), if the vertex \(v_T\) represents a single vertex \(v\) in \(G\), then \(v\) is either a degree 1 vertex or a degree 2 articulation point in \(G\), otherwise \(v_T\) represents a 2-edge-connected component of size at least 2 in \(G\). So there are at least \(\frac{B}{2} - \beta n \geq (\frac{2}{3}\alpha' - \frac{4}{7}\beta)n\) 2-edge-connected components of size at least 2. Since any 2-edge-connected component of size at least 2 has no bridge, each such component of \(G\) contains at least \(\frac{1}{\tau_0}\) non-trivial block in \(G\), implying that \(\ell \geq \frac{2}{7}(\alpha' - 2\beta)n\). So the cost of graphic TSP of \(G\) is at most \(2n - 2 - \ell \leq (2 - \frac{2}{7}(\alpha' - 2\beta))n\).
\end{proof}

We summarize the ideas in this section and prove the following lemma.

\begin{lemma}
For any \(c_0 > 1\) and \(\delta > 0\), suppose \(\hat{\alpha} \leq \alpha \leq c_0\hat{\alpha} + \delta\) and \(\hat{\beta} - \delta \leq \beta \leq \hat{\beta}\). Then \((2 - \frac{2}{7}(\hat{\alpha} - 2\hat{\beta}))n\) is an approximation of the size of graphic TSP within a factor of \(2 - \frac{1}{\tau_0} + \delta\).
\end{lemma}

\begin{proof}
Let \(\hat{T} = (2 - \frac{2}{7}(\hat{\alpha} - 2\hat{\beta}))n\). Since \(\hat{\beta} \geq \beta\) and \(\hat{\alpha} \leq \alpha\), by Lemma 2.9, \(T \leq \hat{T}\).

Then we prove that \(\hat{T} \geq (2 - \frac{1}{\tau_0} + \delta)T\). By Lemma 2.7 and Lemma 2.8, \(T \geq \max\{(2 - 2\alpha)n,(1 + \beta)n - 2\}\), which means

\[(2 - \frac{1}{\tau_0} + \delta)T \geq (2 - \frac{1}{\tau_0})\max\{(2 - 2\alpha)n,(1 + \beta)n - 2\} - 4 + \delta n\]

On the other hand, \(\hat{T} \leq (2 - \frac{2}{7}(\frac{c_0\alpha - 2\beta}{\max\{2-2\alpha,1+\beta\}}))n + \frac{\delta}{7}n\) since \(c_0\hat{\alpha} + \delta \leq \alpha\) and \(\hat{\beta} \leq \beta + \delta\). For sufficient large \(n\), we have \(\delta n - 4 \geq \frac{\delta}{7}n\), so it is sufficient to prove that \(\frac{2 - \frac{2}{7}(\frac{c_0\alpha - 2\beta}{\max\{2-2\alpha,1+\beta\}})}{\max\{2-2\alpha,1+\beta\}} \leq 2 - \frac{1}{\tau_0}\) for any \(0 \leq \alpha, \beta \leq 1\) and \(c_0 \geq 1\).
Let $\gamma = \frac{c_0}{\alpha} - 2\beta, 1 + \beta = 1 + (\frac{c_0}{\alpha} - \gamma)/2$, so if we fix $\gamma$, $\max\{2 - 2\alpha, 1 + \beta\}$ is minimized when $2 - 2\alpha = 1 + (\frac{c_0}{\alpha} - \gamma)/2$. In this case $\alpha = \frac{2\gamma + 7}{4c_0 + 1}$ and $\max\{2 - 2\alpha, 1 + \beta\} = \frac{4c_0 + 2}{4c_0 + 1} - \frac{2\gamma}{4c_0 + 1} \gamma$.

If $\gamma \leq \frac{1}{2c_0}$,

$$
\frac{2 - \frac{\gamma}{2}(\alpha - 2\beta)}{\max\{2 - 2\alpha, 1 + \beta\}} \leq \frac{2 - \frac{\gamma}{2}}{\frac{4c_0 + 2}{4c_0 + 1} - \frac{2\gamma}{4c_0 + 1} \gamma} = \frac{4c_0 + 1}{7c_0} - \frac{2 - \frac{\gamma}{2}}{\frac{4c_0 + 2}{4c_0 + 1} - \frac{2\gamma}{4c_0 + 1} \gamma} \leq \frac{4c_0 + 1}{7c_0} + 2 - \frac{4c_0 + 2}{7c_0} = 2 - \frac{1}{7c_0}
$$

If $\gamma > \frac{1}{2c_0}$, $\frac{2 - \frac{\gamma}{2}(\alpha - 2\beta)}{\max\{2 - 2\alpha, 1 + \beta\}} < \frac{2 - \frac{1}{7c_0}}{\gamma} = 2 - \frac{1}{7c_0} \gamma$ since $\beta \geq 0$. So $\tilde{T} \leq (2 - \frac{1}{7c_0} + \delta)T$.

By Lemma 2.10, we immediately have the following theorem.

**Theorem 2.11.** For any $\delta > 0$ and $c_0 \geq 1$. Given a graph $G$ with maximum matching size $\alpha n$, suppose there is an algorithm that uses pair queries, runs in $t$ time, and with probability at least $2/3$, outputs an estimate of the maximum matching size $\alpha n$ such that $\tilde{\alpha} \leq \alpha \leq c_0\tilde{\alpha} + \delta$. Then there is an algorithm that approximates the cost of graphic TSP of $G$ to within a factor of $2 - \frac{1}{4c_0} + \delta$, using distance queries, in $t + \tilde{O}(n/\delta^2)$ time with probability at least $3/5$.

**Proof.** We first use the algorithm in the assumption to obtain an estimate $\tilde{\alpha} n$ of the size of maximum matching $\alpha n$. The following analysis is based on the event that this algorithm is run successfully, which has probability $2/3$.

We then sample $N = \frac{100}{\delta^2}$ vertices. For each sampled vertex $v$, we first query the distance between $v$ and every vertex in $G$ to obtain the degree of $v$. If $v$ has degree 2, suppose $u$ and $w$ are the neighbors of $v$. We query the distance from $u$ and $w$ to every vertex in $G$. By Lemma 2.6, $v$ is an articulation point if and only if there is no vertex $v'$ such that $\left|d(u, v') - d(w, v')\right| \leq 1$. So we can check if $v$ is a bad vertex with $O(n)$ distance queries and time. Suppose there are $\beta n$ bad vertices in $G$ and $(\beta - \delta/2)N$ sampled vertices are bad. By Chernoff bound, the probability that $\beta - \beta + \delta/2 \geq \beta/2$ is at most $2e^{-\frac{2\delta^2 N^2}{25}} < 1/15$. We analyze the performance based on the event that $\beta \leq \beta \leq \beta + \delta$.

By Lemma 2.10, $(2 - \frac{\gamma}{2}(\alpha - 2\beta))$ is a $(2 - \frac{1}{7c_0} + \delta)$ approximation of the size of graphic TSP of $G$. The probability of failure is at most $1/3 + 1/15 = 2/5$.

**Proof of Theorem 1.2.** The following theorem whose proof appears in the full version, gives an algorithm for matching size estimation that only uses pair queries – given a pair of vertices, is there an edge between them? Note that any pair query can be simulated by a single query to the distance matrix in a graphic TSP instance.

**Theorem 2.12.** For any $\varepsilon > 0$, there is an algorithm that uses pair queries, runs in $\tilde{O}(n^{1+\epsilon}/\varepsilon^2)$ time, and with probability $2/3$, outputs an estimate of the size of a maximal matching within an additive error $\varepsilon n$.

Substituting the above result in Theorem 2.11 and using the fact that a maximum matching has size at most twice the size of a maximal matching (setting $c_0 = 2$, and $\delta = \varepsilon$), we obtain Theorem 1.2.

**Proof of Theorem 1.1.** Kapralov et al. [13] give an algorithm that uses $\tilde{O}(d)$ queries to approximate the size of maximum matching in a graph with average degree $d$ in the neighbor query model (the approximation ratio is a very large constant). Together with a reduction in [20], this implies a pair query algorithm that uses $\tilde{O}(n)$ queries to estimate matching size to a constant factor. Combined with Theorem 2.11, this implies Theorem 1.1.
2.3 An $O(n)$ Space $(\frac{11}{6})$-Approximate Streaming Algorithm

We show here that our approach above can be extended to the insertion-only streaming model to obtain for any \( \varepsilon > 0 \), an \( (\frac{11}{6} + \varepsilon) \)-approximate estimate of the graphic TSP cost using \( O(n/\varepsilon^2) \) space. Given a stream containing edges of a graph \( G(V,E) \), our algorithm performs the following two tasks simultaneously:

- Find a maximal matching \( M \) in \( G - \) let \( |M| \) denote its size.
- Estimate the number of bridges in the maximal matching \( M \), say \( \beta n \), to within an additive error of \( \varepsilon n \).

The algorithm outputs \( (2 - \frac{2}{3}(\alpha - \beta))n \) as the estimated cost of graphic TSP of \( G \).

In an insertion-only stream, it is easy to compute a maximal stream with \( O(n) \) space, we start with \( M \) initialized as an empty set, and add a new edge \((u,v)\) into the matching \( M \) iff neither \( u \) nor \( v \) are already in \( M \). It is also easy to check if the edge is a bridge in insertion-only stream with \( O(n) \) space. We can maintain a disjoint-set data structure. Whenever an edge arrives (other than \( e \)), we merge the connected components of its endpoints. If there is only one component remaining at the end of the stream, then \( e \) is not a bridge. Otherwise, \( e \) is a bridge.

To estimate the number of bridges in the maximal matching, we sample \( N = \frac{100}{\varepsilon^2} \) edges in the matching, and run in parallel \( N \) tests where each test determines whether or not the sampled edge is a bridge. We use \( O(n/\varepsilon^2) \) space in total since we sample \( N = \frac{O(1/\varepsilon^2)}{\varepsilon} \) edges. Suppose there are \( \beta \) sampled edges are bridges, then by Chernoff bound, \( \hat{\beta} n = \frac{\beta |M|}{N} \) is an approximation of \( \beta n \) to within additive error \( \varepsilon n \) with probability at least \( 9/10 \).

As stated, this gives us a two-pass algorithm: the first pass for computing the matching \( M \), and the second pass for estimating the number of bridges in \( M \). However, we can do both these tasks simultaneously in a single pass as follows: at the beginning of the stream, we start the process of finding connected components of graph \( G \). Whenever an edge \( e \) is added to \( M \), if \( |M| < N \), then we create a new instance \( I_e \) of the connectivity problem that ignores the edge \( e \). This clearly allows us to test whether or not \( e \) is a bridge. Once \( |M| > N \), then whenever an edge \( e \) is added to \( M \), with probability \( \frac{N}{|M|} \), we randomly drop an existing instance, say \( I_e' \) of connectivity, and create a new instance \( I_e \) of connectivity that only ignores edge \( e \) (we insert back the edge \( e' \) into \( I_e \)). Since there are at most \( N \) instances of connectivity instance that are running in parallel, the algorithm uses \( O(nN) = O(n/\varepsilon^2) \) space.

We defer to the full version the details of the analysis showing that the cost estimate output above is a \( (\frac{11}{6} + \varepsilon) \)-approximate estimate.

3 (1.625)-Approximation for (1,2)-TSP Cost in $\tilde{O}(n^{1.5})$ Time

In this section, we give an algorithm that for any \( \delta > 0 \), approximates the cost of the minimum \((1,2)\)-TSP to within a factor of \( 1.625 + \delta \) with \( \tilde{O}(n^{1.5}/\delta^2) \) queries. The idea of the algorithm is to approximate the size of a maximal “matching pair” of \( G \). In a graph \( G \), a matching pair \((M_1, M_2)\) is a pair of edge-disjoint matchings. A maximal matching pair is a matching pair \((M_1, M_2)\) such that for any edge \( e \notin M_1 \cup M_2 \), neither \( M_1 \cup \{e\} \) nor \( M_2 \cup \{e\} \) is a matching. The size of a matching pair \((M_1, M_2)\) is the sum of the sizes of \( M_1 \) and \( M_2 \). The following lemma shows that the size of any maximal matching pair is lower bounded by the size of maximum matching in the graph.

- **Lemma 3.1.** Suppose \( M \) is a matching in a graph \( G \). Then any maximal matching pair \((M_1, M_2)\) in \( G \) has size at least \( |M| \).
Proof. Let $X_1$ be the set of vertices matched in both $M$ and $M_1$, and $X_2$ be the set of vertices matched in both $M$ and $M_2$. We have $|X_1| + |X_2| \leq 2|M_1| + 2|M_2|$ since $M_1$ and $M_2$ are both matchings. On the other hand, for any edge $e \in M$, if $e$ is either in $M_1$ or $M_2$, then both of its endpoints are in $X_1$ or $X_2$. If $e$ is neither in $M_1$ or $M_2$, then there are edges $e_1 \in M_1$ and $e_2 \in M_2$ that share an endpoint with $e$ since $(M_1, M_2)$ is a maximal matching pair. So both $X_1$ and $X_2$ contain at least one endpoint of $e$. In both case $e$’s endpoints appear twice in $X_1$ and $X_2$. So $|X_1| + |X_2| \geq 2|M|$, which means $|M_1| + |M_2| \geq |M|$. ▶

If a graph has a large sized matching pair, then the cost of $(1,2)$-TSP is not very large.

▷ Lemma 3.2. If a graph $G$ with $n$ vertices contains a matching pair $(M_1, M_2)$ of size $X$, then the cost of $(1,2)$-TSP of $G$ is at most $2n - \frac{3}{4}X$.

Proof. Since $M_1$ and $M_2$ are both matchings, $M_1 \cup M_2$ only contains paths and cycles of even length. We delete one edge from each cycle in $M_1 \cup M_2$, resulting in a graph that only contains paths. Since the cycles in $M_1 \cup M_2$ are of even length, the size of any cycle is at least 4. We deleted at most $\frac{1}{4}X$ edges, so $G$ contains a set of vertex disjoint paths (including some of length 0, corresponding to isolated vertices), with total size at least $\frac{1}{2}X$. Construct a TSP tour by ordering the paths arbitrarily, orienting each one, and connecting the end of one path with the start of the next, cyclically. The tour contains at least $\frac{1}{2}X$ edges of weight 1, while the remaining edges are of weight 2. So the cost of the tour is at most $2n - \frac{3}{4}X$. ▶

By Lemma 3.1, the maximum matching size is upper bounded by the size of any maximal matching pair. It follows that if the maximum matching size is small, the cost of $(1,2)$-TSP is large.

▷ Lemma 3.3. For any $\varepsilon > 0$, if the maximum matching of a graph $G$ has size at most $\frac{(1-\varepsilon)n}{2}$, then the cost of $(1,2)$-TSP of $G$ is at least $(1 + \varepsilon)n$.

The proof of Lemma 3.3 is similar to the proof of Lemma 2.7 and we omit it here. By Lemma 3.2 and Lemma 3.3, if we can approximate the size of an arbitrary maximal matching pair, then we will get a good approximation of the cost of the $(1,2)$-TSP.

▷ Theorem 3.4. There is an algorithm that uses pair queries, with probability at least $2/3$, approximates the size of a maximal matching pair with additive error $\varepsilon n$ using $\tilde{O}(n^{1.5}/\varepsilon^2)$ time.

The algorithm in Theorem 3.4 is given in the full version of this paper. With Theorem 3.4, we can approximate the cost of $(1,2)$-TSP in a graph $G$ by the size of maximal matching pair.

▷ Theorem 3.5. For any $\delta > 0$, there is an algorithm that estimates the cost of $(1,2)$-TSP of a graph $G$ within a factor of $1.625 + \delta$ using $\tilde{O}(n^{1.5}/\delta^2)$ queries with probability at least $2/3$.

Proof. Let $\varepsilon = \delta/2$. We use the algorithm in Theorem 3.4 that approximates the size of a maximal matching pair. Suppose the output of the algorithm is $\tilde{X}$. Then, by Theorem 3.4, there is a maximal matching pair of size $X$ such that $|X - \tilde{X}| \leq \varepsilon n$. We output the cost of the $(1,2)$-TSP of $G$ to be $\tilde{T} = 2n - \frac{1}{2}(\tilde{X} + \varepsilon n)$. Suppose the optimal $(1,2)$-TSP has cost $T$. By Lemma 3.2, $T \leq 2n - \frac{1}{2}X \leq 2n - \frac{1}{2}(\tilde{X} - \varepsilon n) = \tilde{T}$. On the other hand, by Lemma 3.3, the size of maximum matching in $G$ is at least $(2n - T)/2$. So by Lemma 3.1, $X \geq (2n - T)/2$, which means $\tilde{X} \geq (2n - T)/2 - \varepsilon n$. So $\tilde{T} \leq 2n - \frac{1}{2}(n - T/2 - 2\varepsilon n) < 1.25n + 0.375T + \delta n$. Since $T$ is the cost of $(1,2)$-TSP of $G$, which is at least $n$, we have $\tilde{T} \leq (1.625 + \delta)T$. ▶
Remark 3.6. The algorithm can be generalized to insertion-only streaming model. In insertion-only streaming model, we can compute a maximal matching pair as follows: we set $M_1$ and $M_2$ as empty set before the stream. Whenever an edge $e$ comes, we first check if there is an edge in $M_1$ that shares an endpoint with $e$. If not, then we add $e$ into $M_1$. Otherwise, we check if there is an edge in $M_2$ that shares an endpoint with $e$. If not, then we add $e$ into $M_2$. So we get an algorithm that only uses $O(n)$ space to compute a maximal matching pair. We have the following corollary.

Corollary 3.7. There is an insertion-only streaming algorithm that estimates the cost of $(1, 2)$-TSP of a graph $G$ within a factor of 1.625 using $O(n)$ space.

4 An $\Omega(n^2)$ Query Lower Bound for Approximation Schemes

In this section, we prove that there exists an $\varepsilon_0 > 0$, such that any query algorithm for graphic or $(1, 2)$-TSP that returns a $(1 + \varepsilon_0)$-approximate estimate of optimal cost, requires $\Omega(n^2)$ queries. In order to prove this, we design a new query model for the 3SAT problem and show an $\Omega(n^2)$ query lower bound for 3SAT in this model. We then use a reduction from 3SAT to $(1, 2)$-TSP in [22] to prove the lower bound for $(1, 2)$-TSP; with some additional changes, we also get an identical lower bound for graphic TSP.

The idea of proving query lower bound for APX-hard problems by reduction from 3SAT is similar to the idea used in [6], and we follow their general approach. However, in [6], the authors study lower bounds for problems in sparse graphs and hence the query model uses only neighbor queries. So in their query model, the lower bound for 3SAT is $\Omega(n)$. In order to prove an $\Omega(n^2)$ query lower bound in the pair query model, we need to design a new query model for 3SAT.

In the 3SAT problem, we are given a 3CNF instance on $n$ variables, and the goal is to estimate the largest fraction of clauses that can be satisfied by any assignment. The algorithm is allowed to perform only one kind of query: is a variable $x$ present in a clause $c$? If the answer is yes, then the algorithm is given the full information about all variables that appear in the clause $c$. The proof of the next theorem is deferred to the full version of this paper.

Theorem 4.1. For any $\varepsilon > 0$, any algorithm that with probability at least $2/3$ distinguishes between satisfiable 3CNF instances and 3CNF instances where at most $(7/8 + \varepsilon)$ fraction of clauses can be satisfied, needs $\Omega(n^2)$ queries.

4.1 Reduction from 3SAT to $(1, 2)$-TSP

We will utilize an additional property of the hard instances of 3SAT in Theorem 4.1, namely, each variable occurs the same constant number of times where the constant only depends on $\varepsilon$. We denote the number of variables by $n$, the number of clauses by $m$, and the number of occurrences of each variable by $k$; thus $m = kn/3$.

We use the reduction in [22] to reduce a 3SAT instance to a $(1, 2)$-TSP instance. In this reduction, there is a gadget for each variable and for each clause. Each of these gadgets has size at most $L = \Theta(k^2)$. Thus the $(1, 2)$-TSP contains $N$ vertices where $N \leq L(n + m) = \frac{L(k+3)n}{3}$. Let $G_{x_j}$ be the gadget of variable $x_j$ and $G_{c_i}$ be the gadget of clause $c_i$. There is a ground graph which is the same for each 3SAT instance. Each variable gadget is connected with the gadgets for clauses that contain that variable. The reduction satisfies the following property. If the 3SAT instance is satisfiable, then the $(1, 2)$-TSP instance contains a Hamilton cycle supported only on the weight 1 edges. On the other hand, if at most $m - \ell$ clauses can be
satisfied in the 3SAT instance, the (1, 2)-TSP cost is at least \( N + \lceil \ell / 2 \rceil \). Thus there is a constant factor separation between the optimal (1, 2)-TSP cost in the two cases. However, what remains to be shown is that any query algorithm for (1, 2)-TSP can also be directly simulated on the underlying 3SAT instance with a similar number of queries. The theorem below now follows by establishing this simulation.

\[ \begin{array}{c}
\textbf{Theorem 4.2.} \text{ There is a constant } \varepsilon_0 \text{ such that any algorithm that approximates the } \\
(1, 2)\text{-TSP cost to within a factor of } (1 + \varepsilon_0) \text{ needs } \Omega(n^2) \text{ queries.} \\
\textbf{Proof.} \text{ We consider the following stronger queries for } (1, 2)\text{-TSP: for any query } (u, v), \text{ if } u \text{ is in a vertex gadget } G_{x_i} \text{ and } v \text{ is in a clause gadget } G_{c_i} \text{ (or vice versa) and } x_j \text{ occurs in } c_i \text{ in the 3SAT instance, then the algorithm is given all the edges incident on } G_{c_i}. \text{ Otherwise the algorithm just learns if the there is an edge between } u \text{ and } v. \\
\text{Let } \varepsilon = 1/16, \text{ and let the values of } k, L \text{ and } N \text{ correspond to this choice for } \varepsilon \text{ according to the reduction in Section 4.1. Let } \varepsilon_0 = \frac{k}{32(k+L)}. \text{ Consider the } (1, 2)\text{-TSP instance reduced from the 3SAT instance generated by the hard distribution in Theorem 4.1 with } \varepsilon = 1/16. \text{ If the 3SAT instance is perfectly satisfiable, then the } (1, 2)\text{-TSP instance has a Hamilton cycle of cost } N. \text{ If the 3SAT instance satisfies at most } (15/16)\text{-fraction of clauses, then each Hamilton cycle in the } (1, 2)\text{-TSP instance has cost at least} \\
N + (1/8 - \varepsilon)m/2 = N + (1/8 - \varepsilon)kn/6 \geq (1 + \frac{(1/8 - \varepsilon)k}{2(k+3)L})N = (1 + \varepsilon_0)N
\end{array} \]

For any query \((u, v)\) in the \((1, 2)\)-TSP instance, we can simulate it by at most one query in the corresponding 3SAT instance as follows: if \(u\) is in a vertex gadget \(G_{x_j}\) and \(v\) is in a clause gadget \(G_{c_i}\) (or vice versa), then we make a query of \(x_j\) and \(c_i\) in the 3SAT instance. If the 3SAT query returns YES and the full information of \(c_i\), then we return all the edges incident on \(G_{c_i}\) according to the reduction rule and the full information of \(c_i\). If the 3SAT query returns NO or \((u, v)\) are not in a vertex gadget and a clause gadget respectively, we return YES if \((u, v)\) is an edge in the ground graph and NO otherwise.

By Theorem 4.1, any algorithm that distinguishes a perfectly satisfiable 3SAT instance from an instance where at most \((15/16)\)-fraction of the clauses can be satisfied needs \(\Omega(n^2)\) queries. So any algorithm that distinguishes a \((1, 2)\)-TSP instance containing a Hamilton cycle of length \(N\) from an instance that has minimum Hamilton cycle of cost \((1 + \varepsilon_0)N\) needs \(\Omega(n^2)\) queries.

\[ \begin{array}{c}
\textbf{4.2 } \Omega(n^2) \text{ Lower Bound for Graphic TSP} \\
\text{We can reduce an instance of } (1, 2)\text{-TSP to an instance of graphic TSP by adding a new vertex that is adjacent to all other vertices. By doing so, any pair of vertices in the new graph has a distance at most 2. On the other hand, the cost of graphic TSP in the new graph differs by at most 1 from the cost of } (1, 2)\text{-TSP in the old graph. So the } \Omega(n^2) \text{ query lower bound for } (1, 2)\text{-TSP also holds for the graphic TSP problem.}
\end{array} \]

\[ \begin{array}{c}
\textbf{5 A Reduction from Matching Size to TSP Cost Estimation} \\
\text{In this section, we give a reduction from the problem of estimating the maximum matching size in a bipartite graph to the problem of estimating the optimal } (1, 2)\text{-TSP cost. An essentially identical reduction works for graphic TSP cost using the idea described in Section 4.2.}
\end{array} \]
We will denote the size of the largest matching in a graph $G$ by $\alpha(G)$. Given a bipartite graph $G(V,E)$ with $n$ vertices on each side, we construct an instance $G'(V',E')$ of the $(1,2)$-TSP problem on $4n$ vertices such that the optimal TSP cost on $G'$ is $5n - \alpha(G)$. Thus for any $\varepsilon \in [0,1/5]$, any algorithm that can estimate $(1,2)$-TSP cost to within a $(1+\varepsilon)$-factor, also gives us an estimate of the matching size in $G$ to within an additive error of $5\varepsilon n$.

We will now describe our construction of the graph $G'$. For clarity of exposition, we will describe $G'$ as the graph that contains edges of cost $1$ – all other edges have cost $2$. Suppose the vertex set $V$ of $G$ consists of the bipartition $V_1 = \{v_1^1, v_2^1, \ldots, v^n_1\}$ and $V_2 = \{v_1^2, v_2^2, \ldots, v^n_2\}$. We construct the graph $G'$ as follows: we start with the graph $G$, then add three sets of vertices $V_0, V_3$ and $V_4$, such that $V_0 = \{v_{01}^1, v_{02}^1, \ldots, v_{0n/2}^1\}$ with $n/2$ vertices, $V_3 = \{v_{1}^3, v_{2}^3, \ldots, v_{n}^3\}$ with $n$ vertices, and $V_4 = \{v_{01}^2, v_{02}^2, \ldots, v_{n/2}^2\}$ with $n/2$ vertices. The graph $G'$ will only have edges between $V_j$ and $V_{j+1}$ ($j = \{0, 1, 2, 3\}$). We will denote the set of edges between $V_j$ and $V_{j+1}$ as $E_{j,j+1}$. For any vertex $v^0_j \in V_0$, it connects to $v^1_{j-1}$ and $v^2_j$, in $V_1$. $E_{1,2}$ has the same edges as the edges in $G$. Each vertex $v^3_j \in V_2$ is connected to vertex $v^3_j$ in $V_3$, that is, vertices in $V_2$ and $V_3$ induce a perfect matching (identity matching). Finally, each vertex in $V_3$ is connected to all the vertices in $V_4$. See Figure 1(a) for an illustration.

![Figure 1](image.png)

(a) The illustration of $G'$.

(b) The illustration of tour $T$, where $V_2$ and $V_3$ are arranged with order $(v^2_1, \ldots, v^2_3)$ and $(v^3_1, \ldots, v^3_3)$.

The lemmas below relate matching size in $G$ to $(1,2)$-TSP cost in $G'$.

**Lemma 5.1.** Let $M$ be any matching in $G$. Then there is a $(1,2)$-TSP tour $T$ in $G'$ of cost at most $5n - |M|$.

**Proof.** Let $f : [n] \to [n]$ be any bijection from $[n]$ to $[n]$ such that whenever a vertex $v^1_i$ is matched to a vertex $v^2_j$ in $M$, then $f(i) = j$. Consider the following $(1,2)$-TSP tour $T$: each vertex $v^0_j \in V_0$ connects to $v^1_{j-1}$ and $v^2_j$ in $T$; each vertex $v^1_i \in V_1$ connects to $v^0_{f(i)}$ and $v^2_{f(i)}$ in $T$. For any $v^2_j \in V_2$, it connects to $v^1_i$ and $v^3_j$ in $T$. For any vertex $v^3_i \in V_3$, if $i > 1$, it connects to $v^3_{i-1}$ and $v^3_{i+1}$ in $T$; if $i = 1$, it connects to $v^3_{f(1)}$ and $v^3_{n/2}$ in $T$. See Figure 1(b) as an illustration. $T$ is clearly a TSP-tour.

All edges in $T$ are also edges in $G'$ except for possibly some edges between $V_1$ and $V_2$. If $v^1_i$ is matched in $M$, then $(v^1_i, v^2_{f(i)})$ is an edge in $G'$, otherwise it is not in $G'$ and thus has weight 2. So $T$ only has $n - |M|$ weight 2 edges, which means $T$ has cost at most $4n + n - |M| = 5n - |M|$.

**Lemma 5.2.** For any $(1,2)$-TSP tour $T$ in $G$, $T$ has cost at least $5n - \alpha(G)$.
To prove Lemma 5.2, we first prove an auxiliary claim.

**Claim 5.3.** Suppose $G = (V_1, V_2, E)$ is a bipartite graph which has maximum size $\alpha(G)$. For any 2-degree subgraph $H$ of $G$, if there are at most $X$ vertices in $V_1$ degree 2 in $H$, then there are at most $\alpha(G) + X$ vertices in $V_2$ which have degree at least 1 in $H$. Similarly, if there are at most $X$ vertices in $V_2$ has degree 2 in $H$, then there are at most $\alpha(G) + X$ vertices in $V_1$ which have degree at least 1 in $H$.

**Proof.** If there are at most $X$ vertices in $V_1$ has degree 2 in $H$. We construct $H'$ by deleting an arbitrary edge on each degree 2 vertex in $V_1$, then construct $H''$ by deleting an arbitrary edge on each degree 2 vertex in $V_2$. Since $H''$ does not have degree two vertex, it is a matching of $G$. So the number of degree 1 vertices in $V_2$ in $H''$ is at most $\alpha(G)$. On the other hand, any vertex in $V_2$ which has degree at least 1 in $H'$ also has degree 1 in $H''$. So there are at most $\alpha(G)$ vertices of degree at least 1 in $V_2$ in $H'$. Furthermore, since there are only $X$ vertices of degree 2 in $V_1$ in $H$, we delete at most $X$ edges in $H$ when constructing $H'$. So $H'$ has at most $X$ more isolate vertices in $V_2$ than $H$, which means $H$ has at most $\alpha(G) + X$ vertices with degree at least 1 in $V_2$.

The second part of the claim follows via a similar argument as the first part of the claim.

**Proof of Lemma 5.2.** Let $a_{01}$ be the number of edges in $T \cap E_{0,1}$, $a_{2,3}$ be the number of edges in $T \cap E_{2,3}$. Let $G^X$ be the intersection graph of $G$ and $T$. Since the vertices in $V_0$ only connect to the vertices in $V_1$ in $G'$, and any vertex in $T$ has degree 2, there are at least $n - a_{01}$ edges incident on $V_0$ in $T$ are not an edge in $G'$. On the other hand, since any vertex in $V_1$ is incident on at most 1 edge in $E_{0,1}$, there are at least $a_{01}$ vertices in $V_1$ is connected to a vertex in $V_0$ in $T$, which means there are at most $n - a_{01}$ vertices in $V_1$ has degree 2 in $G^X$. By Claim 5.3, there are at most $n - a_{01} + \alpha(G)$ vertices in $V_2$ has edge in $G^X$. For any isolate vertex in $V_2$ in $T$, it has only one edge in $G'$ connecting to $V_3$, so this vertex must incident on an edge in $T$ which is not in $G'$. So there are at least $n - (n - a_{01} + \alpha(G)) = \alpha(G) - a_{01}$ edges incident on $V_2$ in $T$ which is not in $G'$.

There are $2n$ edges incident on $V_3$ in $T$, but among them, there are only $a_{23}$ edges between $V_2$ and $V_3$ which is also in $G'$, and there are at most $n$ edges between $V_3$ and $V_4$ in $T$ since each vertex has degree only 2. So there are at least $2n - n - a_{23} = n - a_{23}$ edges incident on $V_3$ which is not in $G'$. On the other hand, since any vertex in $V_2$ is incident on at most 1 edge in $E_{2,3}$, there are at least $a_{23}$ vertices in $V_2$ is connected to a vertex in $V_3$ in $T$, which means there are at most $n - a_{23}$ vertices in $V_2$ has degree 2 in $G^X$. By Claim 5.3, there are at most $n - a_{23} + \alpha(G)$ vertices in $V_1$ has edge in $G^X$. For any isolate vertex in $V_1$ in $T$, it has only one edge in $G'$ connecting to $V_0$, so this vertex must incident on an edge in $T$ which is not in $G'$. So there are at least $n - (n - a_{23} + \alpha(G)) = a_{23} - \alpha(G)$ edges incident on $V_1$ in $T$ which is not in $G'$.

Since any edge has two endpoints, the number of edges in $T$ but not in $G'$ is at least $((n - a_{01}) + (a_{01} - \alpha(G)) + (n - a_{23}) + (a_{23} - \alpha(G)))/2 = n - \alpha(G)$, which means $T$ has cost at least $4n + n - \alpha(G) = 5n - \alpha(G)$.

**Corollary 5.4.** For any $\epsilon \in [0, 1/5]$, any algorithm that can estimate $(1, 2)$-TSP cost to within a $(1 + \epsilon)$-factor, can be used to estimate the size of a largest matching in a bipartite graph $G$ on 2n vertices within an additive error of $5\epsilon n$.

**Proof.** We use the reduction above to construct a $(1, 2)$-TSP instance $G'$ on 4n vertices. By Lemmas 5.1 and 5.2, the optimal TSP cost for $G'$ is $5n - \alpha(G)$. We now run the $(1 + \epsilon)$-approximation algorithm for $(1, 2)$-TSP on graph $G'$ (note that the reduction can
be simulated in each of neighbor query model, pair query model, and the streaming model without altering the asymptotic number of queries used). Suppose the output is $C$ which satisfies $(1-\varepsilon)(5n - \alpha(G)) \leq C \leq (1+\varepsilon)(5n - \alpha(G))$, which means $5n - \alpha(G) - 5\varepsilon n < C < 5n - \alpha(G) + 5\varepsilon n$. Let $\hat{\alpha} = 5n - C$, we have $\alpha(G) - 5\varepsilon n < \hat{\alpha} < \alpha(G) + 5\varepsilon n$.
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Abstract

The classic Ham-Sandwich theorem states that for any \( d \) measurable sets in \( \mathbb{R}^d \), there is a hyperplane that bisects them simultaneously. An extension by Bárány, Hubard, and Jerónimo [DCG2008] states that if the sets are convex and well-separated, then for any given \( \alpha_1, \ldots, \alpha_d \in [0, 1] \), there is a unique oriented hyperplane that cuts off a respective fraction \( \alpha_1, \ldots, \alpha_d \) from each set. Steiger and Zhao [DCG2010] proved a discrete analogue of this theorem, which we call the \( \alpha \)-Ham-Sandwich theorem. They gave an algorithm to find the hyperplane in time \( O(n(\log n)^{d-3}) \), where \( n \) is the total number of input points. The computational complexity of this search problem in high dimensions is open, quite unlike the complexity of the Ham-Sandwich problem, which is now known to be PPA-complete (Filos-Ratsikas and Goldberg [STOC 2019]).

Recently, Fearnley, Gordon, Mehta, and Savani [ICALP2019] introduced a new sub-class of CLS (Continuous Local Search) called Unique End-of-Potential Line (UEOPL). This class captures problems in CLS that have unique solutions. We show that for the \( \alpha \)-Ham-Sandwich theorem, the search problem of finding the dividing hyperplane lies in UEOPL. This gives the first non-trivial containment of the problem in a complexity class and places it in the company of classic search problems such as finding the fixed point of a contraction map, the unique sink orientation problem and the \( P \)-matrix linear complementarity problem.
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1 Introduction

The Ham-Sandwich Theorem [41] is a classic result about partitioning sets in high dimensions: for any \( d \) measurable sets \( S_1, \ldots, S_d \subset \mathbb{R}^d \) in \( d \) dimensions, there is an oriented hyperplane \( H \) that simultaneously bisects \( S_1, \ldots, S_d \). More precisely, if \( H^+, H^- \) are the closed half-spaces bounded by \( H \), then for \( i = 1, \ldots, d \), the measure of \( S_i \cap H^+ \) equals the measure of \( S_i \cap H^- \). The traditional proof goes through the Borsuk-Ulam Theorem [30]. The Ham-Sandwich Theorem is a cornerstone of geometry and topology, and it has found applications in other areas of mathematics.
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Let $[n] = \{1, \ldots, n\}$. The discrete Ham-Sandwich Theorem [28,30] states that for any $d$ finite point sets $P_1, \ldots, P_d \subset \mathbb{R}^d$ in $d$ dimensions, there is an oriented hyperplane $H$ such that $H$ bisects each $P_i$, i.e., for $i \in [d]$, we have $\min(|P_i \cap H^+|, |P_i \cap H^-|) \geq |P_i|/2$. We denote the associated search problem as HAM-SANDWICH. Lo, Matoušek, and Steiger [28] gave an $n^{O(d)}$-time algorithm for HAM-SANDWICH. They also provided a linear-time algorithm for points in $\mathbb{R}^3$, under additional constraints.

There are many alternative and more general variants of both the continuous and the discrete Ham-Sandwich Theorem. For example, Bárány and Matoušek [5] derived a version where measures in the plane can be divided into any (possibly different) ratios by fans instead of hyperplanes (lines). A discrete variant of this result was given by Bereg [7]. Schnider [37] and Karasev [27] studied generalizations in higher dimensions. Recently Barba, Pilz, and Schnider [6] showed that four measures in the plane can be bisected with two lines. Higher dimensional generalizations of this result were presented in [9,25]. Zivaljević and Vrecica [44] and independently, Dol’nikov [19] proved a result called the Center Transversal Theorem that interpolates between the Ham-Sandwich Theorem and the Centerpoint Theorem [35]. There is also a no-dimensional version [14] for the Center Transversal Theorem. Schnider [38] presented a generalization based on this result among others.

Here, we focus on a version that allows for dividing the sets into arbitrary given ratios instead of simply bisecting them. The sets $S_1, \ldots, S_d \subset \mathbb{R}^d$ are well-separated if every selection of them can be strictly separated from the others by a hyperplane. Bárány, Hubard, and Jerónimo [4] showed that if $S_1, \ldots, S_d$ are well-separated and convex, then for any given reals $\alpha_1, \ldots, \alpha_d \in [0,1]$, there is a unique hyperplane that divides $S_1, \ldots, S_d$ in the ratios $\alpha_1, \ldots, \alpha_d$, respectively. Their proof goes through Brouwer’s Fixed Point Theorem. Steiger and Zhao [40] formulated a discrete version. In this setup, $S_1, \ldots, S_d$ are finite point sets. Again, we need that the (convex hulls of the) $S_i$ are well-separated. Additionally, we require that the $S_i$ follow a weak version of general position. Let $\alpha_1, \ldots, \alpha_d \in \mathbb{N}$ be $d$ integers with $1 \leq \alpha_i \leq |S_i|$, for $i \in [d]$. Then, there is a unique oriented hyperplane $H$ that passes through one point from each $S_i$ and has $|H^+ \cap S_i| = \alpha_i$, for $i \in [d]$ [40]. In other words, $H$ simultaneously cuts off $\alpha_i$ points from $S_i$, for $i \in [d]$. This statement does not necessarily hold if the sets are not well-separated, see Figure 1 for an example.

Steiger and Zhao called their result the Generalized Ham-Sandwich Theorem, yet it is not a strict generalization of the classic Ham-Sandwich Theorem. Their result requires that the point sets obey well-separation and weak general position, while the classic theorem always holds without these assumptions. Therefore, we call this result the $\alpha$-Ham-Sandwich theorem, for a clearer distinction. Set $n = \sum_{i \in [d]} |S_i|$. Steiger and Zhao gave an algorithm that computes the dividing hyperplane in $O(n(\log n)^{d-3})$ time, which is exponential in $d$. Later, Bereg [8] improved this algorithm to achieve a running time of $n2^{O(d)}$, which is linear in $n$ but still exponential in $d$. We denote the associated computational search problem of finding the dividing hyperplane as ALPHA-HS.

No polynomial algorithms are known for HAM-SANDWICH and for ALPHA-HS if the dimension is not fixed, and the notion of approximation is also not well-explored. Despite their superficial similarity, it is not immediately apparent whether the two problems are comparable in terms of their complexity. Due to the additional requirements on an input for ALPHA-HS, an instance of HAM-SANDWICH may not be reducible to ALPHA-HS in general.

A dividing hyperplane for ALPHA-HS is guaranteed to exist if the sets satisfy the conditions of well-separation and (weak) general position. Therefore, the search problem ALPHA-HS is total, that is, there is a solution for every valid instance. In general, such problems are modelled by the complexity class TFNP (Total Function Nondeterministic Polynomial) of
NP-search problems that always admit a solution. Two popular subclasses of TFNP, originally defined by Papadimitriou [34], are PPA (Polynomial Parity Argument) and its sub-class PPAD (Polynomial Parity Arguments on Directed graphs). These classes contain total search problems where the existence of a solution is based on a parity argument in an undirected or in a directed graph, respectively. Another sub-class of TFNP is PLS (polynomial local search). It models total search problems where the solutions can be obtained as minima in a local search process, while the number of steps in the local search may be exponential in the input size. The class PLS was introduced by Johnson, Papadimitriou, and Yannakakis [26]. A noteworthy sub-class of PPAD ∩ PLS is CLS (continuous local search) [18]. It models similar local search problems over a continuous domain using a continuous potential function.

Up to very recently, these complexity classes had mostly been studied in the context of algorithmic game theory. These classes have also found relevance in the study of fairness [33] and markets [10, 12]. However, there have been increasing efforts towards mapping the complexity landscape of existence theorems in high-dimensional discrete geometry. Computing an approximate solution for the search problem associated with the Borsuk-Ulam Theorem is in PPA. In fact, this problem is complete for this class. The discrete analogue of the Borsuk-Ulam Theorem, Tucker’s Lemma [42], is also PPA-complete [1, 34]. Therefore, since the traditional proof of the Ham-Sandwich Theorem goes through the Borsuk-Ulam Theorem, it follows that Ham-Sandwich lies in PPA. In fact, Filos-Ratsikas and Goldberg [21] recently showed that Ham-Sandwich is complete for PPA. The (presumably smaller) class PPAD is associated with fixed-point type problems: computing an approximate Brouwer fixed point is a prototypical complete problem for PPAD. The discrete analogue of Brouwer’s Fixed Point Theorem, Sperner’s Lemma, is also complete for PPAD [34]. The computational version of the Hairy Ball Theorem has recently been shown to be PPAD-complete [24]. In a celebrated result, the relevance of PPAD for algorithmic game theory was made clear when it turned out that computing a Nash-equilibrium in a three player game is PPAD-complete [17]. Subsequently, this was also shown for the two player game [11]. In discrete geometry, finding a solution to the Colorful Carathéodory problem [3] was shown to lie in the intersection...
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PPAD $\cap$ PLS [31, 32], This further implies that finding a Tverberg partition (and computing a centerpoint) also lies in the intersection [29, 36, 43]. The problem of computing the (unique) fixed point of a contraction map is known to lie in CLS [18].

Recently, at ICALP 2019, Fearnley, Gordon, Mehta, and Savani defined a sub-class of CLS that represents a family of total search problems with unique solutions [20]. They named the class Unique End of Potential Line (UEOPL) and defined it through the canonical complete problem UNIQUEEOPL. This problem is modelled as a directed graph. There are polynomially-sized Boolean circuits that compute the successor and predecessor of each node, and a potential value that always increases on a directed path. There is supposed to be only a single vertex with no predecessor (start of line). Under these conditions, there is a unique path in the graph that ends on a vertex (called end of line) with the highest potential along the path. This vertex is the solution to UNIQUEEOPL. Since the uniqueness of the solution is guaranteed only under certain assumptions, such a formulation is called a promise problem. Since there seems to be no efficient way to verify the assumptions, the authors allow two possible outcomes of the search algorithm: either report a correct solution, or provide any solution that was found to be in violation of the assumptions. This formulation turns UNIQUEEOPL into a non-promise problem and places it in TFNP, since a correct solution is bound to exist when there are no violations, and otherwise a violation can be reported as a solution. Fearnley et al. [20] also introduced the concept of a promise-preserving reduction between two problems $A$ and $B$, such that if an instance of $A$ has no violations, then the reduced instance of $B$ is also free of violations. This notion is particularly meaningful for non-promise problems.

Contributions. We provide the first non-trivial containment in a complexity class for the $\alpha$-Ham-Sandwich problem by locating it in UEOPL. More precisely, we formulate ALPHA-HS as a non-promise problem in which we allow for both valid solutions representing the correct dividing hyperplane, as well as violations accounting for the lack of well-separation and/or (weak) general position of the input point sets. A precise formulation of the problem is given in Definition 4 in Section 2. We then show a promise-preserving reduction from ALPHA-HS to UNIQUEEOPL. This implies that ALPHA-HS lies in UEOPL, and hence in CLS $\subseteq$ PPAD $\cap$ PLS. See Figure 2 for a pictorial description.
It is not surprising to discover that Alpha-HS lies in \( \text{PPAD} \), since the proof of the continuous version in [4] was based on Brouwer’s Fixed Point Theorem. The observation that it also lies in \( \text{PLS} \) is new and noteworthy, putting Alpha-HS into the reach of local search algorithms. In contrast, given our current understanding of total search problems, it is unlikely that the problem \text{Ham-Sandwich} would be in \( \text{PLS} \).

Since Alpha-HS lies in \( \text{PPAD} \subseteq \text{PPA} \), it is computationally easier than \text{Ham-Sandwich}, which is \text{PPA}-complete. This implies the existence of a polynomial-time reduction from Alpha-HS to \text{Ham-Sandwich}. A reduction in the other direction is unlikely. It thus turns out that well-separation brings down the complexity of the problem significantly.

Often, problems in \text{TFNP} come in the guise of a polynomial-size Boolean circuit with some property. In contrast, Alpha-HS is a purely geometric problem that has no circuit in its problem definition. Apart from the \( P \)-Matrix Linear complementarity problem, this is one of the few problems in \text{UEOPL} and hence in \text{CLS} that do not have a description in terms of circuits.

Our local-search formulation is based on the intuition of rotating a hyperplane until we reach the desired solution. We essentially start with a hyperplane that is tangent to the convex hull of each input set, and we deterministically rotate the hyperplane until it hits a new point. This rotation can be continued whenever the hyperplane hits a new point, until we reach the correct dividing hyperplane. In other words, we can follow a local-search argument to find the solution. We show that this sequence of rotations can be modelled as a canonical path in a grid graph, and we give a potential function that guides the rotation and always increases along this path. Every violation of well-separation and (weak) general position can destroy this path. Furthermore, no efficient methods to verify these two assumptions are known. This poses a major challenge in handling the violations. One of our main technical contributions is to handle the violation solutions concisely.

An alternative approach would have been to look at the dual space of points where we get an arrangement of hyperplanes. The dividing hyperplane could then be found by looking at the correct level sets of the arrangement. However, this approach has the problem that the orientations of the hyperplanes in the original space and the dual space are not consistent. This complicates the arguments on the level sets, so we found it more convenient to use our notion of rotating hyperplanes. We show that we can maintain a consistent orientation throughout the rotation, and an inconsistent rotation is detected as a violation of the promise.

Outline of the paper. We discuss the background about the \( \alpha \)-Ham-sandwich Theorem and \text{UNIQUEEOPL} in Section 2. In Section 3, we describe our instance of Alpha-HS and give an overview of the reduction and violation-handling. We conclude in Section 4. The technical details of the reduction and some proofs can be found in the full version of the paper in [13].

2 Preliminaries

2.1 The \( \alpha \)-Ham-Sandwich problem

For conciseness, we describe the discrete version of \( \alpha \)-Ham-Sandwich Theorem [40] here. The continuous version [4] follows a similar formulation.

Let \( P_1, \ldots, P_d \subseteq \mathbb{R}^d \) be a collection of \( d \) finite point sets. Let \( n_1, \ldots, n_d \) denote the sizes of \( P_1, \ldots, P_d \), respectively. For each \( i \in [d] \) we say that the point set \( P_i \) represents a unique color and let \( P := P_1 \cup \cdots \cup P_d \) denote the union of all the points. A set of points \( \{p_1, \ldots, p_n\} \) is said to be colorful if there are no two points \( p_i, p_j \) both from the same color. Indeed a colorful point set can have size at most \( d \).
Weak general position. We say that \( P \) has *very weak general position* \([40]\), if for every choice of points \( x_1 \in P_1, \ldots, x_d \in P_d \), the affine hull of the set \( \{x_1, \ldots, x_d\} \) is a \((d-1)\)-flat and does not contain any other point of \( P \). This definition is sufficient for the result of Steiger and Zhao, where they simply call it as weak general position. Of course, this definition of weak general position has no restriction on sets \( \{x_1, \ldots, x_d\} \) that contain multiple points from the same color. To simplify our proofs we need a slightly stronger form of general position. We discuss how to deal with very weak general position at the end of Section 3.

We say that \( P \) has *weak general position* if the above restriction also applies to sets having exactly \( d-1 \) colors. That means, each color may contribute at most one point to the set, except perhaps one color which is allowed to contribute two points. A certificate for checking violations of weak general position is a set of \( d+1 \) points whose affine hull has dimension at most \( d-1 \), with at least \( d-1 \) colors in the set. Testing whether a point set is in general position can be shown to be \( \text{NP-Hard} \), using the result in \([23]\). It is easy to see that when \( d = 2 \), weak general position is equivalent to general position.

Well-separation. The point set \( P \) is said to be *well-separated* \([4, 40]\), if for every choice of points \( y_1 \in \text{conv}(P_{i_1}), \ldots, y_k \in \text{conv}(P_{i_k}) \), where \( i_1, \ldots, i_k \) are distinct indices and \( 1 \leq k \leq d \), the affine hull of \( \{y_1, \ldots, y_k\} \) is a \((k-1)\)-flat. An equivalent definition is as follows: \( P \) is well-separated if and only if for every disjoint pair of index sets \( I, J \subset [d] \), there is a hyperplane that separates the set \( \{\cup_{i \in I} P_i\} \) from the set \( \{\cup_{j \in J} P_j\} \) strictly. Formally:

\[ \text{Lemma 1.} \quad \text{Let } y_1, \ldots, y_k \text{ be a colorful set of points in the corresponding } \text{conv}(P_i). \text{ The affine hull of } y_1, \ldots, y_k \text{ has dimension } d-2 \text{ or less if and only if there is a partition of } [d] \text{ into index sets } I, J \text{ such that } \text{conv} (\{\cup_{i \in I} P_i\} \cap \text{conv} (\{\cup_{j \in J} P_j\})) \neq \emptyset. \]

Given such a colorful set, the partition of \([d]\) can be computed in \( \text{poly}(n,d) \) time. Vice-versa, given such a partition, the colorful set can be computed in \( \text{poly}(n,d) \) time.

A certificate for checking violations of well-separation is a colorful set \( \{x_1, \ldots, x_d\} \) whose affine hull has dimension at most \( d-2 \). Another certificate is a partition \( I, J \subset [d] \) such that the convex hulls of the indexed sets are not separable. Due to Lemma 1, both certificates are equivalent and either can be converted into the other in polynomial time. To the best of our knowledge, the complexity of testing well-separation is unknown.

Given any set of positive integers \( \{\alpha_1, \ldots, \alpha_d\} \) satisfying \( 1 \leq \alpha_i \leq n_i, \ i \in [d] \), an \((\alpha_1, \ldots, \alpha_d)\)-cut is an oriented hyperplane \( H \) that contains one point from each color and satisfies \( |H^+ \cap P_i| = \alpha_i, \ i \in [d] \), where \( H^+ \) is the closed positive half-space defined by \( H \).

\[ \text{Theorem 2 (\alpha-Ham-Sandwich Theorem \([40]\)).} \quad \text{Let } P_1, \ldots, P_d \text{ be finite, well-separated point sets in } \mathbb{R}^d. \text{ Let } \alpha = (\alpha_1, \ldots, \alpha_d) \text{ be a vector, where } \alpha_i \in [n_i] \text{ for } i \in [d]. \]

1. If an \( \alpha \)-cut exists, then it is unique.
2. If \( P \) has weak general position, then an \( \alpha \)-cut exists for each choice of \( \alpha \).

That means, every colorful \( d \)-tuple of \( P \) represents an oriented hyperplane that corresponds to exactly one \( \alpha \)-vector. Steiger and Zhao \([40]\) also presented an algorithm to compute the cut in \( O(n(\log n)^{d-3}) \) time, where \( n = \sum_{i=1}^d n_i \). The algorithm proceeds inductively in dimension and employs a prune-and-search technique. Bereg \([8]\) improved the pruning step to improve the runtime to \( n2^{O(d)} \).

2.2 Unique End of Potential Line

We briefly explain the *Unique end of potential line* problem that was introduced in \([20]\). More details about the problem and the associated class can be found in the above reference.
Definition 3 (from [20]). Let \( n, m \) be positive integers. The input consists of
- a pair of Boolean circuits \( S, P : \{0, 1\}^n \to \{0, 1\}^n \) such that \( P(0^n) = 0^n \neq S(0^n) \), and
- a Boolean circuit \( V : \{0, 1\}^n \to \{0, 1, \ldots, 2^m - 1\} \) such that \( V(0^n) = 0 \),
each circuit having \( \text{poly}(n,m) \) size. The UniqueEOPL problem is to report one of the following:

(U1). A point \( v \in \{0, 1\}^n \) such that \( P(S(v)) \neq v \).
(UV1). A point \( v \in \{0, 1\}^n \) such that \( S(v) \neq v, P(S(v)) = v, \) and \( V(S(v)) - V(v) \leq 0 \).
(UV2). A point \( v \in \{0, 1\}^n \) such that \( S(P(v)) \neq v \neq 0^n \).
(UV3). Two points \( v, u \in \{0, 1\}^n \) such that \( v \neq u, S(v) \neq v, S(u) \neq u, \) and either
- \( V(v) = V(u) \) or \( V(v) < V(u) < V(S(v)) \).

The problem defines a graph \( G \) with up to \( 2^n \) vertices. Informally, \( S(\cdot), P(\cdot), V(\cdot) \) represent the successor, predecessor and potential functions that act on each vertex in \( G \). The in-degree and out-degree of each vertex is at most one. There is an edge from vertex \( u \) to vertex \( v \) if and only if \( S(u) = v, P(v) = u \) and \( V(u) < V(v) \). Thus, \( G \) is a directed acyclic path graph (line) along which the potential strictly increases. The condition \( S(P(x)) \neq x \) means that \( x \) is the start of the line, \( P(S(x)) \neq x \) means that \( x \) is the end of the line, and \( P(S(x)) = x \) occurs when \( x \) is neither. The vertex \( 0^n \) is a given start of the line in \( G \).

(U1) is a solution representing the end of a line. (UV1), (UV2) and (UV3) are violations. (UV1) gives a vertex \( v \) that is not the end of line, and the potential of \( S(v) \) is not strictly larger than that of \( v \), which is a violation of our assumption that the potential increases strictly along the line. (UV2) gives a vertex that is the start of a line, but is not \( 0^n \). (UV3) shows that \( G \) has more than one line, which is witnessed by the fact that \( v \) and \( u \) cannot lie on the same line if they have the same potential, or if the potential of \( u \) is sandwiched between that of \( v \) and the successor of \( v \). Under the promise that there are no violations, \( G \) is a single line starting at \( 0^n \) and ending at a vertex that is the unique solution. UniqueEOPL is formulated in the non-promise setting, placing it in the class \( \text{TFNP} \).

The complexity class \( \text{UEOPL} \) represents the class of problems that can be reduced in polynomial time to UniqueEOPL. This has been shown to lie in \( \text{CLS} \) and contains three classical problems in [20]: finding the fixed point of a piecewise-linear contraction map, solving the P-Matrix Linear complementarity problem, and finding the unique sink of a directed graph (with arbitrary edge orientations such that each face has a sink) on the 1-skeleton of a hypercube. Note that finding the fixed point of a contraction map is in \( \text{CLS} \) [18], but is not known to lie in UEOPL.

A notion of promise-preserving reductions is also defined in [20]. Let \( X \) and \( Y \) be two problems both having a formulation that allows for valid and violation solutions. A reduction from \( X \) to \( Y \) is said to be promise-preserving, if whenever it is promised that \( X \) has no violations, then the reduced instance of \( Y \) also has no violations. Thus a promise-preserving reduction to UniqueEOPL would mean that whenever the original problem is free of violations, then the reduced instance always has a single line that ends at a valid solution.

2.3 Formulating the search problem

We formalize the search problem for \( \alpha \)-Ham-Sandwich in a non-promise setting:

Definition 4 (Alpha-HS). Given \( d \) finite sets of points \( P = P_1 \cup \ldots \cup P_d \) in \( \mathbb{R}^d \) and a vector \((\alpha_1, \ldots, \alpha_d)\) of positive integers such that \( \alpha_i \leq |P_i| \) for all \( i \in [d] \), the Alpha-HS problem is to find one of the following:

(G1). An \((\alpha_1, \ldots, \alpha_d)\)-cut.
(GV1). A subset of \( P \) of size \( d + 1 \) and at least \( d - 1 \) colors that lies on a hyperplane.
(GV2). A disjoint pair of sets \( I, J \subset [d] \) such that \( \text{conv}(\{\cup_{i \in I} P_i\}) \cap \text{conv}(\{\cup_{j \in J} P_j\}) \neq \emptyset \).
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Here a solution of type (G1) corresponds to a solution representing a valid cut, while solutions of type (GV1) and (GV2) refer to violations of weak general position and well-separation, respectively. From Theorem 2 we see that a valid solution is guaranteed if no violations are presented, which shows that ALPHA-HS is a total search problem.

3 Alpha-HS is in UEOPL

In this section we describe our instance of ALPHA-HS in more detail and briefly outline a reduction to UNIQUEEOPL.

Setup. The input consists of $d$ finite point sets $P_1, \ldots, P_d \subset \mathbb{R}^d$ each representing a unique color, of sizes $n_1, \ldots, n_d$, respectively, and a vector of integers $\alpha = (\alpha_1, \ldots, \alpha_d)$ such that $\alpha_i \in [n_i]$ for each $i \in [d]$. Let $k$ denote the number of coordinates of $\alpha$ that are not equal to 1. Without loss of generality, we assume that \{1, 2, \ldots, k\} are the non-unit entries in $\alpha$. Let $P$ denote the union $P_1 \cup \cdots \cup P_d$. For each $i \in [d]$ we define an arbitrary order $\prec_i$ on $P_i$. Concatenating the orders $\prec_1, \prec_2, \ldots, \prec_d$ in sequence gives a global order $\prec$ on $P$. That means, $p \prec q$ if $p \in P_i, q \in P_j$ and $i < j$ or $p, q \in P_j$ and $p \prec_j q$.

We follow the notation of [40] to define the orientation of a hyperplane in $\mathbb{R}^d$ that has a non-empty intersection with the convex hull of each $P_i$. For any hyperplane $H$ passing via \{(x_1 \in \text{conv}(P_1), \ldots, x_d \in \text{conv}(P_d))\}, the normal is the unit vector $\hat{n} \in \mathbb{R}^d$ that satisfies $\langle x_i, \hat{n} \rangle = t$ for some fixed $t \in \mathbb{R}$ and each $i \in [d]$, and det $\left[ \begin{array}{ccc} x_1 & x_2 & \ldots & x_d & \hat{n} \\ 1 & 1 & \ldots & 1 & 0 \end{array} \right] > 0$, where the columns of the matrix are determined using the order $\prec$. The positive and negative half-spaces of $H$ are defined accordingly. In [4, Proposition 2], the authors show that the choice of $\hat{n}$ does not depend on the choice of $x_i \in \text{conv}(P_i)$ for any $i$, if the colors are well-separated. Notice that if the colors are not well-separated, then the dimension of the affine hull of $\{x_1, \ldots, x_d\}$ may be less than $d - 1$. This makes the value of the determinant above to be zero, so the orientation is not well-defined.

We call a hyperplane colorful if it passes through a colorful set $\{p_1, \ldots, p_d\} \subset P$. Otherwise, we call the hyperplane non-colorful. There is a natural orientation for colorful hyperplanes using the definition above. In order to define an orientation for non-colorful hyperplanes, one needs additional points from the convex hulls of unused colors on the hyperplane. Let $H'$ denote a hyperplane that passes through points of $(d - 1)$ colors. Let $P_j$ denote the missing color in $H'$. To define an orientation for $H'$, we choose a point from $\text{conv}(P_j)$ that lies on $H'$ as follows. We collect the points of $P_j$ on each side of $H'$, and choose the highest ranked points under the order $\prec_j$. Let these points on opposite sides of $H'$ be denoted by $x$ and $y$. Let $z$ denote the intersection of the line segment $xy$ with $H'$. By convexity, $z$ is a point in $\text{conv}(P_j)$, so we choose $z$ to define the orientation of $H'$. The intersection point $z$ does not change if $x$ and $y$ are interchanged, giving a valid definition of orientation for $H'$. We can also extend this construction to define orientations for hyperplanes containing points from fewer than $d - 1$ colors, but for our purpose this definition suffices. The $\alpha$-vector of any oriented hyperplane $H$ is a $d$-tuple $(\alpha_1, \ldots, \alpha_d)$ of integers where $\alpha_i$ is the number of points of $P_i$ in the closed halfspace $H^+$ for $i \in [d]$.

3.1 An overview of the reduction

We give a short overview of the ideas used in the reduction from ALPHA-HS to UNIQUEEOPL. The details are technical and we encourage the interested reader to go through the details of our reduction in [13].
Our intuition is based on rotating a colorful hyperplane $H$ to another colorful hyperplane $H'$ through a sequence of local changes of the points on the hyperplanes such that the $\alpha$-vector of $H'$ increases in some coordinate by one from that of $H$. We next define the rotation operation in a little more detail. An anchor is a colorful $(d - 1)$-tuple of $P$ that spans a $(d - 2)$-flat. The following procedure takes as input an anchor $R$ and some point $p \in P \setminus R$ and determines the next hyperplane obtained by a rotation. The output is $(R', p')$, where $R'$ is an anchor and $p' \in P \setminus R'$ is some point.

Procedure $(R', p') = NextRotate(R, p)$
1. Let $H$ denote the hyperplane defined by $R \cup \{p\}$ and $t_1$ be the missing color in $R$.
2. If the orientation of $H$ is not well-defined, report a violation of weak general position and well-separation.
3. Let $P^+_t$ be the subset of $P_t$ that lies in the closed halfspace $H^-$ and $P^-_t$ be the subset of $P_t$ that lies in the open halfspace $H^-$. Let $x \in P^+_t$ be the highest ranked point according to the order $\prec_{t_1}$ and $y \in P^-_t$ be the highest ranked point according to $\prec_{t_1}$.
4. If $p$ has color $t_1$ and $|P^+_t| = n_{t_1}$, report out of range.
5. We rotate $H$ around the anchor $R$ in a direction such that the hyperplane is moving away from $x$ along the segment $xy$ until it hits some point $q \in P$.
6. If the hyperplane hits multiple points at the same time, report a violation of weak general position.
7. If $q$ is not color $t_1$, set $R' := R \cup \{q\} \setminus \{r\}$ and $p' = r$, where $r$ is a point in $R$ with the same color as $q$. Otherwise, set $R' = R$ and $p' = q$.
8. Return $(R', p')$.

Figure 3 shows an application of this procedure, rotating $H_0$ to $H_4$ through $H_1, H_2, H_3$.

This rotation function can be interpreted as a function that assigns each hyperplane to the next hyperplane. The set of colorful hyperplanes can be interpreted as vertices in a graph with the rotation function determining the connectivity of the graph.

Canonical path. Each colorful hyperplane $H$ is incident to a colorful set of $d$ points. This set of points defines $d$ possible anchors, and each anchor can be used to rotate $H$ in a different fashion. To define a unique sequence of rotations, we pick a specific order as follows: first, we assume that the colorful hyperplane $H$ whose $\alpha$-vector is $(1, \ldots, 1)$ is given (we show later how this assumption can be removed). We start at $H$ and pick the anchor that excludes the first color, then apply a sequence of rotations until we hit another colorful hyperplane with $\alpha$-vector $(2, 1, \ldots, 1)$. Similarly, we move to a colorful hyperplane with $\alpha$-vector $(3, 1, \ldots, 1)$ and so on until we reach $(\alpha_1, 1, \ldots, 1)$. Then, we repeat this for the other colors in order to reach $(\alpha_1, \alpha_2, 1, \ldots, 1)$ and so on until we reach the target $\alpha$-vector. This pattern of $\alpha$-vectors helps in defining a potential function that strictly increases along the path. We can encode this sequence of rotations as a unique path in the UNIQUEEOPL instance, and we call it canonical path.

A natural way to define the UNIQUEEOPL graph would be to consider hyperplanes as the vertices in the graph. However, this leads to complications. Figure 3 shows a rotation from $H_0$ to $H_4$, with $\alpha$-vectors $(3, 2)$ and $(3, 3)$ respectively. During the rotation, we encounter a hyperplane $H_2$ for which its $\alpha$-vector is $(4, 2)$, which differs from our desired sequence of $(3, 2), \ldots, (3, 2), (3, 3)$. This makes it difficult to define a potential function in the graph that strictly increases along the path $v_{H_0}, \ldots, v_{H_4}$ where $v_{H_i}$ is the vertex representing hyperplane $H_i$. One way to alleviate this problem is to not use $H_i$ as a vertex directly, but the double-wedge that is traced out by the rotation from $H_i$ to $H_{i+1}$. If the $\alpha$-vector is now measured using the hyperplane that bisects the double-wedge, then we get the desired sequence of $(3, 2), \ldots, (3, 2), (3, 3)$. See Figure 3 for an example.
Figure 3 An example showing a sequence of rotations from $H_0$ to $H_4$ through $H_1, H_2, H_3$. Red (square) is the first color and purple (disk) is the second color. This sequence represents a path between two vertices in the UNIQUEEOPL graph that is generated in the reduction. The double-wedge is shaded and its angular bisector $H_{12}$ has the desired $\alpha$-vector.

With additional overhead, the rotation function can be extended to double-wedges. This in turn also leads to a neighborhood graph where the vertices are the double-wedges and the rotations can be used to define the edges. The graph is connected and has a grid-like structure that may be of independent interest. Due to lack of space, the description of double-wedges and the associated graph can be found in [13].

Distance parameter and potential function. The $\alpha$-vector is not sufficient to define the potential function, since the sequence of rotations between two colorful hyperplanes may have the same $\alpha$-vector. For instance, the bisectors of the rotations in $H_0, \ldots, H_3$ in Figure 3 all have the same $\alpha$-vector. Hence, we need an additional measurement in order to determine the direction of rotation that increases the $\alpha$-vector.

Similar to how we define the orientation for a non-colorful hyperplane, let $H$ denote a hyperplane that passes through points of $(d - 1)$ colors. Let $P_j$ denote the missing color in $H$. Let $x, y \in P_j$ be the highest ranked points under $\prec_j$ in $H^+$ and $H^-$ respectively. Let $z$ denote the intersection of $xy$ and $H$. We define a distance parameter called dist-value of $H$ to be the distance $\|x - z\|$. In Figure 3, we can see that rotating from $H_0$ to $H_4$ sweeps the segment $xy$ in one direction, with the dist-value of the hyperplanes increasing strictly. This is sufficient to break ties and hence determine the correct direction of rotation. The precise statement is given in Lemma 6. We can extend this definition to the domain of double-wedges. We define a potential value for each vertex on the canonical path in UNIQUEEOPL using the sum of weighed components of $\alpha$-vector and dist-value for the tie-breaker.
**Correctness.** We show that if there are no violations, we can always apply Procedure NextRotate to increment the α-vector until we find the desired solution, which implies that the canonical path exists. If the input satisfies weak general position, we can see that the rotating hyperplane always hits a unique point in Step 5, which may be swapped to form a new anchor in Step 7.

The well-separation condition guarantees that the potential function always increases along the rotation. Let \( H_1, H_2 \) denote a pair of hyperplanes that are the input and output of Procedure NextRotate respectively. Let \( H \) denote any intermediate hyperplane during the rotation from \( H_1 \) to \( H_2 \) through the common anchor. Let \( P_j \) be the color missing from the anchor and \( x \) be the highest ranked point under \( \prec_j \) in \( H_1^+ \). We say that the orientation of \( H_2 \) (resp. \( H \)) is consistent with that of \( H_1 \) if \( x \in H_2^+ \) (resp. \( x \in H^+ \)). Lemma 5 shows that the orientations are always consistent when \( H_1 \) and \( H_2 \) are non-colorful hyperplanes even without the assumption of well-separation.

**Lemma 5 (consistency of orientation).** Assume that weak general position holds. Let \( H_1, H_2 \) be the input and output of Procedure NextRotate respectively. Let \( H \) denote any intermediate hyperplane within the rotation. The orientations of \( H_1 \) (resp. \( H_2 \)) and \( H \) are consistent when \( H_1 \) (resp. \( H_2 \)) is a non-colorful hyperplane.

**Proof.** Since \( H_1 \) is a non-colorful hyperplane, let \( P_j \) denote the color missing from \( H_1 \). \( H_1 \) and \( H \) give the same partition of \( P_j \) into two sets because the continuous rotation from \( H_1 \) to \( H \) does not hit any point in \( P_j \). Let \( x \) and \( y \) be the highest ranked points under \( \prec_j \) in each set. Since we have weak general position, the segment \( xy \) cannot pass through the anchor of the rotation so that the orientations of \( H_1 \) and \( H \) are well-defined by the \((d-1)\) colored points in the anchor and the intersections of the hyperplanes with the segment \( xy \). Thus, the determinant defining the normal of the rotating hyperplane from \( H_1 \) to \( H \) for the orientation is always non-zero. Since the intersection of the rotating hyperplane from \( H_1 \) to \( H \) and the segment \( xy \) moves continuously along \( xy \), by a continuity argument, the normal of the hyperplane does not flip during the rotation. Without loss of generality, assume that \( x \in H_1^+ \). This implies that \( x \) is always in the positive half-space of \( H \) and hence \( H \) has a consistent orientation as \( H_1 \). The same proof holds for \( H_2 \).

Next, we show that the dist-value is strictly increasing for all the intermediate hyperplanes in the sequence of rotations from one colorful hyperplane to another colorful hyperplane.

**Lemma 6.** Assume that weak general position holds. Let \( H_0 \) be a colorful hyperplane and \( H_k \) be the first colorful hyperplane obtained by a sequence of rotations by Procedure NextRotate. We denote by \( H_1, \ldots, H_{k-1} \) the non-colorful hyperplanes obtained from the above sequence of rotations. The dist-values of \( H_1, \ldots, H_{k-1} \) are strictly increasing.

**Proof.** Let \( P_j \) denote the color missing from \( H_1 \). Then, \( H_2, \ldots, H_{k-1} \) all miss the color \( P_j \), otherwise \( H_k \) is not the first colorful hyperplane obtained by the rotations. Therefore, each \( H_i \) gives the same partition of \( P_j \) into two sets because the continuous rotations from \( H_1 \) to \( H_{k-1} \) does not hit any point in \( P_j \). Let \( x \) and \( y \) be the highest ranked points under \( \prec_j \) in each set. Without loss of generality, assume that \( x \in H_1^+ \). Since \( H_1, \ldots, H_{k-1} \) are non-colorful hyperplanes, by Lemma 5, the consistent of the orientation can carry from \( H_1 \) to \( H_2 \) and so on. Then we have \( x \in H_1^+, \ldots, x \in H_{k-1}^+ \) and \( y \in H_1^-, \ldots, y \in H_{k-1}^- \). Let \( z_1 = xy \cap H_1, \ldots, z_{k-1} = xy \cap H_{k-1} \). According to Step 5 of Procedure NextRotate, each rotation is performed by moving away from \( x \) along the segment \( xy \). Hence we have \( ||x - z_1|| < ||x - z_2|| < \cdots < ||x - z_{k-1}|| \).
The last step for proving that the potential function always increases along the canonical path is to show that the $\alpha$-vector increases in some coordinate from one colorful hyperplane to another colorful hyperplane through Procedure $\text{NextRotate}$. This requires the assumption of well-separation. Lemma 7 shows that if the orientations of $H_1$, $H_2$ and $H$ are inconsistent, then well-separation is violated. By the contrapositive, if well-separation is satisfied, then all hyperplanes in the rotation always give consistent orientations. Then, it implies that rotating from a colorful hyperplane $H_0$ to another colorful hyperplane $H_k$ through a sequence of non-colorful hyperplanes that miss color $P_j$, we have $H_0^k \cap P_j \subset H_k^k \cap P_j$ and $H_k$ contains one additional point in $P_j$ that is hit by the last rotation. Therefore, $\alpha_j$ is increased by 1 and other $\alpha$s keep the same value because of the way we swap the point of repeated color with the one in the anchor and the direction of rotation.

Lemma 7. Assume that weak general position holds. Let $H_1, H_2$ be the input and output of Procedure $\text{NextRotate}$ respectively. Let $R$ denote the anchor of the rotation from $H_1$ to $H_2$, and $P_j$ denote the color missing from $R$. Let $H$ denote any intermediate hyperplane within the rotation. If the orientations of $H_1$ (resp. $H_2$) and $H$ are inconsistent, then $H_1$ (resp. $H_2$) is a colorful hyperplane and we can find a colorful set $R \cup \{x'\}$ lying in a $(d-2)$-flat where $x' \in \text{conv}(P_j)$, in $O(d^3)$ arithmetic operations. The set $R \cup \{x'\}$ witnesses the violation of well-separation.

Proof. Since the orientations of $H_1$ and $H$ are inconsistent, $H_1$ must be a colorful hyperplane by Lemma 5. Therefore, the point in $H_1$ that is not in the anchor is in $P_j$, denoted by $p$.

Let $x$ and $y$ be the points defined in Lemma 5 such that $x, y \in P_j$, and $x$ and $y$ are on different sides of $H_1$ and $H$. The $(d-2)$-flat containing $R$ separates $H_1$ and $H$ into two $(d-1)$-dimensional half-subspaces each. Let $H_1^+, H_2^+$ be the half-subspaces intersecting with $xy$ on $H_1$ and $H$ respectively, and let us denote the intersection points by $z_p$ and $z$, respectively. The opposite half-subspaces are denoted by $H_1^-, H_2^-$ respectively. By definition of the orientation for non-colorful hyperplanes, the orientation of $H$ is defined by $R \cup \{z\}$. Although the orientation of $H_1$ is defined by $R \cup \{p\}$, if we consider the determinant defining the orientation using $R \cup \{z_p\}$, it gives an orientation consistent with that of $H$. Therefore, it must be that $p \in H_1^-$. Then, we can see that the line segment $p z_p$ intersects the $(d-2)$-flat of $R$. We can compute $z_p$ and also the intersection point $x'$ of $p z_p$ and the $(d-2)$-flat of $R$ by solving systems of linear equations with $d$ equations and $d$ variables in $O(d^3)$ arithmetic operations. Since $x' \in \text{conv}(P_j)$, $R \cup \{x'\}$ is a colorful set contained in the $(d-2)$-flat of $R$.

In order to guarantee that there is no other path in $\text{UNIQUEEOPL}$ apart from the canonical path, we introduce self-loops for vertices that are not on the canonical path. The detailed proof in [13] shows that if there are no violations, then the reduced instance of $\text{UNIQUEEOPL}$ only gives a $(U1)$ solution, which readily translates to a $(G1)$ solution, so our reduction is promise-preserving, and this can be done in polynomial time.

Since we do not know the hyperplane with $\alpha$-vector $(1, 1, 1, 1)$ in advance, we split the problem into two sub-problems: in the first we start with any colorful hyperplane. We reverse the direction of the canonical path determined by the potential and construct an $\text{ALPHA-HS}$ instance for which the vertex with $\alpha$-vector $(1, 1, 1, 1)$ is the solution. In the second, we use this vertex as the input to the main $\text{ALPHA-HS}$ instance. If the input is free of violations, then both sub-problems give valid solutions and together they answer the original question. To merge the two sub-problems into one $\text{UNIQUEEOPL}$ instance, we can make two layer copies of the vertices with an additional flag variable to indicate which copy is in the first layer. In the first layer, we build the canonical path from any colorful vertex to the colorful
vertex with $\alpha$-vector $(1, \ldots, 1)$, which connects to the colorful vertex with $\alpha$-vector $(1, \ldots, 1)$ in the second layer. Similarly, in the second layer, we build the canonical path from the colorful vertex with $\alpha$-vector $(1, \ldots, 1)$ to the vertex with the target $\alpha$-vector. Then, we can also easily modify the potential function accordingly.

An alternative approach is to define the canonical path directly from any colorful vertex to the target vertex. In this case, each coordinate of the current $\alpha$-vector may increase or decrease depending on the signed distance to the target $\alpha$-vector along the canonical path. However, the potential function can still be defined in a way that it is strictly increasing along the path.

Handling violations. The reduction maps violations of Alpha-HS to violations of the UniqueEOPL instance, and certificates for the violations can be recovered from additional processing. When a violation of weak general position is witnessed on a vertex that lies on the canonical path, a hyperplane incident to $d$ colors may contain additional points. This in turn implies that some $\alpha$-cut is missing, so that the correct solution for the target may not exist. For cuts that exist in spite of the violation, reporting either the correct solution or the violation are sufficient for Alpha-HS.

In addition, the (highest-ranked) points $x, y$ from the missing color that we choose to define the orientation of a non-colorful hyperplane may form a segment $xy$ that passes through the $(d-2)$-flat spanned by the anchor. In that case the orientation of the hyperplane is not well-defined. In the reduction, these problematic vertices are removed from the canonical path, thereby creating some additional starting points and end points in the reduced instance. These violations can be captured by (U1) with a wrong $\alpha$-vector or (UV2). Furthermore, the hyperplanes that contain the degenerate point sets could be represented by different choices of anchors and an additional point on the plane. Each such pair represents a vertex in the reduced instance. We join these vertices in the form of a cycle in the UniqueEOPL instance with all vertices having the same potential value, so that the violations can also be captured by (UV1) and (UV3).

When a violation of well-separation is witnessed on a vertex on the canonical path, the orientations of the two hyperplanes paired by Procedure NextRotate may be inconsistent, which may not guarantee that the $\alpha$-vector is incremented in one component by one (See Figure 4). Hence, the canonical path is split into two paths that can be captured by (UV2). Furthermore, a violation of well-separation also creates multiple colorful hyperplanes with the same $\alpha$-vector (See Figure 4, left). Two vertices in the UniqueEOPL graph with the same potential value, which could correspond to some colorful or non-colorful hyperplanes, can be reported by (UV3). We show that this gives a certificate of violation of well-separation in the following lemmas, where $m_0$ is the number of bits used to represent each coordinate of points of $P$.

▶ Lemma 8. Given two colorful hyperplanes $H_p, H_q$ with the same $\alpha$-vector, we can find a colorful set $\{x_1 \in \text{conv}(P_1), \ldots, x_d \in \text{conv}(P_d)\}$ that lies on a $(d-2)$-flat in $\text{poly}(n, d, m_0)$ time.

▶ Lemma 9. Given two non-colorful hyperplanes that both contain $d-1$ points and have the same missing color, $\alpha$-vector and dist-value, we can find a colorful set of points $\{x_1 \in \text{conv}(P_1), \ldots, x_d \in \text{conv}(P_d)\}$ that lies on a $(d-2)$-flat in $\text{poly}(n, d, m_0)$ time.

For the second output ($V(v) < V(u) < V(S(v))$) of (UV3), there are two cases to consider. In the first case, if both $v$ and $S(v)$ correspond to the same $\alpha$-vector, then $u$ also has the same $\alpha$-vector and its dist-value is between that of $v$ and $S(v)$. Since rotating the hyperplane from
The examples show two sets of points that are not well-separated. Purple (circle) represents the first color and red (square) represents the second color. In both examples the rotation procedure does not increase the $\alpha$-vector. Both examples show that the orientation of the hyperplane may be flipped after the rotation, so the resulting $\alpha$-vector can go wrong.

$v$ to $S(v)$ does not pass through $u$, we can find a different hyperplane that is interpolated by $v$ and $S(v)$ and has the same dist-value as $u$. Hence, we apply Lemma 9 again to find a witness of the violation. For the second case that the $\alpha$-vector of $S(v)$ increases in one coordinate by one from that of $v$, since the role of dist-value is dominated by the role of $\alpha$-vector in the potential function, the dist-value of $u$ can be arbitrarily large. Therefore, we may not be able to apply the interpolation technique from the first again. We argue that we can transform $P$ to a point set $P'$ satisfying $\text{conv}(P'_i) \subseteq \text{conv}(P_i)$ for all $i \in [d]$, such that the hyperplanes of $v$ and $u$ become colorful. Then, we apply Lemma 8 to show that $P'$ is not well-separated, which also implies that $P$ is not well-separated. The precise statement and proof are given in [13]. We also show

- how to compute a (GV1) solution from a (UV1) solution,
- how to compute a (GV1) or (GV2) solution, given a (UV2) or (UV3) solution, and
- a (GV1) or (GV2) solution that can occur with a (U1) solution that has the incorrect $\alpha$-vector.

We show that converting these solutions always takes $\text{poly}(n, d)$ time. The violations may be detected in either the first sub-problem or the second sub-problem. Our constructions thus culminate in the promised result:

▶ **Theorem 10.** $\text{ALPHA-HS} \in \text{UEOPL} \subseteq \text{CLS}.$

Handling very weak general position. We have described our construction for the case when weak general position holds. If we only assume that very weak general position holds, then there may exist a hyperplane that passes through more than $d$ points of at most $d - 1$ colors. Therefore, in Step 5 of Procedure NextRotate the rotating hyperplane may hit more than one point so that it is not clear how to define the new anchor in Step 7. From the point of view of the reduction, there are many non-colorful vertices that represent the same hyperplane. We need a new approach to define a unique path to traverse these vertices with respect to this hyperplane. In other words, we charge the computational time of finding the new anchor to traversing these vertices on the path instead of considering it as one operation.

If we consider the space of all the points lying on the hyperplane, we have $d - 1$ sets of points each representing a unique color in an affine subspace of $d - 1$ dimensions. Thus, we can consider it as a new instance of ALPHA-HS in one dimension lower. Let $H$ be the rotating hyperplane that hits more than one point and contains $d - 1$ colors. Without loss of generality, we assume that $d$ is the missing color. We denote by $Q = Q_1 \cup Q_2 \cup \ldots \cup Q_{d-1}$ the $d - 1$ sets of points in $H$ such that $Q_i \subseteq P_i$ and denote by $\hat{Q}_i$ the set of points represented in
Figure 5 An example showing the relationship between the $\alpha$-vector in a subproblem in $\mathbb{R}$ and the $\alpha$-vector in the original problem in $\mathbb{R}^2$. Red (square) is the first color and purple (disk) is the second color. The orientation of $\text{span}(R)$ in $H$ is defined such that it is consistent with $H_0$. $b = (6, 1)$ is the $\alpha$-vector of $H_0$. $k_1 = 4$ is the number of red points in $H^+ \setminus H$. The $\alpha$-vector of the starting vertex (i.e., $R$) with respect to $H$ is $(6 - 4 = 2)$. The $\alpha$-vector of the end vertex is $(6 + 1 - 2 = 5)$. We can see that $q \in \text{span}(R')^+$ and $q$ moves to the negative side of $H_1$ when rotating from $H$ to $H_1$. 

the new coordinate system in $\mathbb{R}^{d-1}$ for $Q$, in $H$. First, we claim that if $P$ is well-separated and in very weak general position, then $Q$ is also well-separated and in very weak general position. Since $Q \subset P$, it is clear that well-separation follows. Suppose that $Q$ violates very weak general position, then there exists a $(d - 2)$-flat that contains more than $d - 1$ points of $d - 1$ colors in $Q$. In particular, any $(d - 1)$-flat spanned by the $(d - 2)$-flat and any point in $P_d$ contains more than $d$ points of $d$ colors, which contradicts the fact that $P$ is in very weak general position.

Suppose that $P$ is well-separated and in very weak general position. Now we define what is the unique path with respect to $\hat{Q}$. Let $b = (b_1, \ldots, b_d)$ be the $\alpha$-vector of the rotating hyperplane $H_0$ just before rotating to $H$ at the anchor $R$. In the new instance of ALPHA-HS, we would pick the orientation of $(d - 2)$-flats in $\mathbb{R}^{d-1}$ such that every point $p \in Q$ lies in $H_0^+$ if and only if the corresponding point $\hat{p} \in \hat{Q}$ lies in $\text{span}(\hat{R})^+$. Let $k_1, \ldots, k_{d-1}$ denote the number of points of $P_1, \ldots, P_{d-1}$ in $H^+$, but not in $Q$. Then, we can see that the number of points in $\hat{Q}$, lying in $\text{span}(\hat{R})^+$ is equal to $k_1 - k_1$. Thus, the $\alpha$-vector of $\text{span}(\hat{R})^+$ is $(b_1 - k_1, \ldots, b_{d-1} - k_{d-1})$, which is the $\alpha$-vector of the starting vertex of the path. On the other hand, the $\alpha$-vector of the end vertex is $\left(|Q_1| + 1 - b_1 + k_1, \ldots, |Q_{d-1}| + 1 - b_{d-1} + k_{d-1}\right)$. It is because the points in $H_0^+ \setminus H_0$ become in the opposite side after the rotation passes through $H$. Therefore, if we rotate at the new anchor with $\alpha$-vector $(|Q_1| + 1 - b_1 + k_1, \ldots, |Q_{d-1}| + 1 - b_{d-1} + k_{d-1})$ in $\hat{Q}$, then the $\alpha$-vector of the new rotating hyperplane is still $(b_1, \ldots, b_d)$. The next question is that if the vertex only stores any $d$ points of $H$, we cannot recover $b$ and $H_0$ so that the orientation cannot be defined consistently and the target $\alpha$-vector for $\hat{Q}$ is not known. To handle this problem, we need to redefine the double-wedge to be $(R_1, p_1, R_2, p_2)$ instead of $(R, p, q)$ in such a way that $R_1 = R_2$ if the double-wedge contains exactly $d + 1$ points, otherwise $R_1 \subset \text{span}(R_2 \cup \{p_2\})$. For instance, if $(\hat{R}_i, \hat{q}_i) - > \ldots - > (\hat{R}_{im}, \hat{q}_{im})$ is the unique path in $\hat{Q}$, where $\hat{R}_i$ is an anchor of size $d - 2$ so
that $\hat{R}_i$ and $\hat{q}_i$ represent a $(d-2)$-flat in $\mathbb{R}^{d-1}$, then the corresponding path in the original problem is $(\hat{R}, p, R_1 \cup \{q_1\}, p_1) > (\hat{R}, p, R_2 \cup \{q_2\}, p_2) > \ldots > (\hat{R}, p, R_m \cup \{q_m\}, p_m)$, where $p_i$ is some point in $H$ that is picked under $\prec$ in a way that the tuple is uniquely defined in the path. Hence, $b$ can be computed from the bisector of $(\hat{R}, p)$ and $(R_i \cup \{q_i\}, p_i)$, and the orientation of $(d-2)$-flats can also be defined by the bisector. There may exist some other double-wedge $(\ast, \ast, R_i \cup \{q_i\}, p_i)$ that is incident to $H$, but it will not have the same $b$.

In conclusion, the unique path in the reduction can be defined recursively as above in an ALPHA-HS instance of one dimension lower. As a result, the representation of the double-wedges gets more complicated and the size is increased by a factor of $O(d)$. The potential function becomes a weighted sum of the potential function in each recursive level, but the number of bits is still in polynomial size. For handling violations, there are not many changes. Instead of reporting the violation of weak general position, we now report the violation of very weak general position when the rotating hyperplane in $R^i$ contains more than $i$ points of $i$ colors. If any recursive subproblem violates very weak general position, it also implies that the original input $P$ violates very weak general position.

### 4 Conclusion and future work

We gave a complexity-theoretic upper bound for ALPHA-HS. No hardness results are known for this search problem, and the next question is determining if this is hard for UEOPL. One challenge is that UniqueEOPL is formulated as Boolean circuits, whereas ALPHA-HS is purely geometric. Emulating circuits using purely geometric arguments is highly non-trivial. Filos-Ratsikas and Goldberg showed a reduction of this form in [21]. They reduced the PPA-complete 2D-Tucker circuit to Ham-Sandwich, going via the Consensus-Halving [39], and the Necklace-splitting problems [2]. A simplified argument was recently presented in [22]. It could be a worthwhile exercise to investigate if their techniques can provide insights for hardness of ALPHA-HS.

Some related problems are determining the complexity of answering whether a point set is well-separated, whether it is in weak general position, or whether a given $\alpha$-cut exists for the point set. A given $\alpha$-cut may exist even when both assumptions are violated. On a related note, deciding whether the Linear Complementarity problem has a solution is NP-complete [15]. The solution is unique if the problem involves a $P$-matrix, but checking this condition is coNP-complete [16]. However, using witnesses to verify whether a matrix is $P$-matrix or not, a total search version is shown to be in UEOPL. Our result for ALPHA-HS would go in a similar vein, if the complexities of the above problems were better determined.

Another line to work could be to determine the computational complexities of other extensions of the Ham-Sandwich theorem. For other geometric problems that are total and admit unique solutions, it could be worthwhile to explore their place in the class UEOPL. Faster algorithms for computing the $\alpha$-cut can also be explored.
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Abstract

We study the existence of approximate pure Nash equilibria ($\alpha$-PNE) in weighted atomic congestion games with polynomial cost functions of maximum degree $d$. Previously it was known that $d$-approximate equilibria always exist, while nonexistence was established only for small constants, namely for 1.153-PNE. We improve significantly upon this gap, proving that such games in general do not have $\tilde{\Theta}(\sqrt{d})$-approximate PNE, which provides the first super-constant lower bound.

Furthermore, we provide a black-box gap-introducing method of combining such nonexistence results with a specific circuit gadget, in order to derive NP-completeness of the decision version of the problem. In particular, deploying this technique we are able to show that deciding whether a weighted congestion game has an $\tilde{O}(\sqrt{d})$-PNE is NP-complete. Previous hardness results were known only for the special case of exact equilibria and arbitrary cost functions.

The circuit gadget is of independent interest and it allows us to also prove hardness for a variety of problems related to the complexity of PNE in congestion games. For example, we demonstrate that the question of existence of $\alpha$-PNE in which a certain set of players plays a specific strategy profile is NP-hard for any $\alpha < \frac{3}{2}$, even for unweighted congestion games.

Finally, we study the existence of approximate equilibria in weighted congestion games with general (nondecreasing) costs, as a function of the number of players $n$. We show that $n$-PNE always exist, matched by an almost tight nonexistence bound of $\tilde{\Theta}(n)$ which we can again transform into an NP-completeness proof for the decision problem.
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1 Introduction

Congestion games constitute the standard framework to study settings where selfish players compete over common resources. They are one of the most well-studied classes of games within the field of algorithmic game theory [32, 27], covering a wide range of applications, including, e.g., traffic routing and load balancing. In their most general form, each player has her own weight and the latency on each resource is a nondecreasing function of the total weight of players that occupy it. The cost of a player on a given outcome is just the total latency that she is experiencing, summed over all the resources she is using.

The canonical approach to analysing such systems and predicting the behaviour of the participants is the ubiquitous game-theoretic tool of equilibrium analysis. More specifically, we are interested in the pure Nash equilibria (PNE) of those games; these are stable configurations from which no player would benefit from unilaterally deviating. However, it is a well-known fact that such desirable outcomes might not always exist, even in very simple weighted congestion games. A natural response, especially from a computer science perspective, is to relax the solution notion itself by considering approximate pure Nash equilibria (α-PNE); these are states from which, even if a player could improve her cost by deviating, this improvement could not be by more than a (multiplicative) factor of \( \alpha \geq 1 \). Allowing the parameter \( \alpha \) to grow sufficiently large, existence of \( \alpha \)-PNE is restored. But how large does \( \alpha \) really need to be? And, perhaps more importantly from a computational perspective, how hard is it to check whether a specific game has indeed an \( \alpha \)-PNE?

1.1 Related Work

The origins of the systematic study of (atomic) congestion games can be traced back to the influential work of Rosenthal [30, 31]. Although Rosenthal showed the existence of congestion games without PNE, he also proved that unweighted congestion games always possess such equilibria. His proof is based on a simple but ingenious potential function argument, which up to this day is essentially still the only general tool for establishing existence of pure equilibria.

In follow-up work [20, 26, 17], the nonexistence of PNE was demonstrated even for special simple classes of (weighted) games, including network congestion games with quadratic cost functions and games where the player weights are either 1 or 2. On the other hand, we know that equilibria do exist for affine or exponential latencies [17, 28, 22], as well as for the class of singleton\(^1\) games [16, 23]. Dunkel and Schulz [13] were able to extend the nonexistence instance of Fotakis et al. [17] to a gadget in order to show that deciding whether a congestion game with step cost functions has a PNE is a (strongly) NP-hard problem, via a reduction from 3-PARTITION.

Regarding approximate equilibria, Hansknecht et al. [21] gave instances of very simple, two-player polynomial congestion games that do not have \( \alpha \)-PNE, for \( \alpha \approx 1.153 \). This lower bound is achieved by numerically solving an optimization program, using polynomial

---

\(^1\) These are congestion games where the players can only occupy single resources.
latencies of maximum degree \( d = 4 \). On the positive side, Caragiannis et al. [4] proved that \( d! \)-PNE always exist; this upper bound on the existence of \( \alpha \)-PNE was later improved to \( \alpha = d + 1 \) [21, 9] and \( \alpha = d \) [3].

### 1.2 Our Results and Techniques

After formalizing our model in Section 2, in Section 3 we show the nonexistence of \( \Theta\left(\sqrt[4]{\frac{d}{\ln d}}\right) \)-approximate equilibria for polynomial congestion games of degree \( d \). This is the first super-constant lower bound on the nonexistence of \( \alpha \)-PNE, significantly improving upon the previous constant of \( \alpha \approx 1.153 \) and reducing the gap with the currently best upper bound of \( d \). More specifically (Theorem 1), for any integer \( d \) we construct congestion games with polynomial cost functions of maximum degree \( d \) (and nonnegative coefficients) that do not have \( \alpha \)-PNE, for any \( \alpha < \alpha(d) \) where \( \alpha(d) \) is a function that grows as \( \alpha(d) = \Omega\left(\sqrt{\frac{d}{\ln d}}\right) \). To derive this bound, we had to use a novel construction with a number of players growing unboundedly as a function of \( d \).

Next, in Section 4 we turn our attention to computational hardness constructions. Starting from a Boolean circuit, we create a gadget that transfers hard instances of the classic CIRCUIT SATISFIABILITY problem to (even unweighted) polynomial congestion games. Our construction is inspired by the work of Skopalik and Vöcking [34], who used a similar family of lockable circuit games in their PLS-hardness result. Using this gadget we can immediately establish computational hardness for various computational questions of interest involving congestion games (Theorem 3). For example, we show that deciding whether a \( d \)-degree polynomial congestion game has an \( \alpha \)-PNE in which a specific set of players play a specific strategy profile is NP-hard, even up to exponentially-approximate equilibria; more specifically, the hardness holds for any \( \alpha < 3d/2 \). Our investigation of the hardness questions presented in Theorem 3 (and later on in Corollary 7 as well) was inspired by some similar results presented before by Conitzer and Sandholm [11] (and even earlier in [19]) for mixed Nash equilibria in general (normal-form) games. To the best of our knowledge, our paper is the first to study these questions for pure equilibria in the context of congestion games. It is of interest to also note here that our hardness gadget is gap-introducing, in the sense that the \( \alpha \)-PNE and exact PNE of the game coincide.

In Section 5 we demonstrate how one can combine the hardness gadget of Section 4, in a black-box way, with any nonexistence instance for \( \alpha \)-PNE, in order to derive hardness for the decision version of the existence of \( \alpha \)-PNE (Lemma 4, Theorem 5). As a consequence, using the previous \( \Omega\left(\sqrt[4]{\frac{d}{\ln d}}\right) \) lower bound construction of Section 3, we can show that deciding whether a (weighted) polynomial congestion has an \( \alpha \)-PNE is NP-hard, for any \( \alpha < \alpha(d) \), where \( \alpha(d) = \Omega\left(\sqrt[4]{\frac{d}{\ln d}}\right) \) (Corollary 6). Since our hardness is established via a rather transparent, “master” reduction from CIRCUIT SATISFIABILITY, which in particular is parsimonious, one can derive hardness for a family of related computation problems; for example, we show that computing the number of \( \alpha \)-approximate equilibria of a weighted polynomial congestion game is \#P-hard (Corollary 7).

In Section 6 we drop the assumption on polynomial cost functions, and study the existence of approximate equilibria under arbitrary (nondecreasing) latencies as a function of the number of players \( n \). We prove that \( n \)-player congestion games always have \( n \)-approximate PNE (Theorem 8). As a consequence, one cannot hope to derive super-constant nonexistence lower bounds by using just simple instances with a fixed number of players (similar to, e.g., Hansknecht et al. [21]). In particular, this shows that the super-constant number of players in our construction in Theorem 1 is necessary. Furthermore, we pair this positive result
with an almost matching lower bound (Theorem 9): we give examples of \( n \)-player congestion games (where latencies are simple step functions with a single breakpoint) that do not have \( \alpha \)-PNE for all \( \alpha < \alpha(n) \), where \( \alpha(n) \) grows according to \( \alpha(n) = \Omega \left( \frac{n}{\ln n} \right) \). Finally, inspired by our hardness construction for the polynomial case, we also give a new reduction that establishes NP-hardness for deciding whether an \( \alpha \)-PNE exists, for any \( \alpha < \alpha(n) = \Omega \left( \frac{n}{\ln n} \right) \).

Notice that now the number of players \( n \) is part of the description of the game (i.e., part of the input) as opposed to the maximum degree \( d \) for the polynomial case (which was assumed to be fixed). On the other hand though, we have more flexibility on designing our gadget latencies, since they can be arbitrary functions.

Concluding, we would like to elaborate on a couple of points. First, the reader would have already noticed that in all our hardness results the (in)approximability parameter \( \alpha \) ranges freely within an entire interval of the form \([1, \tilde{\alpha}]\), where \( \tilde{\alpha} \) is a function of the degree \( d \) (for polynomial congestion games) or of the number of players \( n \); and that \( \alpha, \tilde{\alpha} \) are not part of the problem’s input. It is easy to see that these features only make our results stronger, with respect to computational hardness, but also more robust. Secondly, although in this introductory section all our hardness results were presented in terms of NP-hardness, they immediately translate to NP-completeness under standard assumptions on the parameter \( \alpha \); e.g., if \( \alpha \) is rational (for a more detailed discussion of this, see also the end of Section 2).

Due to space constraints we had to either fully omit, or just give very short sketches of, the proofs of our results. All proofs can be found in the full version of this paper [8].

## 2 Model and Notation

A (weighted, atomic) congestion game is defined by: a finite (nonempty) set of resources \( E \), each \( e \in E \) having a nondecreasing cost (or latency) function \( c_e : \mathbb{R}_{>0} \rightarrow \mathbb{R}_{\geq 0} \); and a finite (nonempty) set of players \( N, |N| = n \), each \( i \in N \) having a weight \( w_i > 0 \) and a set of strategies \( S_i \subseteq 2^E \). If all players have the same weight, \( w_i = 1 \) for all \( i \in N \), the game is called unweighted. A polynomial congestion game of degree \( d \), for \( d \) a nonnegative integer, is a congestion game such that all its cost functions are polynomials of degree at most \( d \) with nonnegative coefficients.

A strategy profile (or outcome) \( s = (s_1, s_2, \ldots, s_n) \) is a collection of strategies, one for each player, i.e. \( s \in S = S_1 \times S_2 \times \cdots \times S_n \). Each strategy profile \( s \) induces a cost of \( C_i(s) = \sum_{e \in S_i} c_e(x_e(s)) \) to every player \( i \in N \), where \( x_e(s) = \sum_{i \in S_i} w_i \) is the induced load on resource \( e \). An outcome \( s \) will be called \( \alpha \)-approximate (pure Nash) equilibrium (\( \alpha \)-PNE), where \( \alpha \geq 1 \), if no player can unilaterally improve her cost by more than a factor of \( \alpha \).

Formally:

\[
C_i(s) \leq \alpha \cdot C_i(s_i', s_{-i}) \quad \text{for all } i \in N \text{ and all } s_i' \in S_i. \tag{1}
\]

Here we have used the standard game-theoretic notation of \( s_{-i} \) to denote the vector of strategies resulting from \( s \) if we remove its \( i \)-th coordinate; in that way, one can write \( s = (s_i, s_{-i}) \). Notice that for the special case of \( \alpha = 1 \), (1) is equivalent to the classical definition of pure Nash equilibria; for emphasis, we will sometimes refer to such 1-PNE as exact equilibria.

If (1) does not hold, it means that player \( i \) could improve her cost by more than \( \alpha \) by moving from \( s_i \) to some other strategy \( s_i' \). We call such a move \( \alpha \)-improving. Finally, strategy \( s_i \) is said to be \( \alpha \)-dominating for player \( i \) (with respect to a fixed profile \( s_{-i} \)) if

\[
C_i(s_i', s_{-i}) > \alpha \cdot C_i(s) \quad \text{for all } s_i' \neq s_i. \tag{2}
\]
In other words, if a strategy $s_i$ is $\alpha$-dominating, every move from some other strategy $s'_i$ to $s_i$ is $\alpha$-improving. Notice that each player $i$ can have at most one $\alpha$-dominating strategy (for $s_{-i}$ fixed). In our proofs, we will employ a gap-introducing technique by constructing games with the property that, for any player $i$ and any strategy profile $s_{-i}$, there is always a (unique) $\alpha$-dominating strategy for player $i$. As a consequence, the sets of $\alpha$-PNE and exact PNE coincide.

Finally, for a positive integer $n$, we will use $\Phi_n$ to denote the unique positive solution of equation $(x + 1)^n = x^{n+1}$. Then, $\Phi_n$ is strictly increasing with respect to $n$, with $\Phi_1 = \phi \approx 1.618$ (golden ratio) and asymptotically $\Phi_n \sim \frac{n}{\ln n}$ (see [9, Lemma A.3]).

**Computational Complexity**

Most of the results in this paper involve complexity questions, regarding the existence of (approximate) equilibria. Whenever we deal with such statements, we will implicitly assume that the congestion game instances given as inputs to our problems can be succinctly represented in the following way:

- all player have rational weights;
- the resource cost functions are “efficiently computable”; for polynomial latencies in particular, we will assume that the coefficients are rationals; and for step functions we assume that their values and breakpoints are rationals;
- the strategy sets are given explicitly.

There are also computational considerations to be made about the number $\alpha$ appearing in the definition of $\alpha$-PNE. For simplicity, throughout this paper we will assume that $\alpha$ is a rational number. However, all our hardness results are still valid for any real $\alpha$, while for our completeness results one needs to assume that $\alpha$ is actually a polynomial-time computable real. For more details we refer to the full version of our paper [8].

**3 The Nonexistence Gadget**

In this section we give examples of polynomial congestion games of degree $d$, that do not have $\alpha(d)$-approximate equilibria; $\alpha(d)$ grows as $\Omega\left(\sqrt[3]{\frac{d}{\ln d}}\right)$. Fixing a degree $d \geq 2$, we construct a family of games $G_{(n,k,w,\beta)}^{\alpha(d)}$ specified by parameters $n \in \mathbb{N}$, $k \in \{1, \ldots, d\}$, $w \in [0, 1]$, and $\beta \in [0, 1]$. In $G_{(n,k,w,\beta)}^{\alpha(d)}$ there are $n + 1$ players: a heavy player of weight 1 and $n$ light players $1, \ldots, n$ of equal weights $w$. There are $2(n + 1)$ resources $a_0, a_1, \ldots, a_n, b_0, b_1, \ldots, b_n$ where $a_0$ and $b_0$ have the same cost function $c_0$ and all other resources $a_1, \ldots, a_n, b_1, \ldots, b_n$ have the same cost function $c_1$ given by

$$c_0(x) = x^k \quad \text{and} \quad c_1(x) = \beta x^d.$$ 

Each player has exactly two strategies, and the strategy sets are given by

$$S_0 = \{\{a_0, \ldots, a_n\}, \{b_0, \ldots, b_n\}\} \quad \text{and} \quad S_i = \{\{a_0, b_i\}, \{b_0, a_i\}\} \quad \text{for} \ i = 1, \ldots, n.$$ 

The structure of the strategies is visualized in Figure 1.

---

2 Alternatively, we could have simply assumed succinct representability of the strategies. A prominent such case is that of network congestion games, where each player’s strategies are all feasible paths between two specific nodes of an underlying graph. Notice however that, since in this paper we are proving hardness results, insisting on explicit representation only makes our results even stronger.
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Figure 1 Strategies of the game $G_d^{(n,k,w,\beta)}$. Resources contained in the two ellipses of the same colour correspond to the two strategies of a player. The strategies of the heavy player and light players $n$ and $i$ are depicted in black, grey and light grey, respectively.

Figure 2 Nonexistence of $\alpha(d)$-PNE for weighted polynomial congestion games of degree $d$, as given by (3) in Theorem 1, for $d = 2, 3, \ldots, 100$. In particular, for small values of $d$, $\alpha(2) \approx 1.054$, $\alpha(3) \approx 1.107$ and $\alpha(4) \approx 1.153$.

In the following theorem we give a lower bound on $\alpha$, depending on parameters $(n, k, w, \beta)$, such that games $G_d^{(n,k,w,\beta)}$ do not admit an $\alpha$-PNE. Maximizing this lower bound over all games in the family, we obtain a general lower bound $\alpha(d)$ on the inapproximability for polynomial congestion games of degree $d$ (see (3) and its plot in Figure 2). Finally, choosing specific values for the parameters $(n, k, w, \beta)$, we prove that $\alpha(d)$ is asymptotically lower bounded by $\Omega(\sqrt{d \ln d})$.

**Theorem 1.** For any integer $d \geq 2$, there exist (weighted) polynomial congestion games of degree $d$ that do not have $\alpha$-approximate PNE for any $\alpha < \alpha(d)$, where

$$
\alpha(d) = \sup_{n,k,w,\beta} \min \left\{ \frac{1 + n\beta(1 + w)^d}{(1 + nw)^k + \beta w^d}, \frac{(1 + w)^k + \beta w^d}{(nw)^k + \beta(1 + w)^d} \right\}
$$

s.t. $n \in \mathbb{N}, k \in \{1, \ldots, d\}, w \in [0, 1], \beta \in [0, 1]$.

In particular, we have the asymptotics $\alpha(d) = \Omega\left(\frac{\sqrt{d}}{\ln d}\right)$ and the bound $\alpha(d) \geq \frac{\sqrt{d}}{\ln d}$, valid for large enough $d$. A plot of the exact values of $\alpha(d)$ (given by (3)) for small degrees can be found in Figure 2.

Interestingly, for the special case of $d = 2, 3, 4$, the values of $\alpha(d)$ (see Figure 2) yield exactly the same lower bounds with Hansknecht et al. [21]. This is a direct consequence of the fact that $n = 1$ turns out to be an optimal choice in (3) for $d \leq 4$, corresponding to an
instance with only $n+1=2$ players (which is the regime of the construction in [21]); however, this is not the case for larger values of $d$, where more players are now needed in order to derive the best possible value in (3). Furthermore, as we discussed also in Section 1.2, no construction with only 2 players can result in bounds larger than 2 (Theorem 8).

4 The Hardness Gadget

In this section we construct an unweighted polynomial congestion game from a Boolean circuit. In the $\alpha$-PNE of this game the players emulate the computation of the circuit. This gadget will be used in reductions from Circuit Satisfiability to show NP-hardness of several problems related to the existence of approximate equilibria with some additional properties. For example, deciding whether a congestion game has an $\alpha$-PNE where a certain set of players choose a specific strategy profile (Theorem 3).

## Circuit Model

We consider Boolean circuits consisting of NOT gates and 2-input NAND gates only. We assume that the two inputs to every NAND gate are different. Otherwise we replace the NAND gate by a NOT gate, without changing the semantics of the circuit. We further assume that every input bit is connected to exactly one gate and this gate is a NOT gate. See Figure 3a for a valid circuit. In a valid circuit we replace every NOT gate by an equivalent NAND gate, where one of the inputs is fixed to 1. See the replacement of gates $g_5$, $g_4$, and $g_2$ in the example in Figure 3b. Thus, we look at circuits of 2-input NAND gates where both inputs to a NAND gate are different and every input bit of the circuit is connected to exactly one NAND gate where the other input is fixed to 1. A circuit of this form is said to be in canonical form. For a circuit $C$ and a vector $x \in \{0,1\}^n$ we denote by $C(x)$ the output of the circuit on input $x$.

We model a circuit $C$ in canonical form as a directed acyclic graph. The nodes of this graph correspond to the input bits $x_1, \ldots, x_n$, the gates $g_1, \ldots, g_K$, and a node 1 for all fixed inputs. There is an arc from a gate $g$ to a gate $g'$ if the output of $g$ is input to gate $g'$ and there are arcs from the fixed input and all input bits to the connected gates. We index the gates in reverse topological order, so that all successors of a gate $g_k$ have a smaller index and the output of gate $g_1$ is the output of the circuit. Denote by $\delta^+(v)$ the set of the direct successors of node $v$. Then we have $|\delta^+(x_i)| = 1$ for all input bits $x_i$ and $\delta^+(g_k) \subseteq \{g_{k'} | k' < k\}$ for every gate $g_k$. See Figure 3 for an example of a valid circuit, its canonical form and the corresponding directed acyclic graph.
Translation to Congestion Game

Fix some integer \( d \geq 1 \) and a parameter \( \mu \geq 1 + 2 \cdot 3^{d+4/3} \). From a valid circuit in canonical form with input bits \( x_1, \ldots, x_n \), gates \( g_1, \ldots, g_K \) and the extra input fixed to 1, we construct a polynomial congestion game \( G^d_\mu \) of degree \( d \). There are \( n \) input players \( X_1, \ldots, X_n \) for every input bit, a static player \( P \) for the input fixed to 1, and \( K \) gate players \( G_1, \ldots, G_K \) for the output bit of every gate. \( G_1 \) is sometimes called output player as \( g_1 \) corresponds to the output \( C(x) \).

The idea is that every input and every gate player has a zero and a one strategy, corresponding to the respective bit being 0 or 1. In every \( \alpha \) PNE we want the players to emulate the computation of the circuit, i.e. the NAND semantics of the gates should be respected. For every gate \( g_k \), we introduce two resources \( 0_k \) and \( 1_k \). The zero (one) strategy of a player consists of the 0 (1) resources of the direct successors in the directed acyclic graph corresponding to the circuit and its own \( 0_k \) (1) resource (for gate players). The static player has only one strategy playing all 1 resources of the gates where one input is fixed to 1: \( s_P = \{ 1_k \mid g_k \in \delta^+(1) \} \). Formally, we have

\[
 s^0_{X_i} = \{ 0_k \mid g_k \in \delta^+(x_i) \} \quad \text{and} \quad s^1_{X_i} = \{ 1_k \mid g_k \in \delta^+(x_i) \}
\]

for the zero and one strategy of an input player \( X_i \). Recall that \( \delta^+(x_i) \) is the set of direct successors of \( x_i \), thus every strategy of an input player consists of exactly one resource. For a gate player \( G_k \) we have the two strategies

\[
 s^0_{G_k} = \{ 0_k \} \cup \{ 0_{k'} \mid g_{k'} \in \delta^+(g_k) \} \quad \text{and} \quad s^1_{G_k} = \{ 1_k \} \cup \{ 1_{k'} \mid g_{k'} \in \delta^+(g_k) \}
\]

consisting of at most \( k \) resources each. Notice that all 3 players related to a gate \( g_k \) (gate player \( G_k \) and the two players corresponding to the input bits) are different and observe that every resource \( 0_k \) and \( 1_k \) can be played by exactly those 3 players.

We define the cost functions of the resources using parameter \( \mu \). The cost functions for resources \( 1_k \) are given by \( c_{1_k} \) and for resources \( 0_k \) by \( c_{0_k} \), where

\[
 c_{1_k}(x) = \mu^k x^d \quad \text{and} \quad c_{0_k}(x) = \lambda \mu^k x^d, \quad \text{with} \quad \lambda = 3^{d/2}.
\]

Our construction here is inspired by the lockable circuit games of Skopalik and Vöcking [34]. The key technical differences are that our gadgets use polynomial cost functions (instead of general cost functions) and only 2 resources per gate (instead of 3). Moreover, while in [34] these games are used as part of a PLS-reduction from Circuit/FLIP, we are also interested in constructing a gadget to be studied on its own, since this can give rise to additional results of independent interest (see Theorem 3).

Properties of the Gadget

For a valid circuit \( C \) in canonical form consider the game \( G^d_\mu \) as defined above. We interpret any strategy profile \( s \) of the input players as a bit vector \( x \in \{0,1\}^n \) by setting \( x_i = 0 \) if \( s_{X_i} = s^0_{X_i} \) and \( x_i = 1 \) otherwise. The gate players are said to follow the NAND semantics in a strategy profile, if for every gate \( g_k \) the following holds:

\[
 \begin{align*}
 \Rightarrow & \quad \text{if both players corresponding to the input bits of } g_k \text{ play their one strategy, then the gate} \\
 & \quad \text{player } G_k \text{ plays her zero strategy;} \\
 \Rightarrow & \quad \text{if at least one of the players corresponding to the input bits of } g_k \text{ plays her zero strategy,} \\
 & \quad \text{then the gate player } G_k \text{ plays her one strategy.}
\end{align*}
\]

We show that for the right choice of \( \alpha \), the set of \( \alpha \) PNE in \( G^d_\mu \) is the same as the set of all strategy profiles where the gate players follow the NAND semantics.
Define
\[ \varepsilon(\mu) = \frac{3^{d+\frac{d}{2}}}{\mu - 1}. \]  
(5)

From our choice of \( \mu \), we obtain
\[ 3^{d/2} - \varepsilon(\mu) \geq 3^{d/2} - \frac{1}{2} > 1. \]
For any valid circuit \( C \) in canonical form and a valid choice of \( \mu \) the following lemma holds for \( G^\mu_d \).

Lemma 2. Let \( s_X \) be any strategy profile for the input players \( X_1, \ldots, X_n \) and let \( x \in \{0, 1\}^n \) be the bit vector represented by \( s_X \). For any \( \mu \geq 1 + 2 \cdot 3^{d+\frac{d}{2}} \) and any \( 1 \leq \alpha < 3^{d/2} - \varepsilon(\mu) \), there is a unique \( \alpha \)-approximate PNE in \( G^\mu_d \) where the input players play according to \( s_X \). In particular, in this \( \alpha \)-PNE the gate players follow the NAND semantics, and the output player \( G_1 \) plays according to \( C(x) \).

Proof sketch. We first fix the input players to the strategies given by \( s_X \) and show that then all gate players follow the NAND semantics (switching to the strategy corresponding to the NAND of their input bits is an \( \alpha \)-improving move). Secondly, we argue that the input players have no incentive to change their strategy in any \( \alpha \)-PNE where all gate players follow the NAND semantics. Hence, every strategy profile for the input players can be extended to an \( \alpha \)-PNE in \( G^\mu_d \) that is uniquely defined by the NAND semantics.

We are now ready to show our main result of this section; using the circuit game described above, we show NP-hardness of deciding whether approximate equilibria with additional properties exist.

Theorem 3. The following problems are NP-hard, even for unweighted polynomial congestion games of degree \( d \geq 1 \), for all \( \alpha \in [1, 3^{d/2}) \) and all \( z > 0 \):

- “Does there exist an \( \alpha \)-approximate PNE in which a certain subset of players are playing a specific strategy profile?”
- “Does there exist an \( \alpha \)-approximate PNE in which a certain resource is used by at least one player?”
- “Does there exist an \( \alpha \)-approximate PNE in which a certain player has cost at most \( z \)?”

Proof sketch. We use reductions from the NP-hard problem Circuit Satisfiability. For a circuit \( C \) we consider the game \( G^\mu_d \) as described above and focus on the output player \( G_1 \). Using Lemma 2 we get a one-to-one correspondence between satisfying assignments for \( C \) and \( \alpha \)-PNE in \( G^\mu_d \) where \( G_1 \) plays her one strategy.

5 Hardness of Existence

In this section we show that it is NP-hard to decide whether a polynomial congestion game has an \( \alpha \)-PNE. For this we use a black-box reduction: our hard instance is obtained by combining any (weighted) polynomial congestion game \( G \) without \( \alpha \)-PNE (i.e., the game from Section 3) with the circuit gadget of the previous section. To achieve this, it would be convenient to make some assumptions on the game \( G \), which however do not influence the existence or nonexistence of approximate equilibria.

\[ \text{Which, as a matter of fact, is actually also an exact PNE.} \]
Structural Properties of $G$

Without loss of generality, we assume that a weighted polynomial congestion game of degree $d$ has the following structural properties.

- **No player has an empty strategy.** If, for some player $i$, $\emptyset \in S_i$, then this strategy would be $\alpha$-dominating for $i$. Removing $i$ from the game description would not affect the (non)existence of (approximate) equilibria.

- **No player has zero weight.** If a player $i$ had zero weight, her strategy would not influence the costs of the strategies of the other players. Again, removing $i$ from the game description would not affect the (non)existence of equilibria.

- **Each resource $e$ has a monomial cost function with a strictly positive coefficient,** i.e. $c_e(x) = a_e x^{k_e}$ where $a_e > 0$ and $k_e \in \{0, \ldots, d\}$. If a resource had a more general cost function $c_e(x) = a_e x^0 + a_e x + \ldots + a_e x^d$, we could split it into at most $d+1$ resources with (positive) monomial costs, $c_{e,0}(x) = a_e x^0$, $c_{e,1}(x) = a_e x$, $\ldots$, $c_{e,d}(x) = a_e x^d$. These monomial cost resources replace the original resource, appearing on every strategy that included $e$.

- **No resource $e$ has a constant cost function.** If a resource $e$ had a constant cost function $c_e(x) = a_e x^0$, we could replace this by new resources having monomial cost. For each player $i$ of weight $w_i$, replace resource $e$ by a resource $e_i$ with monomial cost $c_{e_i}(x) = \frac{a_e w_i}{w_i} x$, that is used exclusively by player $i$ on her strategies that originally had resource $e$. Note that $c_{e_i}(w_i) = a_e x^0$, so that this modification does not change the player’s costs, neither has an effect on the (non)existence of approximate equilibria. If a resource has cost function constantly equal to zero, we can simply remove it from the description of the game.

For a game having the above properties, we define the (strictly positive) quantities

$$a_{\min} = \min_{e \in E} a_e, \quad W = \sum_{i \in N} w_i, \quad c_{\max} = \sum_{e \in E} c_e(W). \quad (6)$$

Note that $c_{\max}$ is an upper bound on the cost of any player on any strategy profile.

Rescaling of $G$

In our construction of the combined game we have to make sure that the weights of the players in $G$ are smaller than the weights of the players in the circuit gadget. We introduce the following rescaling argument.

For any $\gamma \in (0, 1]$ define the game $\hat{G}_\gamma$, where we rescale the player weights and resource cost coefficients in $G$ as

$$\hat{a}_e = \gamma^{d+1-k_e} a_e, \quad \hat{w}_i = \gamma w_i, \quad \hat{c}_e(x) = \hat{a}_e x^{k_e}. \quad (7)$$

This changes the quantities in (6) for $\hat{G}_\gamma$ to (recall that $k_e \geq 1$)

$$\begin{align*}
\hat{a}_{\min} &= \min_{e \in E} \hat{a}_e = \min_{e \in E} \gamma^{d+1-k_e} a_e \geq \gamma^d \min_{e \in E} a_e = \gamma^d a_{\min}, \\
\hat{W} &= \sum_{i \in N} \hat{w}_i = \sum_{i \in N} \gamma w_i = \gamma W, \\
\hat{c}_{\max} &= \sum_{e \in E} \hat{c}_e(\hat{W}) = \sum_{e \in E} \gamma^{d+1-k_e} a_e W^{k_e} = \gamma^d \sum_{e \in E} c_e(W) = \gamma^d c_{\max}.
\end{align*}$$

In $\hat{G}_\gamma$ the player costs are all uniformly scaled as $\hat{C}_\gamma(s) = \gamma^{d+1} C_\gamma(s)$, so that the Nash dynamics and the (non)existence of equilibria are preserved.

---

4 By this we mean, if $G$ has (resp. does not have) $\alpha$-PNE, then $\hat{G}$, obtained by removing player $i$ from the game, still has (resp. still does not have) $\alpha$-PNE.
The next lemma formalizes the combination of both game gadgets and, furthermore, establishes the gap-introduction in the equilibrium factor. Using it, we will derive our key hardness tool of Theorem 5.

**Lemma 4.** Fix any integer \( d \geq 2 \) and rational \( \alpha \geq 1 \). Suppose there exists a weighted polynomial congestion game \( G \) of degree \( d \) that does not have an \( \alpha \)-approximate PNE. Then, for any circuit \( C \) there exists a game \( \tilde{G}_C \) with the following property: the sets of \( \alpha \)-approximate PNE and exact PNE of \( \tilde{G}_C \) coincide and are in one-to-one correspondence with the set of satisfying assignments of \( C \). In particular, one of the following holds: either

1. \( C \) has a satisfying assignment, in which case \( \tilde{G}_C \) has an exact PNE (and thus, also an \( \alpha \)-approximate PNE); or
2. \( C \) has no satisfying assignments, in which case \( \tilde{G}_C \) has no \( \alpha \)-approximate PNE (and thus, also no exact PNE).

**Proof.** Let \( G \) be a congestion game as in the statement of the theorem having the above mentioned structural properties. Recalling that weighted polynomial congestion games of degree \( d \) have \( d \)-PNE [3], this implies that \( \alpha < d < 3^{d/2} \). Fix some \( 0 < \varepsilon < 3^{d/2} - \alpha \) and take \( \mu \geq 1 + \frac{3^{d/2}}{\min\{\varepsilon, 1\}} \); in this way \( \alpha < 3^{d/2} - \varepsilon \leq 3^{d/2} - \varepsilon(\mu) \).

Given a circuit \( C \) we construct the game \( \tilde{G}_C \) as follows. We combine the game \( G^\mu_{\gamma} \) whose Nash dynamics model the NAND semantics of \( C \), as described in Section 4, with the game \( \tilde{G}_\gamma \) obtained from \( G \) via the aforementioned rescaling. We choose \( \gamma \in (0, 1] \) sufficiently small such that the following three inequalities hold for the quantities in (6) for \( G \):

\[
\gamma W < 1, \quad \gamma \sum_{e \in E} a_e < \frac{\mu}{\mu - 1} \left( \frac{3}{2} \right)^d, \quad \gamma \alpha^2 < \frac{a_{\min}}{c_{\max}}. \tag{8}
\]

Thus, the set of players in \( \tilde{G}_C \) corresponds to the (disjoint) union of the static, input and gate players in \( G^\mu_{\gamma} \) (which all have weights 1) and the players in \( \tilde{G}_\gamma \) (with weights \( \tilde{w}_i \)). We also consider a new dummy resource with constant cost \( c_{\text{dummy}}(x) = \frac{a_{\min}}{\mu} \). Thus, the set of resources corresponds to the (disjoint) union of the gate resources \( 0_k, 1_k \) in \( G^\mu_{\gamma} \), the resources in \( \tilde{G}_\gamma \), and the dummy resource. We augment the strategy space of the players as follows:
A graphical representation of the game $\tilde{G}_C$ can be seen in Figure 4.

To finish the proof, we need to show that every $\alpha$-PNE of $\tilde{G}_C$ is an exact PNE and corresponds to a satisfying assignment of $C$; and, conversely, that every satisfying assignment of $C$ gives rise to an exact PNE of $\tilde{G}_C$ (and thus, an $\alpha$-PNE as well).

Suppose that $s$ is an $\alpha$-PNE of $\tilde{G}_C$, and let $s_X$ denote the strategy profile restricted to the input players of $G^{\mu}_\beta$. Then, as in the proof of Lemma 2, every gate player that is not the output player must respect the NAND semantics, and this is an $\alpha$-dominating strategy. For the output player, either $s_X$ is a non-satisfying assignment, in which case the zero strategy of $G_1$ was $\alpha$-dominating, and this remains $\alpha$-dominating in the game $\tilde{G}_C$ (since only the cost of the one strategy increased for the output player); or $s_X$ is a satisfying assignment. In the second case, we now argue that the one strategy of $G_1$ remains $\alpha$-dominating. The cost of the output player on the zero strategy is at least $c_{0_1}(2) = \lambda \mu 2^d$, and the cost on the one strategy is at most

$$c_{1_1}(2) + \sum_{e \in E} \tilde{c}_e (1 + \gamma W) = \mu 2^d + \sum_{e \in E} \gamma^{d+1-k_e} a_e (1 + \gamma W)^{k_e} < \mu 2^d + \gamma \sum_{e \in E} a_e 2^d < \mu 2^d + \frac{\mu}{\mu - 1} 3^d,$$

where we used the first and second bounds from (8). Thus, the ratio between the costs is at least

$$\frac{\lambda \mu 2^d}{\mu 2^d + \frac{\mu}{\mu - 1} 3^d} = \lambda \left( \frac{1}{1 + \frac{1}{\mu - 1} (\frac{3}{2})^\alpha} \right) > 3^{d/2} \left( \frac{1}{1 + \frac{1}{\mu - 1} 3^d} \right) > 3^{d/2} - \varepsilon(\mu) > \alpha.$$

Given that the gate players must follow the NAND semantics, the input players are also locked to their strategies (i.e. they have no incentive to change) due to the proof of Lemma 2. The only players left to consider are the players from $\tilde{G}_\gamma$. First we show that, since $s$ is an $\alpha$-PNE, the output player must be playing her one strategy. If this was not the case, then each dummy strategy of a player in $\tilde{G}_\gamma$ is $\alpha$-dominated by any other strategy: the dummy strategy incurs a cost of $\frac{\min a}{\alpha} \geq \gamma a \min_a$, whereas any other strategy would give a cost of at most $\tilde{c}_{\max} = \gamma^{d+1} \min_a$ (this is because the output player is not playing any of the resources in $\tilde{G}_\gamma$). The ratio between the costs is thus at least

$$\frac{\gamma^d a_{\min}}{\gamma^{d+1} \min_a} = \frac{a_{\min}}{\gamma \min_a} > \alpha.$$

Since the dummy strategies are $\alpha$-dominated, the players in $\tilde{G}_\gamma$ must be playing on their original sets of strategies. The only way for $s$ to be an $\alpha$-PNE would be if $G$ had an $\alpha$-PNE to begin with, which yields a contradiction. Thus, the output player is playing the one strategy (and hence, is present in every resource in $\tilde{G}_\gamma$). In such a case, we can conclude that each dummy strategy is now $\alpha$-dominating. If a player $i$ in $\tilde{G}_\gamma$ is not playing a dummy strategy, she is playing at least one resource in $\tilde{G}_\gamma$, say resource $e$. Her cost is at least $\tilde{c}_e (1 + \tilde{w}_i) = \tilde{a}_e (1 + \tilde{w}_i)^{k_e} > \tilde{a}_e \geq a_{\min}$ (the strict inequality holds since, by the structural properties of our game, all of $\tilde{a}_e$, $\tilde{w}_i$ and $k_e$ are strictly positive quantities). On the other hand, the cost of playing the dummy strategy is $\frac{\min a}{\alpha}$. Thus, the ratio between the costs is greater than $\alpha$. 

- each input player or gate player of $G^\mu_\beta$ that is not the output player $G_1$ has the same strategies as in $G^\mu_\beta$ (i.e. either the zero or the one strategy);
- the zero strategy of the output player $G_1$ is the same as in $G^\mu_\beta$, but her one strategy is augmented with every resource in $\tilde{G}_\gamma$; that is, $s^\gamma_{G_1} = \{1\} \cup E(\tilde{G}_\gamma)$;
- each player $i$ in $\tilde{G}_\gamma$ keeps her original strategies as in $\tilde{G}_\gamma$, and gets a new dummy strategy $s_{i, \text{dummy}} = \{\text{dummy}\}$. 

A graphical representation of the game $\tilde{G}_C$ can be seen in Figure 4.
We have concluded that, if \( s \) is an \( \alpha \)-PNE of \( \mathcal{G}_C \), then \( s_X \) corresponds to a satisfying assignment of \( C \), all the gate players are playing according to the NAND semantics, the output player is playing the one strategy, and all players of \( \mathcal{G}_\gamma \) are playing the dummy strategies. In this case, we also have observed that each player’s current strategy is \( \alpha \)-dominating, so the strategy profile is an exact PNE. To finish the proof, we need to argue that every satisfying assignment gives rise to a unique \( \alpha \)-PNE. Let \( s_X \) be the strategy profile corresponding to this assignment for the input players in \( \mathcal{G}_a^C \). Then, as before, there is one and exactly one \( \alpha \)-PNE \( s \) in \( \mathcal{G}_C \) that agrees with \( s_X \); namely, each gate player follows the NAND semantics, the output player plays the one strategy, and the players in \( \mathcal{G}_\gamma \) play the dummy strategies. ▶

By approximating all numbers occurring in the construction of Lemma 4 (weights, coefficients, approximation factor) by rationals, we obtain a polynomial-time reduction from Circuit Satisfiability, and thus the following theorem.

▶ Theorem 5. For any integer \( d \geq 2 \) and rational \( \alpha \geq 1 \), suppose there exists a weighted polynomial congestion game which does not have an \( \alpha \)-approximate PNE. Then it is NP-complete to decide whether (weighted) polynomial congestion games of degree \( d \) have an \( \alpha \)-approximate PNE.

Proof. Let \( d \geq 2 \) and \( \alpha \geq 1 \). Let \( \mathcal{G} \) be a weighted polynomial congestion game of degree \( d \) that has no \( \alpha \)-PNE; this means that for every strategy profile \( s \) there exists a player \( i \) and a strategy \( s'_i \neq s_i \) such that \( C_i(s_i, s_{-i}) > \alpha \cdot C_i(s'_i, s_{-i}) \). Note that the functions \( C_i \) are polynomials of degree \( d \) and hence they are continuous on the weights \( w_i \) and the coefficients \( a_e \) appearing on the cost functions. Hence, any arbitrarily small perturbation of the \( w_i, a_e \) does not change the sign of the above inequality. Thus, without loss of generality, we can assume that all \( w_i, a_e \) are rational numbers.

Next, we consider the game \( \mathcal{G}_\gamma \) obtained from \( \mathcal{G} \) by rescaling, as in the proof of Lemma 4. Notice that the rescaling is done via the choice of a sufficiently small \( \gamma \), according to (8), and hence in particular we can take \( \gamma \) to be a sufficiently small rational. In this way, all the player weights and coefficients in the cost of resources are rational numbers scaled by a rational number and hence rationals.

Finally, we are able to provide the desired NP reduction from Circuit Satisfiability. Given a Boolean circuit \( C' \) built with 2-input NAND gates, transform it into a valid circuit \( C \) in canonical form. From \( C \) we can construct in polynomial time the game \( \mathcal{G}_C \) as described in the proof of Lemma 4. The “circuit part”, i.e. the game \( \mathcal{G}_a^C \), is obtained in polynomial time from \( C \), as in the proof of Theorem 3; the description of the game \( \mathcal{G}_\gamma \) involves only rational numbers, and hence the game can be represented by a constant number of bits (i.e. independent of the circuit \( C \)). Similarly, the additional dummy strategy has a constant delay of \( a_{\text{min}}/\alpha \), and can be represented with a single rational number. Merging both \( \mathcal{G}_a^C \) and \( \mathcal{G}_\gamma \) into a single game \( \mathcal{G}_C \) can be done in linear time. Since \( C \) has a satisfying assignment iff \( \mathcal{G}_C \) has an \( \alpha \)-PNE (or \( \alpha \)-PNE), this concludes that the problem described is NP-hard.

The problem is clearly in NP: given a weighted polynomial congestion game of degree \( d \) and a strategy profile \( s \), one can check if \( s \) is an \( \alpha \)-PNE by computing the ratios between the cost of each player in \( s \) and their cost for each possible deviation, and comparing these ratios with \( \alpha \). ▶

Combining the hardness result of Theorem 5 together with the nonexistence result of Theorem 1 we get the following corollary, which is the main result of this section.
Corollary 6. For any integer \( d \geq 2 \) and rational \( \alpha \in [1, \alpha(d)) \), it is NP-complete to decide whether (weighted) polynomial congestion games of degree \( d \) have an \( \alpha \)-approximate PNE, where \( \alpha(d) = \tilde{\Omega}(\sqrt{d}) \) is the same as in Theorem 1.

Notice that, in the proof of Lemma 4 and Theorem 5, we constructed a polynomial-time reduction from Circuit Satisfiability to the problem of determining whether a given congestion game has an \( \alpha \)-PNE. Not only does this reduction map YES-instances of one problem to YES-instances of the other, but it also induces a bijection between the sets of satisfying assignments of a circuit \( C \) and \( \alpha \)-PNE of the corresponding game \( \hat{G}_C \). That is, this reduction is parsimonious. As a consequence, we can directly lift hardness of problems associated with counting satisfying assignments to Circuit Satisfiability into problems associated with counting equilibria in congestion games:

Corollary 7. Let \( k \geq 1 \) and \( d \geq 2 \) be integers and \( \alpha \in [1, \alpha(d)) \) where \( \alpha(d) = \tilde{\Omega}(\sqrt{d}) \) is the same as in Theorem 1. Then

\( \#P \)-hard to count the number of \( \alpha \)-approximate PNE of (weighted) polynomial congestion games of degree \( d \);

it is NP-hard to decide whether a (weighted) polynomial congestion game of degree \( d \) has at least \( k \) distinct \( \alpha \)-approximate PNE.

Proof. The hardness of the first problem comes from the \( \#P \)-hardness of the counting version of Circuit Satisfiability (see, e.g., [29, Ch. 18]). For the hardness of the second problem, it is immediate to see that the following problem is NP-complete, for any fixed integer \( k \geq 1 \): given a circuit \( C \), decide whether there are at least \( k \) distinct satisfying assignments for \( C \) (simply add “dummy” variables to the description of the circuit).

6 General Cost Functions

In this final section we leave the domain of polynomial latencies and study the existence of approximate equilibria in general congestion games having arbitrary (nondecreasing) cost functions. Our parameter of interest, with respect to which both our positive and negative results are going to be stated, is the number of players \( n \). We start by showing that \( n \)-PNE always exist:

Theorem 8. Every weighted congestion game with \( n \) players and arbitrary (nondecreasing) cost functions has an \( n \)-approximate PNE.

Proof. Fix a weighted congestion game with \( n \geq 2 \) players, some strategy profile \( s \), and a possible deviation \( s' \) of player \( i \). First notice that we can write the change in the cost of any other player \( j \neq i \) as

\[
C_j(s'_i, s_{-i}) - C_j(s) = \sum_{e \in E_j} c_e(x_e(s'_i, s_{-i})) - \sum_{e \in E_j} c_e(x_e(s))
\]

\[
= \sum_{e \in E_j \cap (S_i \setminus S_{-i})} [c_e(x_e(s'_i, s_{-i})) - c_e(x_e(s))]
\]

\[
+ \sum_{e \in E_j \cap (S_i \setminus S'_i)} [c_e(x_e(s'_i, s_{-i})) - c_e(x_e(s))]
\]

(9)
Furthermore, we can upper bound this by
\[
C_j(s'_i, s_{-i}) - C_j(s) \leq \sum_{c \in s_j \cap (s'_i) \cup s_{-i}} [c_e(x_c(s'_i, s_{-i})) - c_e(x_c(s))]
\leq \sum_{c \in s'_i} c_e(x_c(s'_i, s_{-i}))
= C_i(s'_i, s_{-i}),
\] (10)
the first inequality holding due to the fact that the second sum in (9) contains only nonpositive terms (since the latency functions are nondecreasing).

Next, define the social cost $C(s) = \sum_{i \in N} C_i(s)$. Adding the above inequality over all players $j \neq i$ (of which there are $n - 1$) and rearranging, we successively derive:
\[
\sum_{j \neq i} C_j(s'_i, s_{-i}) - \sum_{j \neq i} C_j(s) \leq (n - 1)C_i(s'_i, s_{-i})
\]
\[
(C(s'_i, s_{-i}) - C_i(s'_i, s_{-i})) - (C(s) - C_i(s)) \leq (n - 1)C_i(s'_i, s_{-i})
\]
\[
C(s'_i, s_{-i}) - C(s) \leq nC_i(s'_i, s_{-i}) - C_i(s).
\] (11)

We conclude that, if $s'_i$ is an $n$-improving deviation for player $i$ (i.e., $nC_i(s'_i, s_{-i}) < C_i(s)$), then the social cost must strictly decrease after this move. Thus, any (global or local) minimizer of the social cost must be an $n$-PNE (the existence of such a minimizer is guaranteed by the fact that the strategy spaces are finite).

The proof not only establishes the existence of $n$-approximate equilibria in general congestion games, but also highlights a few additional interesting features. First, due to the key inequality (11), $n$-PNE are reachable via sequences of $n$-improving moves, in addition to arising also as minimizers of the social cost function. These attributes give a nice "constructive" flavour to Theorem 8. Secondly, explicitly because social cost optima are $n$-PNE, the Price of Stability\(^5\) of $n$-PNE is optimal (i.e., equal to 1) as well. Another, more succinct way, to interpret these observations is within the context of approximate potentials (see, e.g., [6, 10, 9]); (11) establishes that the social cost itself is always an $n$-approximate potential of any congestion game.

Next, we design a family of games $G_n$ that do not admit $\Theta \left( \frac{m}{m^n} \right)$-PNE, thus nearly matching the upper bound Theorem 8. In the game $G_n$ there are $n = m + 1$ players $0, 1, \ldots, m$, where player $i$ has weight $w_i = \frac{1}{2^i}$. In particular, this means that for any $i \in \{1, \ldots, m\}$, $\sum_{k=1}^m w_k < w_{i-1} \leq w_0$. Furthermore, there are $2(m + 1)$ resources $a_0, a_1, \ldots, a_m, b_0, b_1, \ldots, b_m$, where resources $a_i$ and $b_i$ have the same cost function $c_i$ given by
\[
c_{a_0}(x) = c_{b_0}(x) = c_0(x) = \begin{cases} 1, & \text{if } x \geq w_0, \\ 0, & \text{otherwise}; \end{cases}
\]
and for all $i \in \{1, \ldots, m\}$,
\[
c_{a_i}(x) = c_{b_i}(x) = c_i(x) = \begin{cases} \frac{1}{\xi} \left( 1 + \frac{1}{\xi} \right)^{i-1}, & \text{if } x \geq w_0 + w_i, \\ 0, & \text{otherwise}. \end{cases}
\]
Where $\xi = \Phi_{n-1}$ is the positive solution of $(x + 1)^{n-1} = x^n$.\(^5\)

\(^5\) The Price of Stability (PoS) is a well-established and extensively studied notion in algorithmic game theory, originally studied in [2, 12]. It captures the minimum approximation ratio of the social cost between equilibria and the optimal solution (see, e.g., [7, 9]); in other words, it is the best-case analogue of the the Price of Anarchy (PoA) notion of Roughgarden and Papadimitriou [25].
The strategy set of player 0 and of all players \( i \in \{1, \ldots, m\} \) are, respectively,
\[
S_0 = \{\{a_0, \ldots, a_m\}, \{b_0, \ldots, b_m\}\}, \quad \text{and} \quad S_i = \{\{a_0, \ldots, a_{i-1}, b_i\}, \{b_0, \ldots, b_{i-1}, a_i\}\}.
\]

Analysing the costs of strategy profiles in \( G_n \) (see [8]) we get the following theorem.

**Theorem 9.** For any integer \( n \geq 2 \), there exist weighted congestion games with \( n \) players and general cost functions that do not have \( \alpha \)-approximate PNE for any \( \alpha < \Phi_{n-1} \), where \( \Phi_m \sim \frac{m}{\ln m} \) is the unique positive solution of \((x + 1)^m = x^{m+1} \).

Similar to the spirit of the rest of our paper so far, we’d like to show an NP-hardness result for deciding existence of \( \alpha \)-PNE for general games as well. We do exactly that in the following theorem, where now \( \alpha \) grows as \( \Theta(n) \). Again, we use the circuit gadget and combine it with the game from the previous nonexistence Theorem 9. The main difference to the previous reductions is that now \( n \) is part of the input. On the other hand we are not restricted to polynomial latencies, so we use step functions having a single breakpoint.

**Theorem 10.** Let \( \varepsilon > 0 \), and let \( \alpha : \mathbb{N}_{\geq 2} \rightarrow \mathbb{Q} \) be any (polynomial-time computable) sequence such that \( 1 \leq \alpha(n) < \frac{\Phi_{n-1}}{1+\varepsilon} = \tilde{\Theta}(n) \), where \( \Phi_m \sim \frac{m}{\ln m} \) is the unique positive solution of \((x + 1)^m = x^{m+1} \). Then, it is NP-complete to decide whether a (weighted) congestion game with \( n \) players has an \( \tilde{\alpha}(n) \)-approximate PNE.

## 7 Discussion and Future Directions

In this paper we showed that weighted congestion games with polynomial latencies of degree \( d \) do not have \( \alpha \)-PNE for \( \alpha < \alpha(d) = \Omega\left(\frac{\sqrt{d}}{\ln d}\right) \). For general cost functions, we proved that \( n \)-PNE always exist whereas \( \alpha \)-PNE in general do not, where \( n \) is the number of players and \( \alpha < \Phi_{n-1} = \Theta\left(\frac{\ln n}{n}\right) \). We also transformed the nonexistence results into complexity-theoretic results, establishing that deciding whether such an \( \alpha \)-PNE exist is itself an NP-hard problem.

We now identify two possible directions for follow-up work. A first obvious question would be to reduce the nonexistence gap between \( \Omega\left(\frac{\sqrt{d}}{\ln d}\right) \) (derived in Theorem 1 of this paper) and \( d \) (shown in [3]) for polynomials of degree \( d \); similarly for the gap between \( \Theta\left(\frac{\ln n}{n}\right) \) (Theorem 9) and \( n \) (Theorem 8) for general cost functions and \( n \) players. Notice that all current methods for proving upper bounds (i.e., existence) are essentially based on potential function arguments; thus it might be necessary to come up with novel ideas and techniques to overcome the current gaps.

A second direction would be to study the complexity of finding \( \alpha \)-PNE, when they are guaranteed to exist. For example, for polynomials of degree \( d \), we know that \( d \)-improving dynamics eventually reach a \( d \)-PNE [3], and so finding such an approximate equilibrium lies in the complexity class PLS of local search problems (see, e.g., [24, 33]). However, from a complexity theory perspective the only known lower bound is the PLS-completeness of finding an exact equilibrium for unweighted congestion games [14] (and this is true even for \( d = 1 \), i.e., affine cost functions; see [1]). On the other hand, we know that \( d^{O(d)} \)-PNE can be computed in polynomial time (see, e.g., [5, 18, 15]). It would be then very interesting to establish a “gradation” in complexity (e.g., from NP-hardness to PLS-hardness to P) as the parameter \( \alpha \) increases from 1 to \( d^{O(d)} \).
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Abstract

Edge connectivity of a graph is one of the most fundamental graph-theoretic concepts. The celebrated tree packing theorem of Tutte and Nash-Williams from 1961 states that every \( k \)-edge connected graph \( G \) contains a collection \( T \) of \( \lfloor k/2 \rfloor \) edge-disjoint spanning trees, that we refer to as a tree packing; the diameter of the tree packing \( T \) is the largest diameter of any tree in \( T \). A desirable property of a tree packing for leveraging the high connectivity of a graph in distributed communication networks, is that its diameter is low. Yet, despite extensive research in this area, it is still unclear how to compute a tree packing of a low-diameter graph \( G \), whose diameter is sublinear in \( |V(G)| \), or, alternatively, how to show that such a packing does not exist.

In this paper, we provide first non-trivial upper and lower bounds on the diameter of tree packing. We start by showing that, for every \( k \)-edge connected \( n \)-vertex graph \( G \) of diameter \( D \), there is a tree packing \( T \) containing \( \Omega(\frac{k}{\log n}) \) trees, of diameter \( O((101k \log n)^D D) \), with edge-congestion at most 2.

Karger’s edge sampling technique demonstrates that, if \( G \) is a \( k \)-edge connected graph, and \( G[p] \) is a subgraph of \( G \) obtained by sampling each edge of \( G \) independently with probability \( p = \Theta(\log n/k) \), then with high probability \( G[p] \) is connected. We extend this result to show that the diameter of \( G[p] \) is bounded by \( O(k D(D+1)/2) \) with high probability. This immediately gives a tree packing of \( \Omega(k/\log n) \) edge-disjoint trees of diameter at most \( O(k D(D+1)/2) \). We also show that these two results are nearly tight for graphs with a small diameter: we show that there are \( k \)-edge connected graphs of diameter \( 2D \), such that any packing of \( k/\alpha \) trees with edge-congestion \( \eta \) contains at least one tree of diameter \( \Omega((k/(2\alpha\eta D))^D) \), for any \( k, \alpha \) and \( \eta \). Additionally, we show that if, for every pair \( u,v \) of vertices of a given graph \( G \), there is a collection of \( k \) edge-disjoint paths connecting \( u \) to \( v \), of length at most \( D \) each, then we can efficiently compute a tree packing of size \( k \), diameter \( O(D \log n) \), and edge-congestion \( O(\log n) \). Finally, we provide several applications of low-diameter tree packing in the distributed settings of network optimization and secure computation.
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1 Introduction

Edge connectivity of a graph is one of the most basic graph theoretic parameters, with various applications to network reliability and information dissemination. A key tool for leveraging high edge connectivity of a given graph is 
tree packing
: a large collection of spanning trees that are (nearly) edge-disjoint. A celebrated result of Tutte [24] and Nash-Williams [19] shows that for every \( k \)-edge connected graph, there is a tree packing \( T \) containing \( \lfloor k/2 \rfloor \) edge-disjoint trees. This beautiful theorem has numerous algorithmic applications, but unfortunately it provides no guarantee on the diameter of the individual trees in \( T \). In the worst case, trees in \( T \) may have diameter that is as large as \( \Omega(|V(T)|) \), even if the diameter of the original graph is very small. Given a graph \( G \) and a collection \( T \) of trees in \( G \), we say that the trees in \( T \) are edge-disjoint iff every edge of \( G \) lies in at most one tree of \( T \), and we say that they cause edge-congestion \( \eta \) iff every edge of \( G \) lies in at most \( \eta \) trees of \( T \). The diameter of a tree-packing \( T \) is the maximum diameter of any tree in \( T \).

The diameter of a graph is a central graph measure that determines the round complexity of distributed algorithms for various central graph problems, including minimum spanning tree, global minimum cut, shortest \( s-t \) path, and so on. All these problems admit a trivial lower bound of \( \Omega(D) \) for the round complexity (where \( D \) is the diameter of the graph), and in fact a stronger lower bound of \( \Omega(D + \sqrt{n}) \), which is almost tight for general \( n \)-vertex graphs, that was shown by Das-Sarma et al. [23]. Despite attracting a significant amount of attention over the last decade (see e.g., [22, 10, 18, 2, 3, 16, 6, 1, 5, 4]), algorithms that exploit large edge connectivity of the input graph in the distributed setting are quite rare. The only examples that we are aware of are recent algorithms for minimum cut by Daga et al. [4] and by Ghaffari et al. [11].

Censor-Hillel et al. [2] presented several distributed algorithms, that, given a \( k \)-edge connected \( n \)-vertex graph of diameter \( D \), computes a fractional tree packing of \( \Omega(k/\log n) \) trees that are fractionally edge-disjoint\(^1\) in \( \tilde{O}(D + \sqrt{n}) \) rounds. These trees have been used to parallelize the flow of information, obtaining nearly optimal throughput for store-and-forward algorithms\(^2\). However, as these trees might have diameter as large as \( \Omega(n) \) in the worst case, it is not clear how to use them in order to improve the round complexity of the problem at hand, as opposed to improving the throughput. In particular, in terms of optimizing the number of communication rounds, it may still be preferable to send the entire information over a single BFS tree rather than spreading it over many trees of potentially large diameter.

The problem of computing a low-diameter tree packing was studied later by Ghaffari [6] from the perspective of optimization. Specifically, he studied the multi-message broadcast problem, where a designated source vertex is required to send \( k \) messages to all other nodes in the network. Denoting by \( \text{OPT}(G) \) the minimum number of rounds required for the broadcast on an input graph \( G \), he constructed a tree packing of size \( k \), where both the diameter and the congestion are bounded by \( \tilde{O}(\text{OPT}(G)) \). While this approach provides a nearly optimal broadcast scheme, it does not provide absolute upper bounds on the diameter of the tree packing, and moreover, the congestion caused by the tree packing can be large.

---

\(^1\) In the fractional setting, each tree \( T \) in the packing has a weight \( w(T) \) and for each edge \( e \), the sum of weights of all trees that contain \( e \) is at most 1.

\(^2\) In this class of algorithms, the nodes can only forward the messages they receive (e.g., network coding is not allowed).
A recent work of Ghaffari and Kuhn [10] provides the following negative result for packing low-diameter trees into a graph: they show that for any large enough $n$ and any $k \geq 1$, there is a $k$-edge-connected $n$-vertex graph of diameter $\Theta(\log n)$, such that, in any partitioning of the graph into spanning subgraphs, all but $O(\log n)$ of the subgraphs have diameter $\Omega(n/k)$. In light of this result, it is natural to consider the following key question:

1. Is it possible to compute a tree packing whose diameter is strongly sublinear in $|V(G)|$, provided that the diameter of the input graph $G$ is sublogarithmic in $|V(G)|$?

Our second key question aims at crystallizing the main challenge to computing low-diameter tree packing. So far, we have compared the diameter of the tree packing to the diameter of the original graph. However, as observed above, the results of [10] indicate that there may be a large gap between these two measures, even for graphs whose diameter is logarithmic in $n$. A more natural reference point is the following. We say that a graph $G$ is $(k,D)$-connected, iff for every pair $u,v \in V(G)$ of distinct vertices, there are $k$ edge-disjoint paths connecting $u$ to $v$ in $G$, such that the length of each path is bounded by $D$. Clearly, if there is a tree packing of edge-disjoint trees of diameter at most $D$ into $G$, then $G$ must be $(k,D)$-connected. The question is whether the reverse is also true, if we allow a small congestion and a small slack in the diameter of the trees. The celebrated result of Tutte and Nash-Williams shows that, if every pair of vertices in $G$ has $k$ edge-disjoint paths connecting them, then there are $\lfloor k/2 \rfloor$ edge-disjoint spanning trees in $G$. However, this result is not length-preserving, in the sense that the tree paths may be much longer than the original paths connecting pairs of vertices. Our goal is then to provide such a length-preserving transformation from collections of short edge-disjoint paths connecting pairs of nodes in $G$ to a low-diameter tree packing.

2. Given a $(k,D)$-connected graph $G$, can one obtain a tree packing of $\tilde{\Omega}(k)$ trees of diameter $\tilde{O}(D)$ into $G$, with small edge-congestion?

In this paper, we address both questions. For the first question, we show two efficient algorithms, that, given a $k$-edge connected $n$-vertex graph $G$ of diameter at most $D$, construct a low-diameter tree packing. We complement this result by an almost matching lower bound. We address the second question by providing an efficient algorithm, that, given a $(k,D)$-connected graph $G$, computes a collection of $k$ spanning trees of diameter at most $O(D \log n)$ each, that cause edge-congestion of $O(\log n)$.

Our Results

Our graph-theoretic results consider two main settings: in the first setting, the input graph is $k$-edge connected, and has diameter at most $D$; in the second setting, the input graph is $(k,D)$-connected. We only consider unweighted graphs, that is, all edge lengths are unit. Graphs are allowed to have parallel edges, unless we explicitly state that the graph is simple. Throughout the paper, we use the term efficient algorithm to refer to a sequential algorithm whose running time is polynomial in its input size.

Packing Trees into Low-Diameter Graphs. We prove the following two theorems that allow us to pack low-diameter trees into low-diameter graphs.

\textbf{Theorem 1.} There is an efficient randomized algorithm, that, given any positive integers $D,n,k$, and an $n$-vertex $k$-edge-connected graph $G$ of diameter at most $D$, computes a collection $T' = \{T'_1, \ldots, T'_{\lfloor k/2 \rfloor} \}$ of $\lfloor k/2 \rfloor$ spanning trees of $G$, such that each edge of $G$ appears in at most two of the trees in $T'$, and, with high probability, each tree $T'_i \in T'$ has diameter $O((10k \ln n)^D)$.
As we show later, the diameter bound of Theorem 1 is close to the best possible. Unfortunately, the trees in the packing provided by Theorem 1 may share edges. Next, we generalize the classical result of Karger [14] to obtain a packing of completely edge-disjoint trees of small diameter, in the following theorem.

- **Theorem 2.** There is an efficient randomized algorithm that, given an \( n \)-vertex \( k \)-edge-connected graph \( G \) of diameter at most \( D \), such that \( k > 1000 \ln n \), computes a collection \( \{T_1, \ldots, T_r\} \) of \( r = \Omega(k/\ln n) \) edge-disjoint spanning trees of \( G \), such that with probability \( 1 - 1/\text{poly}(n) \), each resulting tree \( T_i \) has diameter \( O(k^{D/(D+1)/2}) \).

We note that while the diameter bound in Theorem 2 is slightly weaker than that obtained in Theorem 1, and the number of the spanning trees is somewhat lower, its advantage is that the resulting trees are guaranteed to be edge-disjoint. Moreover, the algorithm in Theorem 2 is very simple: we construct \( r \) graphs \( G_1, \ldots, G_r \), with \( V(G_i) = V(G) \) for all \( i \), by sampling every edge of \( G \) into one of these graphs independently. We then compute a spanning tree \( T_i \) in each such graph \( G_i \), and show that its diameter is suitably bounded. As such, this algorithm is easy to use in the distributed setting.

Lastly, we show that our upper bounds are close to the best possible if \( k \gg D \), by proving the following lower bound.

- **Theorem 3.** For all positive integers \( n, k, D, \eta, \alpha \) such that \( k/(4D\eta) \) is an integer and \( n \geq 3k \cdot \left(\frac{k}{2D\eta}\right)^D \), there exists a \( k \)-edge connected simple graph \( G \) on \( n \) vertices of diameter at most \( 2D + 2 \), such that, for any collection \( T = \{T_1, \ldots, T_{k/\alpha}\} \) of \( k/\alpha \) spanning trees of \( G \) that causes edge-congestion at most \( \eta \), some tree \( T_i \in T \) has diameter at least \( \frac{1}{4} \cdot \left(\frac{k}{2D\eta}\right)^D \).

Note that, in particular, any collection \( T \) of \( \Omega(k) \) trees that are either edge-disjoint, or cause a constant edge-congestion, must contain a tree of diameter \( \Omega\left(\frac{k}{D}\right)^D \) for some constant \( c \). Even if we are willing to allow a polylogarithmic edge-congestion, and to settle for \( \Theta(k/\text{poly log } n) \) trees, at least one of the trees must have diameter \( \Omega\left(\frac{k}{D\text{poly log } n}\right)^D \).

Moreover, we show that the lower bound from Theorem 3 continues to hold even for the weaker notion of edge-independent trees\(^3\), introduced in [12].

### Packing Trees into \((k, D)\)-Connected Graphs.

We next consider \((k, D)\)-connected graphs and show an algorithm that computes a tree packing, that is near-optimal in both the number of trees and in the diameter.

- **Theorem 4.** There is an efficient randomized algorithm, that, given any positive integers \( D, k, n \) with \( k \leq n \), and a \((k, D)\)-connected \( n \)-vertex graph \( G \), computes a collection \( T = \{T_1, \ldots, T_k\} \) of \( k \) spanning trees of \( G \), such that, for each \( 1 \leq \ell \leq k \), tree \( T_i \) has diameter at most \( O(D \log n) \), and with probability at least \( 1 - 1/\text{poly}(n) \), each edge of \( G \) appears in \( O(\log n) \) trees of \( T \).

### Improved Distributed Algorithms for Highly Connected Graphs.

We present several applications of low-diameter tree packing in the standard CONGEST model of distributed computation [21]. By the proof of Theorem 2 and the \( O(\log n) \)-approximation algorithm for edge connectivity by [10], we obtain the following result.

\(^3\) A collection \( T \) of spanning trees is edge-independent, iff all trees in \( T \) are rooted at the same vertex \( v^* \), and for every vertex \( v \in V(G) \), if we denote by \( T(v) \) the collection of paths that contains, for each tree \( T \in T \), the unique path connecting \( v \) to \( v^* \) in \( T \), then all paths in \( T(v) \) are edge-disjoint.
Theorem 5. There is a randomized distributed algorithm, that, given an \( n \)-vertex graph \( G \) of constant diameter \( D = O(1) \) and an integer \( \lambda \), with high probability solves the problem of \( O(\log n) \)-approximate verification of \( \lambda \)-edge connectivity in \( G \) in \( \text{poly}(\lambda \cdot \log n) \) rounds.

This improves upon the state of the art bound of \( O(\sqrt{n}) \) for graphs with constant diameter \( D \geq 3 \), and \( \lambda \leq n^c \) for some positive constant \( c < 1/(2D^2) \). From now on, we restrict our attention to \( k \)-edge connected graphs with a constant diameter \( D = O(1) \). We employ the modular approach for distributed optimization introduced by Ghaffari and Haeupler in [8] which is based on the notion of low-congestion shortcuts. Roughly speaking, these shortcuts augment vertex-disjoint connected subgraphs by adding nearly-edge disjoint subsets of “shortcut” edges (that is, edges that reduce the diameter of each subgraph). Using our tree packing construction, we provide improved shortcuts for highly connected graphs of small diameter. This immediately leads to \( o(\sqrt{n}) \)-round algorithms for several classical graph problems. For example, we prove the following:

Theorem 6. There is a randomized distributed algorithm, that, given a \( k \)-edge connected weighted \( n \)-vertex graph \( G \) of diameter \( D \), such that the nodes know an \( O(\log n) \) approximation of \( k \), computes an MST of \( G \) in \( \tilde{O}(\min\{\sqrt{n}/k + n^{D/(2D+1)}, n/k\}) \) rounds with high probability.

If the nodes do not know an \( O(\log n) \)-approximation of the value of \( k \), then such an approximation can be computed in \( \text{poly}(k \log n) \) rounds for \( D = O(1) \) using Theorem 5, w.h.p. For general graphs (of an arbitrary connectivity) with diameter \( D = 3, 4 \), Kitamura et al. [15] showed nearly optimal constructions of MST’s (based on shortcuts) with round complexities of \( \tilde{O}(n^{1/4}) \) and \( \tilde{O}(n^{1/3}) \) respectively. Turning to lower bounds, we slightly modify the construction of Lotker et al. [17] to obtain a lower bound of \( \Omega((n/k)^{1/3}) \) rounds for computing an MST in \( k \)-edge connected graphs of diameter 4, assuming that \( k = O(n^{1/4}) \).

Finally, we consider the basic task of information dissemination, where a given source vertex \( s \) is required to send \( N \) bits of information to the designated target vertex \( t \) in a \( k \)-edge connected \( n \)-vertex graph. This problem was first addressed in [10], who showed a lower bound of \( \Omega(\min\{N/\log^2 n, n/k\}) \) rounds, provided that the diameter of the graph is \( \Theta(\log n) \). Using our low-diameter tree packing we obtain the first improved upper bounds for sublogarithmic diameter. We also show a new lower bound for simple store-and-forward algorithms, for the regime where \( D = o(\log n) \).

Theorem 7. There is a randomized distributed algorithm, that, given any \( k \)-edge connected \( n \)-vertex graph \( G \) of diameter \( D \) with a source vertex \( s \) and a destination vertex \( t \), sends an input sequence of \( N \) bits from \( s \) to \( t \). The number of rounds is bounded by \( \tilde{O}(N^{1-1/(D+1)} + N/k) \) with high probability.

In addition, for all integers \( n, N, D \) and \( k \leq n \), there exists a \( k \)-edge connected \( n \)-vertex graph \( G = (V, E) \) of diameter \( 2D \), and a pair \( s, t \) of its vertices, such that sending \( N \) bits from \( s \) to \( t \) in a store-and-forward manner requires at least \( \Omega(\min\{(N/(D \log n))^{1-1/(D+1)} + N/k + N/k + D\}) \) rounds.

Applications to Secure Distributed Computation. Recently, Parter and Yogev [20] presented a general simulation result that converts any non-secure distributed algorithm to an equivalent secure algorithm, while paying a small overhead in the number of rounds. This transformation is based on the combinatorial graph structure of low-congestion cycle cover, namely, a collection of nearly edge-disjoint short cycles that cover all edges in the graph. The security provided by [20] was limited to adversaries who can manipulate at most one edge of the graph in a given round; in fact if the graph is only 2-edge connected, no stronger
security guarantees, in terms of the number of edges that an adversary is allowed to corrupt is possible. In this paper we provide technical tools for handling stronger adversaries, who collude with \( f(k) \) edges in a \( k \)-edge connected graph in each given round. In order to do so, we define a stronger variant of cycle cover that is adapted to the highly connected setting. This generalization is formalized by the notion of \( k \)-connected cycle cover, in which each edge in the graph is covered by \( k \) almost-disjoint cycles. Our key contribution is an algorithm that transforms any tree packing with \( k \) trees of diameter \( D \) into a \((k-1)\)-connected cycle cover with cycle length \( O(D \log n) \) and congestion \( \tilde{O}(k \log n) \). This yields a simple secure simulation of distributed algorithms in the presence of an adversary who colludes with \( O(k/\log n) \) edges of the graph in each round\(^4\). Finally, we also use low-diameter tree packing to provide a simple store-and-forward algorithm for the problem of secure broadcast.

Organization. We provide the proof of Theorem 1 in Section 2, the proof of Theorem 2 in Section 3, the proof of Theorem 3 in Section 4, and the proof of Theorem 4 in Section 5. We discuss applications of our graph theoretic results to distributed computation in Section 6. Lastly, we discuss open problems in Section 7. Due to lack of space, some of the proofs are only sketched; the full formal proofs are deferred to the full version of the paper.

2 Low-Diameter Tree Packing with Small Edge-Congestion: Proof of Theorem 1

We start by showing that, if we are given a graph \( G \), and a collection \( \{T_1, \ldots, T_k\} \) of edge-disjoint spanning trees of \( G \), such that the diameter of the tree \( T_k \) is at most \( 2D \) (but other trees may have arbitrary diameters), then we can efficiently compute another collection \( \{T'_1, \ldots, T'_{k-1}\} \) of edge-disjoint spanning trees of \( G \), such that the diameter of each resulting tree \( T'_i \) is bounded by \( O((101k \ln n)^D) \) with high probability.

- Theorem 8. There is an efficient randomized algorithm, that, given any positive integers \( D, k, n \), an \( n \)-vertex graph \( G \), and a collection \( \{T_1, \ldots, T_k\} \) of \( k \) spanning trees of \( G \), such that the trees \( T_1, \ldots, T_{k-1} \) are edge-disjoint, and the diameter of \( T_k \) is at most \( 2D \), computes a collection \( \{T'_1, \ldots, T'_{k-1}\} \) of edge-disjoint spanning trees of \( G \), such that, with probability at least \( 1 - 1/\text{poly}(n) \), for each \( 1 \leq i \leq k-1 \), the diameter of tree \( T'_i \) is bounded by \( O((101k \ln n)^D) \).

Theorem 1 easily follows by combining Theorem 8 with the results of Kaiser [13], who gave a short elementary proof of the tree-packing theorem of Tutte [24] and Nash-Williams [19]. His proof directly translates into an efficient algorithm, that, given a \( k \)-edge connected graph \( G \), computes a collection of \( \lfloor k/2 \rfloor \) edge-disjoint spanning trees of \( G \). In order to complete the proof of Theorem 1, we use the algorithm of Kaiser [13] to compute an arbitrary collection \( \mathcal{T} = \{T_1, \ldots, T_{\lfloor k/2 \rfloor}\} \) of edge-disjoint spanning trees of \( G \), and compute another arbitrary BFS tree \( T^* \) of \( G \). Since the diameter of \( G \) is at most \( D \), the diameter of \( T^* \) is at most \( 2D \). We then apply Theorem 8 to the collection \( \{T_1, \ldots, T_{\lfloor k/2 \rfloor}, T^*\} \) of spanning trees, to obtain another collection \( \mathcal{T}' = \{T'_1, \ldots, T'_{\lfloor k/2 \rfloor}\} \) of spanning trees, such that each edge of \( G \) belongs to at most 2 trees of \( \mathcal{T}' \), and with high probability, the diameter of each tree in \( \mathcal{T}' \) is at most \( O((101k \ln n)^D) \). We note that, since we allow parallel edges, the trees in the set \( \{T_1, \ldots, T_{\lfloor k/2 \rfloor}, T^*\} \) are edge-disjoint in graph \( G \cup E(T^*) \).

\(^4\) We note that an adversary may choose a different set of \( O(k/\log n) \) edges to listen to or to corrupt in each round.
The main technical tool that we use in order to prove of Theorem 8 is the following theorem, that allows one to “fix” a diameter of a connected graph using a low-diameter tree.

**Theorem 9.** Let $H$ be a connected graph with $|V(H)| \leq n$, and let $T$ be a rooted tree of depth $D$, such that $V(T) = V(H)$. For a real number $0 < p < 1$, let $R$ be a random subset of the edges of $T$, where each edge $e \in E(T)$ is added to $R$ independently with probability $p$. Then with probability at least $1 - \frac{D}{np}$, the diameter of the graph $H \cup R$ is at most $(\frac{101 \ln n}{p})^D$.

Theorem 8 easily follows from Theorem 9: For each $1 \leq i < k$, we construct a graph $G_i$ as follows. Start with $G_i = T_i$ for all $1 \leq i \leq k$. Compute a random partition $E_1, \ldots, E_{k-1}$ of the edges of $E(T_k)$, by adding each edge $e \in E(T_k)$ to a set $E_i$ chosen uniformly at random from $\{E_1, \ldots, E_{k-1}\}$ independently from other edges. Using Theorem 9 with $p = 1/(k-1)$, it is immediate to see that with high probability, the diameter of each resulting graph $G_i$ is bounded by $O((101k \ln n)^D)$. We then let $T'_i$ be a BFS tree of graph $G_i$, rooted at an arbitrary vertex. In order to complete the proof of Theorem 1, it is now enough to prove Theorem 9.

**Proof of Theorem 9.** Recall that we are given a connected graph $H$ with $|V(H)| \leq n$, and a rooted tree $T$ of depth $D$, such that $V(T) = V(H)$, together with a parameter $0 < p < 1$. We let $R$ be a random subset of $E(T)$, where each edge $e \in E(T)$ is added to $R$ independently with probability $p$. Our goal is to show that the diameter of the graph $H \cup R$ is at most $(\frac{101 \ln n}{p})^D$ with probability at least $1 - \frac{D}{np}$. Denote $V = V(H) = V(T)$. For each $0 \leq i \leq D$, let $V_i$ be the set of nodes lying at level $i$ of the tree $T$ (that is, at distance $i$ from the tree root), and denote $V_{\leq i} = \bigcup_{i=0}^{i} V_i$. Let $H' = H \cup R$.

We say that a node $x \in V$ is good if either (i) $x \in V_{\leq D-1}$; or (ii) $x \in V_D$, and there is an edge in $R$ connecting $x$ to a node in $V_{D-1}$. We assume that $V = \{v_1, \ldots, v_n\}$, where the vertices are indexed in an arbitrary order. Given an ordered pair $(x, x')$ of vertices in $H$, and a path $P$ connecting $x$ to $x'$, let $\sigma(P)$ be a sequence of vertices that lists all the vertices appearing on $P$ in their natural order, starting from vertex $x$ (so in a sense, we think of $P$ as a directed path). For an ordered pair $(x, x') \in V$ of vertices, let $P_{x,x'}$ be shortest path connecting $x$ to $x'$ in $H$, and among all such paths $P$, choose the one whose sequence $\sigma(P)$ is smallest lexicographically. Observe that $P_{x,x'}$ is unique, and, moreover, if some pair $u, u'$ of vertices lie on $P_{x,x'}$, with $u$ lying closer to $x$ than $u'$ on $P_{x,x'}$, then the sub-path of $P_{x,x'}$ from $u$ to $u'$ is precisely $P_{u,u'}$.

Let $M = \frac{50 \ln n}{p}$. For a pair $x, x'$ of vertices of $V$, we let $B(x, x')$ be the bad event that length of $P_{x,x'}$ is greater than $M$ and there is no good internal node on $P_{x,x'}$. Notice that event $B(x, x')$ may only happen if every inner vertex on $P_{x,x'}$ lies in $V_D$, and for each such vertex, the unique edge of $T$ that is incident to it was not added to $R$. Therefore, the probability that event $B(x, x')$ happens for a fixed pair $x, x'$ of vertices is at most $(1-p)^{M} = (1-p)^{\frac{50 \ln n}{p}} \leq n^{-50}$. Let $B$ be the bad event that $B(x, x')$ happens for some pair $x, x' \in V$ of nodes. From the union bound over all pairs of nodes in $V$, the probability of $B$ is bounded by $n^{-48}$.

Recall that $H$ is a subgraph of $H'$ and $\text{dist}_{H'}(\cdot, \cdot)$ is the shortest-path distance metric on $H$. We use the following immediate observation.

**Observation 10.** If the event $B$ does not happen, then for every node $x \in V$, there is a good node $x' \in V$ such that $\text{dist}_{H}(x, x') \leq M$. 
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We prove Theorem 9 by induction on $D$. The base of the induction is when $D = 1$. In this case, $T$ is a star graph. Let $c$ denote the vertex that serves as the center of the star. For any pair $x_1, x_2 \in V$ of vertices, we denote by $x'_1$ the good node that is closest to $x_1$ in $H$, and we define $x'_2$ similarly for $x_2$. Notice that, from the definition of good vertices, either $x'_1 = c$, or it is connected to $c$ by an edge of $R$, and the same holds for $x'_2$. Therefore, $\text{dist}_H(x'_1, x'_2) \leq 2$ must hold. If the event $B$ does not happen, then, since $H$ is a subgraph of $H'$, $\text{dist}_H(x_1, x_2) \leq \text{dist}_H(x'_1, x'_2) + \text{dist}_H(x_2, x'_2) \leq \text{dist}_H(x_1, x'_1) + \text{dist}_H(x'_1, x'_2) + \text{dist}_H(x_2, x'_2) \leq 2M + 2 \leq \frac{101}{p} \ln n$. Therefore, with probability at least $1 - n^{-48}$, $\text{dist}_H(x_1, x_2) \leq \frac{101}{p} \ln n$.

Assume now that Theorem 9 holds for every connected graph $H$ and every tree $T$ of depth at most $D - 1$, with $V(T) = V(H)$. Consider now some connected graph $H$, and a rooted tree $T$ of depth $D$, with $V(T) = V(H)$. We partition the edges of $E(T)$ into two subsets: set $E_1$ contains all edges incident to the vertices of $V_D$, and set $E_2$ contains all remaining edges. Let $E'_1 = E_1 \cap R$, and let $E'_2 = E_2 \cap R$. Notice that the definition of good vertices only depends on the edges of $E'_1$, and so the event $B$ only depends on the random choices made in selecting the edges of $E'_1$, and is independent from the random choices made in selecting the edges of $E'_2$.

Let $L$ be a subgraph of $H'$, obtained by starting with $L = H$, and then adding all edges of $E'_1$ to the graph. Finally, we define a new graph $\hat{H}$, whose vertex set is $V_{\leq D - 1}$, and there is an edge between a pair of nodes $w, w'$ in $\hat{H}$ iff the distance between $w$ and $w'$ in $L$ is at most $M + 2$. We also let $\hat{T}$ be the tree obtained from $T$, by discarding from it all vertices of $V_D$ and all edges incident to vertices of $V_D$. Observe that $V(\hat{H}) = V(\hat{T}) = V_{\leq D - 1}$. The idea is to use the induction hypothesis on the graph $\hat{H}$, together with the tree $\hat{T}$. In order to do so, we need to prove that $\hat{H}$ is a connected graph, which we do next.

**Observation 11.** If the event $B$ does not happen, then graph $\hat{H}$ is connected.

**Proof.** Assume that the event $B$ does not happen, and assume for contradiction that graph $\hat{H}$ is not connected. Let $C = \{C_1, \ldots, C_r\}$ be the set of all connected components of graph $\hat{H}$. For every pair $C_i, C_j$ of distinct components of $C$, consider the set $\mathcal{P}_{i,j} = \{P_{x,x'} \mid x \in V(C_i), x' \in V(C_j)\}$ of paths (recall that $P_{x,x'}$ is the shortest path connecting $x$ to $x'$ in $H$ with $\sigma(P_{x,x'})$ lexicographically smallest among all such paths). We let $P_{i,j}$ be a shortest path in $\mathcal{P}_{i,j}$. Choose two distinct components $C_i, C_j \in C$, whose path $P_{i,j}$ has the shortest length, breaking ties arbitrarily. Assume that $P_{i,j}$ connects a vertex $v \in C_i$ to a vertex $u \in C_j$, so $P_{i,j} = P_{v,u}$. Recall that $H \subseteq L$, and so the path $P_{i,j}$ is contained in graph $L$. Since we did not add edge $(u, v)$ to $\hat{H}$, the length of $P_{i,j}$ is greater than $M + 2$. Since we have assumed that event $B$ does not happen, there is at least one good inner vertex on path $P_{i,j}$. Let $X$ be the set of all good vertices that serve as inner vertices of $P_{i,j}$.

We first show that for each $x \in X$, $x \notin V(\hat{H})$ must hold. Indeed, assume for contradiction that $x \in V(\hat{H})$, so $x$ belongs to some connected component of $V(\hat{H})$. Assume first that $x \in V(C_i)$. Recall that the sub-path of $P_{i,j}$ from $x$ to $u$ is precisely $P_{x,u}$, so this path lies in $\mathcal{P}_{i,j}$. But its length is less than the length of $P_{i,j}$, contradicting the choice of $P_{i,j}$. Otherwise, $x$ belongs to some connected component $C_\ell$ of $C$ with $\ell \neq i$. The sub-path of $P_{i,j}$ from $v$ to $x$ is precisely $P_{v,x}$, so this path must lie in $\mathcal{P}_{i,\ell}$. Since its length is less than the length of $P_{i,j}$, this contradicts the choice of the components $C_i, C_j$. We conclude that $x \notin V(\hat{H})$.

Since $V(\hat{H})$ contains all vertices of $V_{\leq D - 1}$, and every vertex in $X$ is a good vertex, it must be the case that $X \subseteq V_D$. Consider again some vertex $x \in X$. Since $x$ is a good vertex and $x \in V_D$, there must be an edge $e_x = (x, x') \in E'_1$, connecting $x$ to some vertex $x' \in V_{\leq D - 1}$. In particular, $x'$ must belong to some connected component of $C$, and the edge $e_x$ lies in
Consider now the tree $\hat{T}$ and the graph $\hat{H}$. Recall that $\hat{T}$ is a rooted tree of depth $D - 1$, $V(\hat{T}) = V(\hat{H})$, $|V(\hat{H})| \leq |V(H)| \leq n$, and, assuming the event $B$ did not happen, $\hat{H}$ is a connected graph. Moreover, set $E'_2$ of edges is a subset of $E(\hat{T}) = E_2$, obtained by adding every edge of $E(\hat{T})$ to $E'_2$ with probability $p$, independently from other edges. Therefore, assuming that event $B$ did not happen, we can use the induction hypothesis on the graph $H$, the tree $\hat{T}$, and the set $E'_2$ of edges as $R$. Let $B'$ be the bad event that the diameter of $\hat{H} \cup E'_2$ is greater than $\left(\frac{101 \ln n}{p}\right)^{D-1}$. Note that the event $B'$ only depends on the random choices made in selecting the edges of $E'_2$. From the induction hypothesis, the probability that $B'$ happens is at most $\frac{D - 1}{\eta^{n/2}}$.

Lastly, we show that, if neither of the events $B, B'$ happens, then $\text{diam}(H') \leq \left(\frac{101 \ln n}{p}\right)^D$.

\textbf{Observation 12.} If neither of the events $B, B'$ happens, then $\text{diam}(H') \leq \left(\frac{101 \ln n}{p}\right)^D$.

\textbf{Proof.} Consider any pair $x_1, x_2 \in V$ of vertices. It is sufficient to show that, if events $B, B'$ do not happen, then $\text{dist}_{H'}(x_1, x_2) \leq \left(\frac{101 \ln n}{p}\right)^D$.

Let $x'_1$ be a good node in $V(H)$ that is closest to $x_1$, and define $x'_2$ similarly for $x_2$. From Observation 10, $\text{dist}_H(x_1, x'_1) \leq M$. If $x'_1 \in V_{\leq D-1}$, then we define $x''_1 = x'_1$, otherwise we let $x''_1$ be the node of $V_{D-1}$ that is connected to $x'_1$ by an edge of $E'_1$, and we define $x''_2$ similarly for $x_2$. Therefore, $x''_1, x''_2 \in V_{\leq D-1} = V(\hat{H})$, and, assuming event $B$ does not happen, $\text{dist}_H(x_1, x''_1) \leq M + 1$, and $\text{dist}_H(x_2, x''_2) \leq M + 1$. Since we have assumed that the bad event $B'$ does not happen, $\text{dist}_{\hat{H} \cup E'_2}(x''_1, x''_2) \leq \left(\frac{101 \ln n}{p}\right)^{D-1}$. Recall that for every edge $e = (u, v) \in \hat{H} \cup E'_2$, if $e \in E'_2$ then $e \in E(H')$; otherwise, $e \in E(\hat{H})$, and there is a path in graph $H \cup E'_1$ of length at most $M + 2$ connecting $u$ to $v$ in $H$. Therefore, $\text{dist}_{H'}(x''_1, x''_2) \leq (M + 2) \cdot \text{dist}_{\hat{H}}(x''_1, x''_2) \leq (\frac{101 \ln n}{p})^{D-1} \cdot (M + 2)$.

Altogether, since $M = (50 \ln n)/p$,

$$\text{dist}_{H'}(x_1, x_2) \leq \text{dist}_{H'}(x_1, x''_1) + \text{dist}_{H'}(x''_1, x''_2) + \text{dist}_{H'}(x_2, x''_2)$$

$$\leq \left(\frac{101 \ln n}{p}\right)^{D-1} \cdot (M + 2) + (2M + 2)$$

$$\leq \left(\frac{101 \ln n}{p}\right)^D.$$  

The probability that either $B$ or $B'$ happen is bounded by $\frac{D}{\eta^{n/2}}$. Therefore, with probability at least $1 - \frac{D}{\eta^{n/2}}$, neither of the events happens, and $\text{diam}(H') \leq \left(\frac{101 \ln n}{p}\right)^D$. 
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3. Low-Diameter Packing of Edge-Disjoint Trees: Proof of Theorem 2

The main tool in the proof of Theorem 2 is the following theorem.

**Theorem 13.** Let \( k, D, n \) be any positive integers with \( k > 100 \ln n \), let \( \frac{707 \ln n}{k} \leq p \leq 1 \) be a real number, and let \( G \) be an \( n \)-vertex \( k \)-edge-connected graph of diameter \( D \). Let \( G' \) be a sub-graph of \( G \) with \( V(G') = V(G) \), where every edge \( e \in E(G) \) is added to \( G' \) with probability \( p \) independently from other edges. Then, with probability at least \( 1 - 1/\text{poly}(n) \), \( G' \) is a connected graph, and its diameter is bounded by \( k^{D(D+1)/2} \).

Karger [14] has shown that, if \( G \) is a \( k \)-connected graph, \( G' \) is obtained by subsampling the edges of \( G \) with probability \( \Omega(\log n/k) \), then \( G' \) is a connected graph with high probability. Theorem 13 further shows that the diameter of \( G' \) is with high probability bounded by \( k^{D(D+1)/2} \), where \( D \) is the diameter of \( G \).

Theorem 2 easily follows from Theorem 13: Let \( r = \lfloor k/(707 \ln n) \rfloor \). We partition \( E(G) \) into subsets \( E_1, \ldots, E_r \) by choosing, for each edge \( e \in E(G) \), an index \( i \) independently and uniformly at random from \( \{1, 2, \ldots, r\} \) and then adding \( e \) to \( E_i \). For each \( 1 \leq i \leq r \), we define a graph \( G_i \) by setting \( V(G_i) = V(G) \) and \( E(G_i) = E_i \). Finally, for each graph \( G_i \), we compute an arbitrary BFS tree \( T_i \), and return the resulting collection \( T = \{T_1, \ldots, T_r\} \) of trees. It is immediate to verify that the graphs \( G_1, \ldots, G_r \) are edge-disjoint, and so are the trees of \( T \). Moreover, applying Theorem 13 to each graph \( G_i \) with \( p = 1/r \), we get that with probability \( 1 - 1/\text{poly}(n) \), \( \text{diam}(T_i) \leq 2 \text{diam}(G_i) \leq O(k^{D(D+1)/2}) \). Using the union bound over all \( 1 \leq i \leq r \) completes the proof of Theorem 2. It now remains to prove Theorem 13. We provide a proof sketch here; a formal proof appears in the full version of the paper.

**Proof Sketch of Theorem 13:** We use the well known result of Karger [14], that shows that the probability that the graph \( G' \) is not connected is at most \( O(1/\text{poly}(n)) \). It remains to bound the diameter of \( G' \). Throughout the proof, for a graph \( H \), we denote by \( \mathcal{D}(H, p) \) the distribution of graphs, where the vertex set of the resulting graph is \( V(H) \), and each edge of \( H \) is included in the graph with probability \( p \) independently from other edges.

Denote \( G = (V, E) \), and let \( T \) be a BFS tree of \( G \), rooted at an arbitrary node \( r \) of \( G \). Since \( G \) has diameter at most \( D \), the depth of \( T \) is at most \( D \). Recall that \( G' \sim \mathcal{D}(G, p) \). We define a different (but equivalent) sampling algorithm for generating a random graph \( G' \) from \( \mathcal{D}(G, p) \) as follows. The algorithm consists of \( D + 1 \) phases. In the 0th phase, we sample all edges in \( E \setminus E(T) \) independently with probability \( p \) each. For each \( 1 \leq i \leq D \), in the \( i \)th phase, we sample all edges that connect a vertex at distance \( (D - i + 1) \) from \( r \) to a vertex at distance \( D - i \) from \( r \) in \( T \). Let \( E' \) be the set of all sampled edges at the end of this algorithm. We denote by \( G' = (V, E') \) the final graph that we obtain. Clearly, \( G' \) is generated from the distribution \( \mathcal{D}(G, p) \). We denote by \( T' \) the subgraph of \( T \) with \( V(T') = V(T) \) and \( E(T') = E(T) \cap E' \). Clearly, \( T' \sim \mathcal{D}(T, p) \).

Consider a pair \( u, u' \in V \) of distinct vertices. We say that they are joined at phase \( i \) for \( 0 \leq i \leq D \), if \( u \) and \( u' \) belong to the same connected component of the graph induced by all edges sampled in the first \( i \) phases, but they lie in different connected components of the graph induced by all edges sampled in the first \( (i - 1) \) phases. Note that, if \( G' \) is connected, then every pair \((u, u')\) of distinct vertices of \( V \) are joined at phase \( i \) for some \( 0 \leq i \leq D \). The following lemma allows us to bound the diameter of \( G' \).

**Lemma 14.** For each \( 0 \leq i \leq D \), with probability \( 1 - O(1/\text{poly}(n)) \), for every pair \( x, y \) of vertices that are joined at phase \( i \), \( x \) and \( y \) are at distance at most \( 7^i (101 \ln n/p)^{D+(D-1)+\ldots+(D-i)} \) in \( G' \).
Observe that, by applying the union bound over all $0 \leq i \leq D$, Lemma 14 implies Theorem 13, since $k \geq 707 \ln n/p$. We defer the proof of Lemma 14 to the full version of the paper, and only provide its proof sketch here. Assume for simplicity that the edges in $E \setminus E(T)$ only connect vertices that are at distance $D$ from $r$ in $T$ (this also turns out to be the hardest case). The proof is by induction on $i$. In the base case where $i = 0$, let $C$ be a connected component of the graph induced by all edges sampled in phase 0. Intuitively, we can view the algorithm as using a random subgraph of $T$ to “fix” the diameter of $C$, like in Theorem 9.

Therefore, with high probability, for every pair $x, y$ of vertices of $C$, the distance from $x$ to $y$ in $C \cup T'$ is at most $(101 \ln n/p)^D$. Similarly, let $C'$ be a connected component of the graph induced by all edges sampled in phases $0, 1, \ldots, i$; we call $C'$ a phase-$i$ cluster. We view $C'$ as consisting of a number of phase-$(i - 1)$ clusters $C'_1, \ldots, C'_{k'}$, connected to each other by edges that were sampled in the $i$th phase. Therefore, if $\hat{C}'$ is a graph obtained from $C'$ by contracting each cluster $C'_1, \ldots, C'_{k'}$ into a single vertex, then $\hat{C}'$ is a connected graph. Denote by $T'_i$ the subtree of $T$ induced by all nodes that are at distance at most $(D - i)$ from $r$ in $T$, and denote $T'_i = T' \cap T_i$. Clearly $T'_i \sim D(T_i, p)$. We can again view our algorithm as using a random subgraph $T'_i$ of $T_i$ to “fix” the diameter of $\hat{C}'$, like in Theorem 9. Therefore, with high probability, for every pair $x, y$ of vertices of $\hat{C}'$, the distance from $x$ to $y$ in $\hat{C}' \cup T'$ is at most $(101 \ln n/p)^{D-i}$. Note however that every vertex of $\hat{C}'$ is in fact a contracted level-$(i - 1)$ cluster. Moreover, from the induction hypothesis, if $C''_i$ is a level-$(i - 1)$ cluster, and $x', y'$ is a pair of vertices in $C''_i$, then with high probability, the distance from $x'$ to $y'$ in $C''_i \cup T'$ is at most $7^{i-1} \cdot (101 \ln n/p)^{D+(D-1)+\cdots+(D-i+1)}$. Therefore, with high probability, the distance between a pair $u, v \in V(C')$ of vertices in $C' \cup T'$ is at most $7^i \cdot (101 \ln n/p)^{D+(D-1)+\cdots+(D-i)}$.

4 Lower Bound: Proof of Theorem 3

In this section we provide the proof of Theorem 3. We start by proving the following slightly weaker theorem; we then extend it to obtain the proof of Theorem 3.

**Theorem 15.** For all positive integers $k, D, \eta, \alpha$ such that $k/(4D\alpha\eta)$ is an integer, there exists a $k$-edge connected graph $G$ with $|V(G)| = O\left(\left(\frac{k}{2D\alpha\eta}\right)^D\right)$ and diameter at most $2D$, such that, for any collection $T = \{T_1, \ldots, T_{k/\alpha}\}$ of $k/\alpha$ spanning trees of $G$ that cause edge-congestion at most $\eta$, some tree $T_i \in T$ has diameter at least $\frac{1}{4} \cdot \left(\frac{k}{2D\alpha\eta}\right)^D$.

Notice that the main difference from Theorem 3 is that the graph $G$ is no longer required to be simple; the number of vertices of $V(G)$ is no longer fixed to be a prescribed value; and the diameter of $G$ is $2D$ instead of $2D + 2$.

**Proof.** For a pair of integers $w > 1, D \geq 1$, we let $T_{w,D}$ be a tree of depth $D$, such that every vertex lying at levels $0, \ldots, D - 1$ of $T_{w,D}$ has exactly $w$ children. In other words, $T_{w,D}$ is the full $w$-ary tree of depth $D$. We denote $N_{w,D} = |V(T_{w,D})| = 1 + w + w^2 + \cdots + w^D \leq w^{D+1}/(w - 1)$. We assume that for every inner vertex $v \in V(T_{w,D})$, we have fixed an arbitrary ordering of the children of $v$, denoted by $a_1(v), \ldots, a_w(v)$.

A traversal of a tree $T$ is an ordering of the vertices of $T$. A post-order traversal on a tree $T$, $\pi(T)$, is defined as follows. If the tree consists of a single node $v$, then $\pi(T) = (v)$. Otherwise, let $r$ be the root of the tree and consider the sequence $(a_1(r), \ldots, a_w(r))$ of its children. For each $1 \leq i \leq w$, let $T_i$ be the sub-tree of $T$ rooted at the vertex $a_i(r)$. We then let $\pi(T)$ be the concatenation of $\pi(T_1), \pi(T_2), \ldots, \pi(T_w)$, with the vertex $r$ appearing
at the end of the sequence; see Figure 1 for an illustration. For simplicity, we assume that \(V(T_{w,D}) = \{v_1, v_2, \ldots, v_{N_{w,D}}\}\), where the vertices are indexed in the order of their appearance in \(\pi(T_{w,D})\), so the traversal visits these vertices in this order.

Next, we define a graph \(G_{w,D}\), as follows. The vertex set of \(G_{w,D}\) is the same as the vertex set of \(T_{w,D}\), namely \(V(G_{w,D}) = V(T_{w,D})\). The edge set of \(G_{w,D}\) consists of two subsets: \(E_1 = E(T_{w,D})\), and another set \(E_2\) of edges that contains, for each \(1 \leq i < N_{w,D}\), \(k\) parallel copies of the edge \((v_i, v_{i+1})\). We then set \(E(G_{w,D}) = E_1 \cup E_2\). For convenience, we call the edges of \(E_1\) blue edges, and the edges of \(E_2\) red edges; see Figures 1 and 2.

![Figure 1](image1.png)  
Figure 1  Tree \(T_{4,2}\) with vertices indexed according to post-order traversal.  

![Figure 2](image2.png)  
Figure 2  The edge set \(E_2\) in \(G_{4,2}\) (only a single copy of each edge is shown).

It is easy to verify that graph \(G_{w,D}\) must be \(k\)-edge connected, since for any partition of \(V(G_{w,D})\), there is some index \(1 \leq i < N_{w,D}\) with \(v_i, v_{i+1}\) separated by the partition, and so \(k\) parallel edges connecting \(v_i\) to \(v_{i+1}\) must cross the partition.

We now fix an integer \(w = k/(2D\alpha\eta)\) (note that \(w \geq 2\)), and we let \(T = T_{w,D}\) be the corresponding tree and \(G = G_{w,D}\) the corresponding graph. For convenience, we denote \(N_{w,D}\) by \(N\). Recall that \(N \leq w^{D+1}/(w - 1) = O\left(\left(\frac{k}{2D\alpha\eta}\right)^D\right)\). As observed before, \(G\) is \(k\)-edge connected. Since the depth of \(T\) is \(D\), and \(T \subseteq G\), it is easy to see that the diameter of \(G\) is at most \(2D\).

We now consider any collection \(\mathcal{T} = \{T_1, \ldots, T_{k/\alpha}\}\) of \(k/\alpha\) spanning trees of \(G\) that causes edge-congestion at most \(\eta\). Our goal is to show that some tree \(T_i \in \mathcal{T}\) has diameter at least \(\frac{1}{4} \cdot \left(\frac{k}{2D\alpha\eta}\right)^D\).

For convenience, we denote \(V(G) = V(T) = V\). We say that a vertex \(x \in V\) is an ancestor of a vertex \(y \in V\) if \(x\) is an ancestor of \(y\) in the tree \(T\), that is, \(x \neq y\), and \(x\) lies on the unique path connecting \(y\) to the root of \(T\).

Let \(L \subseteq V\) be the set of vertices that serve as leaves of the tree \(T\). We denote by \(u = v_1\) a vertex of \(L\) that has the lowest index, and by \(u'\) the vertex of \(L\) with the largest index. It is easy to see that \(u' = v_{N-D}\), as every vertex whose index is greater than that of \(u'\) is an ancestor of \(u'\). For each \(1 \leq j \leq k/\alpha\), we denote by \(P_j\) the unique path that connects \(u\) to \(u'\) in tree \(T_j\). Let \(\mathcal{P} = \{P_j | 1 \leq j \leq k/\alpha\}\). It is enough to show that at least one of the paths \(P_j\) has length at least \(\frac{1}{4} \cdot \left(\frac{k}{2D\alpha\eta}\right)^D\). In order to do so, we show that \(\sum_{j=1}^{k/\alpha} |E(P_j)|\) is sufficiently large. At a high level, we consider the red edges \((v_i, v_{i+1})\) (the edges of \(E_2\)), and show that many of the paths in \(\mathcal{P}\) must contain copies of each such edge. This in turn will imply that \(\sum_{P_j \in \mathcal{P}} |E(P_j)|\) is large, and that some path in \(\mathcal{P}\) is long enough.

For each vertex \(v_i \in L\) such that \(v_i \neq u'\), we let \(S_i = \{v_1, \ldots, v_i\}\), and we let \(\overline{S}_i = \{v_{i+1}, \ldots, v_N\}\). Notice that, since \(u \in S_i\) and \(u' \in \overline{S}_i\), every path in \(\mathcal{P}\) must contain an edge of \(E_G(S_i, \overline{S}_i)\). Note that the only red edges in \(E_G(S_i, \overline{S}_i)\) are the \(k\) parallel copies of the edge \((v_i, v_{i+1})\). In the next observation, we show that the number of blue edges in \(E_G(S_i, \overline{S}_i)\) is bounded by \(Dw\).
Observation 16. For each vertex \( v_i \in L \) such that \( v_i \neq u' \), for every blue edge \( e \in E_G(S_i, S_i) \), at least one endpoint of \( e \) must be an ancestor of \( v_i \).

Proof. We consider a natural layout of the tree \( T \), where for every inner vertex \( x \) of the tree, its children \( a_1(x), \ldots, a_w(x) \) are drawn in this left-to-right order (see Figure 3). Consider the path \( Q \) connecting the root of \( T \) to \( v_i \), so every vertex on \( Q \) (except for \( v_i \)) is an ancestor of \( v_i \). All vertices lying to the left of \( Q \) in the layout are visited before \( v_i \) by \( \pi(T) \). All vertices lying to the right of \( Q \), and on \( Q \) itself (excluding \( v_i \)) are visited after \( v_i \). It is easy to see that the vertices of \( Q \) separate the two sets in \( T \), and so the only blue edges connecting \( S_i \) to \( S_i \) are edges incident to the vertices of \( V(Q) \setminus \{v_i\} \).

Figure 3 A layout of the tree \( T \). Vertex \( v_i \) is shown in green and path \( Q \) in red. All vertices lying to the left of \( Q \) in this layout appear before \( v_i \) in \( \pi(T) \), and all vertices lying to the right of \( Q \) or on \( Q \) (except for \( v_i \)) appear after \( v_i \) in \( \pi(T) \).

Since every vertex of the tree \( T \) has at most \( w \) children, and since the depth of the tree is \( D \), we obtain the following corollary of Observation 16.

Corollary 17. For each vertex \( v_i \in L \) such that \( v_i \neq u' \), at most \( Dw \) blue edges lie in \( E_G(S_i, S_i) \).

Since the trees in \( T \) cause edge-congestion \( \eta \), at most \( Dw \eta \) trees of \( T \) may contain blue edges in \( E_G(S_i, S_i) \). Each of the remaining \( \frac{k}{n} - Dw \eta \) trees contains a copy of the red edge \((v_i, v_{i+1})\) (recall that \( w = k/(2D\alpha \eta) \)). Therefore, \( \sum_{P_j \in \mathcal{P}} |E(P_j)| \geq |L| \cdot \frac{k}{2n} \geq \frac{Nk}{4\alpha} \), since \( |L| \geq |N|/2 \). We conclude that at least one path \( P_j \in \mathcal{P} \) must have length at least \( \frac{Nk}{4\alpha}/\frac{k}{2n} \geq \frac{N}{4} \), and so the diameter of \( T_j \) is at least \( \frac{N}{4} \). Since \( N \geq w^D \geq \left( \frac{k}{2D\alpha \eta} \right)^D \), the diameter of \( T_j \) is at least \( \frac{1}{4} \cdot \left( \frac{k}{2D\alpha \eta} \right)^D \).

We are now ready to complete the proof of Theorem 3. First, we show that we can turn the graph \( G \) into a simple graph, and ensure that \( |V(G)| = n \), if \( n \geq 3k \cdot \left( \frac{k}{2D\alpha \eta} \right)^D \). Let \( G'_{w,D} \) be the graph obtained from \( G_{w,D} \) as follows. For each \( 1 \leq i \leq N \), we replace the vertex \( v_i \) with a set \( X_i = \{x_i^1, x_i^2, \ldots, x_i^k\} \) of \( k \) vertices that form a clique. For each \( 1 \leq i < N \), the \( k \) red edges connecting \( v_i \) to \( v_{i+1} \) are replaced by the perfect matching \( \{x_i^t, x_{i+1}^t\}_{1 \leq t \leq k} \) between vertices of \( X_i \) and vertices of \( X_{i+1} \). Each blue edge \((v_i, v_j)\) is replaced by a new edge \((x_i^1, x_j^1)\). Since \( n \geq 3k \cdot \left( \frac{k}{2D\alpha \eta} \right)^D > k|V(G)| + k \), we add \( n - k|V(G)| \) new vertices that form a clique, and for each newly-added vertex, we add an edge connecting it to \( x_N^1 \) (recall that the vertex \( v_N \) is the root of \( T \)). We denote \( G' = G'_{w,D} \) for simplicity. It is not hard to see that \( G' \) has \( n \) vertices and it is \( k \)-edge connected. Moreover, \( G' \) has diameter
at most $2D + 2$, since its subgraph induced by vertices of \( \{x_i^1\}_{1 \leq i \leq N} \) has diameter $2D$, and every other vertex of $G'$ is a neighbor of one of the vertices in \( \{x_i^1\}_{1 \leq i \leq N} \). The tree $T'$ is defined exactly as before, except that every original vertex $v_j$ is now replaced with its copy $x_j^1$. Let $L$ denote the set of all leaf vertices in $T'$.

Assume that we are given a collection $T = \{T_1, \ldots, T_{k/\alpha}\}$ of $k/\alpha$ spanning trees of $G'$ that causes edge-congestation at most $\eta$. For each $1 \leq i \leq k/\alpha$, we denote by $Q_i$ the unique path that connects $x_i^j$ in $T_i$ and denote $Q = \{Q_i \mid 1 \leq i \leq k/\alpha\}$. For each every leaf vertex $x_i^j \in L$, we define a cut $(W_j, \bar{W}_j)$ as follows: $W_j = \bigcup_{1 \leq i \leq \alpha} X_j$ and $\bar{W}_j = V(G') \setminus W_j$.

Using reasoning similar to that in Corollary 17, it is easy to see that for every leaf vertex $x_i^j \in L$, the set $E_{G'}(W_j, \bar{W}_j)$ of edges contains at most $Dw$ blue edges – the edges of the tree $T'$. Since the trees in $T$ cause edge-congestation at most $\eta$, at most $Dw\eta$ trees of $T$ may contain blue edges in $E_{G'}(W_j, \bar{W}_j)$. Therefore, for each of the remaining $\frac{k}{\alpha} - Dw\eta \geq \frac{k}{2\alpha}$ trees $T_i$, path $Q_i$ must contain a red edge from $\{(x_j^i, x_{j+1}^i)\}_{1 \leq j \leq k}$. Therefore, the sum of lengths of all paths of $Q$ is at least $\frac{Nk}{\alpha}$, and so at least one path $Q_i \in Q$ must have length at least $\frac{Nk}{2\alpha}$. We conclude that some tree $T_i \in T$ has diameter at least $\frac{1}{\frac{\alpha}{2\eta}}$. 

Lastly, we extend our results to edge-independent trees. We use the same simple graph $G'$ and the same tree $T'$ as before, setting the congestion parameter $\eta = 2$. Assume that we are given a collection $T' = \{T'_1, \ldots, T'_{k/\alpha}\}$ of $k/\alpha$ edge-independent spanning trees of $G'$ and let $x \in V(G')$ be their common root vertex. For each $1 \leq i \leq k/\alpha$, we denote by $Q_i'$ the unique path that connects vertex $x_i^j$ to vertex $x_{N-D}^j$ in tree $T'_i$, and we denote $Q' = \{Q'_i \mid 1 \leq i \leq k/\alpha\}$. Note that, for each $1 \leq i \leq k/\alpha$, the path $Q_i'$ is a sub-path of the path obtained by concatenating the path $Q''_i$, connecting $x_i^1$ to $x_i^j$ in $T'_i$, with the path $Q''_i$, connecting $x_{N-D}^1$ to $x$ in $T'_i$. Since the trees in $T'$ are edge-independent, the paths in $\{Q''_i\}_{1 \leq i \leq k/\alpha}$ are edge-disjoint and so are the paths in $\{Q_i'\}_{1 \leq i \leq k/\alpha}$. Therefore, the paths of $Q'$ cause edge-congestation at most $2$. The remainder of the proof is the same as before and is omitted here.

5 Tree Packing for $(k, D)$-Connected Graphs: Proof of Theorem 4

In this section we provide a proof sketch of Theorem 4. The full proof is deferred to the full version of the paper. The main tool that we use is the following theorem, whose proof appears in the full version of the paper.

**Theorem 18.** There is an efficient algorithm, that, given a $(k, D)$-connected graph $G$ and a subset $S \subseteq V(G)$ of its vertices, computes a bi-partition $(S', S'')$ of $S$, and a flow $f$ from vertices of $S''$ to vertices of $S'$, such that the following hold:
1. every vertex of $S''$ sends at least $k/2$ flow units;
2. every flow-path has length at most $2D$;
3. the total amount of flow through any edge is at most $3$; and
4. $|S'| \leq \frac{|S|}{2} + 1$.

Our algorithm consists of two phases. In the first phase, we define a partition of the vertices of $G$ into layers $L_1, \ldots, L_h$, where $h = O(\log n)$. Additionally, for each $1 \leq i \leq h$, we define a flow $f_i$ in graph $G$ between vertices of $L_i$ and vertices of $L_1 \cup \cdots \cup L_{i-1}$. In the second phase, we use the layers and the flows in order to construct the desired set of spanning trees.

**Phase 1: Partitioning into layers.** We use a parameter $h = \Theta(\log n)$, whose exact value will be set later. We now define the layers $L_h, \ldots, L_1$ in this order, and the corresponding flows $f_h, \ldots, f_1$. In order to define the layer $L_h$, we let $S = V(G)$, and we apply Theorem
We add vertex with probability at least $\frac{1}{2}$ to the graph $G$ and the set $S$ of its vertices, to obtain a partition $(S', S'')$ of $S$, with $|S'| \leq |S|/2 + 1$, and the flow $f$ between the vertices of $S''$ and the vertices of $S'$, where every vertex of $S''$ sends at least $k/2$ units of flow, each flow-path has length at most $2D$, and the edge-congestion caused by $f$ is at most $3$. We then set $L_h = S''$ and $f_h = f$, and continue to the next iteration.

Assume now that we have constructed layers $L_h, \ldots, L_i$. We now show how to construct layer $L_{i-1}$. Let $S = V(G) \setminus (L_h \cup \cdots \cup L_i)$. We apply Theorem 18 to the graph $G$ and the set $S$ of its vertices, to obtain a partition $(S', S'')$ of $S$, with $|S'| \leq |S|/2 + 1$, and the corresponding flow $f$. We then set $L_{i-1} = S''$, $f_{i-1} = f$, and continue to the next iteration. If we reach an iteration where $|S| \leq 2$, we arbitrarily designate one of the two vertices as $s$ and the other as $s'$, and compute a flow of value at least $k$ between the two vertices, such that the edge-congestion of the flow is at most $2$, and every flow-path has length at most $2D$. We add vertex $s'$ to the current layer, and we add vertex $s$ to the final layer $L_1$. If we reach an iteration where $|S| = 1$, then we add the vertex of $S$ to the final layer $L_1$ and terminate the algorithm. The number $h$ of layers is chosen to be exactly the number of iterations in this algorithm. Notice that $h \leq 2 \log n$ must hold. Also observe that, for all $1 \leq i \leq h$, flow $f_i$ originates at vertices of $L_i$, terminates at vertices of $L_1 \cup \cdots \cup L_{i-1}$, uses flow-paths of length at most $2D$, and causes edge-congestion at most $3$.

**Phase 2: Constructing the trees.** In order to construct the spanning trees $T_1, \ldots, T_k$, we start by letting each tree contain all vertices of $G$ and no edges. We then process every vertex $v \in V(G)$ one-by-one. Assume that $v \in L_i$, for some $1 \leq i \leq h$. Consider the following experiment. Let $Q(v)$ be the set of all flow-paths that carry non-zero flow in $f_i$, and connect $v$ to vertices of $L_1 \cup \cdots \cup L_{i-1}$. Let $F(v)$ be the total amount of flow that $f_i$ sends on all paths $P \in Q(v)$; recall that $F(v) \geq k/2$ must hold. We choose a path $P \in Q(v)$ at random, where the probability to choose a path $P$ is precisely $f_i(P)/F(v)$. We repeat this experiment $k$ times, obtaining paths $P_1(v), \ldots, P_k(v)$. For each $1 \leq j \leq k$, we add all edges of $P_j(v)$ to $T_j$. Consider the graphs $T_1, \ldots, T_k$ at the end of this process. Notice that each such graph $T_j$ may not be a tree. We list show that the diameter of each such tree is $O(D \log n)$.

**Claim 19.** For all $1 \leq j \leq k$, $\text{diam}(T_j) \leq O(D \log n)$.

**Proof.** Fix an index $1 \leq j \leq k$. Let $r$ be the unique vertex lying in $L_1$. We prove that for all $1 \leq i \leq h$, for every vertex $v \in L_i$, there is a path connecting $v$ to $r$ in $T_j$, of length at most $2D(i-1)$, by induction on $i$. The base of the induction is when $i = 1$ and the claim is trivially true. Assume now that the claim holds for layers $L_1, \ldots, L_{i-1}$. Let $v$ be any vertex at layer $L_i$. Consider the path $P_j(v)$ that we have selected. Recall that this path has length at most $2D$, and it connect $v$ to some vertex $u \in L_1 \cup \cdots \cup L_{i-1}$. By the induction hypothesis, there is a path $P$ in $T_j$ of length at most $2D(i-2)$, that connects $u$ to $r$. Since all edges of $P_j(v)$ are added to $T_j$, the path $P_j(v)$ is contained in $T_j$. By concatenating path $P_j(v)$ with path $P$, we obtain a path connecting $v$ to $r$, of length at most $2D(i-1)$.

Lastly, using standard analysis of the Randomized Rounding technique, we show that, with probability at least $(1 - 1/\text{poly}(n))$, every edge of $G$ lies in at most $O(\log n)$ graphs $T_1, \ldots, T_k$. For each $1 \leq j \leq k$, we can now let $T'_j$ be a BFS tree of the graph $T_j$, rooted at the vertex $r$. We conclude that each tree $T'_j$ has diameter at most $O(D \log n)$, and the resulting set $\{T'_1, \ldots, T'_k\}$ of trees cause edge-congestion $O(\log n)$ with high probability.
6 Overview of the Applications to Distributed Computation

Our improved distributed algorithms in highly-connected graphs are based on the following basic tool, which follows by combining Karger’s edge sampling and the diameter-fixing Theorem 9.

◰ Claim 20 (Basic Distributed Tool). There is a randomized algorithm that, given a $k$-edge connected $n$-vertex graph $G$ and a congestion bound $\eta \in [1, k]$, computes, in $\tilde{O}((101k \ln n/\eta)^D)$ rounds, a collection of $k$ spanning trees that cause total edge-congestion at most $O(\eta \cdot \log n)$, and have diameter at most $O((101k \ln n/\eta)^D)$ each. Moreover, the algorithm can compute $k$ spanning subgraphs with similar congestion and diameter bounds in $O(D + \eta \log n)$ rounds. The round complexity, the diameter, and the congestion bounds hold with high probability.

Approximation of Minimum-Cut. Ghaffari and Haeupler [9] showed that the quality of algorithms for several basic problems depend on the sum of $\alpha$ (i.e., congestion) and $\beta$ (i.e., the dilation). The quantity of $\alpha + \beta$ is usually referred to as the quality of the shortcuts. As observed by [9] for every $n$-vertex graph $G$ and any collection of vertex-disjoint subsets $S_1, \ldots, S_N$, there exist $(\alpha, \beta)$ shortcuts for with $\alpha + \beta = O(D + \sqrt{n})$. Our key result is in providing a nearly optimal construction for low-congestion shortcuts in highly connected graphs of constant diameter.

◰ Theorem 22. [Improved Shortcuts in Highly Connected Graphs] There is a randomized algorithm that, for a sufficiently large $n$, given any $k$-connected $n$-vertex graph $G$ of diameter $D = O(\log n/\log \log n)$, together with a partition $\{S_1, \ldots, S_N\}$ of $V(G)$, such that for all $1 \leq i \leq N$, $G[V_i]$ is a connected graph, w.h.p. computes $(\alpha, \beta)$ shortcuts, with

$$\alpha + \beta = \tilde{O}(\min\{\sqrt{n/k} + n^{D/(2D+1)}\}, n/k),$$

in $\tilde{O}(\alpha + \beta)$ rounds.

The construction of the shortcuts from Theorem 22 serves the basis for the proof of Theorem 6. In the full version of the paper we describe further algorithmic applications of our results for additional graph problems. The proof of Theorem 7 is based on a careful implementation of Claim 20.
7 Open Problems

For brevity, let us say that a collection $\mathcal{T}$ of spanning trees of a $(k, D)$-connected graph $G$ is an $(\alpha, D')$-packing iff $|\mathcal{T}| \geq k/\alpha$ and the diameter of every tree in $\mathcal{T}$ is at most $D'$. A major remaining open question is: for which values of $\alpha$ and $D'$ can we guarantee the existence of an $(\alpha, D')$-packing $\mathcal{T}$ of edge-disjoint spanning tree in every $(k, D)$-connected graph. In particular, is the following statement true: every $(k, D)$-connected graph $G$ contains a collection of $\Omega(k/\text{poly} \log n)$ edge-disjoint trees of diameter $O(D \cdot \text{poly} \log n)$ each. The only upper bounds that we have are the ones guaranteed by Theorem 2, and we do not have any lower bounds. We also do not have any upper bounds, except for those guaranteed by Theorem 1, if we allow a constant, or more generally any sub-logarithmic congestion. Additionally, obtaining an analogue of the algorithm from Theorem 4 in the distributed setting remains a very interesting open question.

Finally, most of our results are mainly meaningful for the setting where $k = \Omega(\log n)$. It will be very interesting to consider the case of small connectivity $k = O(1)$. One can show that any $k$-edge connected graph with $k = O(1)$ of diameter $D$ is a $(k, \text{poly}(D))$-connected graph. Is it possible to show that any $k$-edge-connected graph of diameter $D$, for some constant $k \geq 3$, has at least two edge-disjoint trees of depth at most $\text{poly}(D)$?

References

On Packing Low-Diameter Spanning Trees

Online Two-Dimensional Load Balancing

Ilan Cohen
Jether Energy Ltd, Tel Aviv, Israel
ilanrcohen@gmail.com

Sungjin Im
Department of Computer Science and Engineering, University of California Merced, CA, USA
sim3@ucmerced.edu

Debmalya Panigrahi
Department of Computer Science, Duke University, Durham, NC, USA
debmalya@cs.duke.edu

Abstract

In this paper, we consider the problem of assigning 2-dimensional vector jobs to identical machines online so to minimize the maximum load on any dimension of any machine. For arbitrary number of dimensions $d$, this problem is known as vector scheduling, and recent research has established the optimal competitive ratio as $O\left(\frac{\log d}{\log \log d}\right)$ (Im et al. FOCS 2015, Azar et al. SODA 2018). But, these results do not shed light on the situation for small number of dimensions, particularly for $d = 2$ which is of practical interest. In this case, a trivial analysis shows that the classic list scheduling greedy algorithm has a competitive ratio of 3. We show the following improvements over this baseline in this paper:

- We give an improved, and tight, analysis of the list scheduling algorithm establishing a competitive ratio of $\frac{8}{3}$ for two dimensions.
- If the value of $\text{OPT}$ is known, we improve the competitive ratio to $\frac{9}{4}$ using a variant of the classic best fit algorithm for two dimensions.
- For any fixed number of dimensions, we design an algorithm that is provably the best possible against a fractional optimum solution. This algorithm provides a proof of concept that we can simulate the optimal algorithm online up to the integrality gap of the natural LP relaxation of the problem.
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1 Introduction

In the online load balancing problem, the goal is to allocate $n$ jobs appearing online on a set of $m$ identical machines so as to minimize the maximum load on any machine (called makespan). This problem was introduced in the 1960s by Graham [26, 27], who gave the list scheduling algorithm that assigns each arriving job to the machine with minimum
load, and achieves a competitive ratio\(^2\) of 2.\(^3\) Since then, there has been a long line of work that aims to improve this constant below 2, both when the optimal value \(\text{OPT}\) is unknown [10, 37, 1, 19, 18, 11, 25, 28, 2], and when \(\text{OPT}\) is known [9, 40, 4, 38, 39, 21, 20, 12]. The current record is a competitive ratio of 1.916 due to Albers [2] for unknown \(\text{OPT}\), and 1.5 due to Bohm et al. [12] for known \(\text{OPT}\).

Recent research has further expanded the scope of this problem to vector jobs that have multiple dimensions, the resulting problem being called vector scheduling [15, 7, 43, 29, 8, 30]. As earlier, the goal is to minimize the makespan of the assignment, which now represents the maximum load across all machines and all dimensions. This problem arises in data centers where jobs with multiple resource requirements have to be allocated to machine clusters to make efficient use of limited resources such as CPU, memory, and network bandwidth [24, 44, 41, 17, 31, 32].

It is now known that the right dependence of the competitive ratio for vector scheduling on the number of dimensions \(d\) is \(\Theta(\log d / \log \log d)\) [29]. While this gives a satisfactory answer when the number of dimensions is large, in the practical context, the number of dimensions is usually small since they represent distinct computational resources. In particular, the majority of the systems scheduling literature (e.g., see [24] and follow-up papers) considers only two resources, CPU and memory, since they often tend to be the most critical bottleneck resources. Unfortunately, the existing bounds for vector scheduling do not shed any light on this case since we are interested in optimizing the constant in the competitive ratio. In this paper, we initiate the study of the online 2-dimensional scheduling problem, or 2DSCHED in short.

1.1 Results and Techniques

Baseline. Graham’s list scheduling algorithm can be naturally extended to \(d > 1\) dimensions by assigning each job to the machine that minimizes the makespan after the assignment. This algorithm has a competitive ratio of 3 for \(d = 2\) (and \(d + 1\) for general \(d\)). To see this, assume wlog the optimum makespan \(\text{OPT} = 1\) by scaling. Since the average load on each dimension is at most \(\text{OPT}\), it follows that there is always some machine where the sum of loads on its two dimensions is at most 2. Consequently, this machine has a load of at most 2 on each of its dimensions. Now, note that the load of any single job cannot exceed \(\text{OPT}\) on any dimension; hence, the maximum load on a machine after the greedy assignment of a job cannot exceed 3.

Unfortunately, despite the aforementioned recent progress, no existing algorithms are known to have a competitive ratio better than 3. Thus, our goal is to break the 3-competitive ratio barrier for the problem. This requires a new approach since the existing analytical methods are based on potential functions, concentrations, or volume bounds, and they all seem to inevitably lose a considerable constant factor in the competitive ratio.

A Novel Analytical Technique: Characterizing Reachable States

Our new approach is to directly characterize the set of reachable states of the algorithm. To illustrate our approach, let us take a close look at the above analysis of list scheduling. For the analysis to be tight, a configuration (machine loads) must be created where half

---

\(^2\) The competitive ratio of an online minimization problem is the maximum ratio between the objective of the algorithm and that of an (offline) optimal solution, see e.g., [13].

\(^3\) The competitive ratio is actually \(2 - 1/m\) for \(m\) machines, but we will ignore \(o(1)\) terms throughout since we consider instances of arbitrary problem size in this paper.
the machines have a load of (roughly, ignoring lower order terms) (2, 0) and the remaining half have a load of (0, 2). If a job of load (1, 1) now arrives, then the maximum load will increase to 3 no matter where the job is assigned. But, do we ever create such imbalance in the configurations of the machines?

To rule out such states/configurations, we need to define the set of reachable states of the algorithm. Our first contribution is to develop a general framework that allows us to characterize the set of reachable states of not only the greedy algorithm, but of a much larger class of algorithms that we call priority-based algorithms. Roughly speaking, these are algorithms where the newly arriving job is assigned to minimize a “disutility function” that maps the current load of the machines (i.e., the current state) and the load of the current job to a real number. For such algorithms, our main observation is that if $m$ machines come to have load vectors $c = (c_1, c_2, ..., c_m)$ – meaning that this configuration is reachable – then any pair $(c_i, c_j)$ is a reachable state for the same algorithm on just two machines. Furthermore, we identify a specific pair $(c_i, c_j)$ that captures the essential characteristics of the algorithm under consideration.

Using this framework, we show that the greedy makespan minimization algorithm that we described above is $8/3$-competitive – and our analysis is tight. We defer the lower bound to the full version of the paper.

**Theorem 1 (Section 4).** There exists a priority-based algorithm that is $8/3$-competitive for the 2DSched problem with unknown $\text{opt}$. Furthermore, this analysis is tight.

If we know the value of $\text{opt}$, then we obtain a better competitive ratio of 2.25 by using a different algorithm that explicitly minimizes the difference of the loads on the two dimensions without violating the preset threshold $\alpha \cdot \text{opt}$, where $\alpha = 2.25$ is the desired competitive ratio. Again, this analysis is tight, the proof of which we defer to the full version of the paper. This “balance algorithm” can be thought of as a generalization of the popular best fit strategy used in bin packing (see [33, 35] for one-dimensional bin packing).

**Theorem 2 (Section 5).** There exists a priority-based algorithm that is $2.25$-competitive for the 2DSched problem with known $\text{opt}$. Furthermore, this analysis is tight.

Recall that the minimum makespan problem for $d = 1$ has been widely studied for both the known and unknown $\text{opt}$ scenarios, and our results obtain corresponding bounds for the 2DSched problem.

As further evidence of the generality of our analysis framework, we also analyze a natural extension of the popular first fit rule used for bin packing problems. (The reader is referred to [23, 6] for multi-dimensional first fit bin packing and [16] for a full survey on one-dimensional first fit bin packing.) In this algorithm, given a target competitive ratio, the algorithm assigns a new job to the first bin that does not violate the competitiveness guarantee. This can be implemented as stated if $\text{opt}$ is known, and has a tight competitive ratio of 2.5. (The proof of the next theorem is deferred to the full version of the paper.)

**Theorem 3.** The first fit algorithm is $2.5$-competitive for the 2DSched problem with known $\text{opt}$. Furthermore, this analysis is tight.

We also show that if the first fit algorithm is suitably augmented with a framework for guessing the value of $\text{opt}$ and adjusting this guess over time, then it has a competitive ratio better than the naïve bound of 3 for unknown $\text{opt}$. (The proof of the next theorem is also deferred to the full version of the paper.)

**Theorem 4.** The first fit algorithm is $2.89$-competitive for the 2DSched problem with unknown $\text{opt}$.
While we only showcase the power of our framework by giving tight analyses of the algorithms described above, we believe that our framework has the potential to find more applications. This is because it reduces characterizing the reachable states for an arbitrary number of machines to those for only two machines, making the search space of the worst-case assignment much more tractable from an analytical perspective. In fact, our framework is easily extendable to arbitrary $d$, so that we only need to consider reachable states pretending that there are only $d$ machines. While we currently know how to analytically characterize the reachable states only when $d = 2$, and therefore the results in this paper are only for this case, it is plausible (and an interesting direction of future work) to further extend such a characterization to higher dimensions analytically and/or numerically using the fact that the number of available machines is small. In that case, our framework would be useful in providing results for online vector scheduling in $d > 2$ dimensions, e.g., in cases of three or four dimensions that are also of practical interest.

**A Near-optimal Algorithm**

We now switch our attention to a different type of algorithmic result. Note that the competitive ratio of all the known algorithms for $d \geq 2$ are based on their comparison against the fractional optimum. That is, as long as the total load vector is $m \cdot 1$, and each job load vector is at most $1$, an $\alpha$-competitive algorithm produces a schedule where the load vector on each machine is at most $\alpha \cdot 1$. Note that when $d = 1$, the competitive ratio $2$ is also obtained against the fractional optimum and even the best competitive ratio $1.916$ against the actual optimum is not far from $2$.

Our next result is to give an online algorithm whose competitive ratio nearly matches the best one can hope for against the fractional optimum for any fixed $d$. Here our high-level approach is as follows. We first use a variant of the algorithm in [29] to assign jobs to groups of machines, ensuring that every group receives at most $1 + \epsilon$ times its share of the load in an optimal fractional solution. Then, we assign jobs to machines within each group. We differentiate between “big” jobs and “small” jobs in this assignment. For the big jobs, we use discretization to bound the number of job types, and then use an optimal decision tree to make the actual assignments. Note that the optimal decision tree can be found offline for every possible job arrival pattern since the total number of big jobs in a group is small, and the one that matches the online sequence can be pressed into service in the online algorithm. To assign small jobs using the decision tree, we batch and encapsulate small jobs of similar load vectors into bin vectors. To enable this online, we pre-allocate some bin vectors. Thus, we can effectively reduce the problem of assigning small jobs to the scalar bin packing using pre-allocation and the decision tree.

▶ **Theorem 5** (Section 6). For any $d \geq 1$ and $\epsilon > 0$, assuming that the value of the optimum makespan$^4$ is known a priori, there exists a deterministic online algorithm for the online vector load balancing problem whose competitive ratio is $(1 + \epsilon)c^*_d$, where $c^*_d$ is the best competitive ratio one can hope for against the fractional optimum. Furthermore, the running time of the algorithm is polynomial in $n$ for any fixed $d, \epsilon$.$^5$ (For a more formal statement of this result, see Definition 23 and Theorem 24.)

Before closing this section, we note the contrast between the first set of results based on the new analysis framework, and the last result that yields the nearly best competitive ratio against the fractional optimum. While the near optimality of the last solution is attractive,
the first set of algorithms are much more practical since the complexity of obtaining an optimal decision tree is likely to be prohibitive for the last algorithm. Furthermore, the last result does not give a numerical performance guarantee, unlike the first set of algorithms. Indeed, these two sets of results complement each other, and cumulatively provide the first insights into the 2DSCHED problem.

1.2 Related Work

The online load balancing problem for 1-dimensional jobs has had a long history. It was introduced by Graham in the 1960s [26, 27], who gave the list scheduling algorithm with a competitive ratio of 2. In the last three decades, there have been a series of results for improving the competitive ratio below 2 and obtaining lower bounds on the competitive ratio [10, 37, 1, 19, 18, 11, 25, 28, 2]. The best algorithm known is a 1.916-competitive algorithm due to Albers [2]. These results address the situation where the online algorithm does not know the value of OPT. Azar and Regev [9] introduced the problem of online load balancing when OPT is known, and called this problem bin stretching. For bin stretching, a series of results [40, 4, 38, 39, 21, 20, 12] have led to a 1.5-competitive algorithm due to Böhm et al. [12].

Recent research has expanded the scope of this problem to vector jobs, the resulting problem being called vector scheduling. Matching upper and lower bounds of $O(\log d / \log \log d)$ have been derived for $d$ dimensions [15, 7, 43, 29]. Note that since the competitive ratio is super-constant, OPT can be assumed to be known by a standard guess and double trick. All these results are for an arbitrary number of machines and jobs. There is a large literature on variations, generalizations, and special cases of these problems, such as optimizing norms other than makespan, considering non-identical machines, focusing on a small constant number of machines, handling only jobs of small size, etc. that we omit here for brevity. The reader is referred to several excellent surveys on the topic, e.g., by Azar [5], Sgall [46, 47], Pruhs, Sgall, and Torng [45], Albers [3], etc.

The online load balancing problem is also related to the online bin packing problem, where the capacity of every machine is fixed and the goal is to minimize the number of machines used. For a single dimension, this problem has been studied since the work of Johnson in the 1970s; see, e.g., [34, 36] and surveys [22, 48]. For vector jobs, the problem was introduced by Garey et al. [23] and has been extensively studied in the last few years [7, 6, 8].

We note that some results of a flavor similar to Theorem 5 are known for other scheduling problems. Specifically, Lübbecke et al. [42] showed online algorithms of competitive ratios arbitrarily close to the optimum for the objective of minimizing total weighted completion time and its generalizations on unrelated machines. Various types of priority-based algorithms have been extensively studied for various scheduling problems. See [14] for the relevant pointers and follow-up works.

Roadmap

We present the general framework for analyzing priority based algorithms in Section 3 and use it to analyze the greedy algorithm in Section 4 for unknown OPT and the balance algorithm in Section 5 for known OPT. Finally, we present the near-optimal algorithm against the fractional optimum in Section 6.
Online Two-Dimensional Load Balancing

2 Preliminaries

In this paper, we focus on the online 2-dimensional scheduling problem, or 2DSched in short. In this problem, a set of \( n \) jobs \( V \), indexed by \( j \in [n] \), and represented by 2-dimensional non-negative vectors \( v_j = (v_j(1), v_j(2)) \) arrive in an online sequence. On arrival, a job must be assigned to one of a given set of \( m \) identical machines \( M \), indexed by \( i \in [m] \). The goal of the algorithm is to minimize the makespan, which is defined as the maximum load on any dimension of any machine. Formally, for any machine \( i \), let \( V_i^j \) denote the set of vectors assigned to this machine after the arrival of the \( j \)th vector. Then, we say that machine \( i \)'s configuration is given by \( c_i^j = \sum_{v_j' \in V_i^j} v_j' \), which is (we may omit the superscript \( j \) if it is clear from the context):

\[
(c_i^1(1), c_i^1(2)) = \left( \sum_{v_j' \in V_i^1} v_j'(1), \sum_{v_j' \in V_i^1} v_j'(2) \right).
\]

For any value \( k \), we say \( c_i \leq \bar{k} \) if \( c_i(1) \leq k \) and \( c_i(2) \leq k \); otherwise, we say \( c_i \not\leq \bar{k} \) if at least one of these inequalities are violated, i.e., if \( c_i(1) > k \) or \( c_i(2) > k \). Analogously, we define \( c_i \geq \tilde{k} \) if \( c_i(1) \geq k \) and \( c_i(2) \geq k \); otherwise, we say \( c_i \not\geq \tilde{k} \).

Let us denote the optimal offline configuration by \( \text{OPT} \); overloading notation, let \( \text{OPT} \) also represent the makespan of this configuration. The online algorithm is said to be \( \alpha \)-competitive if \( c_i^j \leq \bar{a} \) for all \( i \in [m] \), where \( a = \alpha \cdot \text{OPT} \). We show two sets of results, the first when the value of \( \text{OPT} \) is known and the second when \( \text{OPT} \) is unknown to the algorithm. Note that if \( \text{OPT} \) is unknown, then its value is not used in the definition of the algorithm. Nevertheless, for the sake of the analysis, we normalize and set \( \text{OPT} = 1 \), which also implies that for all job vectors \( v_j \in V \), we have \( v_j(1), v_j(2) \in [0, 1] \), and \( \sum_{j \in [n]} v_j / m \leq 1 \). For convenience, we call the first coordinate the left coordinate, and the second coordinate the right coordinate. We call a job a left vector if its left coordinate is larger than or equal to its right coordinate, and a right vector otherwise.

3 Priority-based Algorithms

In this section, we give a framework to analyze a large class of algorithms that prioritize machines based on their current load. More specifically, such an algorithm computes a certain disutility for each machine only using its current load and the arriving job’s load and assigns it to a machine with the least disutility. Thus, this class of algorithms are completely determined by the disutility function: \( u : (c, g) \rightarrow [0, \infty) \) where \( c \in [0, \infty)^2 \) represents a machine’s current load vector, and \( g \in [0, \infty)^2 \) a job’s load vector. Formally, given a set \([m]\) of machines, the algorithm \( \text{Priority}(u) \) assigns job \( j \) to machine \( i^* := \arg \min_{i \in [m]} u(c_i^{j-1}, v_j) \) breaking ties arbitrarily but consistently. Here, as mentioned before, \( c_i^{j-1} \) denotes machine \( i \)'s load just before assigning job \( j \). After assigning job \( j \), we update \( c_{i^*}^j = c_{i^*}^{j-1} + v_j \) while keeping \( c_i^j = c_i^{j-1} \) for all \( i \neq i^* \). If \( u(c_i^{j-1}, v_j) = \infty \) for all \( i \in [m] \), then \( \text{Priority}(u) \) declares failure.

3.1 Analysis Framework: Zooming in on Jobs Assigned to Two Machines

Now we present our general framework to analyze the above type of priority-based algorithms. The key to this framework is to define the set of reachable configurations.
Definition 6. We say that an ordered tuple $C = (c_1, c_2, \ldots, c_m)$, which we call a configuration, where $c_i \in [0, \infty)^2$, is reachable by $\text{Prior}(u)$ if machines have load vectors $c_1, c_2, \ldots, c_m$ after $\text{Prior}(u)$ assigns some sequence of jobs $[n]$ to machines $[m]$, such that $||v_j||_\infty \leq 1$ for all $j \in [n]$ and $\sum_{j \in [n]} v_j \leq m \cdot \bar{I}$. The set of reachable configurations is denoted by $R_m(u)$.

Unfortunately, it seems extremely challenging to characterize the reachable configurations for $m$ machines in general. Our key observation is that the priority-based choices made by our algorithms allows us to focus on the loads of only two machines.

Observation 7. For any disutility function $u$ and configuration $C = (c_1, c_2, \ldots, c_m) \in R_m(u)$, and for any pair $i \neq j \in [m]$, we have $(c_i, c_j) \in R_2(u)$.

Proof. For notional convenience, say machines $i$ and $j$ have load vectors $c_i$ and $c_j$, respectively. Consider the jobs that are assigned to machines $i$ and $j$. If we assign those jobs to machines $i$ and $j$ pretending that no other machines exist, the two machines $i$ and $j$ each would get assigned exactly the same set of jobs. This is because $\text{Prior}(u)$ prioritizes machines only based on their current respective load vector and the arriving job’s load vector. Thus, we have shown $(c_i, c_j) \in R_2(u)$.

Now, the looming question is which pair of machines we should focus on. If $\alpha$ is the target competitive ratio we want to establish, we would like to focus on critical machines, i.e., where one of the coordinates has a load exceeding $\alpha - 1$ since they cannot accommodate a job of load vector $\bar{I}$. Also, we would like to focus on a pair where the “average” load between the two dimensions is not so high to draw a contradiction – more precisely, a convex combination of the load vectors of the two machines should be capped by $\bar{I}$. To denote such a pair, we will often use the notation $p = (p_f, p_s)$, where $p_f, p_s \in [0, \infty)^2$.

Definition 8. For an unordered pair of configuration $p = (p_f, p_s)$, we define
- $p \in \mathcal{L}(\alpha)$ iff $p_f + \bar{I} \notin \mathcal{F}$ and $p_s + \bar{I} \notin \mathcal{F}$, and we say $p$ is overloaded; and
- $p \in \mathcal{F}$ iff for all $\lambda \in [0, 1]$, we have $\lambda \cdot p_f + (1 - \lambda) \cdot p_s \notin \bar{I}$, and we say $p$ is overflown.

The next lemma shows that there will always be at least one pair of configurations that has not overflown.

Lemma 9. For any $C = (c_1, c_2, \ldots, c_m) \in R_m(u)$ such that $c_i \neq \bar{0}$ for all $i \in [m]$, there exist $k \neq \ell \in [m]$ such that $(c_k, c_\ell) \notin \mathcal{F}$.

Proof. Let $q = \sum_{i \in [m]} c_i$; note $q \leq \bar{I}$ since $C \in R_m(u)$. Clearly, $q$ is in the convex hull of the vectors, $c_1, \ldots, c_m$. However, the convex hull doesn’t include $\bar{0}$. Since the convex hull is in two-dimensional space, this means there exists $\gamma \in (0, 1]$, such that $\gamma \cdot q$ is on the segment $(c_k, c_\ell)$ for some $k, \ell \in [m]$. Thus, there exists $\lambda \in [0, 1]$ such that

$$\lambda \cdot c_k + (1 - \lambda) \cdot c_\ell = \gamma \cdot q.$$

As $q \leq \bar{I}$, we have $(c_k, c_\ell) \notin \mathcal{F}$.

The following observation is immediate from the definition of $\mathcal{L}(\alpha)$ and $\mathcal{F}$, it will be useful to first enlist the different cases in terms of these individual coordinate values.

Observation 10. For any $\alpha > 2$, if $(p_f, p_s) \in \mathcal{L}(\alpha) \setminus \mathcal{F}$, then we have:
- either $p_f(2), p_s(1) > 1$ and $p_f(1), p_s(2) < 1$;
- or, $p_f(1), p_s(2) > 1$ and $p_f(2), p_s(1) < 1$.
If the algorithm \( \text{Priority}(u) \) reaches a state where no machine can accommodate another job of load \( \vec{1} \), then using Lemma 9, we can find a pair of configurations in \( L(\alpha) \setminus \mathcal{F} \). Then, using the facts that the pair is overloaded yet not overflown, we can determine the sign of a certain function \( V(p_f, p_s) \) defined on the configuration’s load vectors; this function will be useful to draw a contradiction later. Formally, for a pair of configuration \((p_f, p_s)\), define
\[
V(p_f, p_s) := \frac{p_f(2) \cdot (p_s(1) - 1) + p_s(2) \cdot (1 - p_f(1))}{p_s(1) - p_f(1)} - 1 \tag{1}
\]

\begin{lemma}
For \( \alpha > 2 \), if \((p_f, p_s) \in L(\alpha) \setminus \mathcal{F} \), then we have \( V(p_f, p_s) \leq 0 \).
\end{lemma}

\begin{proof}
Since \( p_f + 1, p_s + 1 \not\in [0, \alpha] \) and \( \alpha > 2 \), we can assume \( p_f(2) > 1 \); the other case \( p_f(1) > 1 \) can be handled similarly. Then, we must have
\[
p_s(2) < 1 \text{ and } p_s(1) > 1 \text{ and } p_f(1) < 1,
\]
since \((p_f, p_s) \in L(\alpha) \setminus \mathcal{F} \); see Observation 10. Define
\[
f(\lambda, k) := \lambda \cdot p_f(k) + (1 - \lambda) \cdot p_s(k).
\]

Since \((p_f, p_s) \notin \mathcal{F} \), there must exist \( \lambda^* \in [0, 1] \) such that \( f(\lambda^*, 1), f(\lambda^*, 2) \leq 1 \). Observe \( f(\lambda, k) \) is monotonically decreasing in \( \lambda \) when \( k = 1 \), and monotonically increasing when \( k = 2 \). For
\[
\tilde{\lambda} = \frac{p_s(1) - 1}{p_s(1) - p_f(1)} \in [0, 1], \text{ i.e., } 1 - \tilde{\lambda} = \frac{1 - p_f(1)}{p_s(1) - p_f(1)},
\]
we have \( f(\tilde{\lambda}, 1) = 1 \). Since \( f(\lambda, 1) \) is monotonically decreasing, \( \lambda^* \geq \tilde{\lambda} \). Since \( f(\lambda, 2) \) is monotonically increasing, we have
\[
f(\tilde{\lambda}, 2) = \frac{p_f(2) \cdot (p_s(1) - 1) + p_s(2) \cdot (1 - p_f(1))}{p_s(1) - p_f(1)} \leq f(\lambda^*, 2) \leq 1,
\]
as desired.
\end{proof}

Having established the sign of \( V(p_f, p_s) \), we now observe that it is an increasing function in any of the coordinates of the two configurations \( p_f, p_s \).

\begin{observation}
For \( \alpha > 2 \) and \( p = (p_f, p_s) \in L(\alpha) \setminus \mathcal{F} \) we have
\[
\left( \frac{\partial V(p_f, p_s)}{\partial p_f(1)}, \frac{\partial V(p_f, p_s)}{\partial p_f(2)}, \frac{\partial V(p_f, p_s)}{\partial p_s(1)}, \frac{\partial V(p_f, p_s)}{\partial p_s(2)} \right) > \vec{0}.
\]
\end{observation}

\begin{proof}
By taking partial derivatives on \( p_f(1), p_f(2), p_s(1), p_s(2) \) respectively, we have
\[
\left( \frac{\partial V(p_f, p_s)}{\partial p_f(1)}, \frac{\partial V(p_f, p_s)}{\partial p_f(2)}, \frac{\partial V(p_f, p_s)}{\partial p_s(1)}, \frac{\partial V(p_f, p_s)}{\partial p_s(2)} \right) = \left( \frac{(p_f(2) - p_s(2)) \cdot (p_s(1) - 1)}{(p_f(1) - p_s(1))^2}, \frac{1 - p_s(1)}{p_f(1) - p_s(1)}, \frac{(p_f(2) - p_s(2)) \cdot (1 - p_f(1))}{(p_f(1) - p_s(1))^2}, \frac{p_f(1) - 1}{p_f(1) - p_s(1)} \right) > \vec{0},
\]
where the last inequalities follow from Observation 10.
\end{proof}

\begin{corollary}
For any \( \alpha > 2 \), if \((p_f, p_s), (p_f', p_s') \in L(\alpha) \setminus \mathcal{F} \), and \( p_f \geq p_f' \) and \( p_s \geq p_s' \), then we have \( V(p_f, p_s) \geq V(p_f', p_s') \).
\end{corollary}
We now have all the pieces for the refined analysis of \textsc{Priority}(u). Suppose we want to show \textsc{Priority}(u) is \(\alpha\)-competitive. Towards this end, it is sufficient to show that if \(C = (c_1, c_2, \ldots, c_m) \in \mathcal{R}_m(u)\), then we have \(c_1 + \bar{\alpha} \leq \bar{\alpha}\) for some \(i \in [m]\). For the sake of contradiction, suppose not. Then, by Lemmas 9 and 11, we have \((c_k, c_\ell) \in \mathcal{L}(\alpha) \setminus \mathcal{F}\) for some \(k, \ell \in [m]\), and \(V(c_k, c_\ell) \leq 0\). Further, by Observation 7, we know \((c_k, c_\ell) \in \mathcal{R}_2(u)\). This leads to the following lemma.

\textbf{Lemma 14.} If \(\mathcal{R}_2(u) \cap \mathcal{L}(\alpha) \setminus \mathcal{F} = \emptyset\), then \textsc{Priority}(u) is \(\alpha\)-competitive.

Note that this lemma allows us to analyze \textsc{Priority}(u) prettifying that there are only two machines. Now showing the condition \(\mathcal{R}_2(u) \cap \mathcal{L}(\alpha) \setminus \mathcal{F} = \emptyset\) of the lemma depends on \(\alpha\) and the disutility function \(u\) governing \textsc{Priority}(u).

\section{Greedy Algorithm: Unknown opt}

In this section we consider the natural algorithm that assigns an arriving job to the machine yielding the minimum makespan. We recover this algorithm by setting the disutility function \(u\) to be the following:

\[\text{MAX}(c, g) = ||c + g||_\infty\]  

(2)

We call this algorithm \textsc{Priority}(MAX). Our goal in this section is to prove the following theorem.

\textbf{Theorem 15 (Upper Bound of Theorem 1).} \textsc{Priority}(MAX) is 8/3-competitive for the 2DSCHED problem.

To show Theorem 15, we will set \(\alpha = 8/3\) and use Lemma 14. We begin with an easy observation, which immediately follows from \(||v_j||_\infty \leq 1\) for all jobs \(j\). (The latter is a consequence of normalizing \textsc{OPT} in the analysis, and not an assumption on the input.)

\textbf{Observation 16.} For any \(p = (p_s, p_f) \in \mathcal{R}_2(\text{MAX})\), we have \(||p_s||_\infty - ||p_f||_\infty| \leq 1\).

It is straightforward to show \textsc{Priority}(MAX) is 3-competitive using this observation. To obtain a tighter bound, we will show the following:

\textbf{Lemma 17.} For \(\alpha = 8/3\), we have \((\mathcal{R}_2(\text{MAX}) \cap \mathcal{L}(\alpha)) \setminus \mathcal{F} = \emptyset\).

Note that Lemma 17 implies Theorem 15 by applying it to Lemma 14. So, the rest of this section is devoted to proving Lemma 17.

For a pair of configurations \((p_f, p_s)\), define

\[H_1(p_f, p_s) := p_s(2) + p_f(1) - p_s(1) + 1\]

\[H_2(p_f, p_s) := p_s(2) + p_f(1) - p_f(2) + 1\]

\textbf{Lemma 18.} For a pair of configurations \(p = (p_f, p_s)\), we have \(p \notin \mathcal{R}_2(\text{MAX})\) if

\[\min\{H_1(p_f, p_s), H_2(p_f, p_s), H_1(p_s, p_f), H_2(p_s, p_f)\} < 0.\]

\textbf{Proof.} Assume for the sake of contraction that there exists \((p_f, p_s) \in \mathcal{R}_2(\text{MAX})\) such that the minimum is non-negative. Further, assume that \((p_f, p_s)\) is one among such configurations that is reachable by the minimum number of jobs assigned. Clearly, \((p_f, p_s) \neq (0, 0), (0, 0))\). Since \((p_f, p_s)\) is unordered, assume wlog that there exist \(c, g\) such that \(p_f = c + g\) and \((c, p_s) \in \mathcal{R}_2(\text{MAX})\) and \(g \leq \bar{\alpha}\) can be assigned to (a machine of load) \(c\) according to \textsc{Priority}(MAX), meaning \(||c + g||_\infty \leq ||p_s + g||_\infty\). We consider two cases.
Case 1. $H_1(p_f, p_s) < 0$; this is symmetric to $H_2(p_s, p_f) < 0$. We have

$$H_1(c, p_s) = p_s(2) + c(1) - p_s(1) + 1 \leq p_s(2) + c(1) + g(1) - p_s(1) + 1 = H_1(p_f, p_s) < 0,$$

which is a contradiction to the minimality of $(p_f, p_s)$.

Case 2. $H_2(p_f, p_s) < 0$; this is symmetric to $H_1(p_s, p_f) < 0$. In this case we have

$$0 > H_2(p_f, p_s) = p_s(2) + p_f(1) - p_f(2) + 1 \geq p_s(2) - p_f(2) + 1 \geq p_s(2) - p_f(2) + g(2);$$

hence we have $p_s(2) + g(2) < p_f(2)$. If $g(1) < p_f(2) - p_s(1)$, then

$$||c + g||_{\infty} = ||p_f||_{\infty} \geq p_f(2) > ||p_s + g||_{\infty},$$

which is a contradiction to Prioriymax assigning $g$ to $c$. Therefore, we have $g(1) \geq p_f(2) - p_s(1)$. Then, we have

$$H_1(c, p_s) = p_s(2) + c(1) - p_s(1) + 1 = p_s(2) + p_f(1) - g(1) - p_s(1) + 1$$

$$\leq p_s(2) + p_f(1) - p_f(2) + 1 = H_2(p_f, p_s) < 0,$$

which is also a contradiction.

We are now ready to prove Lemma 17.

**Proof of Lemma 17.** Since $(p_f, p_s) \in L(\alpha) \setminus F$ and $\alpha = 8/3$, we assume wlog that $p_f(2) > \alpha - 1 = 5/3$ and $p_s(1) > \alpha - 1 = 5/3$ (see Observation 10; the other case is symmetric). Then, we have

$$H_1(p_f, p_s) = p_s(2) + p_f(1) - p_s(1) + 1 \geq 0$$

by Lemma 18, which yields

$$p_s(2) + p_f(1) \geq 2/3.$$

Letting $p_f(1) = x$, we have

$$p_s(2) \geq 2/3 - x.$$

Note that

$$p_f \geq p'_f := (x, 5/3 + \epsilon); \quad \text{and} \quad p_s \geq p'_s := (5/3 + \epsilon, 2/3 - x)$$

for sufficiently small $\epsilon > 0$. Thus, $(p'_s, p'_f) \notin F$. Also notice $(p'_s, p'_f) \in L(\alpha)$. Therefore, by Corollary 13, we have

$$V(p_f, p_s) \geq V(p'_f, p'_s) \geq 0.$$

By taking the limit $\epsilon \to 0$, we have

$$V(p_f, p_s) \geq \lim_{\epsilon \to 0} V(p'_f, p'_s) = \frac{(3x - 1)^2}{3 \cdot (5 - 3x)} \geq 0,$$

which is a contradiction to $(p_f, p_s) \in L(\alpha) \setminus F$ by Lemma 11.
5 Balance Algorithm: Known opt

In this section, we consider another priority-based greedy algorithm, \textsc{Priority(Bal)}. The rule \textsc{Bal} is defined as follows:

\[
\textsc{Bal}(c, g) = \begin{cases} 
  d(c) \cdot d(g) & c + g \leq \alpha \cdot \text{OPT} \\
  \infty & \text{otherwise},
\end{cases}
\]

(Bal-\(\alpha\))

where \(d(v) := v(2) - v(1)\) measures the signed difference between \(v\)’s right load and left load.

In other words, \textsc{Priority(Bal)} tries to minimize the difference between the left and right loads over all machines, without violating a pre-defined threshold \(\alpha\). Note that this algorithm needs to know the value of \text{OPT}, which is wlog assumed to be 1 by scaling. The \textsc{Priority(Bal)} algorithm keeps the machines in sorted order of the (signed) difference between the loads on the two coordinates (the left load minus the right load we say that the machines are maintained in left to right order where the rightmost (resp., leftmost) machine has the largest difference between the loads on the first and second coordinate (resp., second and first coordinate). Recall that a left (resp., right) vector is one whose first (resp., second) coordinate is larger. The \textsc{Priority(Bal)} algorithm assigns a left (resp., right) vector to the rightmost (resp., leftmost) machine that can accommodate it, i.e., whose load on any dimension does not exceed the desired competitive ratio \(\alpha\) after the assignment. In order to achieve it, given a left (right) vector the algorithm would prefer to assign to the most unbalanced right (left) machine that can accommodate the vector.

\textbf{Theorem 19} (Upper Bound of Theorem 2). \textsc{Priority(Bal)}, knowing \text{OPT} a priori, is 2.25-competitive for the 2DSCHED problem.

To prove Theorem 19, thanks to Lemma 14, it suffices to show the following.

\textbf{Lemma 20.} For \(\alpha = 2.25\), we have \((\mathcal{R}_2(\textsc{Bal}) \cap \mathcal{L}(\alpha)) \setminus \mathcal{F} = \emptyset\).

The remainder of this section is devoted to proving Lemma 20. Instead of analysing directly \(\mathcal{R}_2(\textsc{Bal})\), we introduce a slightly modified rule of \textsc{Bal}, which is not subject to \(\alpha\):

\[
\textsc{Bal-No-Lim}(c, g) = d(c) \cdot d(g)
\]

Note that \(\mathcal{R}_2(\textsc{Bal-No-Lim}) \cap \{v \mid v \in [0, \alpha]^2\} \subseteq \mathcal{R}_2(\textsc{Bal})\) and the subtle difference between \(\mathcal{R}_2(\textsc{Bal-No-Lim})\) and \(\mathcal{R}_2(\textsc{Bal})\). The closure \(\mathcal{R}_2(\textsc{Bal-No-Lim})\) attempts to assign a vector \(g\) to only mitigate the difference of the left and right loads of the two machines. If we can assign \(g\) to the machine \(i^*\) that achieves this, then this assignment would be exactly the same as \textsc{Priority(Bal)} would make. However, in the closure \(\mathcal{R}_2(\textsc{Bal-No-Lim})\), if \(g\) would overflow machine \(i^*\), it doesn’t add it to the other machine even if it would be possible under \textsc{Priority(Bal)}. This is summarized in the following observation.

\textbf{Observation 21.} For two pairs of configuration \(p = (c_a, c_b), p' = (c_a + g, c_b)\), such that \(p'\) is reachable in \(\mathcal{R}_2(\textsc{Bal})\) by assigning a job of load \(g \in [0,1]^2\) into (a machine of load) \(c_a\) in the pair \(p\), if \((c_a + g, c_b) \in \mathcal{R}_2(\textsc{Bal-No-Lim})\) and \((c_a, c_b) \in \mathcal{R}_2(\textsc{Bal-No-Lim})\), then \(c_b + g \notin \vec{a}\) and \((d(c_a) - d(c_b)) \cdot d(g) > 0\).

For a pair of configuration \((c_a, c_f)\), define

\[
H_3(c_f, c_a) := d(c_a) - d(c_f) + 1 = c_a(2) - c_a(1) - c_f(2) + c_f(1) + 1
\]

\textbf{Lemma 22.} For a pair of configuration \(p = (p_a, p_f)\), if \(H_3(p_f, p_a) < 0\) or \(H_3(p_a, p_f) < 0\), then we have \(p \notin \mathcal{R}_2(\textsc{Bal-No-Lim})\).
Proof. Assume for the purpose of contradiction that \( p \in \mathcal{R}_2(\text{Bal-No-Lim}) \). Assume \( H_3(p_f, p_s) < 0 \), since the case \( H_3(p_s, p_f) < 0 \) is symmetric. There must exist a vector \( g \) such that \( p_f = c + g \), and \( (c, p_s) \in \mathcal{R}_2(\text{Bal-No-Lim}) \), for which \text{Priority (Bal-No-Lim)} assigned to \( c \), hence we have

\[
\text{Bal-No-Lim}(c) - \text{Bal-No-Lim}(p_s) = (d(c) - d(p_s)) \cdot d(g) \leq 0.
\]

We consider two cases.

Case 1. \( g(2) > g(1) \): Clearly, \( g(2) - g(1) \leq 1 \). However, \( d(p_s) - d(p_f) + 1 = H_3(p_f, p_s) < 0 \), hence

\[
d(p_s) < d(p_f) - 1 = d(c + g) - 1 = c(2) + g(2) - c(1) - 1 \leq c(2) - c(1) = d(c).
\]

Therefore, \( (d(c) - d(p_s)) \cdot (g(2) - g(1)) > 0 \), which is a contradiction.

Case 2. \( g(2) \leq g(1) \): We have

\[
c(2) - c(1) - 1 \geq c(2) + g(2) - c(1) - g(1) - 1 = p_f(2) - p_f(1) - 1 > p_s(2) - p_s(1).
\]

Therefore, we have \( H_3(c, p_s) < 0 \) hence \( (c, p_s) \notin \mathcal{R}_2(\text{Bal-No-Lim}) \), which is a contradiction.

We now have all the pieces to prove Lemma 20.

Proof of Lemma 20. Assume for the purpose of contradiction that there exists a pair \( p = (c_r, c_l) \in \mathcal{R}_2(\text{Bal}) \cap \mathcal{L}(\alpha) \setminus \mathcal{F} \). Let \( (p^0, p^1, \ldots, p^n = p) \) a sequence of reachable pairs i.e., for all \( i \), \( p^i \in \mathcal{R}_2(\text{Bal}) \) and \( p^{i+1} \) is reachable from \( p^i \) by a single vector assignment under \text{Priority(Bal)}.

Case 1. For all \( i \in [n] \), \( p^i \in \mathcal{R}_2(\text{Bal-No-Lim}) \). Since \( p = (c_r, c_l) \in \mathcal{R}_2(\text{Bal-No-Lim}) \cap \mathcal{L}(\alpha) \), assume wlog that \( c_r(2) > \alpha - 1 \), \( c_l(1) > \alpha - 1 \). In addition, since \( (c_r, c_l) \in \mathcal{R}_2(\text{Bal-No-Lim}) \), by Lemma 22, we have \( H_3(c_r, c_l) = c_l(2) - c_l(1) - c_r(2) + c_r - 1 \geq 0 \). Therefore, we have

\[
0 \leq H_3(c_r, c_l) \leq H_3((c_r(1), \alpha - 1), (\alpha - 1, c_l(1))) = 3 - 2 \cdot \alpha + c_r(1) + c_l(2).
\]

By setting \( c_l(1) = x \), we have \( c_l(2) \geq 2 \cdot \alpha - 3 - x \). Note \( x \in [0, 1] \) since \( c_l(1) > 1 \) and \( (c_r, c_l) \notin \mathcal{F} \). For \( \alpha = 2.25 \), we have

\[
V(c_r, c_l) > V((x, \alpha - 1), (\alpha - 1, 2 \cdot \alpha - 3 - x)) = \frac{(4x - 3)^2}{20 - 16x} > 0,
\]

which is a contradiction to \( p \in \mathcal{L}(\alpha) \setminus \mathcal{F} \) by Lemma 11.

Case 2. \( p^i \notin \mathcal{R}_2(\text{Bal-No-Lim}) \) for some \( i \in [n] \). Let \( i \) be the first index such that \( p^i \notin \mathcal{R}_2(\text{Bal-No-Lim}) \), let \( p^{i-1} = (c_a, c_b) \), \( p^i = (c_a + g, c_b) \). Note that \( c_r \geq c_a \) and \( c_l \geq c_b \). By Observation 21 we have \( c_a + g \notin \bar{\alpha} \). Assuming wlog that \( c_b(1) + g(1) > \alpha \), we have \( c_a(1) > \alpha - g(1) > 1 \) since \( g \leq \bar{\alpha} \) and \( \alpha > 2 \). For the same reason, we have \( c_r(2) > \alpha - 1 \), and \( c_l(1), c_l(2) \leq 1 \) since \( (c_r, c_l) \in \mathcal{L}(\alpha) \setminus \mathcal{F} \).

Since \( V(c_r, c_l) \) is monotone increasing, we have \( V(c_r, c_l) > V((c_a(1) + g, \alpha - 1), c_b) \). Moreover, by our assumption \( p^{i-1} = (c_a, c_b) \in \mathcal{R}_2(\text{Bal-No-Lim}) \), by Lemma 22, we have

\[
H_3(c_a, c_b) = c_b(2) - c_a(1) - c_a(2) + c_a(1) + 1 \geq 0,
\]

\[
c_a(1) \geq \max\{c_a(2) - c_b(2) + c_b(1) - 1, 0\} \geq \max\{c_b(1) - c_b(2) - 1, 0\}.
\]
Recall that \( c_v(1) \leq 1 \), and we have \( c_v(1) \geq c_b(1) - c_b(2) - 1 \), and \( g(1) > \alpha - c_b(1) \). Therefore, \( 1 \geq c_v(1) \geq g(1) + c_v(1) \geq \alpha - c_b(1) + c_v(1) \geq \alpha - c_b(2) - 1 \), which yields \( c_b(2) \geq \alpha - 2 \).

Thus,

\[
V(e_r, e_t) > V((\alpha - c_b(1) + \max\{c_b(1) - c_b(2) - 1, 0\}, \alpha - 1), (c_b(1), c_b(2))).
\]

We lower bound \( V \) by considering two cases:

**Case A.** If \( c_b(1) - c_b(2) < 1 \), then

\[
V(e_r, e_t) > V((\alpha - c_b(1), \alpha - 1), (c_b(1), c_b(2))) \geq V((\alpha - c_b(1), \alpha - 1), (c_b(1), c_b(1) - 1)).
\]

**Case B.** If \( c_b(1) - c_b(2) \geq 1 \), then

\[
V(e_r, e_t) > V((\alpha - c_b(2) - 1, \alpha - 1), (c_b(1), c_b(2))) \geq V((\alpha - c_b(2), \alpha - 1), (1 + c_b(2), c_b(2))).
\]

Setting \( x = c_b(1) - 1 \geq \alpha - 2 \) in the first case and \( x = c_b(2) \) in the second case, we get that \( x \geq \alpha - 2 \) in both cases. So, we have

\[
V(e_r, e_t) > V((\alpha - x - x, \alpha - 1), (1 + x, x)) \geq 0.
\]

By setting \( \alpha = 2.25 \), for \( x \geq \alpha - 2 = 0.25 \), we have

\[
V(e_r, e_t) > V((\alpha - x - x, \alpha - 1), (1 + x, x)) = \left(\frac{2x - 1}{2}\right)^2 \geq 0,
\]

which is a contradiction to \( p \in \mathcal{L}(\alpha) \setminus \mathcal{F} \) by Lemma 11.

### 6 A Nearly Optimal Algorithm Against the Fractional Optimal Solution

Recall that all algorithms we developed and analyzed were based on the two most obvious lower bounds for the optimal solution, the total load vector of all jobs and the maximum job size on any dimension. Therefore, the benchmark we used can do better than the offline optimum solution. For example, consider three job vectors \((1, 1, 0), (1, 0, 1), (0, 1, 1)\) to be scheduled on 2 machines. Since one of the two machines must receive at least two jobs, the optimum makespan cannot be smaller than 2. However, this instance still has an average load of 1 on all dimensions and no job has size greater than 1 on any dimensions. In other words, the benchmark can distribute all jobs equally across all machines. For this reason, we will call this benchmark the fractional optimum solution.

**Definition 23.** For any number of dimensions \( d \geq 1 \), the optimum competitive ratio \( c_d^* \) against the fractional optimum solution is defined as

\[
\inf_A \sup_J \max_{i \in [m], k \in [d]} \max \left\{ \frac{1}{\sum_{j \in J} v_j / m} \max_{i \in [d]} \Lambda_i^{J,m}(k) \right\},
\]

where \( A \) denotes an arbitrary deterministic online algorithm, \( J \) an arbitrary sequence of jobs, \( m \) the number of machines, and \( \Lambda_i^{J,m} \) the load vector of machine \( i \) under the assignment of jobs \( J \) to machines \( [m] \) by the algorithm \( A \).

Our goal is to develop and analyze an algorithm that performs nearly as well as the fractional optimum solution.
Theorem 24. For any \( d \geq 1 \) and \( \epsilon > 0 \), assuming that the value of the optimum makespan is known a priori, there exists a deterministic online algorithm for the vector scheduling problem whose competitive ratio is \((1+\epsilon)c^*_d\). Further, the running time is polynomial in \( n \) for any fixed \( d, \epsilon \).

6.1 Assigning Jobs to Groups

The first stage of the algorithm is executed only when \( m \geq (1 + \frac{1}{\epsilon})\alpha \) where \( \alpha := \frac{250}{\epsilon} \log d \). We group machines so that every group has exactly \( \alpha \) machines; to simplify the notation we assume that \( \alpha \) is an integer to omit ceilings. The only one possible group that has less than \( \alpha \) machines is discarded. We assign jobs to the (remaining) groups and obtain the following lemma using an algorithm and analysis very similar to [29]; hence, we defer the details to the full version of the paper.

Lemma 25. For a sufficiently small \( \epsilon > 0 \), there exists an online algorithm that assigns jobs to the groups, each consisting of \( \alpha := \frac{250}{\epsilon} \log d \) machines, such that every group’s total load is at most \((1+\epsilon)\alpha d\bar{\Gamma}\).

Note that the average load vector a machine should handle increases by a factor of at most \( \frac{m}{m-(\alpha-1)} \leq \frac{1+1/\epsilon}{1+1/\epsilon-1} = 1+\epsilon \). We also slightly modify each job’s load vector: For each job \( j \), we minimally increase \( v_j \), so that we have \( v_j(k) \geq (\epsilon/d)||v_j||_\infty \). This is wlog since increasing job load vectors can only increase the algorithm’s makespan and we fixed the optimum to be 1.

Lemma 26. The preprocessing step increases the total load vector to at most \((1+\epsilon)m\bar{\Gamma}\).

Proof. For the sake of contradiction, suppose the total load is more than \((1+\epsilon)m\) on some dimension. It means the load increased by more than \( cm \) on the dimension. We know that job \( j \) contributes to the increase by at most \( (\epsilon/d)||v_j||_\infty \). Thus, the increase is at most \( \sum_j (\epsilon/d)||v_j||_\infty \). However, we know \( \sum_j ||v_j||_\infty \leq md \) since the total load of all jobs across all dimensions is \( md \). Therefore, the increase is at most \( cm \), which is a contradiction.

Since we are only concerned with assigning jobs to groups of machines at this stage, to simplify notation we pretend each group is a machine. By a machine \( i \), we mean the \( i \)-th group which consists of \( \alpha \) machines.

We now restate the problem: We are given \( m' = \lceil \frac{m}{\alpha} \rceil \) machines. Let \([n]\) denote the set of all jobs arriving, which satisfies the following properties.

- Property (i): The total job load vector, i.e., \( \sum_{j \in [n]} v_j \) is at most \( m'\alpha(1+\epsilon)^2\bar{\Gamma} \).
- Property (ii): For all \( j \in [n] \), \( ||v_j||_\infty \leq 1 \).
- Property (iii): For all \( j \in [n] \), \( \min_k v_j(k) \geq (\epsilon/d)||v_j||_\infty \).

Our goal is to assign jobs to \( m' \) machines so that each group receives jobs of total load at most \((1+7\epsilon)\alpha\bar{\Gamma} \), which would immediately imply Lemma 25 by scaling \( \epsilon \).

The algorithm has two procedures. The algorithm pretends there are two sets \( M_1 \) and \( M_2 \) of machines, where \( |M_1| = |M_2| = m' \). The first procedure assigns all jobs to machines \( M_1 \) and identifies a set \( J^2 \) of jobs, which will be assigned to machines \( M_2 \) by the second procedure. However, this is a shadow process: What really happens is that only jobs in

---

6 More accurately, the value of the fractional optimum makespan.

7 More precisely, the running time is polynomial in \( n \) and \((d/\epsilon)^{d(d+1)/2} \).
[n] \setminus J^2 \text{ remain on machines } M_1 \text{ and the other jobs } J^2 \text{ are assigned to machines } M_2. \text{ Further, the algorithm pairs machines between } M_1 \text{ and } M_2 \text{ arbitrarily and combine the load vectors of the paired machines. To prove Lemma 25, it suffices to show the following two lemmas (with scaling } \epsilon): 

- **Lemma 27.** The makespan of the assignment of [n] \setminus J^2 \text{ to } M_1 \text{ is at most } (1+\epsilon) (\alpha+1) \bar{\Gamma} \leq (1 + 6\epsilon) \alpha \bar{\Gamma}.

- **Lemma 28.** The makespan of the assignment of J^2 to M_2 \text{ is at most } \epsilon \alpha \bar{\Gamma}.

We are now ready to describe the algorithm.

- **First procedure (assignment by a potential function):** Let \( \beta := (1 + \epsilon)^3 \). Let \( f(\mathbf{x}) := \beta^x \). Each job \( j \) is assigned to a machine \( i \in M_1 \) such that \( \Phi(j) \) is minimized. For every \( i \in M_1 \), let \( \Lambda^1_{i,j} \) denote machine \( i \)'s load vector right after assigning job \( j \) to some machine in \( M_1 \). If \( \Lambda^1_{i,j}(k) \geq \beta \alpha + 1 \), then \( j \) is added to queue \( J^2 \) so that it can be scheduled by the second procedure.

\[
\Phi_{i,k}(j) := f \left( \frac{\Lambda^1_{i,j}(k) - \beta}{m'} \sum_{j' \in [n]} v_{j'}(k) \right) \quad \forall i \in M_1, j \in [n], k \in [d] \\
\Phi(j) := \sum_{i \in M_1} \sum_{k=1}^{d} \Phi_{i,k}(j)
\]

- **Second procedure (assignment by greedy):** This procedure is only concerned with the jobs \( J^2 \) that are passed from the first procedure. It allocates each job in \( J^2 \) (in the order that the jobs arrive in) to one of the machines in \( M_2 \) such that the resulting makespan, \( \max_{i \in M_2, k \in [d]} \Lambda^2_{i,j}(k) \) is minimized; here \( \Lambda^2_{i,j} \) is analogously defined as \( \Lambda^1_{i,j} \) is defined in the first procedure.

Note that Lemma 27 immediately follows due to the way the first procedure is defined. The proof of Lemma 28 constitutes the heart of the analysis in this stage of the algorithm. Since this closely follows techniques in [29], we defer the details of this analysis to the full version of the paper.

### 6.2 Assigning Jobs to Machines Within Each Group

We need to define a fair amount of notation to formally describe our algorithm. We assume that the input consists of \( m \) machines and the average load of all jobs to be assigned is at most \( (1 + \epsilon)m \) on all dimensions for some \( \epsilon > 0 \).

For ease of reference, we list the following definitions.

- Let \( \beta := \frac{\epsilon}{2md} \); \( \Delta := \frac{\epsilon^2}{\delta (1+1/\beta)^2} \); and \( \delta := \epsilon \beta \Delta / (2dm) \).
- A vector is said to be a type vector if it is in \( \{0, \beta, 2\beta, \ldots, 1\}^d \setminus \{0\} \) and has 1 on at least one dimension. Let \( Q \) denote the set of all type vectors. Note that \( |Q| \leq (1+1/\beta)^d \leq (2/\beta)^d \).
- We say a job \( j \) is small if \( ||v_j||_\infty < \Delta \); otherwise it is big.
- The volume of a job \( j \) is defined as its total size over all dimensions.

We discretize big jobs and small jobs in different manners:

- Big jobs: For a big job \( j \), we round its load on every dimension down to the nearest integer multiple of \( \delta \). Let \( B \) denote the set of all possible load vectors of big jobs after discretization.
We will first describe how we batch small jobs and assign them using the above decision tree. We build a decision tree, then define vectors that can be reached via a valid sequence of big jobs along with their assignment, our proof. Since we assumed that the total load vector is exactly \( \Delta \) capacity \( T \) tree load vectors of all jobs in two events that trigger emptying a buffer. When we empty a buffer of vector \( p \) type vector \( T \) assuming that we can wait until we collect enough volume of jobs for each type. For each for big jobs, we have Definition 23 is exactly Observation 29. ▶ algorithm against the fractional optimum. big jobs. In other words, the observation says that the decision tree yields a nearly optimal goal is to compute the minimum makespan we can achieve from each node \( u \). Formally, if \( u \) is a leaf node, define \( g(u) \) to be the makespan norm of the machine load vectors corresponding to \( u \). Otherwise, let \( u_{i,j} \) denote \( u \)'s child such that the edge \((u,w)\) is associated with \((i,j)\). Then, define \( g(u) := \min_{i,j} g(u_{i,j}) \).

We can use the tree \( T \) to assign big jobs as follows. Let \( u \) be the node corresponding to the current machine load vectors. If a big job \( j \) arrives, then we assign \( j \) to machine \( i \) with the minimum \( g(u_{i,j}) \).

The following observation is immediate due to the optimal nature of the decision tree for big jobs. In other words, the observation says that the decision tree yields a nearly optimal algorithm against the fractional optimum.

**Observation 29.** Let \( r \) denote the root of \( T \). Then, \( g(r) \leq (1 + 4\epsilon) c_d^* \).

**Proof.** Since we assumed that the total load vector is exactly \( (1 + 4\epsilon) m \hat{1} \), the denominator in Definition 23 is exactly \( (1 + 4\epsilon) \). Since we know the decision tree gives an optimal algorithm for big jobs, we have \( g(r)/(1 + 4\epsilon) \leq c_d^* \), as desired. ▶

### 6.2.2 Batching small jobs of the same type

We will first describe how we batch small jobs and assign them using the above decision tree \( T \) assuming that we can wait until we collect enough volume of jobs for each type. For each type vector \( q \in Q \), we create a buffer \( F(q) \). The buffer has capacity \( \Delta/\epsilon \). When a small job \( j \) of vector \( p_j q_j \) arrives, we add it to buffer \( F(q) \); \( j \) uses \( p_j \) space of the buffer. There are two events that trigger emptying a buffer. When we empty a buffer \( F(q) \), we encapsulate the load vectors of all jobs in \( F(q) \) into a “bin” vector \((\Delta/\epsilon) q \), and assign it using the decision tree \( T \). The buffer is emptied when either we cannot add a job \( j \) since it would exceed the capacity \( \Delta/\epsilon \) or after all jobs arrive.

This procedure is well defined due to the following lemma.
Lemma 30. Every bin vector is in $B$.

Proof. Consider any bin vector $(\Delta/\epsilon)q$. To show that this is in $B$, we need to show the following three: (i) it has size at least $\Delta$ on some dimensions; (ii) each of its entries is a multiple of $\delta$; and (iii) it has size no more than 1 on every dimension. First, (i) follows since $||q||_{\infty} = 1$ due to the way we defined small job types. To see (ii), consider $q$'s entry on each dimension – we know that its value must be $\ell \beta$ for some integer $\ell$. So, it suffices to show that $(\Delta/\epsilon)(\ell \beta)/\delta$ is an integer. Recall that $\delta := \epsilon \beta \Delta / (2dm)$. Thus, we have, $(\Delta/\epsilon)(\ell \beta)/\delta = \frac{\Delta \epsilon \ell}{2 dm \epsilon \beta} = \frac{\epsilon dm}{2d m}$, which is an integer assuming that $1/\epsilon$ is an integer. To see (iii), note that the maximum size over all dimensions is at most $(\Delta/\epsilon) = \epsilon d (1+1/\beta)$.

6.2.3 Batching small jobs online

In the online setting we cannot wait to aggregate small jobs of the same type. To handle this issue, we pre-allocate one “bin” vector of each type. That is, before any jobs arrive, we pretend that one job of each load vector $q$ arrives and assign it using the decision tree $T$. Then, batching jobs of the same type vector $q$ in $F(q)$ is actually done on the machine that received the bin vector. Therefore, we can assign small jobs upon their arrival without waiting.

We have fully described our online algorithm to assign jobs upon their arrival. We now shift our focus to the analysis. When a job $j$ is encapsulated into a type vector $v$ of type $q \in Q$, we say $v$ contains job $j$.

Observation 31. Every bin vector of each type $q \in Q$, possibly except one, has total size of jobs at least $(1-\epsilon)(\Delta/\epsilon)$.

Proof. Since small jobs are aggregated only when they are of the same type, for each type $q \in Q$, we can focus on the scalar quantities, job sizes $p_j$ and the buffer size $\Delta/\epsilon$. The observation follows from the fact that we empty buffer $B(q)$ only when the total size of jobs in the buffer $B(q)$ exceeds $(1-\epsilon)(\Delta/\epsilon)$, or at the end after all jobs arrive. The only exception is due to the pre-allocation, which corresponds to emptying the buffer at the end.

Lemma 32. If the total job load vector is at most $(1+\epsilon)m\bar{1}$, then the decision tree, due to batching and preallocation, receives jobs of total load vector at most $(1+4\epsilon)m\bar{1}$.

Proof. By Observation 31, the total load vector $T$ receives is at most $(1+\epsilon)m\bar{1}/(1-\epsilon) \leq (1+3\epsilon)m\bar{1}$, plus $\sum_{q \in Q}(\Delta/\epsilon)q$. Further, we have $\sum_{q \in Q}(\Delta/\epsilon)q = |Q|(\Delta/\epsilon)\bar{1} \leq (1+1/\beta)^2\epsilon m\bar{1}$. Therefore, the algorithm sends to the decision tree $T$ big jobs (including bin vectors which are big) of total load vector at most $(1+4\epsilon)m\bar{1}$. Note that sending less loads only helps our algorithm. By Observation 29, our algorithm’s makespan is at most $(1+4\epsilon)c^*_T$-competitive if all jobs are discretized. We now show that when replacing each discretized vector with the original vector, every machine’s load increases by at most $2\epsilon \bar{1}$. Knowing that the optimum makespan is 1, this will mean that the competitive ratio of our algorithm is at most $(1+6\epsilon)c^*_T$-competitive. By scaling $\epsilon$ appropriately, we obtain Theorem 24.

We complete the analysis by proving the following lemma.

Lemma 33. Restoring the discretized jobs load vectors to their original vectors increases each machine’s load vector by at most $2\epsilon \bar{1}$.
Proof. For the sake of contradiction, suppose the total load increases by more than 2ε on some fixed dimension d on some fixed machine i. In the first case, suppose at least ε increase was due to big jobs. Then, since discretizing a big job reduces its load by less than δ on each dimension, this means that the total number of big jobs assigned to the machine i is at least ε/δ. Since a big job has a volume ∆ or more, the total volume of jobs assigned to machine i is at least (ε/δ) · ∆ = ε/((εΔ/2dm) · ∆ = 2dm, which is a contradiction to the fact that each machine has makespan at most (1 + 4ε), thus volume at most (1 + 4ε)d. Now suppose at least ε increase was due to small jobs. Let S be the set of all small jobs assigned to machine i. We know that discretizing a small job j reduces its load by at most pj/β on the fixed dimension d. Thus, we have ∑j∈S pj/β > ε. As a result, we have ∑j∈S pj > ε/β = ε/(ε/2md) = 2md. This implies that the total volume of the jobs in S is at least ∑j∈S pj ≥ 2md, which is a contradiction as before.

6.3 Putting the Pieces Together

In Section 6.1 we showed if we use the first phase of the algorithm, then we can assign jobs to groups of machines so that each group has m′ = O(1/√d log d) machines and receives load at most (1 + ε)m′. Otherwise, we can pretend all jobs are assigned to the single group of all machines. In either case, we can assign jobs to groups of machines so that each group has m′ = O(1/√d log d) machines and receives load at most (1 + ε)m′. Then, using the procedure in 6.2, we can assign jobs to machines within group, so that each machine’s load vector is at most (1 + 6ε)c∗d. Thus, we have found an online algorithm whose competitive ratio is (1 + ε)c∗d by appropriately scaling ε.

It now remains to show the running time of our algorithm. Since the running time is mostly dominated by the second phase, we will focus on the second phase. It is an easy exercise to see the running time is polynomially bounded by the size of decision tree and n. As discussed, the number of nodes is (m|B|)5md/2, where |B| ≤ (2/δ)d. By the above discussion, we have m = O(1/√d log d). Recall that β := ε/2md, ∆ := ε/((εΔ/(2dm))2, δ := εβ/(2md). By calculation, one can show that the tree size is (d/ε)d(d/ε)O(1). Thus, we have shown the running time.

This completes the proof of Theorem 24.

7 Open Problems

This paper gives the first non-trivial results for the online vector scheduling problem with a small number of dimensions. The most interesting open question is to better understand the competitive ratio of “practical” algorithms when d > 2. For instance, what is the competitive ratio of Priority(Max) when d > 2? Or, can we extend Priority(Bal) for d = 2 to higher dimensions? Even for d = 2, in our analysis, we used as the lower bound the fractional optimum where job vectors can be fractionally assigned to machines. This is inherently limited by the integrality gap of the fractional assignment. Can we obtain better lower bounds for the true optimum, and thereby improve the competitive ratio for the problem? For instance, for d = 2, is there a 2-competitive algorithm?
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Abstract

The girth is one of the most basic graph parameters, and its computation has been studied for many decades. Under widely believed fine-grained assumptions, computing the girth exactly is known to require \( mn^{1-o(1)} \) time, both in sparse and dense \( m \)-edge, \( n \)-node graphs, motivating the search for fast approximations. Fast good quality approximation algorithms for undirected graphs have been known for decades. For the girth in directed graphs, until recently the only constant factor approximation algorithms ran in \( O(n^{\omega}) \) time, where \( \omega < 2.373 \) is the matrix multiplication exponent. These algorithms have two drawbacks: (1) they only offer an improvement over the \( mn \) running time for dense graphs, and (2) the current fast matrix multiplication methods are impractical. The first constant factor approximation algorithm that runs in \( O(n^{1-\epsilon}) \) time for \( \epsilon > 0 \) and all sparsities \( m \) was only recently obtained by Chechik et al. [STOC 2020]; it is also combinatorial.

It is known that a better than 2-approximation algorithm for the girth in dense directed unweighted graphs needs \( n^{3-o(1)} \) time unless one uses fast matrix multiplication. Meanwhile, the best known approximation factor for a combinatorial algorithm running in \( O(mn^{1-\epsilon}) \) time (by Chechik et al.) is 3. Is the true answer 2 or 3?

The main result of this paper is a (conditionally) tight approximation algorithm for directed graphs. First, we show that under a popular hardness assumption, any algorithm, even one that exploits fast matrix multiplication, would need to take at least \( mn^{1-o(1)} \) time for some sparsity \( m \) if it achieves a \((2-\epsilon)\)-approximation for any \( \epsilon > 0 \). Second we give a 2-approximation algorithm for the girth of unweighted graphs running in \( \tilde{O}(mn^{3/4}) \) time, and a \((2+\epsilon)\)-approximation algorithm (for any \( \epsilon > 0 \)) that works in weighted graphs and runs in \( \tilde{O}(m\sqrt{n}) \) time. Our algorithms are combinatorial.

We also obtain a \((4+\epsilon)\)-approximation of the girth running in \( \tilde{O}(mn^{2-\epsilon}) \) time, improving upon the previous best \( \tilde{O}(m\sqrt{n}) \) running time by Chechik et al. Finally, we consider the computation of roundtrip spanners. We obtain a \((5+\epsilon)\)-approximate roundtrip spanner on \( O(m^{1.5}/\epsilon^2) \) edges in \( \tilde{O}(m\sqrt{n}/\epsilon^2) \) time. This improves upon the previous approximation factor \((8+\epsilon)\) of Chechik et al. for the same running time.
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Introduction

One of the most basic and well-studied graph parameters is the girth, i.e. the length of the shortest cycle in the graph. Computing the girth in an $m$-edge, $n$-node graph can be done by computing all pairwise distances, that is, solving the All-Pairs Shortest Paths (APSP) problem. This gives an $O(mn)$ time algorithm for the general version of the girth problem: directed or undirected integer weighted graphs and no negative weight cycles\(^1\).

The $O(mn)$ running time for the exact computation of the girth is known to be tight, up to $n^{o(1)}$ factors, both for sparse and dense weighted graphs, under popular hardness hypotheses from fine-grained complexity [21, 14]. In unweighted graphs or graphs with integer weights of magnitude at most $M$, one can compute the girth in $O(Mn^\omega)$ time [19, 12, 17, 8] where $\omega < 2.373$ is the exponent of $n \times n$ matrix multiplication [22, 13]. This improves upon $mn$ only for somewhat dense graphs with small weights, and moreover is not considered very practical due to the large overhead of fast matrix multiplication techniques.

Due to the subcubic equivalences of [21], however, it is known that even in unweighted dense graphs, any algorithm that computes the girth in $O(n^{3-\varepsilon})$ time needs to use fast matrix multiplication techniques, unless one can obtain a subcubic time combinatorial Boolean Matrix Multiplication (BMM) algorithm. Thus, under popular fine-grained complexity assumptions, if one wants to have a fast combinatorial algorithm, or an algorithm that is faster than $mn$ for sparser graphs, one needs to resort to approximation.

Fast approximation algorithms for the girth in undirected graphs have been known since the 1970s, starting with the work of Itai and Rodeh [12]. The current strongest result shows a 2-approximation in $O(n^{5/3})$ time [18]; note that if the graph is dense enough this algorithm is sublinear in the input. Such good approximation algorithms are possible for undirected graphs because of known strong structural properties. For instance, as shown by Bondy and Simonovits [4], for any integer $k \geq 2$, if a graph has at least $100kn^{1+1/k}$ edges, then it must contain a $2k$ cycle, and this gives an immediate upper bound on the girth. There are no such structural results for directed graphs, making the directed girth approximation problem quite challenging.

Zwick [24] showed that if the maximum weight of an edge is $M$, one can obtain in $O(n^{\omega} \log(M/\varepsilon)/\varepsilon)$ time a $(1 + \varepsilon)$-approximation for APSP, and this implies the same for the girth of directed graphs. As before, however, this algorithm does not run fast in sparse graphs, and can be considered impractical.

The first nontrivial approximation algorithms (both for sparse graphs and combinatorial) for the girth of directed graphs were achieved by Pachocki et al. [15]. The current best result by Chechik et al. [6, 7] achieves for every integer $k \geq 1$, a randomized $O(k \log k)$-approximation algorithm running in time $O(m^{1+1/k})$. The best approximation factor that Chechik et al. obtain in $O(mn^{1-\varepsilon})$ time for $\varepsilon > 0$ is 3, in $O(m\sqrt{n})$ time.

---

\(^1\) If the weights are nonnegative, running Dijkstra’s algorithm suffices. If there are no negative weight cycles, one can use Johnson’s trick to make the weights nonnegative at the cost of a single SSSP computation which can be achieved for instance in $O(m\sqrt{n} \log M)$ time if $M$ is the largest edge weight magnitude via Goldberg’s algorithm [11], so as long as the weights have at most $O(\sqrt{n})$ bits, the total time is $O(mn)$.\)
What should be the best approximation factor attainable in $O(mn^{1-\varepsilon})$ time for $\varepsilon > 0$? It is not hard to show (see e.g. [20], the construction in Thm 4.1.3) that graph triangle detection can be reduced to triangle detection in a directed graph whose cycle lengths are all divisible by 3. This, coupled with the combinatorial subcubic equivalence between triangle detection and BMM [21] implies that any $O(n^{3-\varepsilon})$ time algorithm for $\varepsilon > 0$ that achieves a $(2-\delta)$-approximation for the girth implies an $O(n^{3-\varepsilon/3})$ time algorithm for BMM, and hence fast matrix multiplication techniques are likely necessary for faster $(2-\varepsilon)$-approximation of the directed girth.

1.1 Our results

We first give a simple extension to the above hardness argument for $(2-\varepsilon)$-approximation, giving a conditional lower bound on the running time of $(2-\varepsilon)$-girth approximation algorithms under the so-called $k$-Cycle hardness hypothesis [3, 16, 14].

The $k$-Cycle hypothesis states that for every $\varepsilon > 0$, there is a $k$ such that $k$-cycle in $m$-edge directed unweighted graphs cannot be solved in $O(m^{2-\varepsilon})$ time (on a $O(\log n)$ bit word-RAM).

The hypothesis is consistent with all known algorithms for detecting $k$-cycles in directed graphs, as these run at best in time $m^{2-\varepsilon/k}$ for various small constants $c$ [23, 2, 14, 9], even using powerful tools such as matrix multiplication. Moreover, as shown by Lincoln et al. [14] any $O(mn^{1-\varepsilon})$ time algorithm (for $\varepsilon > 0$) that, for odd $k$, can detect $k$-cycles in $n$-node $m$-edge directed graphs with $m = \Theta(n^{1+2/(k-1)})$, would imply an $O(n^{k-\delta})$ time algorithm for $k$-clique detection for $\delta > 0$. If the cycle algorithm is “combinatorial”, then the clique algorithm would be “combinatorial” as well, and since all known $O(n^{k-\delta})$ time $k$-clique algorithms use fast matrix multiplication, such a result for $k$-cycle would be substantial.

In Section 5, with a very simple reduction we show:

**Theorem 1.** Suppose that for some constants $\varepsilon > 0$ and $\delta > 0$, there is an $O(m^{2-\varepsilon})$ time algorithm that can compute a $(2-\delta)$-approximation of the girth in an $m$-edge directed graph. Then for every constant $k$, one can detect whether an $m$-edge directed graph contains a $k$-cycle, in $O(m^{2-\varepsilon})$ time, and hence the $k$-Cycle Hypothesis is false.

Thus, barring breakthroughs in Cycle and Clique detection algorithms, we know that the best we can hope for using an $O(mn^{1-\varepsilon})$ time algorithm for the girth of directed graphs is a 2-approximation.

The main result of this paper is the first ever $O(mn^{1-\varepsilon})$ time for $\varepsilon > 0$ 2-approximation algorithm for the girth in directed graphs. This result is conditionally tight via the above discussion.

**Theorem 2.** There is an $\tilde{O}(mn^{3/4})$ time randomized algorithm that 2-approximates the girth in directed unweighted graphs whp. For every $\varepsilon > 0$, there is a $(2+\varepsilon)$-approximation algorithm for the girth in directed graphs with integer edge weights that runs in $\tilde{O}(m\sqrt{n}/\varepsilon)$ time. The algorithms are randomized and are correct whp.

If one wanted to obtain a $(4+\varepsilon)$-approximation to the girth via Chechik et al.’s $O(k \log k)$ approximation algorithms, the best running time one would be able to achieve is $\tilde{O}(m\sqrt{n})$. Here we show how to get an improved running time for a $(4+\varepsilon)$ approximation.

**Theorem 3.** For every $\varepsilon > 0$, there is a $(4+\varepsilon)$-approximation algorithm for the girth in directed graphs with integer edge weights that runs in $\tilde{O}(mn^{2-1/\varepsilon})$ time. The algorithm is randomized and correct whp.
In fact, we obtain a generalization of the above algorithms that improves upon the algorithms of Chechik et al. for all constants \( k \).

**Theorem 4.** For every \( \varepsilon > 0 \) and integer \( k \geq 1 \), there is a \((2k+\varepsilon)\)-approximation algorithm for the girth in directed graphs with integer edge weights that runs in \( \tilde{O}(m n^{\alpha_k}/\varepsilon) \) time, where \( \alpha_k > 0 \) is the solution to \( \alpha_k(1 + \alpha_k)^{k-1} = 1 - \alpha_k \). The algorithms are randomized and correct whp.

For example, let’s consider \( \alpha_1 \) in the above theorem. It is the solution to \( \alpha_1 = 1 - \alpha_1 \), giving \( \alpha_1 = 1/2 \) and recovering the result of Theorem 2 for weighted graphs. On the other hand, \( \alpha_2 \) is the solution to \( \alpha_2(1 + \alpha_2) = 1 - \alpha_2 \), which gives \( \alpha_2 = \sqrt{2} - 1 \) and recovering Theorem 3. Finally, say we wanted to get a \((6+\varepsilon)\)-approximation, then we need \( \alpha_3 \), which is the solution to \( \alpha_3(1 + \alpha_3)^2 = 1 - \alpha_3 \), giving \( \alpha_3 \leq 0.354 \), and thus there’s an \( \tilde{O}(mn^{0.354}/\varepsilon) \) time \((6+\varepsilon)\)-approximation algorithm. Note that there is only one positive solution to the equation defining \( \alpha_k \) in Theorem 4.

As \( k \) grows, \( \alpha_k \) grows as \( \Theta(\log k/k) \), and so the algorithm from Theorem 4 has similar asymptotic guarantees as the algorithm of Chechik et al. as it achieves an \( O(\ell \log \ell) \) approximation in \( \tilde{O}(mn^{1/6}) \) time. The main improvements lie in the improved running time for small constant approximation factors.

Our approximation algorithms on weighted graphs can be found in section 4. If we are aiming for an algorithm running in \( T(n,m) \) time, we first suppose that the maximum edge weight of the graph is \( M \) and we obtain an algorithm in \( T(n,m) \log M \) time. We show how to remove the \( \log M \) factor using standard techniques in the full version [10].

**Roundtrip Spanners.** Both papers that achieved nontrivial combinatorial approximation algorithms for the directed girth were also powerful enough to compute sparse approximate roundtrip spanners.

A \( c \)-approximate roundtrip spanner of a directed graph \( G = (V,E) \) is a subgraph \( H = (V,E') \) of \( G \) such that for every \( u,v \in V \), \( d_H(u,v) + d_H(v,u) \leq c \cdot (d_G(u,v) + d_G(v,u)) \). Similar to what is known for spanners in undirected graphs, it is known [5] that for every integer \( k \geq 2 \) and every \( n \), every \( n \)-node graph contains a \((2k - 1 + o(1))\)-approximate roundtrip spanner on \( O(k n^{1+1/k} \log n) \) edges; the \( o(1) \) error can be removed if the edge weights are at most polynomial in \( n \) and the result then is optimal, up to log factors under the Erdős girth conjecture.

The best algorithms to date for computing sparse roundtrip spanners, similarly to the girth, achieve an \( O(k \log k) \) approximation in \( \tilde{O}(m^{1+1/k}) \) time [7]. The best constant factor approximation achieved for roundtrip spanners in \( O(mn^{1-\varepsilon}) \) time for \( \varepsilon > 0 \) is again achieved by Chechik et al.: a \((8+\varepsilon)\) approximate \( O(n^{1.5}) \)-edge (in expectation) roundtrip spanner can be computed in \( \tilde{O}(m \sqrt{n}) \) expected time. We improve this latter result:

**Theorem 5.** There is an \( \tilde{O}(m^{1/3} n \log^2(M)/\varepsilon^2) \) time randomized algorithm that computes a \((5+\varepsilon)\)-approximate roundtrip spanner on \( \tilde{O}(n^{1.5} \log^2(M)/\varepsilon^2) \) edges whp, for any \( n \)-node \( m \)-edge directed graph with edge weights in \( \{1, \ldots, M\} \).

## 2 Preliminary Lemmas

We begin with some preliminary lemmas. The first two will allow us to decrease all degrees to roughly \( m/n \), while keeping the number of vertices and edges roughly the same. The last lemma, implicit in [6], is a crucial ingredient in our algorithms.
The following lemma was proven by Chechik et al. [6]:

**Lemma 6.** Given a directed graph \( G = (V, E) \) with \( |V| = n, |E| = m \), we can in \( O(m + n) \) time construct a graph \( G' = (V', E') \) with \( V \subseteq V' \), so that \( |V'| \leq O(n) \), \( |E'| \leq O(m + n) \), for every \( v \in V' \), \( \deg(v) \leq [m/n] \), and so that for every \( u,v \in V \), \( d_G(u,v) = d_G(u,v) \), and so that any path \( p \) between some nodes \( u \in V \) and \( v \in V \) in \( G' \) (possibly \( u = v \)) is in one-to-one correspondence with a path in \( G \) of the same length.

The proof of the above lemma introduces edges of weight 0, even if the graph was originally unweighted. In the lemma below which is proved in the full version [10], we show how for an unweighted graph we can achieve essentially the same goal, but without adding weighted edges. This turns out to be useful for our unweighted girth approximation.

**Lemma 7.** Given a directed unweighted graph \( G = (V, E) \) and \( |V| = n, |E| = m \), we can in \( O(m + n) \) time construct an unweighted graph \( G' = (V', E') \) with \( V \subseteq V' \), so that \( |V'| \leq O(n \log n) \), \( |E'| \leq O(m + n \log n) \), for every \( v \in V' \) out-\( \deg(v) \leq [m/n] \), and so that there is an integer \( t \) such that for every \( u,v \in V \), \( d_G(u,v) = t \cdot d_G(u,v) \), and so that any path \( p \) between some nodes \( u \in V \) and \( v \in V \) in \( G' \) (possibly \( u = v \)) is in one-to-one correspondence with a path in \( G \) of length \( 1/t \) of the length of \( p \).

In particular, the lemma will imply that the girth of \( G' \) is exactly \( t \) times the girth of \( G \), and that given a c-roundtrip spanner of \( G' \), one can in \( O(m + n) \) time obtain from it a \( c \)-roundtrip spanner of \( G \). We note that it is easy to obtain the same result but where both the in- and out-degrees are \( O(m/n) \) (see the proof in the full version [10]).

Now we can assume that the degree of each node is no more than \( O(m/n) \). This will allow us for instance to run Dijkstra’s algorithm or BFS from a vertex within a neighborhood of \( w \) nodes in \( O(mw/n) \) time.

Another assumption we can make without loss of generality is that our given graph \( G \) is strongly connected. In linear time we can compute the strongly connected components and then run any algorithm on each component separately. We know that any two vertices in different components have infinite roundtrip distance.

A final lemma (implicit in [6]) will be very important for our algorithms:

**Lemma 8.** Let \( G = (V, E) \) be a directed graph with \( |V| = n \) and integer edge weights in \( \{1, \ldots, M\} \). Let \( S \subseteq V \) with \( |S| > c \log n \) (for \( c \geq 100/\log(10/9) \)) and let \( d \) be a positive integer. Let \( R \) be a random sample of \( c \log n \) nodes of \( S \) and define \( S' := \{ s \in S \mid d(s,r) \leq d, \forall r \in R \} \). Suppose that for every \( s \in S \) there are at most \( 0.2 |S| \) nodes \( v \in V \) so that \( d(s,v), d(v,s) \leq d \). Then \( |S'| \leq 0.8 |S| \).

**Proof.** The proof will consist of two parts. First we will show that the number of ordered pairs \( s, s' \in S \) for which \( d(s, s'), d(s', s) \leq d \) is small. Then we will show that if \( |S'| > 0.8 |S| \), then with high probability, the number of ordered pairs \( s, s' \in S \) for which \( d(s, s'), d(s', s) \leq d \) is large, thus obtaining a contradiction.

1. If for every \( s \in S \) there are at most 0.2 |S| nodes \( v \in V \) so that \( d(s, v), d(v, s) \leq d \), then the number of ordered pairs \( s, s' \in S \) for which \( d(s, s'), d(s', s) \leq d \) is clearly at most 0.2 |S|^2.

2. Suppose now that \( |S'| > 0.8 |S| \). First, consider any \( s \in S \) for which there are at least 0.1 |S| nodes \( s' \in S \) such that \( d(s, s') > d \). The probability that \( d(s, r) \leq d \) for all \( r \in R \) is then at most \( 0.9^{c \log n} \leq 1/n^{100} \). Thus, via a union bound, with high probability at least 1 − 1/n^99, for every \( s \in S' \), there are at least 0.9 |S| nodes \( s' \in S \) such that \( d(s, s') \leq d \).

Now, if \( |S'| > 0.8 |S| \), with high probability, there are at least 0.8 |S| \times 0.9 |S| = 0.72 |S|^2 ordered pairs \( (s, s') \) with \( s, s' \in S \) and \( d(s, s') \leq d \). There are at most \( |S|^2/2 \) ordered pairs \( (s, s') \) such that exactly one of \( d(s, s') \leq d, d(s', s) \leq d \) holds. Hence, with high probability there are at least 0.22 |S|^2 > 0.2 |S|^2 ordered pairs \( (s, s') \) with \( s, s' \in S \) and both \( d(s, s') \leq d \) and \( d(s', s) \leq d \). Contradiction.
3 2-Approximation for the Girth in Unweighted Graphs

Here we show how to obtain a genuine 2-approximation for the girth in unweighted graphs.

**Theorem 9.** Given a directed unweighted graph $G$ on $m$ edges and $n$ nodes, one can in $\tilde{O}(mn^{3/4})$ time compute a 2-approximation to the girth.

Note that this is the first part of Theorem 2. The pseudocode for the algorithm of Theorem 9 can be found in Algorithm 1, and we will refer to it at each stage of the proof.

We will consider two cases for the girth: when it is large or small. Suppose that the girth is at most $\delta$, and we will refer to it at each stage of the proof.

Note that this is the first part of Theorem 2. The pseudocode for the algorithm of Theorem 9 can be found in Algorithm 1, and we will refer to it at each stage of the proof.

We will consider two cases for the girth: when it is large or small. Suppose that the girth is at most $\delta$, and we will refer to it at each stage of the proof.

### 3.1 Large girth

Pick a random sample $R$ of $100n^{1−δ} \log n$ nodes, run BFS to and from each $s \in R$. Return

$$\min_{s \in R} \min_{v \neq s} d(s, v) + d(v, s).$$

If the girth is $\geq n^δ$, with high probability, $R$ will contain a node $s$ on the shortest cycle $C$. Since any cycle must contain two distinct nodes, $\min_{s \in R} \min_{v \neq s} d(s, v) + d(v, s)$ is the weight of a shortest cycle that contains some node of $R$, and with high probability it must be the girth. Thus in $\tilde{O}(mn^{1−δ})$ time we have computed the girth exactly. See Procedure `HIGHERGIRTH in Algorithm 1.`

### 3.2 Small girth

Now let us assume that the girth is at most $n^δ$. For a vertex $u$ and integer $j \in \{0, \ldots, n^δ\}$, define

$$B^j(u) := \{x \in V \mid d(u, x) = j\} \text{ and } \tilde{B}^j(u) := \{x \in V \mid d(u, x) \leq j\}.$$  

We will try all choices of integers $i$ from 3 to $n^δ$ to estimate the girth when it is $\leq i$.

Our algorithm first computes a random sample $Q$ of size $O(n^{1−i} \log n)$ for a parameter $t$, does BFS from and to all nodes in $Q$, and computes for each $i \in \{1, \ldots, n^δ\}$, $V'_i = \{v \in V \mid \exists q \in Q : d(v, q) \leq i \text{ and } d(q, v) \leq i\}$. The running time needed to do this for all $i \leq n^δ$ is $O(mn^{1−i+δ})$.

If $V'_i \neq \emptyset$, the girth of $G$ must be $\leq 2i$.

Now, pick the smallest $i$ for which $V'_{i+1} \neq \emptyset$. Then $V'_k = \emptyset$ for all $k \leq i$, and we have certified that the girth is $\leq 2(i + 2)$. If the girth is $\geq i + 1$, we already have a 2-approximation. Otherwise, the girth must be $\leq i$.

Consider any $u \in V$, and $j \leq i$. Suppose that for all $j \leq i$, $|B^j(u)| \leq 100n^t$. Then, for $u$ and for all $v \in B^j(u)$ for $j \leq i$, we could compute the distances from $u$ to $v$ in $G$ efficiently. We do this by running BFS from $u$ but stopping when a vertex outside of $\cup_{j=0}^{i} B^j(u)$ is found. Note that the number of vertices in $\cup_{j=0}^{i} B^j(u)$ is $O(n^t \cdot i)$, and since we assumed that the degree of every vertex is $O(m/n)$, we get a total running time of $O(mn^{t−1} \cdot i)$. If this works for all vertices $u$, then we would be able to compute all distances up to $i$ exactly in total time $O(m \cdot n^t) \leq O(mn^{t+δ})$.

---

2 The running time is actually less, $\tilde{O}(n^{2−t+δ} + mn^{1−t})$ but this won’t matter for our algorithm.
Unfortunately, however, some $B^j(u)$ balls can be larger than $100n^t$. In this case, for every $j \leq i$, we will compute a small set of nodes $B^j(u)$ that will be just as good as $B^i(u)$ for computing short cycles.

\textbf{Claim 10.} Fix $i$: $1 \leq i \leq n^8$. Suppose that for every $j \leq i$ we are given black box access to sets $B^j(u) \subseteq B_j(u)$ of nodes such that (1) In $t(n)$ time we can check whether a node is in $B^j(u)$, (2) $|B^j(u)| \leq 100n^t$ whp, and (3) for any cycle $C$ of length $\leq i$ containing $u$, and every $j \leq i$, any node of $C$ that is in $B^j(u)$ is also in $B^j(u)$.

Then there is an $O(mn^{t-1+8t(n)})$ time algorithm that can find a shortest cycle through $u$, provided that cycle has length $\leq i$.

\textbf{Proof.} Let us assume that there is some cycle $C$ of length $\leq i$ containing $u$. Also, assume that we are given the sets $B^j(u)$ for all $j \leq i$ as in the statement of the lemma.

Then we can compute a modified BFS out of $u$. We will show by induction that when considering distance $j \leq i$, our modified BFS will have found a set $N_j(u)$ of nodes such that for every $x \in N_j(u)$, $d(u,x) \leq j$, and so that for any cycle $C$ of length $\leq i$ containing $u$, any node of $C$ that is in $B^j(u)$ is also in $N_j(u)$.

Initially, $N_0(u) = \{u\}$, so the base case is fine. Let’s make the induction hypothesis for $j$ that for every $x \in N_j(u)$, $d(u,x) \leq j$, and for a shortest cycle $C$ of length $\leq i$ containing $u$, any node of $C$ that is in $B^j(u)$ is also in $N_j(u)$.

Our modified BFS proceeds as follows: Given $N_j(u)$, we go through each $z \in N_j(u)$, and if $z \in B^j(u)$, we go through all out-neighbors $y$ of $z$, and if $y$ has not been visited until now, we place $y$ into $N_{j+1}(u)$. See Procedure MODBFS in Algorithm 1 (parameter $t$ is set to $1/2$ here).

Clearly, since $d(u,z) \leq j$ (by the induction hypothesis), we have that $d(u,y) \leq j+1$ for each out-neighbor $y$ of $z$. Now consider a shortest cycle $C$ containing $u$ of length $\leq i$. To complete the induction we only care about $j < |C|$.

Assume that the induction hypothesis for $j$ holds. Let $x$ be the node on $C$ at distance $j+1$ from $u$ along $C$, and let $x'$ be its predecessor on $C$, i.e. the node on $C$ at distance $j$ from $u$ along $C$. Since $C$ is a shortest cycle containing $u$ and since $x' \neq x$, we must have that $d(u,x') = j$ so that $x' \in B^j(u)$. Also, either $u = x$, or $d(u,x) = j+1$ and so $x \in B^{j+1}(u)$.

We know by the induction hypothesis that $x' \in N_j(u)$ and also that $x' \in B^j(u)$ by the definition of $B^j(u)$. Thus, we would have gone through the edges out of $x'$, and $x$ would have been discovered. If $u = x$, then the cycle $C$ will be found. Otherwise, $d(u,x) = j+1$, and $x$ cannot have been visited until now, so our modified BFS will insert $x$ into $N_{j+1}(u)$ thus completing the induction.

The running time of the modified BFS is determined by the fact that there are $i \leq n^8$ levels, each of $N_j(u) \cap B^j(u)$ contains $O(n^t)$ nodes, and we traverse the $O(m/n)$ edges out of every $x \in N_j(u) \cap B^j(u)$. The running time is thus asymptotically $t(n) \times n^t \times n^t \times m/n$ which is $O(mn^{t-1+8t(n)})$.

Now we want to explain how to compute the sets $B^j(u)$. We use Lemma 8 from the preliminaries. Suppose that the girth is at most $i$ and for every $k \leq i$, $V'_k = \emptyset$.

Let $u$ be a node on a cycle $C$ of length at most $i$. Let $x$ be any node on $C$ so that $x \in B^j(u)$ for some integer $j \leq i$. Then we must have that for every $y \in B^j(u)$:

$$d(x,y) \leq d(x,u) + d(u,y) \leq |C| - d(u,x) + d(u,y) \leq i - j + j = i.$$ 

This inequality is crucial for our algorithm. See Figure 1 for a depiction of it.

In other words, we obtain that $x$ is in $\{w \in B^j(u) \mid d(w,y) \leq i, \forall y \in B^j(u)\}$. 
Suppose that we are able to pick a random sample $R^i(u)$ of $c \log n$ vertices from $\hat{B}^i(u)$ (we will show how later). Then we can define

$$\hat{B}^j(u) := \{ z \in \hat{B}^i(u) \mid d(z, y) \leq i, \forall y \in R^j(u) \}. $$

Using Lemma 8 we will show that if $|\hat{B}^i(u)| \geq 10n^i$, then $|\hat{B}^j(u)| \leq 0.8|\hat{B}^i(u)|$ and if $x$ is in $\{ w \in \hat{B}^i(u) \mid d(w, y) \leq i, \forall y \in \hat{B}^i(u) \}$, then whp $x \in \hat{B}^j(u)$. We will then repeat the argument to obtain $B^j(u)$ of size $O(n^i)$.

Consider any $s \in V$ with at least $0.2|\hat{B}^i(u)|$ nodes $v \in V$ so that $d(s, v), d(v, s) \leq i$. As $|\hat{B}^i(u)| \geq 10n^i$ (as otherwise we would be done), $0.2|\hat{B}^i(u)| \geq 2n^i$, and so with high probability, for $s$ with the property above, our earlier random sample $Q$ contains some $q$ with $d(s, q), d(q, s) \leq i$, and so $V^i_s \neq \emptyset$ which we assumed didn’t happen. Thus with high probability, for every $s \in V$, there are at most $0.2|\hat{B}^i(u)|$ nodes $v \in V$ so that $d(s, v), d(v, s) \leq i$. Hence we also have that every $z \in \hat{B}^i(u)$ has at most $0.2|\hat{B}^i(u)|$ nodes $v \in V$ so that $d(s, v), d(v, s) \leq i$.

Thus we can apply Lemma 8 to $\hat{B}^i(u)$ and conclude that $|\hat{B}^j(u)| \leq 0.8|\hat{B}^i(u)|$, while also any node $x \in B^i(u)$ on the cycle $C$ (containing $u$) is also in $B^j(u)$.

We will iterate this process until we arrive at a subset of $B^j(u)$ that is smaller than $10n^i$ and still contains all $x \in B^j(u)$ on an $\leq i$-length cycle $C$.

We do this as follows. Let $B^i_k(u) = B^i(u)$. For each $k = 0, \ldots, 2 \log n$, let $R^j_k(u)$ be a random sample of $O(\log n)$ vertices of $B^i_k(u)$. Define $B^j_{k+1}(u) = \{ z \in B^i_k(u) \mid d(z, y) \leq i, \forall y \in \cup_{k=0}^{j} R^j_k(u) \}$. We get that for each $k$, $|B^j_k(u)| \leq 0.8^k|B^i(u)|$ so that at the end of the last iteration, $|B^j_{2 \log n}(u)| \leq 10n^i$ and we can set $B^j(u)$ to $B^j_{2 \log n}(u)$.

It is not immediately clear how to obtain the random sample $R^j_k(u)$ from $B^i_k(u)$ as $B^i_k(u)$ is unknown. We do it in the following way, adapting an argument from Chechik et al. [7]. For each $j \leq i$ and $k \leq 2 \log n$ we independently obtain a random sample $S_{j, k}$ of $V$ by sampling each vertex independently with probability $p = 100 \log n/n^i$. For each of the (in expectation) $O(n^{1-\ell+i+4 \log^2(n)})$ vertices in the sets $S_{j, k}$ we run BFS to and from them, to obtain all their distances.

Now, for $j \leq i$ and $k$, to obtain the random sample $R^j_k(u)$ of the unknown $B^i_k(u)$, we assume that we already have $R^j_{\ell}(u)$ for $\ell < k$, and define

$$T^j_k(u) = \{ s \in S_{j, k} \mid s \in B^i(u) \text{ and } d(s, y) \leq i, \forall y \in \cup_{\ell<k} R^j_{\ell}(u) \}. $$
Forming the set $T^i_k(u)$ is easy since we have the distances $d(s, v)$ for all $s \in S_{j,k}$ and $v \in V$, so we can check whether $s \in B^i_k(u)$ and $d(s, y) \leq i$, $\forall y \in \cup_{r \in k} R^i_k(u)$ in polylogarithmic time for each $s \in S_{j,k}$. See Procedure RANDOMSAMPLES in Algorithm 1.

Now since $S_{j,k}$ is independent from all our other random choices, $T^i_k(u)$ is a random sample of $B^i_k(u)$ essentially created by selecting each vertex with probability $p$. If $B^i_k(u) \geq 100 n^i$, with high probability, $T^i_k(u)$ has at least $10 \log n$ vertices so we can pick $R^j_k(u)$ to be a random sample of $10 \log n$ vertices of $T^i_k(u)$, and they will also be a random sample of $10 \log n$ vertices of $B^i_k(u)$.

Once we have the sets $R^j_k(u)$ for each $u$ and $j \leq i$, $k \leq 2 \log n$, we run our modified BFS from each $u$ from Claim 10 where when we are going through the vertices $x \in N_j(u)$ we check whether $x \in B^{ij}(u)$ by checking whether $d(x, r) \leq i$ for every $r \in \cup_k R^i_k(u)$. This only gives a polylogarithmic overhead so we can run the modified BFS in time $\tilde{O}(mn^{t+\delta})$ time. We can run it through all $u \in V$ in total time $\tilde{O}(mn^{t+\delta})$ time, and in this time we will be able to compute the length of the shortest cycle if that cycle is of length $\leq i$.

**Putting it all together.** In $\tilde{O}(mn^{1-\delta})$ time we compute the girth exactly if it is $\geq n^\delta$. In $\tilde{O}(mn^{1+t+\delta})$ time, we obtain $i$ so that we have a 2-approximation of the girth if the girth is $> i$. In additional $\tilde{O}(mn^{1+t+\delta} + mn^{t+\delta})$ time we compute the girth exactly if it is $\leq i$.

To optimize the running time we set $t = 1/2$, $1 - \delta = 0.5 + \delta$, obtaining $\delta = 1/4$, and a running time of $\tilde{O}(mn^{3/4})$. The final algorithm is in Algorithm 1.

### 4 Weighted Graphs: Girth and Roundtrip Spanner

One of the main differences between our weighted and unweighted algorithms is that for weighted graphs we do not go through each distance value $i$ up to $n^\delta$, but we instead process intervals of possible distance values $[(1 + \varepsilon)^i, (1 + \varepsilon)^{i+1})$ for small $\varepsilon > 0$. This will affect the approximation, so that we will get a $(2 + O(\varepsilon))$-approximation. However, it will also enable us to have a smaller running time of $\tilde{O}(m \sqrt{n} \log(M)/\varepsilon)$, and to be able to output an $\tilde{O}(n^{1.5} \log(M)/\varepsilon)$-edge $(5 + O(\varepsilon))$-approximate roundtrip spanner in $\tilde{O}(m \sqrt{n} \log(M)/\varepsilon^2)$ time, where $M$ is the maximum edge weight.

Fix $\varepsilon > 0$. For a vertex $u$ and integer $j$, define (differently from the previous section)

$$B^j(u) := \{ x \in V \mid (1 + \varepsilon)^j \leq d(u, x) < (1 + \varepsilon)^{j+1} \} \text{ and } \tilde{B}^j(u) := \{ x \in V \mid d(u, x) < (1 + \varepsilon)^{j+1} \}.$$

We include a boundary case $B^0(u) := \{ x \in V \mid d(u, x) = 0 \}$. Recall that we originally started with a graph with positive integer weights, but our transformation to vertices of degree $O(m/n)$ created some 0 weight edges. We note that any distance of 0 involves at least one of the auxiliary vertices and no roundtrip distance can be 0.

In our algorithms including our $(2+\varepsilon)$-approximation algorithm, we do a restricted version of Dijkstra from every vertex where before running these Dijkstras, we need to efficiently sample a set of vertices $B^i(u)$ of size $O(\log n)$ from a subset of $B^j(u)$, without computing the set $B^i(u)$. The following lemma is given as input the target approximation factor $2\beta$, a parameter $i$ as an estimated size of cycles the algorithm is handling at a given stage and a parameter $\alpha$ as the target running time $\tilde{O}(mn^\alpha)$ of our algorithms. It outputs the sample sets in this running time. The proof of the lemma is similar to the sampling method of the previous section and is included in the full version [10].
2-Approximation algorithm for the girth in unweighted graphs.

**Procedure** \texttt{HighGirth}($G=(V,E)$)

1. Let $R \subseteq V$ be a uniform random sample of $100n^{3/4} \log n$ nodes.
2. \textbf{foreach} $s \in R$ \textbf{do}
3. \hspace{1em} Do BFS from $s$ in $G$
4. \hspace{1em} Let $g$ be the length of the shortest cycle found by the BFS searches.
5. \hspace{1em} Return $g$.

**Procedure** \texttt{RandomSamples}($G=(v,E),i$)

1. \textbf{foreach} $j \in \{1, \ldots, i\}$ \textbf{do}
2. \hspace{1em} \textbf{foreach} $k \in \{1, \ldots, 2 \log n\}$ \textbf{do}
3. \hspace{2em} Let $S_{j,k} \subseteq V$ be a uniform random sample of $100\sqrt{n} \log n$ vertices.
4. \hspace{2em} Do BFS to and from $s$ to compute for all $v$, $d(s,v)$ and $d(v,s)$.
5. \hspace{1em} \textbf{foreach} $u \in V$ \textbf{do}
6. \hspace{2em} \textbf{foreach} $j \in \{1, \ldots, i\}$ \textbf{do}
7. \hspace{3em} $R^j(u) \leftarrow \emptyset$.
8. \hspace{3em} \textbf{foreach} $k \in \{1, \ldots, 2 \log n\}$ \textbf{do}
9. \hspace{4em} $T^j_k(u) \leftarrow \{s \in S_{j,k} \mid d(u,s) \leq j \text{ and for all } y \in R^j(u): d(s,y) \leq i\}$.
10. \hspace{4em} \textbf{if} $|T^j_k(u)| < 10 \log n$ \textbf{then}
11. \hspace{5em} $R^j(u) \leftarrow R^j(u) \cup T^j_k(u)$
12. \hspace{5em} Exit this loop (over $k$).
13. \hspace{4em} \textbf{else}
14. \hspace{5em} Let $R^j_k(u)$ be a uniform random sample of $10 \log n$ nodes from $T^j_k(u)$.
15. \hspace{5em} $R^j(u) \leftarrow R^j(u) \cup R^j_k(u)$.
16. \hspace{3em} Return the sets $R^j(u)$ for all $j \leq i$, $u \in V$, and $d(s,v), d(v,s)$ for all $s \in \cup_{j,k} S_{j,k}$ and $v \in V$.

**Procedure** \texttt{ModBFS}($G=(v,E),u,i,R^1(u),\ldots,R^t(u)),d(\cdot)$)

1. \textbf{Visited} \leftarrow empty hash table
2. $N_0 \leftarrow \{u\}$
3. \texttt{Visited.insert}(u)
4. \textbf{foreach} $j$ from $0$ to $i-1$ \textbf{do}
5. \hspace{2em} $N_{j+1} \leftarrow$ empty linked list
6. \hspace{2em} \textbf{foreach} $x \in N_j$ \textbf{do}
7. \hspace{3em} \textbf{if} for every $s \in R^j(u)$, $d(x,s) \leq i$ \textbf{then}
8. \hspace{4em} \textbf{foreach} $y$ s.t. $(x,y) \in E$ and $y \notin \texttt{Visited}$ \textbf{do}
9. \hspace{5em} \textbf{if} $y = u$ \textbf{then}
10. \hspace{6em} Stop and return $j + 1$
11. \hspace{6em} $N_{j+1}.insert(y)$
12. \hspace{6em} $\texttt{Visited.insert}(y)$
13. \hspace{3em} Return $\infty$ \textbf{// No $\leq i$ length cycle found through $u$}
Procedure $GirthApprox(G = (V,E))$

\begin{algorithmic}
  \State $g_{high} \leftarrow \text{HighGirth}(G)$
  \State Let $Q \subseteq V$ be a uniform random sample of $100n^{1/2} \log n$ nodes.
  \For{$s \in Q$}
    \State Do BFS from and to $s$ in $G$
    \State Let $i$ be the minimum integer s.t. $\exists s \in Q$ and $\exists v \in V$ with $d(s,v) \leq i + 1$ and $d(v,s) \leq i + 1$.
    \State $g_{med} \leftarrow 2(i + 1)$
    \State Let $i$ be the min of $i$ and $n^{1/4}$
  \EndFor
  \State Run $\text{RandomSamples}(G,i)$ to obtain sets $R^j(u)$ for all $j \leq i$, $u \in V$, and $d(\cdot)$ containing $d(s,v), d(v,s)$ for all $s \in \cup_{j,k} S_{j,k}$ and $v \in V$
  \For{$u \in V$}
    \State $g_u \leftarrow \text{ModBFS}(G,u,i,R^1(u),\ldots,R^i(u),d(\cdot))$
    \State $g \leftarrow \min\{g_{high}, g_{med}, \min_{u \in V} g_u\}$
  \EndFor
  \State Return $g$
\end{algorithmic}

\textbf{Lemma 11.} Let $M$ be the maximum edge weight of the graph and suppose that $i \in \{1, \ldots, \log_2(1+M)n\}$, $\beta > 0$ and $0 < \alpha < 1$ are given. Suppose that $Q$ is a given sampled set of size $\tilde{O}(n^{\alpha})$ vertices. Let $d = \beta(1+\epsilon)^{i+1}$. Let $V'_1 = \{v \in V \mid 2q \in Q : d(v,q) \leq d \text{ and } d(q,v) \leq d\}$. In $\tilde{O}(mn^{\alpha})$ time, for every $u \in V$ and every $j = \{1, \ldots, \log_2(1+\epsilon)(Mn)\}$, one can output a sample set $R^j(u)$ of size $\tilde{O}(\log^2 n)$ from $Z'_j(u) = B^j(u) \setminus V'_1$, where the number of vertices in $Z'_j(u) = B^j(u) \setminus V'_1$ of distance at most $d$ from all vertices in $R^j(u)$ is at most $\tilde{O}(n^{1-\alpha})$ whp.

Now we focus on our $(2 + O(\epsilon))$-approximation algorithm for the girth and $(5 + O(\epsilon))$-approximate roundtrip spanner. We are going to prove the following Theorem, which consists of Theorem 5 and the second part of Theorem 2 with a log $M$ factor added to their running times.

\textbf{Theorem 12.} Let $G$ be an $n$-node, $m$-edge directed graph with edge weights in $\{1, \ldots, M\}$. Let $\epsilon > 0$. One can compute a $(5 + \epsilon)$-roundtrip spanner on $\tilde{O}(n^{1.5} \log^2 M/\epsilon^2)$ edges in $\tilde{O}(m\sqrt{n} \log^2 (M)/\epsilon^2)$ time, whp. In $\tilde{O}(m\sqrt{n} \log(M)/\epsilon)$ time, whp, one can compute a $(2 + \epsilon)$-approximation to the girth.

We will start with a sampling approach, similar to that in the unweighted girth approximation. The pseudocode of the girth algorithm can be found in the full version [10].

\textbf{Lemma 13.} Let $G = (V,E)$ be a directed graph with $|V| = n$ and integer edge weights in $\{1, \ldots, M\}$. Let $d$ be a positive integer, $\epsilon \geq 0$, and let $Q \subseteq V$ be a random sample of $100\sqrt{n} \log n$ vertices. In $\tilde{O}(m\sqrt{n})$ time we can compute shortest paths trees $T^{in}(q), T^{out}(q)$ into and out of each $q \in Q$. Let $H$ be the subgraph of $G$ consisting of the edges of these trees $T^{in}(q), T^{out}(q)$. Let $V' = \{v \in V \mid \exists q \in Q, d(v,q) \leq d \text{ and } d(q,v) \leq d\}$. Then:
\begin{itemize}
  \item \textbf{Girth approximation:} If $V' \neq \emptyset$, then the girth of $G$ is at most $2d$.
  \item \textbf{Additive distance approximation:} For any $u,v \in V$, if the shortest $u$ to $v$ path contains a node of $V'$, then $d_H(u,v) \leq d(u,v) + 2d$.
  \item \textbf{Sparsity:} The number of edges in $H$ is $\tilde{O}(n^{1.5})$.
\end{itemize}

\textbf{Proof.} Given a directed $G = (V,E)$ with $|V| = n$, $|E| = m$ and edge weights in $\{1, \ldots, M\}$, let us first take a random sample $Q \subseteq V$ of $100\sqrt{n} \log n$ vertices. Run Dijkstra’s algorithm from and to every $q \in Q$. Determine $V' \subseteq V$ defined as those $v \in V$ for which there is some
Consider any \( u, v \in V \) such that is there is some node \( x \in V' \) on the shortest \( u - v \) path. Let \( q \in Q \) be such that \( d(x, q), d(q, x) \leq d \). Then

\[
d_{H}(u, v) = d(u, q) + d(q, v) \leq d(u, x) + d(x, q) + d(q, x) + d(x, v) \leq d(u, v) + 2d.
\]

Our approach below will handle the roundtrip spanner and the girth approximation at the same time.

We will try all choices of integers \( i \) from 0 to \( \log_{1+\varepsilon}(Mn) \) to estimate roundtrip distances in the interval \( [(1+\varepsilon)^i, (1+\varepsilon)^{i+1}] \), and to estimate the girth if it is \( < (1+\varepsilon)^{i+1} \).

Fix a choice for \( i \) for now.

Our algorithm first applies the approach of Lemma 13 by setting \( d = (1+\varepsilon)^i+2 \) (we will see later why). We compute a random sample \( Q \) of size \( O(\sqrt{n} \log n) \), do Dijkstra’s from and to all nodes in \( Q \), and add the edges of the computed shortest paths trees to our roundtrip spanner \( H \). We also compute

\[
V'_i = \{ v \in V \mid \exists q \in Q : d(v, q) \leq (1+\varepsilon)^i+2 \text{ and } d(q, v) \leq (1+\varepsilon)^i+2 \}.
\]

By Lemma 13, if \( V'_i \neq \emptyset \), the girth of \( G \) must be \( \leq 2(1+\varepsilon)^i+2 \). For the choice of \( i \) where \( (1+\varepsilon)^i \leq g \leq (1+\varepsilon)^i+1 \), we will get an approximation factor of \( 2(1+\varepsilon)^i+2 \leq 2(1+3\varepsilon) \). Just as with the algorithm for unweighted graphs, we can pick the minimum \( i \) so that \( V'_i \neq \emptyset \), use \( 2(1+\varepsilon)^i+2 \) as one of our girth estimates and then proceed from now on with a single value \( i-1 \) considering only the interval \( [(1+\varepsilon)^i-1, (1+\varepsilon)^i] \).

By Lemma 13, we also get that for any \( u, v \in V \) for which the \( u-v \) shortest path contains a node of \( V'_i \) \( H \) gives a good additive estimate of \( d(u, v) \), i.e. \( d(u, v) \leq d_H(u, v) \leq d(u, v) + 2(1+\varepsilon)^i+2 \).

Suppose that also \( (1+\varepsilon)^i \leq d(u \leadsto v) \leq (1+\varepsilon)^i+1 \), and that we somehow also get a good estimate for \( d(v, u) \) (either because the \( v-u \) shortest path contains a node of \( V'_i \), or by adding more edges to \( H \)), so that also \( d(u, v) \leq d_H(v, u) \leq d(v, u) + 2(1+\varepsilon)^{i+2} \). Then,

\[
d(u \leadsto v) \leq d_H(u \leadsto v) \leq d(u \leadsto v) + 4(1+\varepsilon)^{i+2} \leq d(u \leadsto v)(1+4(1+3\varepsilon)) \leq d(u \leadsto v)(5+12\varepsilon).
\]

In other words, we would get a \( 5 + O(\varepsilon) \)-roundtrip spanner, as long as by adding \( \tilde{O}(n^{1.5}) \) edges to \( H \), we can get a good additive approximation to the weights of the \( u-v \) shortest paths that do not contain nodes of \( V'_i \), for all \( u, v \) with \( (1+\varepsilon)^i \leq d(u \leadsto v) \leq (1+\varepsilon)^{i+1} \).

We will in fact compute these shortest paths exactly. For the girth \( g \) itself, we will show how to compute it exactly, if no node of \( V'_i \) hit the shortest cycle, where \( i \) is such that \( (1+\varepsilon)^i-1 \leq g \leq (1+\varepsilon)^i \).

Fix \( i \). Let \( Z_i = V \setminus V'_i \) and \( d = (1+\varepsilon)^{i+1} \). We can focus on the subgraph induced by \( Z_i \).

Consider any \( u \in Z_i \), and \( j \leq i \). Define \( Z^t_i(u) = Z_i \cap B^t(u) \) and \( Z^t_i(u) = Z_i \cap B^t(u) \). We also add the boundary case \( Z^0_i(u) = Z_i \cap B^0(u) = \{ x \in Z_i | d(u, x) = 0 \} \).

If for all \( j \in \{0 \} \cup \{1, \ldots, i\} \), \( |Z^j_i(u)| \leq 100\sqrt{n} \), running Dijkstra’s algorithm from \( u \) in the graph induced by \( Z_i \), up to distance \( (1+\varepsilon)^{i+1} \) would be cheap. Unfortunately, however, some \( Z^j_i(u) \) balls can be larger than \( 100\sqrt{n} \). In this case, similarly to our approach for the unweighted case, we will replace \( Z^t_i(u) \) with a set \( Z^t_i(u) \subseteq Z^t_i(u) \) of size \( O(\sqrt{n}) \) with the guarantee that for any \( v \in V \) with \( (1+\varepsilon)^i \leq d(u \leadsto v) < (1+\varepsilon)^{i+1} \) for which the shortest \( u-v \) path does not contain a node of \( V'_i \), every node of this \( u-v \) shortest path that is in \( Z^t_i(u) \) is also in \( Z^t_i(u) \).
The following lemma shows how to use such replacement sets.

**Lemma 14.** Let \( u \) and \( i \) be fixed. Suppose that for every \( j \in \{0\} \cup \{1, \ldots, i\} \) we are given black box access to sets \( Z_i^j(u) \subseteq Z_i^0(u) \) of nodes such that (1) checking whether a node \( z \) is in \( Z_i^j(u) \) takes \( t(n) \) time, (2) \( |Z_i^j(u)| \leq 100\sqrt{n} \) w.h.p., and (3) for any \( v \) such that \( (1 + \varepsilon)^i \leq d(u \leftrightarrow v) \leq (1 + \varepsilon)^{i+1} \) and every \( j \leq i \), every node on the shortest path from \( u \) to \( v \) that is in \( Z_i^j(u) \) is also in \( Z_i^i(u) \).

Then there is an \( \tilde{O}((m \log(M/n)/(\varepsilon \sqrt{n})) \) time algorithm that finds a shortest path from \( u \) to any \( v \) with \( (1 + \varepsilon)^i \leq d(u \leftrightarrow v) \leq (1 + \varepsilon)^{i+1} \) and s.t. the shortest \( u \)-\( v \) path does not contain a node of \( V'_i \). The algorithm returns \( \tilde{O}(n^{0.5} \log(M)/\varepsilon) \) edges whose union contains all these shortest paths.

**Proof.** Assume we have the sets \( Z_i^j(u) \) for \( j \in \{0\} \cup \{1, \ldots, i\} \) as in the statement of the lemma.

Then we will define a modified Dijkstra’s algorithm out of \( u \). The algorithm begins by placing \( u \) in the Fibonacci heap with \( d[u] = 0 \) and all other vertices with \( d[v] = \infty \). When a vertex \( v \) is extracted from the heap with estimate \( d[x] \), we determine the \( j \) for which \( (1 + \varepsilon)^j \leq d[v] < (1 + \varepsilon)^j+1 \); here \( j \) could be the boundary case that we called \( 0 \) if \( d[v] = 0 \). Then we check whether \( x \) is in \( Z_i^j \). If it is not, we ignore it and extract a new vertex from the heap. Otherwise if \( x \in Z_i^j \), we go through all its out-edges \( (x, y) \), and if \( d[y] > d[x] + w(x, y) \), we update \( d[y] = d[x] + w(x, y) \). For any new cycle to \( u \) found, we update the best weight found, and in the end we return it.

Since we only go through the edges of at most \( O(\sqrt{n} \log(Mn)/\varepsilon) \) vertices and the degrees are all \( O(nn/n) \), the runtime is \( O(m \log(Mn)/\varepsilon \sqrt{n}) \). For the same reason, the modified shortest paths tree whose edges we add to our roundtrip spanner has at most \( O(\sqrt{n} \log(Mn)/\varepsilon) \) edges.

Let \( v \) be such that \( (1 + \varepsilon)^j \leq d(u \leftrightarrow v) \leq (1 + \varepsilon)^{j+1} \) and for which the shortest \( u \)-\( v \) path does not contain a node of \( V'_i \). We will show by induction that our modified Dijkstra’s algorithm will compute the shortest path from \( u \) to \( v \) exactly.

The induction will be on the distance from \( u \). Let’s call the nodes on the shortest \( u \)-\( v \) path, \( u = u_0, u_1, \ldots, u_k = v \). The induction hypothesis for \( u_k \) is that \( u_k \) is extracted from the heap with \( d[u_k] = d(u, u_k) \). Let us show that \( u_{k+1} \) will also be extracted from the heap with \( d[u_{k+1}] = d(u, u_{k+1}) \). The base case is clear since \( u \) is extracted first.

When \( u_{k+1} \) is extracted from the heap, by the induction hypothesis, \( d[u_{k+1}] = d(u, u_k) \). Let \( j \) be such that \( (1 + \varepsilon)^j \leq d[u_{k+1}] < (1 + \varepsilon)^{j+1} \). As no node on the \( u \)-\( v \) shortest path is in \( V'_i \), we get that \( u_k \in Z_i^j \). By the assumptions in the lemma, we also have that \( u_k \in Z_i^j \). Thus, when \( u_k \) is extracted, we will go over its edges. In particular, \( (u_k, u_{k+1}) \) will be scanned, and \( d[u_{k+1}] \) will be set to (or it already was) \( d[u_k] + w(u_k, u_{k+1}) = d(u, u_{k+1}) \). This completes the induction.

It is also not hard to see that the girth will be computed exactly if \( u \) is on a shortest cycle, the girth is in \( (1 + \varepsilon)^{j}, (1 + \varepsilon)^{j+1} \) and \( V'_i \) is empty.

Now we compute the sets \( Z_i^j(u) \). First consider \( u, v \in V \) with \( (1 + \varepsilon)^j \leq d(u \leftrightarrow v) < (1 + \varepsilon)^{j+1} \). Let \( x \) be any node on the \( u \) to \( v \) roundtrip path (cycle) so that \( x \in Z_i^j(u) \) for some integer \( j \leq i \). Recall that this means \( (1 + \varepsilon)^j \leq d(u, x) < (1 + \varepsilon)^{j+1} \). Then for every \( y \) with \( d(u, y) < (1 + \varepsilon)^{j+1} \) and so for each \( y \in Z_i^j(u) \) we must have (see Figure 2) that

\[
\begin{align*}
d(x, y) & \leq d(x, u) + d(u, y) \leq d(u \leftrightarrow v) - d(u, x) + d(u, y) \leq d(u \leftrightarrow v) - (1 + \varepsilon)^j + (1 + \varepsilon)^{j+1} \\
& = d(u \leftrightarrow v) + \varepsilon(1 + \varepsilon)^j \leq d(u \leftrightarrow v) + \varepsilon(1 + \varepsilon)^j \leq d(u \leftrightarrow v)(1 + \varepsilon) \leq (1 + \varepsilon)^{j+2}.
\end{align*}
\]
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\[ d(u \leftrightarrow v) - d(u, x) \leq d(u, x) \leq (1 + \epsilon)^j \]

\[ d(x, y) \leq d(u \leftrightarrow v) + \epsilon(1 + \epsilon)^j \]

\[ 0 < (1 + \epsilon)^{j+1} \]

\[ \text{Figure 2} \] Here \( u \) and \( v \) have roundtrip distance more than \((1 + \epsilon)^j \). A node \( x \) on the shortest \( u \)-\( v \) path is at distance at least \((1 + \epsilon)^j \) from \( u \), and another node \( y \) is at distance at most \((1 + \epsilon)^{j+1} \) from \( u \). Then the distance from \( x \) to \( y \) is at most \( d(u \leftrightarrow v) + \epsilon \) since one way to go from \( x \) to \( y \) is to go from \( x \) to \( u \) along the \( u \)-\( v \) roundtrip cycle at a cost of at most \( d(u \leftrightarrow v) - (1 + \epsilon)^j \), and then from \( u \) to \( y \) at a cost of at most \((1 + \epsilon)^{j+1} \).

In other words, \( x \) must be in \( \{ w \in \bar{Z}_j^i(u) \mid d(w, y) \leq (1 + \epsilon)^{j+2}, \forall y \in \bar{Z}_j^i(u) \} \).

We apply Lemma 11 for \( \beta = (1 + \epsilon) \) and \( \alpha = 1/2 \). It outputs sets \( R_j^i(u) \) of size \( O(\log^2 n) \) vertices, where the number of vertices in \( Z_j^i(u) \) that are at distance \((1 + \epsilon)^{j+2} \) from all vertices in \( R_j^i(u) \) is \( O(\sqrt{n}) \). So all vertices \( x \in Z_j^i(u) \) that are in a roundtrip path \( u \rightarrow v \) with \((1 + \epsilon)^j \leq d(u \leftrightarrow v) < (1 + \epsilon)^{j+1} \) are in this set, so we let \( Z_j^i(u) = \{ w \in Z_j^i(u) \mid d(w, y) \leq (1 + \epsilon)^{j+2}, \forall y \in R_j^i(u) \} \).

Now that we have the random samples, we implement the modified Dijkstra’s algorithm from Lemma 14 with only a polylogarithmic overhead as follows:

Fix some \( j \). Let’s look at the vertices \( x \) with \((1 + \epsilon)^j \leq d(x) < (1 + \epsilon)^{j+1} \) that the modified Dijkstra’s algorithm extracts from the heap. Since \( d(x) \) is always an overestimate, \( d(u, x) \leq d(x) < (1 + \epsilon)^{j+1} \), and so \( x \in B^i_j(u) \). Now, since \( x \) is already in \( B^i_j(u) \), to check whether \( x \in Z_j^i(u) \), we only need to check whether \( x \in Z_i \) (easy) and whether \( d(x, y) \leq (1 + \epsilon)^{i+2} \) for all \( y \in R_j^i(u) \) (this takes \( O(\log^2 n) \) time since we have all the distances to the nodes in the random samples).

The final running time is \( \tilde{O}(m n \sqrt{\log(2)}/\epsilon^2) \) since we need to run the above procedure \( O(\log(M)/\epsilon) \) times, once for each \( i \), and each procedure costs \( \tilde{O}(m \log(M) \sqrt{n}/\epsilon) \) time. As we mentioned before, to estimate the girth to within a \((2 + \epsilon)\)-factor, we do not need to run the procedure for all \( i \) but (as with the algorithm for unweighted graphs), only for the minimum \( i \) for which \( V_{i+1} \) is nonempty. Thus the running time for the girth becomes \( \tilde{O}(m n \sqrt{\log(M)/\epsilon}) \).

4.1 \((4 + \epsilon)\)-Approximation Algorithm for the Girth in \( \tilde{O}(mn^{\sqrt{2}-1}) \)

Time

In this section we are going to prove the modified version of Theorem 3, where a \( \log M \) factor is added to the running time with \( M \) being the maximum edge weight.

\[ \text{Theorem 15.} \] For every \( \epsilon > 0 \), there is a \((4 + \epsilon)\)-approximation algorithm for the girth in directed graphs with edge weights in \{1, \ldots, M\} that runs in \( \tilde{O}(mn^{\sqrt{2}-1} \log(M)/\epsilon) \) time.

\[ \text{Proof.} \] Suppose that we want an \( \tilde{O}(mn) \) time girth approximation algorithm. Let \( \beta = 2(1 + \epsilon) \). As a first step, we sample a set \( Q \) of \( O(n^2) \) vertices and do in and out Dijkstra from them.
We let \( V'_i = \{ v \in V \mid \exists q \in Q : d(v, q) \leq (1 + \varepsilon)^{i+1} \text{ and } d(q, v) \leq (1 + \varepsilon)^{i+1} \} \). If \( V'_i \neq \emptyset \) for some \( i \), then we have that the girth \( g \) is at most \( 2(1 + \varepsilon)^{i+1} \). If \( (1 + \varepsilon)^i \leq g \leq (1 + \varepsilon)^{i+1} \), this is a \( 2(1 + \varepsilon) \leq 4(1 + 3\varepsilon) = 4 + O(\varepsilon) \) approximation.

So take the minimum \( i \) where \( V'_{i+1} \neq \emptyset \). Let \( g' = (1 + \varepsilon)^{i+1} \) be our current upper bound for the girth \( g \). We initially mark all vertices “on”, meaning that they are not processed yet. For each on vertex \( u \), we either find the smallest cycle of length at most \( g' \) passing through \( u \) where all vertices of the cycle are on, or conclude that there is no cycle of length at most \( g' \) passing through \( u \). When a vertex \( u \) is processed, we mark it as “off”. We proceed until all vertices are off.

We apply Lemma 11 for \( \beta = 2(1 + \varepsilon) \). Note that since \( V'_i = \emptyset \), \( Z'_i(u) = B'_i(u) \) is all the vertices at distance \( (1 + \varepsilon)^{j+1} \) from \( u \). The lemma outputs sets \( R'_i(u) \subseteq Z'_i(u) \), where \( \card{R'_i(u)} = O(\log^2 n) \) and the number of vertices in \( B'_i(u) \) at distance \( \beta g' \) from \( R'_i(u) \) is at most \( O(n^{1-\alpha}) \) whp. Fix some on vertex \( u \). We do modified Dijkstra from \( u \) up to vertices with distance at most \( g'/2 \) from \( u \) as follows:

We begin by placing \( u \) in the Fibonacci heap with \( \card{d[u]} = 0 \) and all other on vertices with \( \card{d[v]} = \infty \). When a vertex \( x \) is extracted from the heap with estimate \( \card{d[x]} \), we determine the \( j \) for which \( (1 + \varepsilon)^j \leq \card{d[x]} < (1 + \varepsilon)^{j+1} \); here \( j \) could be the boundary case that we called \( g' \).

If both \( S_i(u) \) and \( T_i(u) \) have size at most \( n^\alpha \), we do Dijkstra from \( u \) in the induced subgraph on \( S_i(u) \cup T_i(u) \), and see if there is a cycle of length at most \( g' \) passing through \( u \) (and find the smallest such cycle), which takes \( O\left(\frac{\alpha^2}{\varepsilon^2}n^\alpha\right) \) time. We take the length of this path as the girth \( g' \) for the girth \( g \). We initially mark all vertices “on”, meaning that they are not processed yet. For each on vertex \( u \), we either find the smallest cycle of length at most \( g' \) passing through \( u \) where all vertices of the cycle are on, or conclude that there is no cycle of length at most \( g' \) passing through \( u \). When a vertex \( u \) is processed, we mark it as “off”. We proceed until all vertices are off.

For this, we do another Modified Dijkstra from \( u \) as follows:

We begin by placing \( u \) in the Fibonacci heap with \( \card{d[u]} = 0 \) and all other on vertices with \( \card{d[x]} = \infty \). When a vertex \( x \) is extracted from the heap with estimate \( \card{d[x]} \), we determine the \( j \) for which \( (1 + \varepsilon)^j \leq \card{d[x]} < (1 + \varepsilon)^{j+1} \); here \( j \) could be the boundary case that we called...
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\[ \emptyset \text{ if } d(x) = 0. \] Then we check whether \( d(x, r) \leq \beta g' = 2(1 + \epsilon)g' \) for all \( r \in R_i(u). \) If it is not, we ignore it and extract a new vertex from the heap. Otherwise, we go through all its out-edges \((x, y),\) and if \( d[y] > d[x] + w(x, y),\) we update \( d[y] = d[x] + w(x, y).\) We stop when the vertex \( u \) extracted from the heap has \( d[u] > 3g'/2.\)

We show that if there is a cycle of length at most \( g' \) going through \( v \in S_i(u) \) containing to off vertex, all vertices of the cycle are among the vertices we visit in the modified Dijkstra: Suppose that \( d(u \rightarrow v) \leq g', \) and suppose that \( v \in Z_i(u) \) and \( w \in Z_j(u). \) Then for every \( r \in R_i(u), \) we have that \( d(w, r) \leq d(w, v) + d(v, r) \leq g' - (1 + \epsilon)^{\beta} \) for all vertices \( v \) that have no off vertex. We explain this modified Dijkstra later.

\[ u \xleftarrow{g} v \xrightarrow{} w \xrightarrow{} \cdots \xrightarrow{} x, \text{ and if } d(y) \leq d[x] + w(x, y), \text{ we update } d[y] = d[x] + w(x, y). \] We stop when the vertex \( u \) extracted from the heap has \( d[u] > 3g'/2.\)

By Lemma 11 the total number of vertices visited in the modified Dijkstra is at most \( O(n^{1-\alpha}). \) Let the subgraph on these vertices be \( G'. \) We take an on vertex \( u \) of size \( O(1) \) and let \( Z_i(u) \) be the set of vertices visited in this in-Dijkstra. If \( T_i(u) \leq n^\alpha, \) we do a modified Dijkstra from \( u \) in the subgraph induced by

\[ \emptyset \text{ if } d(x) = 0. \] Then we check whether \( d(x, r) \leq \beta g' = 2(1 + \epsilon)g' \) for all \( r \in R_i(u). \) If it is not, we ignore it and extract a new vertex from the heap. Otherwise, we go through all its out-edges \((x, y),\) and if \( d[y] > d[x] + w(x, y),\) we update \( d[y] = d[x] + w(x, y).\) We stop when the vertex \( u \) extracted from the heap has \( d[u] > 3g'/2.\)

We show that if there is a cycle of length at most \( g' \) going through \( v \in S_i(u) \) containing off vertex, all vertices of the cycle are among the vertices we visit in the modified Dijkstra: Suppose that \( d(u \rightarrow v) \leq g', \) and suppose that \( v \in Z_i(u) \) and \( w \in Z_j(u). \) Then for every \( r \in R_i(u), \) we have that \( d(w, r) \leq d(w, v) + d(v, r) \leq g' - (1 + \epsilon)\beta \) for all vertices \( v \) that have no off vertex. We explain this modified Dijkstra later.

\[ u \xleftarrow{g} v \xrightarrow{} w \xrightarrow{} \cdots \xrightarrow{} x, \] and if \( d(y) \leq d[x] + w(x, y), \) we update \( d[y] = d[x] + w(x, y). \) We stop when the vertex \( u \) extracted from the heap has \( d[u] > 3g'/2.\)

By Lemma 11 the total number of vertices visited in the modified Dijkstra is at most \( O(n^{1-\alpha}). \) Let the subgraph on these vertices be \( G'. \) We recur on \( G', \) and find a \( 4 + O(\epsilon) \) approximation of the girth in \( G'. \) The girth in \( G' \) is a lower bound on the minimum cycle of length \( \leq g' \) passing through any vertex in \( S_i(u) \) that has no off vertex. We take this value as one of our estimates. So we have processed all vertices in \( S_i(u) \) and we mark them off. This takes \( O\left(\frac{m \log M}{\epsilon} \cdot n^{1+\beta(1-\alpha)\epsilon}\right) \) and we have marked off at least \( n^\epsilon \) vertices. So we spend \( O\left(\frac{m \log M}{\epsilon} \cdot n^{1-\alpha\beta\epsilon}\right) \) for processing each vertex. Letting \( 1 - \alpha^2 - \alpha = \alpha, \) we have that \( \alpha = \sqrt{2} - 1. \) So the total running time is \( O(mn^{\sqrt{2} - 1-1/\epsilon} \log(M)/\epsilon). \) Our final estimate of the girth is the minimum of all the estimates we get through processing vertices.

\subsection{4.2 \((2k + \epsilon)\)-Approximation Algorithm For the Girth}

In this section we are going to prove a modified version of Theorem 4, where a \( \log M \) factor is added to the running time with \( M \) being the maximum edge weight. The proof is a generalization of the proof of Theorem 15.

\begin{theorem}
\label{thm:approximation}
For every \( \epsilon > 0 \) and integer \( k \geq 1, \) there is a \((2k + \epsilon)\)-approximation algorithm for the girth in directed graphs with edge weights in \( \{1, \ldots, M\} \) that runs in \( O(mn^{\alpha}\log(M)/\epsilon) \) time, where \( \alpha_k > 0 \) is the solution to \( \alpha_k(1 + \alpha_k)^{k-1} = 1 - \alpha_k. \)
\end{theorem}

\begin{proof}
Suppose that we are aiming for a \( 2k(1 + O(\epsilon)) \) approximation algorithm for the girth, in \( O(mn^{\alpha}\log(M)/\epsilon) \) time, where we set \( \alpha \) later. So basically we want to spend \( O\left(\frac{m \log M}{\epsilon} \cdot n^\alpha\right) \) per vertex. Let \( \beta = k + k^2\epsilon + k\epsilon = k + O(\epsilon). \) As before, first we sample a set \( Q \) of \( O(n^\alpha) \) and do in and out Dijkstra from each vertex \( q \in Q. \) Let \( i_{\text{min}} \) be the minimum number \( i \) such that the set \( V'_i = \{ v \in V \mid 3q \in Q \} : d(v, q) \leq \beta(1 + \epsilon)^{i+1} \) and \( d(q, v) \leq \beta(1 + \epsilon)^i \} \) is non-empty. So our initial estimate of the girth is \( 2\beta(1 + \epsilon)^{i_{\text{min}}+1}. \)

Let \( i = i_{\text{min}} - 1 \) and let \( g' = (1 + \epsilon)^{i+1} \) be our estimate of the girth. Initially we mark all vertices as “on”, and as we process each vertex, we either find a smallest cycle of length at most \( g' \) with no “off” vertex, or we say that there is no cycle of length at most \( g' \) passing through it whp, and we mark the vertex as off.

We apply Lemma 11 for \( \beta = k + k^2\epsilon + k\epsilon \) and the set \( Q \) as input. It gives us the sets \( R_i(u) \) of size \( O(\log^2 n) \) for all \( j, \) such that the number of vertices in \( B_j(u) = \{ v \in V \mid d[u, v] \leq (1 + \epsilon)^{i+1} \} \) that are at distance at most \( \beta g' \) from all \( r \in R_i(u) \) is at most \( O(n^{1-\alpha}) \) whp.

We take an on vertex \( u \) and do “modified” Dijkstra from (to) \( u, \) stopping at distance \( g'/2, \) such that the set of vertices we visit contains any cycle of length \( g' \) that passes through \( u, \) if it has no off vertex. We explain this modified Dijkstra later.

We call the set of vertices that we visit in the modified out-Dijkstra \( S_i(u). \) If \( S_i(u) \leq n^\alpha, \) we do an analogous modified in-Dijkstra from \( u, \) and let \( T_i(u) \) be the set of vertices visited in this in-Dijkstra. If \( T_i(u) \leq n^\alpha, \) then we do Dijkstra from \( u \) in the subgraph induced by
$S_i^j(u) \cup T_i^j(u)$, and hence find a smallest cycle of length $\leq g'$ that passes through $u$ with no off vertex. We take the length of this cycle as one of our estimates for the girth. If there is no such cycle, we don’t have any estimate from $u$. Now we mark $u$ as off and proceed the algorithm by taking another on vertex. Our modified Dijkstras takes $O(\log^2 n, \log \frac{Mn}{\varepsilon}, \frac{m}{n}|S|)$ time if $S$ is the set of vertices visited by the Dijkstra. Hence for processing $u$ we spend $O(\log^2 n, \log \frac{Mn}{\varepsilon}, \frac{m}{n} n^\alpha)$ time.

So suppose that either $S_i^j(u)$ or $T_i^j(u)$ have size bigger than $n^\alpha$. Without loss of generality assume that $|S_i^j(u)| \geq n^\alpha$ (the other case is analogous). For $1 \leq l \leq k$, define sets $S_i^l(u)$ as the set of on vertices $w \in V$ such that there is a path of length at most $(2l - 1)g'/2$ from $u$ to $w$ that contains no off vertex, and if $w \in B^j(u)$, then for all $r \in R_i^j(u)$ for all $j'$, we have $d(w, r) \leq (l + l^2\varepsilon)g' + (1 + \varepsilon)j'^{l+1} - (1 + \varepsilon)j$. Once we explain our modified Dijkstras, it will be clear that $S_i^l$ defined here is indeed the set of vertices visited in the first modified out-Dijkstra.

We set $S_i^0(u) = \{u\}$. We prove the following useful lemma in the full version [10].

**Lemma 17.** For all $l \in \{1, \ldots, k\}$, we have that $S_i^{-1}(u) \subseteq S_i^l(u)$. Moreover, if $w \in V$ is in a cycle of length at most $g'$ with some vertex in $S_i^{-1}(u)$ such that the cycle contains no off vertex, then we have $w \in S_i^l(u)$.

Our algorithm will do at most $k$ modified Dijkstras from $u$, where we prove that the set of vertices visited in the $l$th Dijkstra is $S_i^l(u)$. After performing each Dijkstra we decide if we continue to the next modified Dijkstra from $u$ or proceed to another on vertex.

Suppose that at some point we know that the set $S_i^{-1}(u)$ is the set of vertices visited in the $(l - 1)$th modified Dijkstra, and we want to proceed to the $l$th Dijkstra. Our new goal is the following: We want to catch a minimum cycle of length $\leq g'$ passing through $S_i^l(u)$ with no off vertex. For this, we do the $l$th modified Dijkstra form $u$ as follows.

We begin by placing $u$ in the Fibonacci heap with $d[u] = 0$ and all other on vertices with $d[\cdot] = \infty$. When a vertex $x$ is extracted from the heap with estimate $d[x]$, we determine the $j$ for which $(1 + \varepsilon)^j \leq d[x] < (1 + \varepsilon)^{j+1}$; here $j$ could be the boundary case that we called $0$ if $d[x] = 0$. Then we check whether $d(x, r) \leq (l + l^2\varepsilon)g' - (1 + \varepsilon)^j + (1 + \varepsilon)^{j+1}$ for all $r \in R_i^j(u)$ for all $j'$. If $x$ does not satisfy this condition, we ignore it and extract a new vertex from the heap. Otherwise, we go through all its out-edges $(x, y)$, and if $d[y] > d[x] + w(x, y)$, we update $d[y] = d[x] + w(x, y)$. We stop when the vertex $u$ extracted from the heap has $d[u] > (2l - 1)g'/2$.

It is clear by definition that the set of vertices that this modified Dijkstra visits is $S_i^l(u)$. Now if $|S_i^j(u)| \leq c(|S_i^{j-1}(u)| n^\alpha)^{\frac{1}{\alpha}}$ for some constant $c$, we recur on the subgraph induced by $S_i^j(u)$, i.e. $G[S_i^j(u)]$, to get an $2k + O(\varepsilon)$ approximation of the girth on this subgraph. The girth in $G[S_i^j(u)]$ is a lower bound on the minimum cycle of length $\leq g'$ passing through $S_i^{j-1}(u)$ with no off vertex. So we take this value as one of our estimates and we mark all vertices of $S_i^{j-1}(u)$ as off. The running time of this recursion is $O(\frac{n}{\varepsilon} \log \frac{Mn}{\varepsilon} |S_i^1(u)|^{1+\alpha})$ as the average degree is $O(\frac{n}{\varepsilon})$. Since we process $S_i^{j-1}(u)$ vertices in this running time, we spend $O(\frac{n}{\varepsilon} \log \frac{Mn}{\varepsilon} |S_i^j(u)|/|S_i^{j-1}(u)|) \leq O(\frac{n}{\varepsilon} \log \frac{Mn}{\varepsilon} n^\alpha)$ for each vertex.

Note that $|S_i^j(u)| \leq O(n^{1-\alpha})$. This is because for all $x \in S_i^j \cap B^j(u)$ and for all $r \in R_i^j(u)$, we have that $d(x, r) \leq (k + k^2\varepsilon)g' + (1 + \varepsilon)^{j+1} - (1 + \varepsilon)^j \leq (k + k^2\varepsilon)g' + (1 + \varepsilon)^j \leq (k + k^2\varepsilon)g' + (2k - 1)g' \leq (k + k^2\varepsilon + k\varepsilon)g' = \beta g'$. So $S_i^j(u)$ is a subset of all vertices in $B^j(u)$ with distance at most $\beta g'$ from all $r \in R_i^j(u)$, and so by Lemma 11 it has size at most $O(n^{1-\alpha})$.

When all vertices are marked off, we take the minimum value of all the estimates as our estimate for $g$. 
Since we have that $S_i^l(u) \leq O(n^{1-\alpha})$, if we set $\alpha$ appropriately, for some $l < k$ we have that $|S_i^{l+1}(u)| \leq (|S_i^l(u)|n^\alpha)^{\frac{1}{1+\alpha}}$. For $k = 1$, setting $\alpha = 1/2$ gives us the algorithm of Theorem 12. For $k > 1$, the following lemma determines $\alpha$. The proof of the lemma can be found in the full version [10].

Lemma 18. For $k > 1$, let the sets $S_i^l$ for $l = 1, \ldots, k$ be such that $S_i^l \subseteq S_i^{l+1}$ for all $l < k$, $S_i^1 \geq n^\alpha$ and $S_i^k \leq O(n^{1-\alpha})$. Let $0 < \alpha < 1$ satisfy $\alpha(1+\alpha)^{k-1} = 1 - \alpha$. Then there is $l < k$ and a constant $c$ such that $|S_i^{l+1}| \leq c(|S_i^l|n^\alpha)^{\frac{1}{1+\alpha}}$.

Note that for $k = 2$, Lemma 18 sets $\alpha = \sqrt{2} - 1$ and thus gives us the algorithm of Theorem 15.

5 Hardness

Our hardness result is based on the following $k$-Cycle hypothesis (see [14, 3, 16]).

Hypothesis 1 ($k$-Cycle Hypothesis). In the word-RAM model with $O(\log m)$ bit words, for any constant $\epsilon > 0$, there exists a constant integer $k$, so that there is no $O(m^{2-\epsilon})$ time algorithm that can detect a $k$-cycle in an $m$-edge graph.

All known algorithms for detecting $k$-cycles in directed graphs with $m$ edges run at best in time $m^{2-\epsilon/k}$ for various small constants $c$ [23, 2, 14, 9], even using powerful tools such as fast matrix multiplication. Refuting the $k$-Cycle Hypothesis above would resolve a big open problem in graph algorithms. Moreover, as shown by Lincoln et al. [14] any algorithm for directed $k$-cycle detection, for $k$-odd, with running time $O(mn^{1-\epsilon})$ for $\epsilon > 0$ whenever $m = \Theta(n^{l+2/(k-1)})$ would imply an $O(n^{k-\delta})$ time algorithm for $k$-clique detection for $\delta > 0$. If the cycle algorithm is “combinatorial”, then the clique algorithm would be “combinatorial” as well, and since all known $O(n^{k-\delta})$ time $k$-clique algorithms use fast matrix multiplication, such a result for $k$-cycle would be substantial.

We will show that under Hypothesis 1, approximating the girth to a factor better than 2 would require $mn^{1-o(1)}$ time, and so up to this hypothesis, our approximation algorithm is optimal for the girth in unweighted graphs.

Theorem 19. Suppose that for some constants $\epsilon > 0$ and $\delta > 0$, there is an $O(m^{2-\epsilon})$ time algorithm that can compute a $(2 - \delta)$-approximation of the girth in an $m$-edge directed graph. Then for every constant $k$, one can detect whether an $m$-edge directed graph contains a $k$-cycle, in $O(m^{2-\epsilon})$ time, and hence the $k$-Cycle Hypothesis is false.

Proof. The proof is relatively simple. Suppose that for some constants $\epsilon > 0$ and $\delta > 0$, there is an $O(m^{2-\epsilon})$ time algorithm that can compute a $(2 - \delta)$-approximation of the girth in an $m$-edge directed graph.

Now let $k \geq 3$ be any constant integer and let $G$ be an $n$-node, $m$-edge graph. First randomly color each vertex of $G$ with one of $k$ colors. Let $C$ be any $k$-cycle in $G$. With probability $1/k^k$, for each $i = 0, \ldots, k - 1$, the $i$th vertex of $C$ is colored $i$.

Now, for each $0 \leq i \leq k - 1$, let $V_i$ be the vertices colored $i$. For each vertex $u \in V_i$, and each directed edge $\langle u, v \rangle$ out of $u$, keep $\langle u, v \rangle$ if and only if $v \in V_{i+1}$ where the indices are taken mod $k$. This builds a graph $G'$ which is a subgraph of $G$ and contains a $k$-cycle if $G$ does with probability $\geq 1/k^k$.

$G'$ has two useful properties. (1) Any cycle of $G'$ has length divisible by $k$, and (2) (which follows from (1)) the girth of $G'$ is $k$ if $G'$ contains a $k$-cycle and it is $\geq 2k$ otherwise.
As $G'$ has at most $m$ edges (it is a subgraph of $G$), we can use our supposedly fast $2 - \delta$ approximation algorithm to determine whether the girth is $k$ or larger in $O(m^2)$ time. By iterating the construction $O(k^k \log n)$ times, we get that the $k$-cycle problem in $G$ can be solved in $\tilde{O}(k^k m^2)$ time, and as $k$ is a constant, we are done. The approach can be derandomized with standard techniques (e.g. [1]).

---
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1 Introduction

Valiant’s conjecture [23], that VP \( \neq \) VNP, is often referred to as the algebraic counterpart to the conjecture that \( P \neq \) NP. It has proved as elusive as the latter. The conjecture is equivalent to the statement that there is no polynomial-size family of arithmetic circuits for computing the permanent of a matrix, over any field of characteristic other than 2. Here, arithmetic circuits are circuits with input gates labelled by variables from some set \( X \) or constants from a fixed field \( F \), and internal gates labelled with the operations + and \( \times \). The output of such a circuit is some polynomial in \( F[X] \), and we think of the circuit as a compact representation of this polynomial. In particular, if the set of variables \( X \) form the entries of an \( n \times n \) matrix, i.e. \( X = \{x_{ij} \mid 1 \leq i, j \leq n\} \), then \( \text{PERM}_n \) denotes the polynomial \( \sum_{\sigma \in \text{Sym}_n} \prod x_{i\sigma(i)} \), which is the permanent of the matrix.

While a lower bound for the size of general arithmetic circuits computing the permanent remains out of reach, lower bounds have been established for some restricted classes of circuits. For example, it is known that there is no sub-exponential family of \text{monotone} circuits for the permanent [17, 18]. An exponential lower bound for the permanent is also known for \text{depth-3} arithmetic circuits [15] over finite fields. In both these cases, the exponential lower bound obtained for the permanent also applies to the determinant, i.e. the family of polynomials \{\text{DET}_n\}_{n \in \mathbb{N}}\), where \( \text{DET}_n = \sum_{\sigma \in \text{Sym}_n} \text{sgn}(\sigma) \prod x_{i\sigma(i)} \). However, the determinant is in VP and so there do exist polynomial-size families of circuits for the determinant.
In this paper, we consider a new restriction on arithmetic circuits based on a natural notion of symmetry, and we show that it distinguishes between the determinant and the permanent. That is to say, we are able to show nearly exponential lower bounds on the size of any family of symmetric arithmetic circuits for computing the permanent, while establishing the existence of polynomial-size symmetric circuits for computing the determinant. We prove the upper bound on the determinant for fields of characteristic zero, and conjecture that it holds for all fields. Our lower bound for the permanent is established for all fields of characteristic other than 2, which is the best that can be hoped for as the permanent and the determinant coincide for fields of characteristic 2.

We next define (informally) the notion of symmetry we use. A formal definition follows in Section 3. The permanent and the determinant are not symmetric polynomials in the usual meaning of the word, in that they are not invariant under arbitrary permutations of their variables. However, they do have natural symmetries, i.e. permutations of the variables induced by row and column permutations. Specifically, $\text{PERM}_n$ is invariant under arbitrary permutations of the rows and columns of the matrix $(x_{ij})$, while $\text{DET}_n$ is invariant under simultaneous permutations of the rows and columns. We say that an arithmetic circuit $C$ (seen as a labelled directed acyclic graph) for computing $\text{DET}_n$ is symmetric if the action of any permutation $\sigma \in \text{Sym}(n)$ on its input variables (i.e. taking $x_{ij}$ to $x_{\sigma(i)\sigma(j)}$) extends to an automorphism of $C$. Similarly, a circuit $C$ for computing $\text{PERM}_n$ is symmetric if the action of $(\sigma, \pi) \in \text{Sym}(n) \times \text{Sym}(n)$ on the inputs (taking $x_{ij}$ to $x_{\sigma(i)\pi(j)}$) extends to an automorphism of $C$.

This notion of symmetry has been studied previously in the context of Boolean circuits for deciding graph properties, or properties of relational structures (see [13, 20, 2]). Specifically, such symmetric circuits arise naturally in the translation into circuit form of specifications of properties in a logic or similar high-level formalism. Similarly, we can think of a symmetric arithmetic circuit as a straight-line program which treats the rows and columns of a matrix as being indexed by unordered sets. Many natural algorithms have this property. For example, Ryser’s formula for computing the permanent naturally yields a symmetric circuit.

Polynomial-size families of symmetric Boolean circuits with threshold gates form a particularly robust class, with links to fixed-point logics [2]. This allows us to deploy methods for proving inexpressibility in such logics to prove lower bounds on the size of symmetric circuits. A close link has also been established between the power of such circuits and linear programming extended formulations with a geometric notion of symmetry [5]. Our lower bound for the permanent is established by first giving a symmetry-preserving translation of arithmetic circuits to Boolean circuits with threshold gates, and then establishing a lower bound there for computing the permanent of a 0-1-matrix.

The lower bounds for symmetric Boolean circuits are based on a measure we call the counting width of graph parameters (the term is introduced in [11]). This is also sometimes known as the Weisfeiler-Leman dimension. In short, we have, for each $k$ an equivalence relation $\equiv^k$, known as the $k$-dimensional Weisfeiler-Leman equivalence, that is a coarse approximation of isomorphism, getting finer with increasing $k$. The counting width of a graph parameter $\mu$ is the smallest $k$, as a function of the graph size $n$, such that $\mu$ is constant on $\equiv^k$-classes of graphs of size $n$. From known results relating Boolean circuits and counting width [2, 5], we know that the existence of subexponential size symmetric circuits computing $\mu$ implies a sub-linear upper bound on its counting width. Hence, using the standard relationship between the permanent of a 0-1-matrix and the number of perfect matchings in a bipartite graph, we obtain our lower bound for the permanent in fields of characteristic zero by showing a linear lower bound on the counting width of $\mu(G)$ – the number of perfect matchings in $G$. Indeed, showing the same for $\mu(G) \pmod{p}$ for every prime $p > 2$ establishes the lower bound for the permanent in all odd positive characteristics.
The linear lower bound on the counting width of the number of perfect matchings is a result of interest in its own right, quite apart from the lower bounds it yields for circuits for the permanent. Indeed, there is an interest in determining the counting width of concrete graph parameters (see, for instance, [4]), and the result here is somewhat surprising. The decision problem of determining whether a graph has any perfect matching is known to have constant counting width. Indeed, the width is 2 for bipartite graphs [7]. For general graphs, it is known to be strictly greater than 2 but still bounded above by a constant [3].

Related Work. landsberg and ressayre [19] establish an exponential lower bound on the complexity of the permanent (specifically over the complex field $\mathbb{C}$) under an assumption of symmetry, and it is instructive to compare our results with theirs. Their lower bound is for the equivariant determinantal complexity of the permanent. The determinantal complexity (DC) of a polynomial $p \in \mathbb{F}[X]$ refers to the size of the smallest matrix $M$ with entries that are affine linear forms in $X$ such that $\det(M) = p$. Since every polynomial in VP has DC that is at most quasi-polynomial, an exponential lower bound on the DC of the permanent would show that circuits computing $\text{PERM}_n$ must have size at least $2^{\delta n}$ for some positive $\delta$, and hence separate VP from VNP. Landsberg and Ressayre establish exponential lower bounds on any equivariant determinantal representation of the permanent, that is one that preserves all the symmetries of the permanent function. This includes not just the permutations on entries that we consider, but the entire projective symmetry group. This does not, unfortunately, yield any lower bounds for symmetric circuits in the sense we consider. This is because the translation of circuits to determinantal representations that establishes that every polynomial in VP has DC at most quasi-polynomial does not preserve symmetries. A symmetric circuit does not, in general, yield a determinantal representation invariant under row-column permutations, let alone the much richer group of symmetries considered in [19]. The latter group also includes continuous group actions that have no counterpart in the realm of circuits and is specific to algebraically-closed fields of characteristic zero. It remains an interesting question to investigate whether there is a deeper connection between the lower bounds presented here and their results.

Outline. In Section 2 we introduce some preliminary definitions and notation. In Section 3, we introduce the key definitions and properties of symmetric circuits. Section 4 establishes the upper bound for symmetric circuit size for the determinant, by translating Le Verrier’s method to symmetric circuits. Finally the lower bound for the permanent is established in Sections 5 and 6. The first of these gives the symmetry-preserving translation from arithmetic circuits to Boolean circuits with threshold gates, and the second gives the main construction proving the linear lower bound for the counting width of the number of perfect matchings in a bipartite graph.

2 Background

In this section we discuss relevant background and introduce notation.

We write $\mathbb{N}$ for the positive integers and $\mathbb{N}_0$ for the non-negative integers. For $m \in \mathbb{N}_0$, $[m]$ denotes the set $\{1, \ldots, m\}$. For a set $X$ we write $\mathcal{P}(X)$ to denote the powerset of $X$.

2.1 Counting Width

For any $k \in \mathbb{N}$, the $k$-dimensional Weisfeiler-Leman equivalence (see [8]), denoted $\equiv^k$ is an equivalence relation on graphs that provides an over-approximation of isomorphism in the sense that for isomorphic graphs $G$ and $H$, we have $G \equiv^k H$ for all $k$. Increasing values of
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\( k \) give finer relations, so \( G \equiv^{k+1} H \) implies \( G \equiv^k H \) for all \( k \). The equivalence relation is decidable in time \( n^{O(k)} \), where \( n \) is the size of the graphs. If \( k \geq n \), then \( G \equiv^k H \) implies that \( G \) and \( H \) are isomorphic. The Weisfeiler-Leman equivalences have been widely studied and they have many equivalent characterizations in combinatorics, logic, algebra and linear optimization. One of their many uses has been to establish inexpressibility results in logic. These can be understood through the notion of counting width.

A graph parameter is a function from graphs to \( \mathbb{N} \) which is isomorphism invariant. Examples are the chromatic number, the number of connected components or the number of perfect matchings. For a graph parameter \( \mu \) and any fixed \( n \in \mathbb{N} \), there is a smallest value of \( k \) such that \( \mu \) is \( \equiv^k \)-invariant. This motivates the definition.

\begin{definition}
For any graph parameter \( \mu \), the counting width of \( \mu \) is the function \( \nu : \mathbb{N} \to \mathbb{N} \) such that \( \nu(n) \) is the smallest \( k \) such that for all graphs \( G, H \) of size \( n \), if \( G \equiv^k H \), then \( \mu(G) = \mu(H) \).
\end{definition}

The counting width of a class of graphs \( C \) is the counting width of its indicator function. This notion of counting width for classes of graphs was introduced in [11], which we here extend to graph parameters. Note that for any graph parameter \( \nu(n) \leq n \).

Cai, Fürer and Immerman [8] first showed that there is no fixed \( k \) for which \( \equiv^k \) coincides with isomorphism. Indeed, in our terminology, they construct a class of graphs with counting width \( \Omega(n) \). Since then, many classes of graphs have been shown to have linear counting width, including the class of Hamiltonian graphs and the class of 3-colourable graphs (see [5]). In other cases, such as the class of graphs that contain a perfect matching, it has been proved that they have counting width bounded by a constant [3]. Our interest in counting width stems from the relation between this measure and lower bounds for symmetric circuits. Roughly, if a class of graphs is recognized by a family of polynomial-sized symmetric threshold circuits, it has bounded counting width (a more precise statement is given in Theorem 13).

Our lower bound construction in Section 6 is based on the graphs constructed by Cai et al. [8]. While we review some of the details of the construction in Section 6, a reader unfamiliar with the construction may wish to consult a more detailed introduction. The original construction can be found in [8] and a version closer to what we use is given in [10].

### 2.2 Circuits

We provide a general definition that incorporates both Boolean and arithmetic circuits.

\begin{definition}[Circuit]
A circuit over the basis \( B \) with variables \( X \) and constants \( K \) is a directed acyclic graph with a labelling where each vertex of in-degree 0 is labelled by an element of \( X \cup K \) and each vertex of in-degree greater than 0 is labelled by an element of \( B \).
\end{definition}

Let \( C = (G, W) \), where \( W \subseteq G \times G \), be a circuit with constants \( K \). We call the elements of \( G \) gates, and the elements of \( W \) wires. We call the gates with in-degree 0 input gates and gates with out-degree 0 output gates. We call those input gates labelled by elements of \( K \) constant gates. We call those gates that are not input gates internal gates. For \( g, h \in G \) we say that \( h \) is a child of \( g \) if \( (h, g) \in W \). We write \( \text{child}(g) \) to denote the set of children of \( g \). We write \( C_g \) to denote the sub-circuit of \( C \) rooted at \( g \). Unless otherwise stated we always assume a circuit has exactly one output gate.

If \( K \) is a field \( F \), and \( B \) is the set \( \{+, \times\} \), we have an arithmetic circuit over \( F \). If \( K = \{0, 1\} \), and \( B \) is a collection of Boolean functions, we have a Boolean circuit over the basis \( B \). We define two Boolean bases here. The standard basis \( B_{\text{std}} \) contains the functions
\(\land, \lor, \text{ and } \neg\). The threshold basis \(\mathbb{B}_t\) is the union of \(\mathbb{B}_{\text{std}}\) and \(\{t_{\geq k} : k \in \mathbb{N}\}\), where for each \(k \in \mathbb{N}\), \(t_{\geq k}\) is defined for a string \(\vec{x} \in \{0, 1\}^*\) so that \(t_{\geq k}(\vec{x}) = 1\) if, and only if, the number of 1s in \(\vec{x}\) at least \(k\). We call a circuit defined over this basis a threshold circuit. Another useful function is \(t_{\leq k}\), which is defined by \(t_{\leq k}(x) = t_{\geq k}(x) \land \neg t_{\geq k+1}(x)\). We do not explicitly include it in the basis as it is easily defined in \(\mathbb{B}_t\).

In general, we require that a basis contain only functions that are invariant under all permutations of their inputs (we define this notion formally in Definition 4). This is the case for the arithmetic functions \(+\) and \(\times\) and for all of the Boolean functions in \(\mathbb{B}_t\) and \(\mathbb{B}_{\text{std}}\). Let \(C\) be a circuit defined over such a basis with variables \(X\) and constants \(K\). We evaluate \(C\) for an assignment \(M \in K^X\) by evaluating each gate labelled by some \(x \in X\) to \(M(x)\) and each gate labelled by some \(k \in K\) to \(k\), and then recursively evaluating each gate according to its corresponding basis element. We write \(C[M](g)\) to denote the value of the gate \(g\) and \(C[M]\) to denote the value of the output gate. We say that \(C\) computes the function \(M \mapsto C[M]\).

It is conventional to consider an arithmetic circuit \(C\) over \(F\) with variables \(X\) to be computing a polynomial in \(\mathbb{F}[X]\), rather than a function \(\mathbb{F}^X \to \mathbb{F}\). This polynomial is defined via a similar recursive evaluation, except that now each gate labelled by a variable evaluates to the corresponding formal variable, and we treat addition and multiplication as ring operations in \(\mathbb{F}[X]\). Each gate then evaluates to some polynomial in \(\mathbb{F}[X]\). The polynomial computed by \(C\) is the value of the output gate.

For more details on arithmetic circuits see [22] and for Boolean circuits see [24].

### 3 Symmetric Circuits

In this section we discuss different symmetry conditions for functions and polynomials. We also introduce the notion of a symmetric circuit.

#### 3.1 Symmetric Functions

There is a natural extension of a group action on a set \(X\) to functions on \(X\) and powers of \(X\).

**Definition 3.** For any group \(G\), we say that a function \(F : K^X \to K\), along with an action of \(G\) on \(X\) is a \(G\)-symmetric function, if for every \(\sigma \in G\), \(\sigma F = F\).

We are interested in some specific group actions, and we define these next.

**Definition 4.**
- If \(G = \text{Sym}(X)\), we call a \(G\)-symmetric function \(F : K^X \to K\) fully symmetric.
- If \(G = \text{Sym}(X) \times \text{Sym}(Y)\), we call a \(G\)-symmetric function \(F : K^{X \times Y} \to K\) matrix symmetric.
- If \(G = \text{Sym}(X)\) we call a \(G\)-symmetric \(F : K^{X \times X} \to K\), with the natural action of \(G\) on \(X \times X\) square symmetric.

Examples of fully symmetric functions are those that appear as labels of gates in a circuit, including \(+\), \(\times\), \(\land\), \(\lor\) and \(t_{\geq k}\). Matrix symmetric functions are those where the input is naturally seen as a matrix and the result in invariant under arbitrary row and column permutations. The canonical example for us of a matrix symmetric function is the permanent. The determinant is not matrix symmetric over fields of characteristic other than 2, but it is square symmetric. The determinant is also invariant under taking matrix transposes, and we also consider this variation.

**Definition 5.** Let \(G\) be the group generated by the diagonal of \(\text{Sym}(X) \times \text{Sym}(X)\) and the permutation \(\sigma \in \text{Sym}(X) \times \text{Sym}(X)\) defined such that \(\sigma(x,y) = (y,x)\). A function \(F : K^{X \times X} \to K\) that is \(G\)-symmetric with respect to the natural action of \(G\) on \(X \times X\) is said to be transpose symmetric.
Finally, another useful notion of symmetry in functions is where the inputs are naturally partitioned into sets.

**Definition 6.** If \( X = \bigsqcup_{i \in I} X_i \), \( G = \prod_{i \in I} \text{Sym}(X_i) \), and \( F : K^X \to K \) is \( G \)-symmetric with respect to the natural action of \( G \) on \( X \), we say that it is partition symmetric.

Unless otherwise stated we treat the permanent, \( \text{perm} : F^{X \times Y} \to F \) as a matrix symmetric function, and the determinant \( \text{det} : F^{X \times X} \to F \) as a transpose symmetric function.

### 3.2 Symmetric Circuits

Symmetric Boolean circuits have been considered in the literature, particularly in connection with definability in logic. In that context, we are considering circuits which take relational structures (such as graphs) as inputs and we require their computations to be invariant under re-orderings of the elements of the structure. Here, we generalize the notion to arbitrary symmetry groups, and also consider them in the context of arithmetic circuits. In order to define symmetric circuits, we first need to define the automorphisms of a circuit.

**Definition 7 (Circuit Automorphism).** Let \( C = (G, W) \) be a circuit over the basis \( B \) with variables \( X \) and constants \( K \). For \( \sigma \in \text{Sym}(X) \), we say that a bijection \( \pi : G \to G \) is an automorphism extending \( \sigma \) if for every gate \( g \) in \( C \) we have that

- if \( g \) is a constant gate then \( \pi(g) = g \),
- if \( g \) is a non-constant input gate then \( \pi(g) = \sigma(g) \),
- if \( (h, g) \in W \) is a wire, then so is \( (\pi h, \pi g) \),
- if \( g \) is labelled by \( b \in B \), then so is \( \pi(g) \).

We say that a circuit \( C \) with variables \( X \) is rigid if for every permutation \( \sigma \in \text{Sym}(X) \) there is at most one automorphism of \( C \) extending \( \sigma \).

We are now ready to define the key notion of a symmetric circuit.

**Definition 8 (Symmetric Circuit).** For a \( G \)-symmetric function \( F : K^X \to K \), a circuit \( C \) computing \( F \) is said to be symmetric if for every \( \sigma \in G \), the action of \( \sigma \) on \( X \) extends to an automorphism of \( C \). We say \( C \) is strictly symmetric if it has no other automorphisms.

For a gate \( g \) in a symmetric circuit \( C \), the orbit of \( g \), denoted by \( \text{Orb}(g) \), is the the set of all \( h \in C \) such that there exists an automorphism \( \pi \) of \( C \) with \( \pi(g) = h \). We write \( |\text{Orb}(C)| \) for the maximum size of an orbit in \( C \), and call it the orbit size of \( C \).

Though symmetric arithmetic circuits have not previously been studied, symmetric Boolean circuits have [13, 20, 2]. It is known that polynomial-size symmetric threshold circuits are more powerful than polynomial-size symmetric circuits over the standard basis [2]. In particular, the majority function is not computable by any family of polynomial-size symmetric circuits over the standard basis. On the other hand, it is also known [12] that adding any fully symmetric functions to the basis does not take us beyond the power of the threshold basis. Thus, \( B_t \) gives the robust notion, and that is what we use here. It is also this that has the tight connection with counting width mentioned above.

### 3.3 Polynomials

In the study of arithmetic complexity, we usually think of a circuit over a field \( F \) with variables in \( X \) as expressing a polynomial in \( F[X] \), rather than computing a function from \( F^X \) to \( F \). The distinction is significant when \( F \) is a finite field, as it is possible for distinct polynomials to represent the same function.
The definitions of symmetric functions given in Section 3.1 extend easily to polynomials. So, for a group $G$ acting on $X$, a polynomial $p \in F[X]$ is said to be $G$-symmetric if $\sigma p = p$ for all $\sigma \in G$. We define fully symmetric, matrix symmetric, square symmetric and transpose symmetric polynomials analogously. Every matrix symmetric polynomial is also square symmetric. Also, every transpose symmetric polynomial is square symmetric. The permanent $\text{PERM}_n$ is both matrix symmetric and transpose symmetric, while the determinant $\text{DET}_n$ is transpose symmetric, but not matrix symmetric. In this paper, we treat $\text{PERM}_n$ as a matrix symmetric polynomial and $\text{DET}_n$ as a transpose symmetric polynomial. It is clear that a $G$-symmetric polynomial determines a $G$-symmetric function.

An arithmetic circuit $C$ expressing a $G$-symmetric polynomial is said to be symmetric if the action of each $\sigma \in G$ on the inputs of $C$ extends to an automorphism of $C$.

Standard symmetric polynomials are, in our terminology, fully symmetric. In particular, the homogeneous polynomial $\sum_{i \in [n]} x_i^r$ is fully symmetric. There is a known lower bound of $\Omega(n \log r)$ on the size of any circuit expressing this polynomial [6]. Notably, the matching upper bound is achieved by a symmetric circuit. Similarly, we have tight upper and lower bounds for the elementary symmetric polynomials $\sum_{S \subseteq [n], |S| = k} \prod_{i \in S} x_i$, over infinite fields [21]. Again, the upper bound is achieved by symmetric circuits.

The best known upper bound for general arithmetic circuits for expressing the permanent is given by Ryser’s formula: $\text{PERM}_n = (-1)^n \sum_{S \subseteq [n]} (-1)^{|S|} \prod_{i=1}^{n} \sum_{j \in S} x_{ij}$. It is easily seen that this expression is symmetric, and it yields a symmetric circuit of size $O(2^n n^2)$. Our main result, Theorem 12, gives us a near matching lower bound on the size of symmetric circuits for expressing $\text{PERM}_n$.

A symmetric circuit $C$ expressing a $G$-symmetric polynomial $p$ is also a symmetric circuit computing the function determined by $p$. In establishing our upper bound for the determinant, we show the existence of small symmetric circuits for the polynomial, and hence also for the function. For the lower bound on the permanent, we show that there are no small symmetric circuits for computing the function, hence also none for the polynomial. For a discussion of functional lower bounds, as opposed to polynomial lower bounds, see [14].

4 An Upper-Bound for the Determinant

In this section we show that for any field $F$ of characteristic 0 there is a polynomial-size family of symmetric arithmetic circuits over $F$ computing $\{\text{DET}_n\}$. We define this family using Le Verrier’s method for calculating the characteristic polynomial of a matrix. We review this method briefly, and direct the reader to Section 3.4.1 in [16] for more detail.

The characteristic polynomial of an $n \times n$ matrix $M$ is

$$\det(xI_n - M) = \prod_{i=1}^{n} (x - \lambda_i) = x^n - p_1 x^{n-1} + p_2 x^{n-2} - \ldots + (-1)^np_n,$$

where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $M$, counted with multiplicity. It is known that $p_n = \det(M)$ and $p_1 = \text{Tr}(M)$. Le Verrier’s method gives, for each $i \in [n]$, the linear recurrence given by $p_i = \frac{1}{i}[p_{i-1}s_i - p_{i-2}s_2 + \ldots \pm s_i]$ where $p_0 = 0$ and for each $j \in [n]$, $s_j = \text{Tr}(M^j)$.

The determinant can thus be computed as follows. First, for each $k \in [n]$ we compute entries in the matrix $M^k$. Then for each $k \in [n]$ we compute $s_k = \text{Tr}(M^k)$. Finally, we recursively compute each $p_i$ and output $p_n$. There is a natural arithmetic circuit $\Phi$ with variables $M = \{m_{ij} : i,j \in [n]\}$ implementing this algorithm.
To see that \( \Phi \) is symmetric we pick some \( \sigma \in \text{Sym}(n) \times \text{Sym}(n) \) such that \( \sigma \) is either in the diagonal or \( \sigma(i, j) = (j, i) \) for all \( i, j \in [n] \). We now retrace the description of the algorithm implemented by \( \Phi \) and show how the action of \( \sigma \) on the input gates extends naturally to an automorphism \( \pi \) of \( \Phi \). For each input gate labelled by a variable \( v \) let \( \pi(v) = \sigma(v) \), and let \( \pi \) fix each constant gate. For each gate \( v \) computing \( (M^k)_{ij} \) let \( \pi(v) \) be the gate computing \( (M^k)_{\sigma(i,j)} \). For each \( k \in [n] \) let \( v_k \) be the gate computing the trace of \( M^k \). Then \( v_k \) is the sum of those gates computing the diagonal of \( M^k \), which is fixed setwise by \( \pi \), and so we let \( \pi(v_k) = v_k \). We note that each \( p_i \) is defined in terms of \( s_1, \ldots, s_t \) and constants \(-1, 1, \frac{1}{2}, \ldots, \frac{1}{n}\). All of these gates are fixed by \( \pi \) and so we can take \( \pi \) to fix all remaining gates in the circuit.

It is possible to show that the construction of \( \Phi \) for a given \( n \in \mathbb{N} \) can be carried out in time \( O(n^3) \). In particular, we have the following.

**Theorem 9.** For \( F \) a field of characteristic 0, there exists a family of symmetric arithmetic circuits \( (\Phi_n)_{n \in \mathbb{N}} \) over \( F \) computing \( \{\text{DET}_n\} \) as a family of transpose symmetric polynomials and for which the function \( n \mapsto \Phi_n \) is computable in time \( O(n^3) \).

Le Verrier’s method explicitly involves multiplications by \( \frac{1}{k} \) for \( k \in [n] \), and so cannot be directly applied to fields of positive characteristic. There are many known algorithms for computing the determinant over fields of positive characteristic, and it seems reasonable to conjecture that some could be implemented symmetrically.

## 5 From Arithmetic To Boolean Circuits

In this section we establish the following symmetry-preserving translation from arithmetic circuits to threshold circuits.

**Theorem 10.** Let \( G \) be a group acting on a set of variables \( X \). Let \( \Phi \) be a symmetric arithmetic circuit over a field \( F \) with variables \( X \) and computing a \( G \)-symmetric function. Let \( B \subseteq F \) be finite. Then there is a symmetric threshold circuit \( C \) with variables \( X \), such that for all \( M \in \{0, 1\}^X \) we have \( C[M] = 1 \) if, and only if, \( \Phi[M] \in B \) and \( |\text{Orb}(C)| = |\text{Orb}(\Phi)| \).

We use Theorem 10 in Section 6 to transfer a lower bound on threshold circuits to arithmetic circuits, a crucial step in establishing our lower bound for the permanent.

We prove Theorem 10 by first establishing a similar translation from arithmetic circuits over a field \( F \) to Boolean circuits over a basis \( B_{\text{arith}} \) of partition symmetric functions. We then complete the proof by replacing each gate labelled by a partition symmetric function with an appropriate symmetric threshold circuit.

To enable this second step, we show that each partition symmetric function can be computed by a rigid strictly symmetric threshold circuit. The proof of this result follows from the fact that if a function \( F : \{0, 1\}^A \rightarrow \{0, 1\} \) is partition symmetric, then its output for \( h \in \{0, 1\}^A \) depends only on the number of elements in each part of \( A \) that \( h \) maps to 1. We can thus evaluate \( F \) by counting the number of 1s in each part, a procedure which we now show can be implemented via a symmetric threshold circuit.

**Lemma 11.** Let \( F \) be a partition symmetric function. There exists a rigid strictly symmetric threshold circuit \( C(F) \) computing \( F \).

**Proof.** Let \( A := \bigcup_{q \in Q} A_q \) be a disjoint union of finite sets \( A_q \) indexed by \( Q \), and \( F : \{0, 1\}^A \rightarrow \{0, 1\} \) be a partition symmetric function. The fact that \( F \) is partition symmetric means that whether \( F(h) = 1 \) for some \( h \in \{0, 1\}^A \) is determined by the number of \( a \in A_q \)
(for each \( q \)) for which \( h(a) = 1 \). Write \( h_q \) for this number. Then, there is a set \( cF \subseteq \mathbb{N}_0^Q \) such that \( F(h) = 1 \) if, and only if, \( (h_q)_{q \in Q} \in cF \). Since each \( A_q \) is finite, so is \( cF \). Then \( F(h) = 1 \) if, and only if, the following Boolean expression is true: \( \bigvee_{c \in cF} \bigwedge_{q \in Q} (h_q = c(q)) \). We can turn this expression into a circuit \( C \) with an OR gate at the output, whose children are AND gates, one for each \( c \in cF \), let us call it \( \wedge_c \). The children of \( \wedge_c \) are a set of gates, one for each \( q \in Q \), let us call it \( T_{c,q} \), which is labelled by \( t_{=c(q)} \) and has as children all the inputs \( a \in A_q \).

This circuit \( C \) is symmetric and rigid, but not necessarily strictly symmetric, as it may admit automorphisms that do not respect the partition of the inputs \( A \) as \( \biguplus_{q \in Q} A_q \). To remedy this, we create pairwise non-isomorphic gadgets \( G_q \), one for each \( q \in Q \). Each \( G_q \) is a one-input, one-output circuit computing the identity function. For example, \( G_q \) could be a tower of single-input AND gates, and we choose a different height for each \( q \). We now modify \( C \) to obtain \( C(F) \) by inserting between each input \( a \in A_q \) and each gate \( T_{c,q} \) a copy \( G_q \) of the gadget \( G_q \).

Clearly \( C(F) \) computes \( F \). We now argue \( C(F) \) is rigid and strictly symmetric. To see that it is symmetric, consider any \( \sigma \in \prod_{q \in Q} \text{Sym}(A_q) \) in its natural action on \( A \). This extends to an automorphism of \( C(F) \) that takes the gadget \( G_q^\sigma \) to \( G_q^\sigma \) while fixing all gates \( T_{c,q} \) and \( \wedge_c \). To see that there are no other automorphisms, suppose \( \pi \) is an automorphism of \( C(F) \). It must fix the output OR gate. Also \( \pi \) cannot map a gate \( T_{c,q} \) to \( T_{\sigma(c),q'} \) for \( q' \neq q \) because the gadgets \( G_q \) and \( G_{q'} \) are non-isomorphic. Suppose that \( \pi \) maps \( \wedge_c \) to \( \wedge_{c'} \). Then, it must map \( T_{c,q} \) to \( T_{c',q} \). Since the labels of these gates are \( t_{=c(q)} \) and \( t_{=c'(q)} \) respectively, we conclude that \( c(q) = c'(q) \) for all \( q \) and therefore \( c = c' \).

We now define for each field \( \mathbb{F} \) the basis \( \mathbb{B}^F_{\text{arith}} \). The functions in this basis are intended to be Boolean analogues of addition and multiplication. Let \( Q \subseteq \mathbb{F} \) be finite, \( A = \biguplus_{q \in Q} A_q \) be a disjoint union of non-empty finite sets, and \( c \in \mathbb{F} \). We define a function \( +_{Q,c}^A : \{0,1\}^A \rightarrow \{0,1\} \) that given \( h \in \{0,1\}^A \) computes the sum over all \( q \) of the number of elements of \( A_q \) that \( h \) maps to 1, weighted by \( q \), and returns 1 if this sum equals \( c \). We also define an analogous function for multiplication \( \times_{Q,c}^A : \{0,1\}^A \rightarrow \{0,1\} \) formally, these functions are defined for \( h \in \{0,1\}^A \) as follows: \( +_{Q,c}^A(h) = 1 \) if, and only if, \( \sum_{q \in Q} |\{a \in A_q : h(a) = 1\}| \cdot q = c \) and \( \times_{Q,c}^A(h) = 1 \) if, and only if, \( \prod_{q \in Q} q^{(\sigma \in A_q : h(a) = 1)} = c \). Both \( +_{Q,c}^A \) and \( \times_{Q,c}^A \) are partition symmetric. Let \( \mathbb{B}^F_{\text{arith}} \) be the set of all functions \( +_{Q,c}^A \) and \( \times_{Q,c}^A \).

We aim to prove Theorem 10 by first defining for a given symmetric arithmetic circuit a corresponding symmetric circuit over a partition symmetric basis. To ensure unambiguous evaluation, the circuit must include for each gate labelled by a partition symmetric function a corresponding partition on its children. Let \( C \) be a circuit with variables \( X \) and let \( g \) be a gate in \( C \) labelled by a partition symmetric function \( F : \{0,1\}^X \rightarrow \{0,1\} \), where \( A = \biguplus_{q \in Q} A_q \) is a disjoint union of finite non-empty sets. We associate with \( g \) a bijection \( L_g : A \rightarrow \text{child}(g) \). We evaluate \( g \) for an input as follows. For \( M \in \{0,1\}^X \) we let \( L_g^M : A \rightarrow \{0,1\} \) be defined such that \( L_g^M(a) = C[M](L_g(a)) \) for all \( a \in A \). Let \( C[M](g) = F(L_g^M) \).

Proof of Theorem 10. For \( v \in \Phi \) let \( Q_v \) be the set of possible evaluations of \( v \) if the input gates are assigned to 0 or 1, i.e. \( Q_v = \{ \Phi[M](v) : M \in \{0,1\}^X \} \). The restriction to 0-1-matrices ensures that \( Q_v \) is finite. Let \( z \) be the output gate of \( \Phi \). If \( Q_z \subseteq \emptyset \) let \( C \) be the circuit consisting of a single gate labelled by 1 and if \( Q_z \cap B = \emptyset \) let \( C \) consist of a single gate labelled by 0. Suppose that neither of these two cases hold.

We now construct a \( \mathbb{B}^F_{\text{arith}} \cup \mathbb{B}_{\text{stat}} \)-circuit \( D \) from \( \Phi \) by replacing each internal gate \( v \) in \( \Phi \) with a family of gates \( (v,q) \) for \( q \in Q_v \), such that \( D[M](v,q) = 1 \) if, and only if, \( \Phi[M](v) = q \). Each \( (v,q) \) is labelled by a function of the form \( +_{Q,q}^A \) or \( \times_{Q,q}^A \), depending on if \( v \) is an addition or multiplication gate. We also add a single output gate in \( D \) that has as children exactly those gates \( (z,q) \) where \( q \in Q_z \cap B \). We define \( D \) from \( \Phi \) recursively as follows. Let \( v \in \Phi \).
If $v$ is an non-constant input gate in $\Phi$ let $(v,1)$ be an input gate in $D$ labelled by the same variable as $v$ and let $(v,0)$ be a NOT-gate with child $(v,1)$.

If $v$ is a constant gate in $\Phi$ labelled by some field element $q$ let $(v,q)$ be a constant gate in $D$ labelled by 1.

Suppose $v$ is an internal gate. Let $Q = \bigcup_{u \in \text{child}(v)} Q_v$. For $q \in Q$ let $A_q = \{ u \in \text{child}(v) : q \in Q_u \}$. Let $A = \bigcup_{q \in Q} A_q$. For each $c \in Q_v$ let $(v,c)$ be a gate in $D$ such that if $v$ is an addition gate or multiplication gate then $(v,c)$ is labelled by $+_{Q,c}$ or $\times_{Q,c}$, respectively.

The labelling function $L((v,c)) : A \to \text{child}(v,c)$ is defined for $u \in A$ such that if $u \in A_q$ then $L((v,c))(u) = (u,q)$.

We add one final OR-gate $w$ to form $D$ with child($w$) = $\{(z,q) : q \in B \cap Q_z\}$.

We now show that $D$ is a symmetric circuit. Let $\sigma \in G$ and $\pi$ be an automorphism of $\Phi$ extending $\sigma$. Let $\pi' : D \to D$ be defined such that for each gate $(v,c) \in D$, $\pi'(v,c) = (\pi(v),c)$ and for the output gate $w$, $\pi'(w) = w$. It can be verified by induction that $\pi'$ is an automorphism of $C$ extending $\sigma$.

We now show that $|\text{Orb}(D)| = |\text{Orb}(\Phi)|$. It suffices to prove that for $v,u \in \Phi$ and $c \in Q_v$, that $u \in \text{Orb}(v)$ if, and only if, $(u,c) \in \text{Orb}(v,c)$. The forward direction follows from the above argument establishing that $D$ is symmetric. Let $u,v \in \Phi$ and $c \in Q_v$, and suppose $(u,c) \in \text{Orb}(v,c)$. For each gate $t \in \Phi$ pick some $c_t \in Q_t$ such that if $t = u$ or $t = v$ then $c_t = c$ and for all $t_1,t_2 \in \Phi$, if $Q_{t_1} = Q_{t_2}$ then $c_{t_1} = c_{t_2}$. Let $\pi'$ be an automorphism of $D$ such that $\pi'(v,c) = (u,c)$. Let $\pi : \Phi \to \Phi$ be defined for $t \in \Phi$ such that $\pi'(t,c_t) = (\pi(t),c_t)$. We now show that $\pi$ is an automorphism of $\Phi$, and so $u \in \text{Orb}(v)$. Note that, since $\pi'$ preserves the labelling on the gates in $D$, it follows that for all $t \in \Phi$, $Q_t = Q_{\pi(t)}$ and so $c_{\pi(t)} = c_t$. Let $t',t'' \in \Phi$ and suppose $\pi(t) = \pi(t')$. Then $\pi'(t,c_t) = (\pi(t),c_t) = (\pi(t'),c_{\pi(t)}) = (\pi(t'),\pi(t')) = (\pi(t'),\pi(t'))$, and so $(t,c_t) = (t',c_{t'})$ and $t = t'$. It follows that $\pi$ is injective, and so bijective. Let $t,s \in \Phi$. Then $t \in \text{child}(s) \iff (t,c_t) \in \text{child}(s,c_s) \iff \pi'(t,c_t) \in \text{child}(\pi'(s,c_s)) \iff \pi(t,c_t) \in \text{child}(\pi(s,c_s)) \iff \pi(t) \in \text{child}(\pi(s))$. The first and last equivalences follow from the construction of the circuit. The remaining conditions for $\pi$ to be an automorphism can be easily verified.

Let $M \in \{0,1\}^X$. We now show by induction that for all $v \in \Phi$ and $c \in Q_v$, $\Phi[M](v) = c$ if, and only if, $D[M](v,c) = 1$. Let $v \in \Phi$. If $v$ is an input gate then the claim holds trivially. Suppose $v$ is an internal gate and let $c \in Q_v$. Suppose $v$ is an addition gate. Then $(v,c)$ is labelled by the function $+_{Q,c}$ where $Q = \bigcup_{u \in \text{child}(v)} Q_u$, for $q \in Q$, $A_q = \{ u \in \text{child}(v) : q \in Q_u \}$, and $A = \bigcup_{q \in Q} A_q$. Then

$$\Phi[M](v) = c \iff \sum_{u \in \text{child}(v)} \Phi[M](u) = c \iff \sum_{q \in Q} |\{ u \in \text{child}(v) : \Phi[M](u) = q \}| \cdot q = c$$

$$\iff \sum_{q \in Q} |\{ u \in A_q : D[M](u,q) = 1 \}| \cdot q = c$$

$$\iff \sum_{q \in Q} |\{ u \in A_q : L((v,c))(u) = 1 \}| \cdot q = c$$

$$\iff D[M](v,c) = 1$$

A similar argument suffices if $v$ is a multiplication gate. It follows that $D[M](w) = 1$ if, and only if, there exists $c \in B$ such that $D[M](z,c) = 1$ if, and only if, $\Phi[M] \in B$.

We define $C$ from $D$ by replacing each internal gate $(v,c) \in D$ labelled by some $F \in \mathbb{B}_\text{arch}^F$ with the rigid strictly symmetric threshold circuit $C(F)$ computing $F$ defined in Lemma 11. $C$ computes the same function as $D$. Since $C(F)$ is symmetric, $C$ is symmetric. Since $C(F)$ is rigid and strictly symmetric, $|\text{Orb}(C)| = |\text{Orb}(D)| = |\text{Orb}(\Phi)|$. □
6 A Lower-Bound for the Permanent

We now establish the lower bound on symmetric arithmetic circuits for the permanent.

Theorem 12. If $F$ is a field with char$(F) \neq 2$, then for any $\epsilon > 0$ there is no family of symmetric arithmetic circuits of orbit size $O(2^{n^{1-\epsilon}})$ computing \{PERM$_n$\}.

Our proof establishes something stronger. We actually show that there are no symmetric arithmetic circuits of orbit size $O(2^{n^{1-\epsilon}})$ that compute the function $\text{perm}(M)$ for matrices $M \in \mathbb{F}^{n \times n}$. Indeed, the lower bound holds even when restricting the input to matrices $M \in \{0,1\}^{n \times n}$. Theorem 12 is proved by showing lower bounds on the counting widths of functions which determine the number of perfect matchings in a bipartite graph. The connection of orbit size to counting width comes through the following theorem (see [2, 5]).

Theorem 13. Let $(C_n)_{n \in \mathbb{N}}$ be a family of symmetric threshold circuits of orbit size $s = O(2^{n^{1-\epsilon}})$ for some $\epsilon > 0$ deciding a class of graphs $C$. Then, the counting width of $C$ is $O(\frac{\log s}{\log n})$.

If $G$ is a bipartite graph, let $\mu(G)$ denote the number of perfect matchings in $G$ and, for a prime number $p$, we write $\mu^p(G)$ for the congruence class of $\mu(G) \pmod{p}$. It is well known if $G$ is a balanced bipartite graph with vertex bipartition $V(G) = A \cup B$, and $M_G \in \{0,1\}^{A \times B}$ is the biadjacency matrix of $G$, then the permanent of $M_G$ (say, over the rational field $\mathbb{Q}$) is the number of distinct perfect matchings of $G$. Moreover, since $M_G$ is a 0-1-matrix, $\text{perm}_F(M_G) = \text{perm}_{F_p}(M_G)$ whenever $F_p$ is a subfield of $F$. In particular, for any field $F$ of characteristic zero, $\text{perm}_F(M_G) = \text{perm}_0(M_G) = \mu(G)$ and for any field $F$ of characteristic $p$, $\text{perm}_F(M_G) = \text{perm}_{F_p}(M_G) = \mu^p(G)$. To avoid unnecessary case distinctions, we write $\mu^c(G)$ where $c$ is either 0 or a prime $p$, with the understanding that $\mu^0(G) = \mu(G)$.

Combining Theorem 10 with Theorem 13 gives us the following consequences.

Corollary 14. If there exists a family of symmetric circuits of orbit size $s = O(2^{n^{1-\epsilon}})$ over a field $F$ of characteristic $c$ computing \{PERM$_n$\}, then the counting width of $\mu^c$ is $O(\frac{\log s}{\log n})$.

Proof. Let $k$ be the counting width of $\mu^c$. Then, by definition, we can find for each $n \in \mathbb{N}$, a pair of balanced bipartite graphs $G_n$ and $H_n$ on at most $2n$ vertices such that $G_n \equiv^{k(n)-1} H_n$ but $\mu(G_n) \neq \mu(H_n)$. Let $B_n = \{\mu(G_n)\}$. Then, by Theorem 10 and the assumption that there is a family of symmetric circuits over $F$ computing \{PERM$_n$\} of orbit size $s = O(2^{n^{1-\epsilon}})$, there is a family of symmetric Boolean threshold circuits of orbit size $s = O(2^{n^{1-\epsilon}})$ which decides for a matrix $M \in \{0,1\}^{n \times n}$ whether $\text{perm}(M) \in B_n$. In other words, when $c = 0$, this family of circuits then decides whether a balanced bipartite graph $G$ on $2n$ vertices has exactly $\mu(G_n)$ perfect matchings, and when $c = p$ for some prime $p$, it decides whether $G$ has $\mu^p(G_n)$ perfect matchings, modulo $p$. It follows by Theorem 13 that the counting width of this decision problem is $O(\frac{\log s}{\log n})$. Since the counting width of this decision problem is, by choice of $G_n$, $k$, it follows that $k = O(\frac{\log s}{\log n})$. \hfill $\blacksquare$

Thus, to establish Theorem 12, we aim to prove the following.

Theorem 15. There are, for each $k \in \mathbb{N}$, a pair of balanced bipartite graphs $X$ and $Y$ with $O(k)$ vertices, such that $X \equiv^k Y$, and $\mu(X) - \mu(Y) = 2^l$ for some $l > 0$.

Before giving the proof of Theorem 15 we show how Theorem 12 now follows.
Proof of Theorem 12. By Theorem 15, we have for each $k$, a pair of graphs $X$ and $Y$ with $O(k)$ vertices such that $\mu(X) \neq \mu(Y)$ and $X \cong^k Y$ thus, the counting width of $\mu$ is $\Omega(n)$. Moreover, since $\mu(X) - \mu(Y)$ is a power of 2, it follows that for any prime $p \neq 2$, $\mu(X) \neq \mu(Y) \pmod p$. Hence, the counting width of $\mu^p$ is also $\Omega(n)$.

Suppose then that $\mathbb{F}$ is a field of characteristic $c \neq 2$ and that there is a family of symmetric arithmetic circuits over $\mathbb{F}$ of orbit size $s = O(2^{n^{1-\epsilon}})$ computing $\{\text{PERM}_n\}$. Then, it follows from Corollary 14 that the counting width of $\mu^c$ is at most $k = O(\frac{\log s}{\log n}) = O(n^{1-\epsilon})$, giving a contradiction.

The construction used to prove Theorem 15 is an adaptation of a standard construction by Cai, Fürer and Immerman [8] which gives non-isomorphic graphs $X$ and $Y$ with $X \cong^k Y$ for arbitrary $k$ (see also [10]). We tweak it somewhat to ensure that both graphs have perfect matchings (indeed, they are both balanced bipartite graphs). The main innovation is in the analysis of the number of perfect matchings the graphs contain.

Gadgets. In what follows, $G = (V, E)$ is always a 3-regular 2-connected graph. From this, we first define a graph $X(G)$. The vertex set of $X(G)$ contains, for each edge $e \in E$, two vertices that we denote $e_0$ and $e_1$. For each vertex $v \in V$ with incident edges $f, g$ and $h$, $X(G)$ contains five vertices. One of these we call the balance vertex and denote $v_b$. The other four are called inner vertices and there is one $v_S$, for each subset $S \subseteq \{f, g, h\}$ of even size. For each $v \in V$, the neighbours of $v_b$ are exactly the four vertices of the form $v_S$. Moreover, for each $e \in \{f, g, h\}$, $X(G)$ contains the edge $\{e_1, v_S\}$ if $e \in S$ and the edge $\{e_0, v_S\}$ otherwise. There are no other edges in $X(G)$.

![Figure 1](image-url) A gadget in $X(G)$ corresponding to vertex $v$ with incident edges $f, g, h$.

The construction of $X(G)$ from $G$ essentially replaces each vertex $v$ with incident edges $f, g$ and $h$ with the gadget depicted in Figure 1, where the dashed lines indicate edges whose endpoints are in other gadgets. The vertices $e_0, e_1$ for each $e \in \{f, g, h\}$ are shared with neighbouring gadgets.

For any fixed vertex $x \in V$ with incident edges $f, g, h$, the graph $\tilde{X}_x(G)$ is obtained by modifying the construction of $X(G)$ so that, for the one vertex $x$, the gadget contains inner vertices $x_S$ for subsets $S \subseteq \{f, g, h\}$ of odd size. Again, for each $e \in \{f, g, h\}$, $X(G)$ contains the edge $\{e_1, v_S\}$ if $e \in S$ and the edge $\{e_0, v_S\}$ otherwise.

If we remove the balance vertices $v_b$, the graphs $X(G)$ and $\tilde{X}_x(G)$ are essentially the Cai-Fürer-Immerman (CFI) graphs associated with $G$. The balance vertex $v_b$ is adjacent to all the inner vertices associated with $v$ and so does not alter the automorphism structure of $X(G)$ (or $\tilde{X}_x(G)$) at all. Nor do these vertices alter any other essential properties of the CFI construction. In particular, since $G$ is connected, we have the following lemma.
Lemma 16. For any \( x, y \in V \), \( \tilde{X}_x(G) \) and \( \tilde{X}_y(G) \) are isomorphic.

With this in mind, we refer simply to the graph \( \tilde{X}(G) \) to mean a graph \( \tilde{X}_x(G) \) for some fixed \( x \), and we refer to \( x \) as the special vertex of \( G \).

By known properties of the CFI construction, we also have the following (see [10, Theorem 3]).

Lemma 17. If the treewidth of \( G \) is greater than \( k \), then \( X(G) \equiv_1 \tilde{X}(G) \).

The purpose of the balance vertices is to change the structure of the perfect matchings. Indeed, if we let \( \text{CFI}(G) \) denote the subgraph of \( X(G) \) that excludes the balance vertices, it is easily seen that this contains no perfect matchings. It is a bipartite graph where one part contains the \( 4|V| \) inner vertices and the other part contains the \( 2|E| = 3|V| \) edge vertices and so no perfect matching is possible. But, \( X(G) \) is a bipartite graph where in one part we have the \( 4|V| \) inner vertices and in the other the \( 3|V| \) edge vertices along with the \( |V| \) balance vertices. In short, this is a \( 4 \)-regular bipartite graph and so contains perfect matchings. We next analyse the structure of the set of such perfect matchings. In particular, we show that \( X(G) \) and \( \tilde{X}(G) \) contain different numbers of perfect matchings.

In the sequel, we write \( X \) to denote either one of the graphs \( X(G) \) or \( \tilde{X}(G) \), \( V(X) \) to denote its vertices and \( E(X) \) to denote its edges. We continue to use \( V \) and \( E \) for the vertices and edges of \( G \). Also, for each \( v \in V \), we write \( I_v \) to denote the set of four inner vertices in \( X \) associated with \( v \).

Non-Uniform Matchings. Let \( M \subseteq E(X) \) be a perfect matching in \( X \). For each \( v \in V \) and \( e \in E \) incident on \( v \), we define the projection \( p^M(v, e) \) of \( M \) on \( (v, e) \) to be the value in \( \{0, 1, 2\} \) which is the number of edges between \( \{e_0, e_1\} \) and \( I_v \) that are included in \( M \). These satisfy the following equations:

\[
p(u, e) + p(v, e) = 2 \quad \text{for each edge } e = \{u, v\} \in E; \quad \text{and}
\]

\[
p(v, f) + p(v, g) + p(v, h) = 3 \quad \text{for each vertex } v \in V \text{ with incident edges } f, g, h.
\]

The first of these holds because \( M \) must include exactly one edge incident on each of \( e_0 \) and \( e_1 \). The second holds because \( M \) must include an edge between \( v_i \) and one vertex of \( I_v \). Thus, the three remaining vertices in \( I_v \) must be matched with vertices among \( f_0, f_1, g_0, g_1, h_0, h_1 \).

One solution to the set of equations is obtained by taking the constant projection \( p^M(v, e) = 1 \) for all such pairs \( (v, e) \). Say that a matching \( M \) is uniform if \( p^M(v, e) = 1 \) everywhere and non-uniform otherwise.

Lemma 18. The number of non-uniform matchings in \( X(G) \) is the same as in \( \tilde{X}(G) \).

Proof. It suffices to prove that for any non-constant projection \( p \), the number of matchings \( M \) with \( p^M = p \) is the same for both \( X(G) \) and \( \tilde{X}(G) \). For then, taking the sum over all possible projections gives the result. So, let \( p \) be a non-constant projection. Then, for some edge \( e = \{u, v\} \in E \), we have \( p(u, e) = 2 \) and \( p(v, e) = 0 \). Then, let \( X(G)^- \) and \( \tilde{X}(G)^- \) be the subgraphs of \( X(G) \) and \( \tilde{X}(G) \) respectively obtained by removing the edges between \( \{e_0, e_1\} \) and \( I_v \). It is clear that any matching \( M \) in \( X(G) \) with \( p^M = p \) is also a perfect matching in \( X(G)^- \), and similarly for \( \tilde{X}(G) \). However, \( X(G)^- \) and \( \tilde{X}(G)^- \) are isomorphic. This follows by an argument analogous to the proof of Lemma 16. Since \( G \) is 2-connected, there is a path \( p \) from \( u \) to the special vertex \( x \) that does not involve the edge \( e \). We can then define an isomorphism from \( X(G) \) to \( \tilde{X}(G) \) by mapping \( e_0 \) to \( e_1 \), for each edge \( f \) on the path \( p \), mapping \( f_0 \) to \( f_1 \) and extending this using the induced automorphisms of the gadgets corresponding to \( v_1, \ldots, v_{t-1} \). We conclude that the numbers of such matchings are the same for both.
Now, we aim to show that the number of uniform matchings of \(X(G)\) is different to that of \(\bar{X}(G)\). For this, it is useful to first analyse the orientations of the underlying graph \(G\).

**Orientations.** An orientation of \(G\) is a directed graph obtained from \(G\) by assigning to each edge \(\{u, v\} \in E\) a direction. There are exactly \(2^{|E|}\) distinct orientations of \(G\). We say that a vertex \(v \in V\) is odd with respect to an orientation \(\vec{G}\) of \(G\) if it has an odd number of incoming directed edges and even otherwise. For an orientation \(\vec{G}\) of \(G\), we write \(\text{odd}(\vec{G})\) for the set of its odd vertices. We say that the orientation \(\vec{G}\) is odd if \(|\text{odd}(\vec{G})|\) is odd, and we say it is even otherwise. Since \(G\) is 3-regular, it is not hard to see that \(|V|\) is always even and \(|E|\) is even if, and only if, \(|V|/2\) is. Moreover, in all orientations of \(G\), \(|\text{odd}(\vec{G})| = |E| \pmod 2\).

**Lemma 19.** If \(|V|/2\) is even, then all orientations of \(G\) are even. If \(|V|/2\) is odd, then all orientations of \(G\) are odd.

**Proof.** Note that since \(G\) is 3-regular, \(3|V| = 2|E|\), so \(|V|\) is always even. Moreover, \(|V|/2\) is even if, and only if, \(|E|\) is. For an orientation \(\vec{G}\), let \(\text{in}(v)\) denote the number of edges incoming to the vertex \(v\). Then, \(|E| = \sum_v \text{in}(v)\). But, \(\sum_v \text{in}(v) \equiv |\text{odd}(\vec{G})| \pmod 2\).

Thus, we say that a graph \(G\) is odd if \(|E|\) is odd, and hence all orientations of \(G\) are odd, and \(G\) is even if \(|E|\) is even and hence all orientations of \(G\) are even.

We can now quantify exactly, for any set \(S \subseteq V\) the number of distinct orientations \(\vec{G}\) with \(\text{odd}(\vec{G}) = S\). To do this, we first establish an auxiliary lemma.

**Lemma 20.** If \(G = (V, E)\) is even, then for every set \(S \subseteq V\) with \(|S|\) even, there is an orientation \(\vec{G}\) of \(G\) with \(\text{odd}(\vec{G}) = S\). Similarly if \(G = (V, E)\) is odd, then for every set \(S \subseteq V\) with \(|S|\) odd, there is an orientation \(\vec{G}\) of \(G\) with \(\text{odd}(\vec{G}) = S\).

**Proof.** It suffices to show, for any set \(S \subseteq V\) and any pair of vertices \(u, v \in V\), if there is an orientation \(\vec{G}\) of \(G\) with \(\text{odd}(\vec{G}) = S\), then there is also an orientation \(\vec{G}'\) with \(\text{odd}(\vec{G}') = S \triangle \{u, v\}\). Now, consider a simple path from \(u\) to \(v\) in \(G\) and let \(\vec{G}'\) be the orientation obtained from \(\vec{G}\) by reversing the direction of every edge on this path.

**Lemma 21.** For every set \(S \subseteq V\) with \(|S| = |E| \pmod 2\), there are exactly \(2^{|V|/2+1}\) distinct orientations \(\vec{G}\) with \(\text{odd}(\vec{G}) = S\).

**Proof.** Let \(A\) be the \(V \times E\) incidence matrix of the graph \(G\). This defines a linear transformation from the vector space \(\mathbb{F}_2^E\) to \(\mathbb{F}_2^V\). The additive group of \(\mathbb{F}_2^E\) has a natural action on the orientations of \(G\): for a vector \(\pi \in \mathbb{F}_2^E\), and an orientation \(\vec{G}\), define \(\pi \vec{G}\) to be the orientation obtained from \(\vec{G}\) by changing the orientation of each edge \(e\) with \(\pi(e) = 1\). Indeed, fixing one particular orientation \(\vec{G}\), the action generates all orientations and gives a bijective correspondence between the vectors in \(\mathbb{F}_2^E\) and the orientations of \(G\). Similarly, the additive group of \(\mathbb{F}_2^V\) has a natural action on the powerset of \(V\): for a vector \(\sigma \in \mathbb{F}_2^V\) and a set \(S \subseteq V\), let \(\sigma S\) be the set \(S \triangle \{v\} \mid \sigma(v) = 1\). Again, for any fixed set \(S\), this action generates all subsets of \(V\) and gives a bijection between \(\mathbb{F}_2^V\) and the powerset of \(V\).

Then, it can be seen that \(\text{odd}(\pi \vec{G}) = (A\pi)\text{odd}(\vec{G})\). Indeed, if \(v \in V\) is a vertex with incident edges \(f, g, h\), then \((A\pi)(v) = \pi(f) + \pi(g) + \pi(h) \pmod 2\). In other words, \((A\pi)(v) = 1\) just in case the direction of an odd number of edges incident on \(v\) is flipped by \(\pi\). Thus, the set of vertices \(\{v \mid (A\pi)(v) = 1\}\) are exactly the ones that change from being odd to even or vice versa under the action of \(\pi\), i.e. \(\{v \mid (A\pi)(v) = 1\} = \text{odd}(\vec{G}) \triangle \text{odd}(\pi \vec{G})\) for any orientation \(\vec{G}\).
Fixing a particular orientation \( \vec{G} \), the action of \( \mathbb{F}_2^G \) generates all orientation \( \pi \vec{G} \), and \( A \) maps this to the collection of all sets \( \text{odd}(\vec{G}) \triangle \text{odd}(\pi \vec{G}) \). Then, by Lemmas 19 and 20 the image of \( A \) consists of exactly the set of vectors with an even number of 1s. Hence, the image of \( A \) has dimension \( |V| - 1 \) and so its kernel has size \( 2^{|E|} / 2^{|V| - 1} \). Since \( |E| = 3|V| / 2 \), this is \( 2^{|V| / 2 + 1} \). By linearity, the pre-image of any vector \( v \) in the image of \( A \) has exactly this size. Thus, for each even size set \( T \subseteq V \), there are exactly \( 2^{|V| / 2 + 1} \) vectors \( \pi \in \mathbb{F}_2^G \) with \( \text{odd}(\pi \vec{G}) = T \triangle \text{odd}(\vec{G}) \).

**Matchings in Gadgets.** Any uniform perfect matching \( M \) of \( X \) induces an orientation of \( G \), which we denote \( \vec{G}^M \): any edge \( e \in E \) is oriented from \( u \) to \( v \) in \( \vec{G}^M \) if \( M \) contains an edge between \( u \) and \( v \), and a vertex in \( I_u \) and an edge between \( e_1 \) and a vertex in \( I_v \).

Furthermore, every orientation arises from some perfect matching. To see this, consider again the gadget in Figure 1. This has eight subgraphs induced by taking the vertices \( \{v_b\} \cup I_v \), together with exactly one vertex from each of the sets \( \{f_o, f_1\}, \{g_o, g_1\} \) and \( \{h_o, h_1\} \). We claim that each of these eight subgraphs contains a perfect matching. Indeed, it suffices to verify this for the two cases \( S = I_v \cup \{v_b\} \cup \{f_o, g_o, h_0\} \) and \( T = I_v \cup \{v_b\} \cup \{f_0, g_0, h_1\} \) as the other six are obtained from these by automorphisms of the gadget. In what follows, we also write \( S \) and \( T \) for the subgraphs of the gadget in Figure 1 induced by these sets. It is easily seen by inspection that \( S \) has exactly four perfect matchings and \( T \) has exactly two perfect matchings.

Hence, for any orientation \( \vec{G} \), we get a matching \( M \subseteq X \) with \( \vec{G}^M = \vec{G} \) by choosing one matching from each gadget. To be precise, for each vertex \( v \in V \), define the relevant subgraph of \( X \) at \( v \) to be the subgraph induced by \( I_v \cup \{v_b\} \) along with the vertices \( e_1 \) for each edge \( e \) incoming at \( v \) in \( \vec{G} \) and \( e_0 \) for each edge \( e \) outgoing at \( v \) in \( \vec{G} \). In \( X(G) \), the relevant subgraph at \( v \) is isomorphic to \( S \) if \( v \) is even in \( \vec{G} \) and it is isomorphic to \( T \) if \( v \) is odd in \( \vec{G} \). The same is true for all vertices in \( \vec{X}(G) \), apart from the special vertex \( x \). For this one, the relevant subgraph is isomorphic to \( S \) if \( x \) is odd and to \( T \) if \( x \) is even. In either case, we get a perfect matching \( M \) with \( \vec{G}^M = \vec{G} \) by independently choosing exactly one matching in each relevant subgraph. There are 4 such choices when the relevant subgraph is like \( S \) and 2 choices when it is like \( T \).

**Uniform Matchings.** It follows that for any orientation \( \vec{G} \) of \( G \), the number of uniform perfect matchings \( M \) of \( X(G) \) with \( \vec{G}^M = \vec{G} \) is \( 2^{|\text{odd}(\vec{G})|} |4^{|V| - |\text{odd}(\vec{G})|}| \). The number of uniform perfect matchings in \( \vec{X}(G) \) depends on whether the special vertex \( x \) is odd in \( \vec{G} \) or not. If it is, the number is \( 2^{|\text{odd}(\vec{G})|-1} |4^{|V| - |\text{odd}(\vec{G})|} + 1| \); otherwise it is \( 2^{|\text{odd}(\vec{G})|+1} |4^{|V| - |\text{odd}(\vec{G})|} - 1| \).

Thus, if we denote the number of uniform perfect matchings in \( X \) by \( \#\text{MX}(G) \), then we have \( \#\text{MX}(G) = \sum_{\vec{G}} 2^{|\text{odd}(\vec{G})| |4^{|V| - |\text{odd}(\vec{G})|}|} \) where the sum is over all orientations of \( G \). Then, by Lemma 21, \( \#\text{MX}(G) = 2^{|V| / 2 + 1} \sum_{S \subseteq V : |S| \equiv |E| (\mod 2)} 2^{|S|^{|V| - |S|}} \). By the same token, \( \#\text{MX}(G) = 2^{|V| / 2 + 1} \sum_{S \subseteq V : |S| \equiv |E| (\mod 2)} 2^{|S|^{|V| - |S|}} \).

Finally, to show that \( \#\text{MX}(G) \) and \( \#\text{MX}(\vec{G}) \) are different, let \( P_m \) denote the number \( \sum_{S \subseteq [2m]: |S| \text{ even}} 2^{|S|^{|2m - |S|}|} \) and \( Q_m \) denote the number \( \sum_{S \subseteq [2m]: |S| \text{ odd}} 2^{|S|^{|2m - |S|}|} \).

**Lemma 22.** For all \( m \geq 1 \), \( P_m - Q_m = 4^m \).

**Proof.** We prove this by induction on \( m \). For \( m = 1 \), there are exactly two odd sized subsets and two even sized subsets of \( [2m] \). So \( P_m = 20 \) and \( Q_m = 16 \). For larger values of \( m \), we have the following identity, where \( S \) ranges over subsets of \( [2m - 2] \)
\[ P_m = \sum_{|S| \text{ even}} 2^{|S|} 4^{2m - |S|} + 2 \sum_{|S| \text{ odd}} 2^{|S|+1} 4^{2m - |S|-1} + \sum_{|S| \text{ even}} 2^{|S|+2} 4^{2m - |S|} \]

\[ = 16P_{m-1} + 16Q_{m-1} + 4P_{m-1} \]

\[ = 20P_{m-1} + 16Q_{m-1}. \]

Here, in the first line, the first sum accounts for all even size subsets of \([2m]\) that exclude the last two elements, the second one for those that include exactly one of the last two elements and the third sum for all that include the last two elements.

Similarly, we have

\[ Q_m = \sum_{|S| \text{ odd}} 2^{|S|} 4^{2m - |S|} + 2 \sum_{|S| \text{ even}} 2^{|S|+1} 4^{2m - |S|-1} + \sum_{|S| \text{ odd}} 2^{|S|+2} 4^{2m - |S|} \]

\[ = 16Q_{m-1} + 16P_{m-1} + 4Q_{m-1} \]

\[ = 20Q_{m-1} + 16P_{m-1}. \]

Thus, \(P_m - Q_m = 4P_{m-1} - 4Q_{m-1}\). By induction hypothesis, the right hand side is \(4 \cdot 4^{m-1}\) and we’re done.

\(\blacktriangle\)

**Proof of Theorem 15.** By a standard expander graph construction (e.g. [1]), for any \(k\), we can find a 3-regular graph \(G\) with treewidth at least \(k\) and \(2n = O(k)\) vertices. Then \(X(G)\) and \(\bar{X}(G)\) both have \(O(k)\) vertices and by Lemma 17 we have \(X(G) \equiv_k \bar{X}(G)\). Moreover, \(X(G)\) and \(\bar{X}(G)\) have the same number of non-uniform perfect matchings by Lemma 18. The number of uniform matchings is \(2^{n+1}P_n\) in one case and \(2^{n+1}Q_n\) in the other (which is which depends on whether \(n\) is even or odd). Either way, \(|\mu(X(G)) - \mu(\bar{X}(G))| = 2^{3n+1}\), which is a power of 2 as required.

\(\blacktriangle\)

**7 Concluding Discussion**

We have introduced a novel restriction of arithmetic circuits, which is based on a natural notion of symmetry. On this basis, we have shown a fundamental difference between circuits for the determinant and the permanent. The former admits a description through polynomial-size symmetric circuits and the latter does not.

There are several ways in which our results could be tightened. The first would be to show the existence of polynomial-size circuits for computing the determinant over arbitrary fields. Our construction for fields of characteristic zero is based on Le Verrier’s method, which does not easily transfer to other fields as it relies on division by arbitrarily large integers. There are general methods for simulating such division on small fields, but it is not immediately clear if they can be carried out symmetrically. However, there are many efficient ways of computing a determinant and it seems likely that some method that works on fields of positive characteristic could be implemented symmetrically. It should be noted, however, that Gaussian elimination is not such a method. Known results about the expressive power of fixed-point logic with counting (see, e.g. [9]) tell us that there is no polynomial-size family of symmetric circuits that can carry out Gaussian elimination. On the other hand, we do know that the determinant, even over finite fields, can be computed by exactly such a family of Boolean circuits, as shown by Holm [16]. It is when we restrict to arithmetic circuits, and also require symmetry, that the question is open.
The notions of symmetry used in our upper bound for the determinant and the lower bound for the permanent are slightly different. Essentially, we consider symmetric circuits for the determinant where we require that each simultaneous row and column permutation extend to an automorphism of the circuit, while for the permanent we require that each permutation generated by separate row and column permutations extend to an automorphism of the circuit. We could improve the result by showing that the lower bound for the permanent still holds even if we only require the circuits be symmetric with respect to simultaneous row and column permutations. We think this could be established by adapting our construction to analyse the counting width of the number of cycle covers of general graphs.

We could consider more general symmetries. For example, the determinant has other symmetries besides simultaneous row and column permutations. The construction we use already yields a circuit which is symmetric not only with respect to these but also transposition of rows and columns. We could consider a richer group that allowed for even permutations of the rows and columns. Could our upper bound be improved by constructing circuits for the determinant that are symmetric with respect to larger groups of permutations?

Finally, it is reasonable to think that there are polynomials in VP which do not admit polynomial-size symmetric arithmetic circuits, by analogy with the case of Boolean circuits. Can we give an explicit example of such a polynomial?
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1 Introduction

We consider the following fundamental problem in scheduling theory: given $n$ jobs with job sizes $w_1, \ldots, w_n \geq 0$, assign jobs to $m$ machines such that the maximum load of any machine (i.e., the total size of jobs assigned to the machine) is minimized. In other words, we want to partition $[n]$ into sets $S_1, \ldots, S_m$ so as to minimize $\max_{i \in [m]} \sum_{j \in S_i} w_j$. Often referred to as load balancing or makespan minimization, this is one of the classical NP-complete problems and along with its many variants, has been extensively studied both in theoretical computer science and in practice.
science as well as operations research. While the exact problem is hard, this problem admits a polynomial time approximation scheme (PTAS) [12] and later work improved this to an efficient PTAS [16, 15, 14, 1]. Several other variants of this problem have also been studied – this includes (i) the related machines case where the machines can have different speeds [13]; (ii) the unrelated machines case where the job size itself depends on the machine on which it is scheduled [20]; and (iii) the precedence constrained case where there are precedence constraints on schedule of jobs [7, 5].

All the aforementioned variants of this problem have the common feature that the job sizes are known in advance to the algorithm designer. However, in many situations, there might be uncertainty in the job size. An obvious way to model this uncertainty is via the framework of stochastic optimization as follows – we have $m$ machines and $n$ jobs where the size of the $i^{th}$ job is given by the random variable $W_i$. If we now assign the jobs to $m$ machines (given by $S_1, \ldots, S_m$), then the load of the $j^{th}$ machine is given by the random variable $\sum_{i \in S_j} W_i$. Similar to the case when the job sizes are deterministic, in stochastic load balancing, one would like to minimize the maximum load. However, since the maximum load (across machines) is itself a random variable – arguably, the most natural objective is to then minimize the expected maximum load. In other words, we seek to find a partition of $[n]$ into sets $S_1, \ldots, S_m$ so as to minimize $E \left[ \max_{j \in [m]} \sum_{i \in S_j} W_i \right]$.

Throughout this paper, we assume that the random variables $\{W_i\}_{i=1}^n$ are independent – that is the job sizes are independent of each other. Further, note that the algorithm designer is assumed to know the distribution of the random variables $\{W_i\}_{i=1}^n$ (though, of course, not the actual realizations of the loads).

To our knowledge, Kleinberg, Rabani and Tardos [18] were the first to consider this problem in the algorithms community. They gave an $O(1)$-factor approximation scheme for this problem. Soon thereafter, Goel and Indyk [9] considered the problem of obtaining better approximation for special classes of random variables – in particular, (i) if each $\{W_i\}$ is an exponential random variable, they obtain a PTAS (though not an efficient one); (ii) if each $\{W_i\}$ is a Poisson random variable, then they obtain a $2$-approximation algorithm. In fact, this $2$-approximation is obtained by considering the (deterministic) instance with loads $\{w_1, \ldots, w_n\}$ where $w_i = E[W_i]$ and then applying Graham’s heuristic [10] on this instance.

Somewhat more complicated variants of this problem have also been considered – as an example, Gupta et al. [11] considered the problem of stochastic load balancing on unrelated machines. Here, the load of job $i$ on machine $j$ is given by a random variable $W_{i,j}$. For this variant, [11] gave a $O(1)$ approximation algorithm (thus extending the guarantee of [18] to the case of unrelated machines). Similarly, Molinaro [22] considered the problem of minimizing the expected $\ell_p$ norm of the loads (the version we have can be seen as minimizing the expected $\ell_\infty$ norm of the loads). Despite all this impressive progress, the only case where we have a PTAS for stochastic load balancing is when all the loads $\{W_i\}$ are exponential random variables. As the main result of this paper, we obtain an efficient PTAS for stochastic load balancing when all the loads are Poisson random variables.

**Theorem 1.** There is an algorithm POIScheduling$(n, m, \{\lambda_i\}_{i=1}^n, \epsilon)$ that given an instance of the load balancing problem with $n$ jobs and $m$ machines where the size of the $i^{th}$ job is $W_i = \text{Poi}(\lambda_i)$ (i.e. a Poisson random variable with mean $\lambda_i$), and a parameter $0 < \epsilon < 1$, outputs a job assignment whose expected maximum load satisfies $L \leq (1 + \epsilon)L^*$, where $L^*$ is the expected maximum load of an optimal assignment. The algorithm runs in time $2^{2^{O(1/\epsilon^2)}} + O(n \log^2 n \log \log^2 n)$. 
Theorem 1 is the first PTAS for stochastic load balancing with Poisson jobs. Prior to this result, the best known approximation algorithm for this setting was due to Goel and Indyk [9] (mentioned earlier) and had an approximation factor of 2. In fact, our PTAS is also an efficient PTAS – i.e., the running time remains polynomial in $n$ even for some $\epsilon = o(1)$. In contrast, the PTAS from [9] for exponential random variables was not an efficient PTAS. Finally, we point out that our running time is doubly exponential in the error parameter $\epsilon$. While this can be potentially improved to a singly exponential dependence in $\epsilon$, it is unlikely to be improved further – in particular, [6] showed that under the ETH, any PTAS for even the deterministic load balancing problem must have a singly exponential dependence on $\epsilon$.

1.1 Our techniques

At a high level, to design an algorithm for stochastic load balancing, we must come up with an algorithmically tractable proxy for the objective function $\mathbb{E}[\max_{j \in [m]} \sum_{i \in S_j} W_i]$. However, the expected maxima of random variables (and more generally stochastic processes) can be notoriously difficult to reason about. Indeed, we point out that in the last fifty years, significant effort in probability theory has been devoted towards understanding the maximum of even simple families of random variables such as Gaussians [8, 24]. Despite this challenge, the hope is that by exploiting structural properties of Poisson random variables along with appropriate algorithmic primitives, we will be able to design an efficient PTAS for stochastic load balancing for Poisson jobs.

The starting points of our algorithm are two natural heuristics which have previously been analyzed in the context of stochastic load balancing.

1. The first heuristic is to construct an instance of (deterministic) load balancing where the size of the $i$th job is $w_i = \mathbb{E}[W_i]$. One can then apply the PTAS (say from [1]) to get an allocation of the $n$ jobs into $m$ machines. The obvious pitfall here is that the actual job size is a Poisson random variable which may typically be very far from its mean. In other words, this heuristic has a good guarantee provided

$$\mathbb{E}[\max_{j=1}^m \text{Poi}(\mu_j)] \approx \max_{j=1}^m \mathbb{E}[\text{Poi}(\mu_j)],$$

where $\mu_j$ is the expected load size of the $j$th machine\(^2\). Of course, the above relation may be far from true and indeed, we want to point out that while the left hand side $\mathbb{E}[\max_{j=1}^m \text{Poi}(\mu_j)]$ is just a function of $\mu_1, \ldots, \mu_j$, it is far from being a linear function of $\mu_1, \ldots, \mu_j$. It is easy to create an instance where the optimum obtained by replacing each Poisson load by its expectation is a constant factor away from the true optimum. Despite this limitation, this heuristic is in fact of both theoretical and practical value. In particular, from a theoretical aspect, recall that $\text{Poi}(\lambda)$ concentrates around $\lambda$ (with standard deviation $\sqrt{\lambda}$). This can be leveraged to show that if the optimum allocation must necessarily have at least one machine with a (sufficiently) large load, then the allocation for the deterministic load balancing problem provides a near optimal allocation for the stochastic version as well.

2. The second heuristic is a greedy algorithm – namely, we first assign an arbitrary order to the jobs and iteratively assign each job to the machine with the least current expected load. This is the same as the Graham’s rule [10], and is precisely how the authors of [9] obtained

\(^1\) One can reduce an instance of deterministic load balancing to one of Poisson load balancing by scaling up all job sizes such that they all become at least $\omega(\epsilon^{-2} \log m)$. By Chernoff bounds and union bound this reduction preserves $(1 + O(\epsilon))$-approximation.

\(^2\) Note that $\text{Poi}(\lambda_1) + \text{Poi}(\lambda_2) = \text{Poi}(\lambda_1 + \lambda_2)$ if $\text{Poi}(\lambda_1)$ and $\text{Poi}(\lambda_2)$ are independent, so every machine’s load is still a Poisson random variable.
a 2-approximation for load balancing Poisson jobs. The underlying rationale for this rule is the following crucial fact about Poisson random variables. Suppose \( \mu_1 \geq \mu_2 \geq \mu_3 \geq \mu_4 \) such that \( \mu_1 + \mu_4 = \mu_2 + \mu_3 \). Then, \( \mathbb{E}[\max\{\text{Poi}(\mu_1), \text{Poi}(\mu_4)\}] \geq \mathbb{E}[\max\{\text{Poi}(\mu_2), \text{Poi}(\mu_3)\}] \).

This fact can in fact be extended to prove that if there is an allocation such that the expected load is the same across all machines, then that is an optimum allocation. Of course, such an allocation might not exist – however, heuristically we might hope that if all the job sizes are small, then we can approximately equalize the expected load on the machines and that such an allocation might have a near-optimal expected maximum load.

It turns out that these heuristics (even when rigorously analyzed) are not sufficient to provide a PTAS for stochastic load balancing in all regimes of job sizes and (number of) machines. Therefore we need some other observations. The first crucial observation is that if there is a job size \( \lambda \) which is more than the average load (i.e. the total expected job size divided by \( m \)), then in the optimal allocation, such a job is assigned its own separate machine (Observation 17). This observation can be iteratively applied so that we are now left with job sizes \( \{\lambda_i\}_{i=1}^{n'} \) and \( m' \) machines such that

\[
\max_{i=1}^{n'} \lambda_i \leq \frac{\sum_{i=1}^{n'} \lambda_i}{m'} := \mu.
\]

In other words, no job is larger than the average expected load across the \( m' \) machines, i.e., \( \mu \). With this simplification, we discuss another familiar trick in the context of allocation problems – namely we create a rounded instance such that each job size (now call it \( \{\lambda'_i\}_{i=1}^{n'} \)) is now in the interval \( [\epsilon \mu, 2\mu] \). The rounding procedure we apply is identical to the rounding procedure used by [1] in the context of deterministic load balancing. A key property is that the number of different (expected) job sizes in this modified instance is a constant – i.e., only dependent on the target error parameter \( \epsilon \).

This rounding step highlights a key technical challenge our algorithm faces – namely, it is possible that by “multiplicatively dilating” the job sizes, the expected maximum load of the machines can change significantly. In other words, suppose \( \mu_1, \ldots, \mu_m \geq 0 \), then is it the case that for any \( 0 < \delta < 1 \),

\[
\mathbb{E}[\max_{j=1}^{m} \text{Poi}((1 + \delta)\mu_j)] \approx (1 + O(\delta))\mathbb{E}[\max_{j=1}^{m} \text{Poi}(\mu_j)] \quad ? \quad (1)
\]

While intuitively this looks reasonable, it is not clear if this is true in full generality. Fortunately for us, we obtain the following dichotomy:

1. When \( \mu \) is very large (this corresponds to the Case 1 in the analysis), we are able to show that the first heuristic above provides a PTAS – in other words, just substituting each stochastic job \( W_i \) with a deterministic job \( w_i \) such that \( w_i = \mathbb{E}[W_i] \) and then applying the PTAS for the deterministic case [1, 14, 15] gives a PTAS for the stochastic case. The underlying reason is that in this case, the expected maximum is essentially the same as the expected heaviest load across the \( m \) machines.

The same algorithm also works if \( \mu \) is in a “certain intermediate range” and \( m \) is sufficiently large (this corresponds to Case 3 in the analysis). In fact, in this case, even the greedy heuristic described earlier provides a PTAS. The underlying reason why the deterministic PTAS works is the following: in this regime, the expected maximum remains essentially the same even if all the loads were to go up by a factor of 2.

2. Outside of the above two cases, our heuristics (greedy or deterministic scheduling) fail to provably work. However, in these cases, we are able to prove (1). In other words, we are able to show that dilating or contracting each job size by a factor of \( (1 + \delta) \) affects
the expected maximum by only a factor of $1 \pm O(\delta)$. Thus, we can apply the rounding procedure from [1] to reduce to the case where the number of different job sizes is a constant. In fact, this is enough to obtain a PTAS for the stochastic load balancing problem though not an efficient PTAS.

Finally, to get an efficient PTAS, we leverage a third property of the “maximum of Poisson random variables” – namely, the so-called “focusing effect” [3, 2, 4]. Roughly speaking, it says that suppose we have $m$ independent Poisson random variables (call them $X_1, \ldots, X_m$), each with mean $\mu$, then there is a transition point $t$ such that $(\max_{i=1}^m X_i) \in [I, I + 1]$ with probability $1 - o(1)$ as $m \to \infty$. We extend this to (certain instances of) independent but not identically distributed Poisson random variables. Essentially such a “focusing effect”, whenever it holds, allows us to express the expected maximum of the loads of $m$ machines as a linear function of the allocation and then employ an integer linear program (ILP) to find the optimal allocation.

To explain how an ILP comes into the picture, first of all, we can assume that $m$ (i.e., the number of machines) is sufficiently large in terms of the target error parameter $\delta$. If this is not the case, then we can simply employ dynamic programming to find a good allocation (it is now an efficient PTAS because $m$ is a constant). Once $m$ is large, we show the following:

(a) Either there is a transition point $t = t(\mu_1, \ldots, \mu_m)$ such that $\max\{\text{Poi}(\mu_1), \ldots, \text{Poi}(\mu_m)\}$ sharply concentrates within $1 \pm O(\delta)$ of the transition point. In this case, we want to find the smallest $t^*$, for which there is an allocation with loads $\mu_1, \ldots, \mu_m$ such that $t^* = t(\mu_1, \ldots, \mu_m)$. We use ILP and binary search to find such $t^*$. Observe that in this case, the smallest such $t^*$ will minimize the expected maximum load (up to $1 \pm O(\delta)$).

(b) Otherwise, there is a transition point $t = t(\mu, m)$ such that $\max\{\text{Poi}(\mu_1), \ldots, \text{Poi}(\mu_m)\}$ sharply concentrates in the set $[t - 1, t]$. Observe that $t$ only depends on $\mu$ and $m$, and hence can be easily computed. With the knowledge of $t$, we now use an ILP to find an assignment $\mu_1, \ldots, \mu_m$ which maximizes the probability that $\max\{\text{Poi}(\mu_1), \ldots, \text{Poi}(\mu_m)\} = t - 1$ and thus minimizes the expected maximum load.

1.2 Organization

In Section 2, we formally state the problem, establish some notations, and describe some properties of Poisson random variables that we will utilize. In Section 3 we give an overview of our concentration and scaling results for the maximum of Poisson random variables. In Section 4 we present our efficient polynomial-time approximation scheme and its analysis.

2 Preliminaries

We use $\text{Poi}(\lambda)$ to denote a Poisson random variable with mean $\lambda$. Recall that $\Pr[\text{Poi}(\lambda) = k] = e^{-\lambda} \frac{\lambda^k}{k!}$ for $k \in \mathbb{N}$. In the stochastic load balancing problem considered in this paper, we are given $n$ jobs and $m$ machines where the job sizes are independent Poisson random variables $\text{Poi}(\lambda_1), \text{Poi}(\lambda_2), \ldots, \text{Poi}(\lambda_n)$. We will call $\lambda_i$ the size of job $i$. Our goal is to assign the jobs to the machines so that the expected maximum load

$$L \overset{\text{def}}{=} \mathbb{E} \left[ \max_{j=1}^m \sum_{i \in S_j} \text{Poi}(\lambda_i) \right]$$

is minimized, where $S_j$ is the set of jobs assigned to machine $j$. 
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It is well known that the sum of two independent Poisson random variables also follows a Poisson distribution, i.e. \( \text{Poi}(\lambda_1) + \text{Poi}(\lambda_2) = \text{Poi}(\lambda_1 + \lambda_2) \). Therefore if we let \( \mu_j = \sum_{i \in S_j} \lambda_i \), we can write (2) as \( L = E \left[ \max_{j=1}^m \text{Poi}(\mu_j) \right] \). We will call \( \mu_j \) the load of machine \( j \).

Henceforth, our analysis of Poisson random variables will mainly serve the purpose of characterizing the expected maximum load, and therefore we will use \( \mu \) and \( \mu_1, \mu_2, \ldots, \mu_m \) to denote the means when stating useful claims about Poisson distributions.

\[ \text{Definition 2.} \quad \text{We write } M(m, \mu) \text{ to denote the random variable whose value is the maximum of } m \text{ i.i.d. } \text{Poi}(\mu). \]

In [9] the authors proved that Poisson distributions are log-concave:

\[ \text{Proposition 3} \quad \text{(Lemma 2.1 of [9]).} \quad \text{For any random variables } X \text{ and } Y \text{ taking values on } \mathbb{N}, \text{ we say } X \text{ stochastically dominates } Y, \text{ denoted by } X \geq_{sd} Y, \text{ if } \Pr[X \geq k] \geq \Pr[Y \geq k] \text{ holds for every } k \in \mathbb{N}. \text{ Note that for independent } X, Y \text{ we have } \Pr[\max(X, Y) \geq k + 1] = 1 - \Pr[X \leq k] \Pr[Y \leq k]. \text{ Now by Proposition 3 we have the following:} \]

\[ \text{Proposition 4} \quad \text{(Lemma 2.1 of [9]).} \quad \text{Given } 0 \leq \mu_1 \leq \mu'_1 \leq \mu'_2 \leq \mu_2 \text{ such that } \mu_1 + \mu_2 = \mu'_1 + \mu'_2, \text{ it holds that } \max \{ \text{Poi}(\mu_1), \text{Poi}(\mu_2) \} \geq_{sd} \max \{ \text{Poi}(\mu'_1), \text{Poi}(\mu'_2) \}. \]

Poisson random variables satisfy exponential tail bounds:

\[ \text{Proposition 5} \quad \text{(Theorem 4.4, Theorem 4.5 of [21]).} \quad \text{Let } X \text{ be a Poisson random variable with mean } \mu. \text{ For } 0 < \delta < 1 \text{ we have} \]

\[
\begin{align*}
\Pr[X \geq (1 + \delta)\mu] & \leq e^{-\mu\delta^2/3}, \\
\Pr[X \leq (1 - \delta)\mu] & \leq e^{-\mu\delta^2/2}.
\end{align*}
\]

In our analysis we will need to use Stirling’s approximation to deal with factorials:

\[ \text{Proposition 6} \quad \text{(Stirling’s approximation [23]).} \quad \text{For any integer } n > 0, \]

\[ e \left( \frac{n}{e} \right)^n \leq \sqrt{2\pi n} \left( \frac{n}{e} \right)^n e^{1/(12n + 1)} \leq n! \leq \sqrt{2\pi n} \left( \frac{n}{e} \right)^n e^{1/12n} \leq e n \left( \frac{n}{e} \right)^n. \]

3 Concentration and Scaling Results for Maximum of Poissons

In this section we present our concentration and scaling results for the maximum of independent Poisson random variables \( \text{Poi}(\mu_1), \text{Poi}(\mu_2), \ldots, \text{Poi}(\mu_m) \), which will be used to prove the correctness of our algorithm. Full proofs of these results are deferred to the full version of the paper.

Throughout we assume \( \mu_1 \geq \mu_2 \geq \ldots \geq \mu_m \geq 0 \), and define \( \mu = (\sum_{j=1}^m \mu_j)/m \). We use \( \delta \) as an error parameter, which measures how well the maximum of Poissons is concentrated. We consider five different cases based on the relationship between \( \mu, m, \) and \( \mu_j \)'s, and state our results for each of them. Note that while the ranges of \( \mu \) in these cases are disjoint, we prove our lemmas below for slightly overlapping ranges of \( \mu \) for ease of analyzing our algorithm in Section 4.
Fix $\delta \in (0, 1/10]$. We prove our results for the following cases respectively:

Case 1: \( \frac{6}{2^r} \log m < \mu \).

Case 2: \( \frac{1}{2^r/m^2} \log m < \mu \leq \frac{6}{2^r} \log m \) and \( m \geq 2^{r^2} \).

Case 3: \( \frac{1}{m} \mu \leq \frac{1}{2^r/m} \log m \), \( m \geq 2^{3 \log^2 \delta} \), and \( \forall j, \mu_j \in [\mu/4, 4\mu] \).

Case 4: \( \frac{4 \log m}{m} < \mu \leq \frac{1}{m^2} \log m \), \( m \geq 2^{100/\sqrt{\delta}} \), and \( \forall j, \mu_j \in [\mu/4, 4\mu] \).

Case 5: \( \mu \leq \frac{4 \log m}{m} \), \( m \geq 1000(1/\delta) \log^2 (1/\delta) \), and \( \forall j, \mu_j \in [\mu/4, 4\mu] \).

For Case 1 we show that \( \max_{j=1}^m \text{Poi}(\mu_j) \) is concentrated within \( (1 \pm O(\delta))\mu_1 \). For each of Case 2, Case 3, and Case 4 we define a certain transition point and show that \( \max_{j=1}^m \text{Poi}(\mu_j) \) is concentrated around this point. For Case 5 we show that \( \max_{j=1}^m \text{Poi}(\mu_j) \) takes value 0 or 1 with high probability. For all cases we show that the maximum value is robust to contraction or dilation of \( \mu_j \)'s. In particular \( \max_{j=1}^m \text{Poi}(\mu_j) \) does not blow up by more than \( 1 + O(\delta) \) when we scale all \( \mu_j \)'s by \( 1 + \delta \). We call these scaling results.

\textbf{Lemma 7 (Case 1).} Suppose \( \delta \in (0, 1/10] \) and \( \mu > \frac{6}{2^r} \log m \). Then
\[
\mu_1 \leq E \left[ \max_{j=1}^m \text{Poi}(\mu_j) \right] \leq (1 + 5\delta)\mu_1.
\]  

\textbf{Lemma 8 (Case 2).} Suppose \( \delta \in (0, 1/10] \), \( \frac{1}{2^r/m^2} \log m < \mu \leq \frac{6}{2^r} \log m \), and \( m \geq 2^{r^2} \). Define transition point \( t_2 = t_2(\mu_1, \mu_2, \ldots, \mu_m) \) as the largest integer satisfying
\[
\sum_{j=1}^m \Pr[\text{Poi}(\mu_j) \geq t_2] \geq \frac{1}{3}.
\]  

Then for any random variable \( X \) taking values on \( \mathbb{N} \), we have
\[
(1 - 6\delta)E[\max\{t_2, X\}] \leq E \left[ \max \left\{ \max_{j=1}^m \text{Poi}(\mu_j), X \right\} \right] \leq (1 + 10\delta)E[\max\{t_2, X\}],
\]  

and
\[
E \left[ \max \left\{ \max_{j=1}^m \text{Poi}(\mu_1 + \delta \mu_j), X \right\} \right] \leq (1 + 16\delta)E \left[ \max \left\{ \max_{j=1}^m \text{Poi}(\mu_j), X \right\} \right].
\]

\textbf{Lemma 9 (Case 3).} Suppose \( \delta \in (0, 1/10] \), \( \frac{1}{m} \mu \leq \frac{1}{2^r/m^2} \log m \), and \( m \geq 2^{3 \log^2 \delta} \). Define transition point \( t_3 = t_3(\mu, \mu) = \frac{\log m}{\log^{3/2} + \log \log m} \). Then for any random variable \( X \) on \( \mathbb{N} \) we have
\[
(1 - 4\delta) \max\{t_3, X\} \leq \max\{M(m, \mu), X\} \leq (1 + 14\delta) \max\{t_3, X\},
\]  

and
\[
E[\max\{M(m, 4\mu), X\}] \leq (1 + 20\delta) E[\max\{M(m, \mu), X\}].
\]

\footnote{The choice of \( \frac{1}{3} \) in the definition of \( t_2 \) is arbitrary. In principle any constant bounded away from both 1 and 0 suffices.}
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Lemma 10 (Case 4). Suppose $\delta \in (0, 1/10]$, $4 \log \frac{m}{n} < \mu \leq \frac{2}{m^2}$, $m \geq 2^{100/\delta^2}$, and $\mu_1, \ldots, \mu_m \in [\mu/4, 4\mu]$. Define transition point $t_4 = t_4(m, \mu) = \lceil \gamma_4(m, \mu) \rceil$ where $\gamma_4(m, \mu) = \log \frac{m}{2 + \log \log m}$. Let $W$ be a Bernoulli random variable taking values on $t_4 - 1$ and $t_4$ where

$$\Pr[W = t_4 - 1] = \prod_{j=1}^m \Pr[\text{Poi}(\mu_j) \leq t_4 - 1].$$

Then for any random variable $X$ on $\mathbb{N}$ we have

$$(1 - 5\delta)\mathbb{E} \left[ \max \{W, X\} \right] \leq \mathbb{E} \left[ \max \left\{ \max_{j=1}^m \text{Poi}(\mu_j), X \right\} \right] \leq (1 + 16\delta)\mathbb{E} \left[ \max \{W, X\} \right], \quad (13)$$

and

$$\mathbb{E} \left[ \max \left\{ \max_{j=1}^m \text{Poi}(1 + \delta)\mu_j, X \right\} \right] \leq (1 + 16\delta)\mathbb{E} \left[ \max \left\{ \max_{j=1}^m \text{Poi}(\mu_j), X \right\} \right]. \quad (14)$$

Lemma 11 (Case 5). Suppose $\delta \in (0, 1/10]$, $\mu \leq \frac{8 \log m}{m}$, $m \geq 1000(1/\delta) \log^2(1/\delta)$, and $\forall j, \mu_j \in [\mu/4, 4\mu]$. Let $W$ be a 0/1 Bernoulli random variable with $\mathbb{E}[W] = 1 - \prod_{j=1}^m \Pr[\text{Poi}(\mu_j) = 0] = 1 - e^{-m\mu}$. Then for any random variable $X$ on $\mathbb{N}$ we have

$$\max \{W, X\} \leq \mathbb{E} \left[ \max_{j=1}^m \text{Poi}(\mu_j) \right] \leq (1 + 10\delta) \max \{W, X\}, \quad (15)$$

and

$$\mathbb{E} \left[ \max_{j=1}^m \text{Poi}(1 + \delta)\mu_j, X \right] \leq (1 + 10\delta) \mathbb{E} \left[ \max_{j=1}^m \text{Poi}(\mu_j), X \right]. \quad (16)$$

4 An Efficient Polynomial-time Approximation Scheme

Our PTAS for stochastic load balancing is heavily inspired by the approach of [1, 15] for the deterministic load balancing problem. Thus, we first begin with a recap of their approach.

4.1 Recap of the PTAS for deterministic load balancing

Consider any instance of deterministic load balancing where the job sizes are $\{\lambda_i\}_{i=1}^n$ and we have $m$ machines – the goal is to find an assignment with smallest maximum load. The algorithms in [1, 15] proceed in two phases: In phase I, we assign “big” jobs to separate machines. Here big jobs are the maximal set of jobs whose size is greater than the remaining average load. In other words, it is the maximal set $B \subseteq [n]$ satisfying that $\forall i \in B$, $\lambda_i > (\sum_{i \not\in B} \lambda_i)/(n - |B|) = \mu$. Exploiting the convexity of the objective function (i.e. the function $\max \{x_1, x_2, \ldots, x_m\}$), [1, 15] show that an optimum assignment (i) assigns the jobs in $B$ to their own separate machines; (ii) assigns the remaining jobs to the remaining machines in a way such that each of these machines have a load between $\mu/2$ and $2\mu$.

With this, we are now left with the problem of assigning the small jobs, i.e., the jobs not in $B$. A second key step here is to round the sizes of the remaining jobs, such that (i) the number of different job sizes is now $O(1/\epsilon)$ and (ii) the potential number of different assignments to any single machine is $2^{O(1/\epsilon)}$. Crucially, both these numbers are just dependent on the target error parameter $\epsilon$. With this rounding, [1, 14] formulate the problem of finding an optimal assignment on the remaining (rounded) jobs as an integer linear program with

---

4 Recall that $\tilde{O}(f)$ denotes $O(f \log^c f)$ for some constant $c$. 
We now give an overview of our approach for the stochastic load balancing problem. Recall as stated in Section 1.1, there are two principal difficulties in applying the approaches we set.

To understand their role, let us begin with some notation. Let $\lambda_1, \lambda_2, \ldots, \lambda_n$, and a parameter $0 < \epsilon < 1$, outputs a job assignment whose maximum load is at most $(1 + \epsilon)$ of the maximum load of an optimum assignment. The algorithm runs in time $2^{O(1/\epsilon)} + O(n \log n)$.

The authors in [15] then use a sparsification technique to show that the configuration-IP has an optimum solution with a small support size, which leads to an improved running time of $2^{O(1/\epsilon) \log (1/\epsilon)} + O(n \log n)$. Later by improving the runtime of solving the ILP, a running time of $2^{O(1/\epsilon) \log^2 (1/\epsilon)} + O(n \log n)$ was achieved [16].

4.2 Overview of our approach

We now give an overview of our approach for the stochastic load balancing problem. Recall that we have $n$ jobs and $m$ machines where the $i^{th}$ job has size $\text{Poi}(\lambda_i)$. Similar to the deterministic case [1, 15], we define “big” jobs as the maximal set of jobs whose (expected) size is greater than the remaining (expected) average load, i.e. the maximal set $B \subseteq [n]$ satisfying that $\forall i \in B$

$$\lambda_i > \frac{\sum_{j \in B} \lambda_j}{m - |B|}.$$  

(17)

By Proposition 3, the objective function is convex with respect to the machine loads (similar to [1, 15]). Thus, we assign the jobs in $B$ to separate machines (see Lines 2–5 of Algorithm 1).

Assigning the small jobs (i.e., the jobs outside $B$) is however somewhat more complicated. As stated in Section 1.1, there are two principal difficulties in applying the approaches from [1, 15] to handling the remaining jobs. One is to discretize the job sizes, and the other is to formulate the problem of minimizing the expected maximum load as an integer linear program. The key to circumventing both these difficulties lies in the (technical) results on concentration and scaling of maximum of Poisson random variables proven in Section 3.

To understand their role, let us begin with some notation. Let $m^{(1)} = m - |B|$ denote the number of the remaining machines. Consider an assignment of the remaining jobs and let $\text{Poi}(\mu_1), \text{Poi}(\mu_2), \ldots, \text{Poi}(\mu_{m^{(1)}})$ be the corresponding distributions of the machine loads. Suppose $\mu_1 \geq \mu_2 \geq \ldots \geq \mu_{m^{(1)}}$ and let $\mu = (\sum_{j=1}^{m^{(1)}} \mu_j)/m^{(1)}$. By an argument similar to the deterministic case [1, 15] (see Observation 18), we can restrict ourselves to the case when $\mu_j \in [\mu/2, 2\mu]$ for all $j \in [m^{(1)}]$. Let $\delta \in (0, 1)$ be a target error parameter (roughly speaking, we set $\delta \approx O(\epsilon)$).

Our results in Section 3 first imply that when $\mu$ is sufficiently large in terms of $1/\delta$ and $m^{(1)}$ (the condition of Lemma 7), or $\mu$ is in a certain intermediate range but $m^{(1)}$ is large enough in terms of $1/\delta$ (the condition of Lemma 9), it suffices to find an assignment by running the deterministic load balancing algorithm in Theorem 13. When $\mu$ does not satisfy the above conditions but $m^{(1)}$ is sufficiently large in terms of $1/\delta$, we have the following dichotomy:
1. \( \max_{j=1}^{m(1)} \text{Poi}(\mu_j) \) is concentrated within \((1 \pm O(\delta))\) of a certain transition point \( t = t(\mu_1, \ldots, \mu_{m(1)}) \) (Lemma 8), or
2. takes value \( \lceil t \rceil - 1 \) or \( \lceil t \rceil \) with high probability, where the transition point \( t = t(m(1), \mu) \) only depends on \( m(1) \) and \( \mu \) (Lemmas 10 and 11).

Further, in all of the cases,

\[
E \left[ \max_{j=1}^{m} \text{Poi}((1 + \delta)\mu_j) \right] \leq (1 + O(\delta))E \left[ \max_{j=1}^{m} \text{Poi}(\mu_j) \right] \tag{18}
\]

(Lemmas 8, 10, and 11). Finally, when \( m \) is sufficiently small in terms of \( \delta \), we can use dynamic programming to get an efficient PTAS.

Let us now see how the above structural results are useful in algorithm design – first of all, (18) immediately allows us to discretize the job sizes by rounding up their means to the nearest integer power of \((1 + \delta)\), with proper handling of jobs with size below a certain threshold\(^5\). Once the job sizes are rounded, the existence of the transition points (rather, the precise definitions of these transition points in Section 3) can be used to construct integer linear programs which can find a near optimal solution. As an example, if we are in Case 4 as defined above, by Lemma 10 minimizing the expected maximum is the same as finding \( \mu_1, \mu_2, \ldots, \mu_{m(1)} \) such that the probability that the maximum load is \( \lceil t \rceil \) is minimized. This finishes our overview of the PTAS.

### 4.3 Our PTAS

We give a full description of our efficient PTAS in Algorithm 1 as \textsc{PoiScheduling}, which calls \textsc{Rounded} (Algorithms 2), \textsc{ILPScheduling} (Algorithm 3), and \textsc{DPScheduling} as subroutines. The detailed description of \textsc{DPScheduling} is deferred to the full version as it uses mostly standard ideas.

\textsc{PoiScheduling} first handles the “big” jobs in the same way as deterministic case (Lines 2–5 of Algorithm 1). As before \( \mu \) denotes the remaining average machine load (i.e. RHS of (17)) and \( m(1) \) denote the number of the remaining machines. \textsc{PoiScheduling} then does one of the following for the remaining jobs:

1. When \( \mu \) is large enough to meet the condition of Case 1, or \( \mu \) and \( m(1) \) meet the condition of Case 3, \textsc{PoiScheduling} directly uses the algorithm for deterministic case as a blackbox (Lines 7–9 of Algorithm 1).
2. When \( \mu \) and \( m(1) \) meet the condition of Case 2, Case 4, or Case 5, \textsc{PoiScheduling} first rounds the sizes of the remaining jobs in the same way as [15] (Line 6 of Algorithm 1). Then for Case 2 it uses integer linear programming in conjunction with a binary search to find the smallest transition point \( t_2 \) achievable by an assignment of the remaining jobs, where the ILPs have linear objective functions and \textit{configuration-IP} from [1, 15] as feasibility constraints (Lines 10–12 of Algorithm 1). Case 4 and Case 5 are also handled by integer linear programs (Lines 13–15 and Lines 16–17 of Algorithm 1 respectively).
3. When none of the conditions of Case 1–Case 5 is met, namely \( m(1) \leq 2^\frac{\epsilon - 1}{\epsilon} \) and \( \mu \leq O(\epsilon^{-2} \log m) \), \textsc{PoiScheduling} finds an assignment by dynamic programming (Line 19 of Algorithm 1).

\textsc{PoiScheduling} uses \textsc{Rounded}, \textsc{ILPScheduling} and \textsc{DPScheduling} as subroutines. Roughly speaking, \textsc{Rounded} takes a multi-set of job sizes and a parameter \( \delta \) as input and outputs a multi-set of job sizes such that the number of different job sizes only depends

\(^5\) The specific rounding scheme we use is identical to the one used in [15].
on $\delta$. ILPScheduling takes the jobs and the number of machines $m$, and a function $f$ as input. The goal of ILPScheduling is to find an assignment with loads $\mu_1, \ldots, \mu_m$ such that $\sum_{j=1}^m f(\mu_j)$ is minimized. DPScheduling takes the jobs and number of machine, and an error parameter $\epsilon$ as input and returns an assignment of jobs with at most $(1 + \epsilon)$ error with respect to an optimum assignment by a dynamic programming.

By using the algorithm in [17] (Theorem 12) to solve the integer linear programs, PoiScheduling achieves a running time double exponential in $1/\epsilon$ and nearly-linear in $n$. Note that although the algorithm in Theorem 12 needs integral coefficients, we can compute the coefficients with a high precision (inverse polynomial precision) which is sufficient to get our desired approximation and does not affect our running time, so we don’t get into the details. We also note that while it is possible to use the sparsification technique in [15] to improve our running time of solving integer linear programs to single exponential in $1/\epsilon$, our dynamic program for the case when $1/\epsilon \geq \Omega(\log \log m)$ still takes time double exponential in $1/\epsilon$.

The performance of PoiScheduling is characterized in Theorem 1. The performances of Rounded and DPScheduling are characterized in Lemmas 14 and 15 respectively. We do not give a separate lemma for ILPScheduling but analyze it in our proofs directly.

Note that Lemma 14 below only gives guarantees for how the job sizes and individual machine loads change after rounding; the lemma itself does not make assertions about the expected maximum load. Instead, guarantees for the latter will follow from our scaling results in Section 3.

Lemma 14 ([15]). The algorithm $\{\lambda_i^\prime\}_{i=1}^{n^\prime} = \text{Rounded}(\{\lambda_i\}_{i=1}^{n}, \mu, \delta)$ runs in time $O(n)$. Suppose all $\lambda_i \leq \mu$, $\delta \in (0, 1)$, and $\mu = (\sum_{i=1}^{n} \lambda_i)/m$ for an integer $m$. The number of different sizes in $\{\lambda_i^\prime\}_{i=1}^{n^\prime}$ is bounded by $O(\frac{1}{\epsilon} \log \frac{1}{\epsilon})$, and each $\lambda_i^\prime = \delta \mu + k\delta^2 \mu$ for some $k \in \mathbb{Z}_{\geq 0}, k \leq \frac{1}{\delta^2}$. $n^\prime$ is bounded by $O(m/\delta)$. For any assignment of $\{\lambda_i\}_{i=1}^{n}$ to $m$ machines with loads $\mu_1, \mu_2, \ldots, \mu_m$, there is an assignment of $\{\lambda_i^\prime\}_{i=1}^{n^\prime}$ to $m$ machines with loads $\mu_1^\prime, \mu_2^\prime, \ldots, \mu_m^\prime$ such that all $\mu_j \leq (1 + 5\delta)\mu_j$. Conversely, for any assignment $\{\lambda_i^\prime\}_{i=1}^{n^\prime}$ to $m$ machines with loads $\mu_1^\prime, \mu_2^\prime, \ldots, \mu_m^\prime$, there is an assignment of $\{\lambda_i\}_{i=1}^{n}$ to $m$ machines with loads $\mu_1, \mu_2, \ldots, \mu_m$ such that all $\mu_j \leq (1 + 5\delta)\mu_j^\prime$, and the latter assignment can be found in $O(n)$ time given the former assignment if both $\{\lambda_i\}_{i=1}^{n}$ and $\{\lambda_i^\prime\}_{i=1}^{n^\prime}$ are sorted.

Lemma 15. Given jobs $\{v_i\}_{i=1}^{n(0)}$, $\{\alpha_i\}_{i=1}^{n(1)}$, number of machines $m$, and $\epsilon \in (0, \frac{1}{10}]$. Let $m(1) = m - n(0)$, $\mu = (\sum_{i=1}^{n(1)} \lambda_i)/m(1)$, and $\delta = \max \left\{ \frac{\epsilon}{1000 m(1)}, 2^{-10^7/\epsilon^2} \right\}$. Suppose all $\lambda_i \leq \mu$, all $v_i > \mu$, and $\mu \leq 6000000e^{-2} \log n(1)$. Then DPScheduling($\{v_i\}_{i=1}^{n(0)}$, $\{\alpha_i\}_{i=1}^{n(1)}$, $m, \epsilon$) finds in $O(n(0)e^{-4} \log^2 m(1)) + (m(1)/\delta)^{O(\frac{1}{\epsilon} \log \frac{1}{\epsilon})}$ time an assignment with expected maximum load $L \leq (1 + \epsilon)L^\ast$, where $L^\ast$ is the expected maximum load of an optimum assignment.

A detailed proof of Lemma 15 is deferred to the full version of the paper. First we show how to prove Theorem 1 using the lemma.

4.4 Proof of Theorem 1

The following lemma shows that if Algorithm 1 does not use dynamic programming to find an assignment, then we have a good approximation.

Lemma 16. If Algorithm 1 returns an assignment without going into Line 19, then $L \leq (1 + \epsilon)L^\ast$, where $L, L^\ast$ is the expected maximum load of the assignment returned by Algorithm 1 and the optimum assignment respectively.
Algorithm 1 PoIScheduling\((n, m, \{\lambda_i\}_{i=1}^n, \epsilon)\).

\textbf{Input}: Number of jobs \(n\), number of machines \(m\), job sizes \(\{\lambda_i\}_{i=1}^n\), and \(\epsilon \in (0, 1)\).

\textbf{Output}: A job assignment \(\phi : [n] \to [m]\).

1. \(\mu \leftarrow (\sum_{i=1}^{n} \lambda_i)/m\), and sort \(\{\lambda_i\}_{i=1}^n\) such that \(\lambda_1 \leq \lambda_2 \leq \ldots \leq \lambda_n\).
2. \(n^{(1)} \leftarrow n\) and \(m^{(1)} \leftarrow m\).
3. While \(\lambda_{n^{(1)}} > \mu\) do
   4. Assign the job with size \(\lambda_{n^{(1)}}\) to the empty machine \(m^{(1)}\): \(\phi(n^{(1)}) \leftarrow m^{(1)}\).
   5. \(\delta \leftarrow \frac{\epsilon}{1000}\) and \(\{\lambda_i^{'}\}_{i=1}^{n'} \leftarrow \text{Rounded}(\{\lambda_i\}_{i=1}^{n}, \mu, \delta)\).
   6. If \(\mu > \frac{6}{\delta} \log m^{(1)}\) or \(\left(\frac{1}{\delta^{4/\mu}} \leq \mu \leq \frac{1}{\delta^{2}} + \log m^{(1)}\) and \(m^{(1)} \geq 2^{22/\delta}\) then
      7. // Case 1, Case 3
      8. Run DETScheduling in Theorem 13 to find a \((1 + \frac{\epsilon}{\delta})\)-optimum assignment \(\phi' : [n^{(1)}] \to [m^{(1)}]\).
   9. Else if \(\frac{1}{\delta^{4/\mu}} \log m^{(1)} < \mu \leq \frac{6}{\delta} \log m^{(1)}\) and \(m^{(1)} \geq 2^{22/\delta}\) then
      10. // Case 2
      11. Use binary search to find the smallest \(t_2 \in [\mu, 100 \mu \log m^{(1)}]\) s.t. there is an assignment of \(\{\lambda_i^{''}\}_{i=1}^{n''}\) with loads \(\{\mu_j\}_{j=1}^{m^{(1)}}\) s.t. \(\sum_{j=1}^{m^{(1)}} \text{Pr}[\text{Poi}(\mu_j) > t_2] < \frac{1}{2}\); this is by \((\text{opt, } \phi') \leftarrow \text{ILPScheduling}(\{\lambda_i^{''}\}_{i=1}^{n''}, m^{(1)}, x \rightarrow \text{Pr}[\text{Poi}(x) > t_2])\) for each guess of \(t_2\) and checking if \(\text{opt} < \frac{1}{2}\).
      12. \((\text{opt, } \phi') \leftarrow \text{ILPScheduling}(\{\lambda_i^{''}\}_{i=1}^{n''}, m^{(1)}, x \rightarrow \text{Pr}[\text{Poi}(x) > t_2])\).
      13. Else if \(\frac{4 \log m^{(1)}}{m^{(1)}} < \mu \leq \frac{1}{(m^{(1)})^2}\) and \(m^{(1)} \geq 2^{100/\delta^2}\) then
         14. // Case 4
         15. Find an assignment of \(\{\lambda_i^{''}\}_{i=1}^{n''}\) with loads \(\{\mu_j\}_{j=1}^{m^{(1)}}\) s.t. \(\prod_{j=1}^{m^{(1)}} \text{Pr}[\text{Poi}(\mu_j) < t_4]\) is maximized, by
         16. \((\text{opt, } \phi') \leftarrow \text{ILPScheduling}(\{\lambda_i^{''}\}_{i=1}^{n''}, m^{(1)}, x \rightarrow -\ln(\text{Pr}[\text{Poi}(x) < t_4]))\).
      17. Else if \(\mu \leq \frac{4 \log m^{(1)}}{m^{(1)}}\) and \(m^{(1)} \geq 1000 (1/\delta) \log^2 (1/\delta)\) then
         18. // Case 5
         19. Find an assignment of \(\{\lambda_i^{''}\}_{i=1}^{n''}\) with loads \(\{\mu_j\}_{j=1}^{m^{(1)}}\) s.t. \(\prod_{j=1}^{m^{(1)}} \text{Pr}[\text{Poi}(\mu_j) = 0]\) is maximized, by
         20. \((\text{opt, } \phi') \leftarrow \text{ILPScheduling}(\{\lambda_i^{''}\}_{i=1}^{n''}, m^{(1)}, x \rightarrow -\ln(\text{Pr}[\text{Poi}(x) = 0]))\).
      21. Else
         22. \(\phi' \leftarrow \text{DPSScheduling}(\{\lambda_i\}_{i=n^{(1)}+1}^{n}, \{\lambda_i\}_{i=1}^{n^{(1)}}, m, \epsilon)\).
      23. If \(\phi'\) is an assignment of the rounded jobs \(\{\lambda_i^{''}\}_{i=1}^{n''}\), use Lemma 14 to covert it to an assignment of \(\{\lambda_i\}_{i=1}^{n}\) such every machine’s load overflows by no more than \((1 + 5\delta)\).
      24. Return the assignment \(\phi \cup \phi'\).
Algorithm 2 Rounded($\{\lambda_i\}_{i=1}^n, \mu, \delta$).

**Input**: Job sizes $\{\lambda_i\}_{i=1}^n$, $\mu$ s.t. all $\lambda_i \leq \mu$, and $\delta \in (0,1)$

**Output**: Rounded job sizes $\{\lambda_i'\}_{i=1}^n$

1. $n' \leftarrow 0$ and $S \leftarrow 0$.
2. for $i \leftarrow 1$ to $n$
   3. if $\lambda_i \geq \delta \mu$ then
      4. $n' \leftarrow n' + 1$.
      5. $\nu \leftarrow (1 + \delta)^k \delta \mu$ where $k$ is the unique integer such that
         $(1 + \delta)^{k-1} \delta \mu < \lambda_i \leq (1 + \delta)^k \delta \mu$.
      6. $\lambda_i' \leftarrow l \delta^2 \mu$ where $l$ is the unique integer such that
         $(l-1) \delta^2 \mu < \nu \leq l \delta^2 \mu$.
   7. else
      8. $S \leftarrow S + \lambda_i$.
   9. $S^# \leftarrow k \delta \mu$ where $k$ is the unique integer such that
      $(k-1) \delta \mu < S \leq k \delta \mu$.
10. $\lambda_i' \leftarrow \delta \mu$ for each $i = n' + 1, \ldots, n' + S^#/(\delta \mu)$ and $n' \leftarrow n' + S^#/((\delta \mu)$.
11. return $\{\lambda_i'\}_{i=1}^n$.

Algorithm 3 ILPScheduling($\{\lambda_i\}_{i=1}^n, m, f$).

**Input**: Job sizes $\{\lambda_i\}_{i=1}^n$, number of machines $m$, and a function $f : \mathbb{R} \to \mathbb{R}$

**Output**: An optimum value $\text{opt}$ and a job assignment $\phi : [n] \to [m]$

1. $\mu \leftarrow (\sum_{i=1}^n \lambda_i)/m$.
2. Let $\pi_1 < \pi_2 < \ldots < \pi_d$ be all different sizes in $\{\lambda_i\}_{i=1}^n$ and $\bar{\pi} \leftarrow (\pi_1, \pi_2, \ldots, \pi_d)^T$.
3. Let $n_k$ be the number of jobs with size $\pi_k$ and $\bar{n} \leftarrow (n_1, n_2, \ldots, n_d)^T$ (so $\sum_{k=1}^d n_k = n$).
4. $Q \leftarrow \{\bar{c} \in \mathbb{Z}_{\geq 0}^d : \bar{c}^T \bar{\pi} \leq 4 \mu\}$ (the set of possible assignments to a single machine).
5. Solve the following integer linear programming using Theorem 12:

$$\min \sum_{\bar{c} \in Q} x_{\bar{c}} f(\bar{c}^T \bar{\pi})$$

s.t. $\sum_{\bar{c} \in Q} x_{\bar{c}} = m$

$$\sum_{\bar{c} \in Q} x_{\bar{c}} \bar{c} = \bar{n}$$

$x_{\bar{c}} \in \mathbb{Z}_{\geq 0}$, $\forall \bar{c} \in Q$.  \hfill (19)

6. Return the optimum value of the ILP and an assignment $\phi$ extracted from its solution.

We will provide a detailed proof of Lemma 16 in the next section. Roughly speaking, for Case 1 and Case 3, where we do not use the rounded jobs, using the guarantee of the deterministic load balancing algorithm we show that the maximum expected load of any machine is bounded. Then by using the concentration results from Section 3, we can bound the expected maximum load.

For three other cases, where the assignment obtained is for the rounded jobs, the proof consists of two main steps. In the first step, we compare the individual machine loads of the output assignment (of unrounded jobs) and the assignment of the rounded jobs given by ILPScheduling by Lemma 14. Then by the concentration and scaling results from Section 3,
we bound the expected maximum load of the output assignment using the transition point of rounded jobs. In the second step, we bound the expected maximum of an optimum assignment of rounded jobs by that of an optimum assignment of unrounded jobs by scaling results from Section 3. Thus, we bound the expected maximum load of an output assignment by that of an optimum assignment.

Now we prove Theorem 1.

Proof of Theorem 1. First we analyze the running time when PoiScheduling does not use dynamic programming. If the algorithm invokes the efficient PTAS for deterministic case in Theorem 13, the running time is bounded by $2^{O(1/\epsilon)} + O(n \log n)$. Otherwise the algorithm will first do the rounding. By Lemma 14 after the rounding the number of different job profiles that can be assigned to one machine is at most $(\lambda \epsilon)^{\Theta(n \log 1/\epsilon)}$, and all job sizes are between $\delta \mu$ and $2\mu$. Now for each machine of $1, 2, \ldots, m^{(1)}$, we only need to consider the assignments to it with load at most $4\mu$. Therefore each machine can have at most $O(1/\delta) = O(1/\epsilon)$ jobs, and the number of different job profiles that can be assigned to one machine is at most $(1/\epsilon)^{O(1/\epsilon)} = 2^{O(1/\epsilon \log 1/\epsilon)}$, which is the number of variables in the ILP. By Theorem 12 the ILP can be solved in $2^{O(1/\epsilon \log 1/\epsilon)} O((\log n)^n)$ time. Since for Case 2 we need to do a binary search on interval $[\mu, 100\mu \log m^{(1)}]$, the total running time is bounded by $2^{O(1/\epsilon \log 1/\epsilon)} O((\log n)^n \log (\log n))$.

If PoiScheduling uses dynamic programming, we have $\delta \geq 2^{-10^9/\epsilon^2}$ and $m^{(1)} \leq 2^{2O(1/\epsilon)}$. Therefore the total running time is bounded by $2^{2^{O(1/\epsilon)}} + O(n \epsilon^{-4} \log^2 n)$ by Lemma 15. Combining these two cases gives us the desired running time.

The approximation guarantee directly follows from Lemmas 16 and 15.

5 Proof of Correctness using Concentration Results

In this section, we will prove the correctness of Algorithm 1 using the concentration results in Section 3. We refer to the case in Lemma 16 as the case with “large $m$” and the other case as the one with “small $m$”. Here we only give the proof for large $m$ but defer the proof for small $m$ to the full version of the paper.

5.1 Analysis for large $m$

In this subsection, we prove that if Algorithm 1 does not call DPScheduling (Line 19), then $L < (1 + \epsilon) L^*$ where $L^*$ is the expected maximum load of an optimum assignment and $L$ is the expected maximum load of the returned assignment by Algorithm 1. In our analysis, by large $m$ we mean that the condition on Line 7, 10, 13, or 16 is satisfied. By small $m$ we mean that none of those conditions is satisfied, i.e. the algorithm calls DPScheduling. In this subsection, we will also consider the case when the algorithm finishes assigning all jobs before Line 6.

Lemma 16. If Algorithm 1 returns an assignment without going into Line 19, then $L \leq (1 + \epsilon) L^*$, where $L, L^*$ is the expected maximum load of the assignment returned by Algorithm 1 and the optimum assignment respectively.

Proof of Lemma 16. Let $\chi$ be the set of jobs each of which is assigned to a single machine in the first loop of Algorithm 1. Let $\Lambda$ be the (multi-)set of the sizes of the jobs in $\chi$. Let $\chi = \{ \text{Poi}(\lambda) \mid \lambda \in \Lambda \}$ and $X = \max_{\lambda \in \Lambda} \text{Poi}(\lambda)$. Consider $\mu$ and $m^{(1)}$ as same as Algorithm 1 after Line 6. Suppose the algorithm returns an assignment where machine $j$ has load $\mu_j$. Let $\{\mu_j^{(1)}\}_{j=1}^{m^{(1)}}$ be the machine loads corresponding to the assignment $\phi'$ obtained before Line 20.
That is, if $\phi'$ is an assignment of the rounded jobs, $\mu_j^{(1)}$'s are the corresponding rounded loads.

Without loss of generality, we assume $\mu_1^{(1)} \geq \mu_2^{(1)} \geq \ldots \geq \mu_m^{(1)}$. Let $\mu^{(1)} = \frac{\sum_{j=1}^{m} \mu_j^{(1)}}{m}$. Note that if Algorithm 1 does not return an assignment using rounded jobs (Line 9), then $\mu = \mu^{(1)}$.

There are six possible cases:

**Case 0:** The algorithm finishes assigning all jobs before Line 6. Then it must be the case that $n \leq m$. Therefore assigning every job to a single machine is the optimum solution.

**Case 1:** $\mu > \frac{6}{\pi^2} \log m^{(1)}$ and the algorithm goes to Lines 7–9. First we state an observation. Note that this is the same observation as Observation 2.1 in [1] for deterministic case. Both our observation and the one in [1] follow from the convexity of the objective function with respect to the machine loads.

**Observation 17.** There is an optimum assignment such that each job in $\chi$ is solely assigned to a separate machine.

**Proof.** Suppose in an optimum assignment there is a job in $\chi$ with size $\lambda_i$, which is assigned to a machine with another job of size $\lambda_j$, and suppose $i$ is the biggest index such that a job with size $\lambda_i$ shares its machine with another job. Let $\mu'$ be the value of $\mu$ in Algorithm 1 just before assigning $\lambda_i$ to a machine, so we know $\lambda_i > \mu'$. By removing $\lambda_j$ from its machine, all the other machines should have load at least $\mu'$, otherwise we can assign $\lambda_j$ to a machine with load less than $\mu'$ and by Proposition 4, the expected maximum decreases which contradicts the optimality. But $\mu'$ is the average load of remaining machines (machines that do not contain any jobs from $\{\lambda_k | k > i\}$) and now each one has load more than $\mu'$, a contradiction.

Let $L_{DET}^*$ be the optimum answer of deterministic case for job sizes of $\{\lambda_i^{(1)}\}_{i=1}^{n^{(1)}}$ and $m^{(1)}$ machines, where $n^{(1)} = n - |\chi|$. Note that $L^* \geq L_{DET}^*$ and $L^* \geq \max_{\lambda \in \Lambda} \lambda$, by Observation 17. Since $\delta = \frac{\epsilon}{1000}$, by Lemma 7 we get:

$$L = \mathbf{E} \left[ \max_{j=1}^{m} \text{Poi} (\mu_j), X \right]$$

$$\leq \mathbf{E} \left[ \max_{j=2}^{m} \text{Poi} \left( \frac{(1 + \epsilon/5)L_{DET}^*}{L_{DET}^* + \max_{j=2}^{m} \text{Poi} (\mu_j)}, X \right) \right] \quad \text{(by Theorem 13)}$$

$$\leq (1 + 5\delta) \max_{\lambda \in \Lambda} \left\{ \frac{(1 + \epsilon/5)L_{DET}^*}{L_{DET}^* + \max_{j=2}^{m} \text{Poi} (\mu_j)}, X \right\} \quad \text{(by (7) in Lemma 7)}$$

$$\leq (1 + \epsilon/200)(1 + \epsilon/5)L^* < (1 + \epsilon)L^*. \quad (20)$$

**Case 2:** The algorithm goes to Lines 10–12. By calling ILPScheduling multiple times, Algorithm 1 finds the smallest transition point $t_2$ for rounded jobs on $m^{(1)}$ machines as defined in Lemma 8. Note that if $\hat{L}$ is the optimum expected maximum for rounded version, then $\hat{L} \leq (1 + 80\delta)L^*$ (by (10) in Lemma 8 and Lemma 14). Since $\delta = \frac{\epsilon}{1000}$, $m^{(1)} > 2^{\frac{1000}{\epsilon^2}}$ and $\frac{1000}{\epsilon^2} \log m^{(1)} < \mu^{(1)} \log m^{(1)} \leq (1 + 5\delta) \frac{\epsilon}{2\pi} \log m^{(1)} < \frac{12}{2\pi} \log m^{(1)}$ (Lemma 14), then by Lemma 8 we get:

$$L = \mathbf{E} \left[ \max_{j=1}^{m} \text{Poi} (\mu_j), X \right]$$

$$\leq \mathbf{E} \left[ \max_{j=1}^{m} \text{Poi} \left( \frac{(1 + 5\delta)\mu_j^{(1)}}, X \right) \right] \quad \text{(Lemma 14)}$$
... \leq (1 + 80\delta) E \left[ \max_j \left( m_j^{(1)} \right) \right] \quad \text{(by (10) in Lemma 8)}
\leq (1 + 10\delta)(1 + 80\delta) E \left[ \max \{ t_2, \lambda \} \right] \quad \text{(by (9) in Lemma 8)}
\leq \frac{(1 + 10\delta)(1 + 80\delta)}{1 - 6\delta} \hat{L} \quad \text{(by (9) in Lemma 8)}
\leq \frac{(1 + 10\delta)(1 + 80\delta)^2}{1 - 6\delta} \mu
\leq (1 + \epsilon) \mu^*

\textbf{Case 3:} \frac{1}{(m^{(1)})} < \mu \leq \frac{1}{m^{(1)}} \log m^{(1)} \text{ and } m^{(1)} \geq 2^{2 \log \frac{3}{4}}, \text{ and the algorithm goes to Lines 7–9. First we state an observation which is the same as Observation 2.2 in [1] for deterministic case and again follows from the convexity of the objective function with respect to the machine loads.}

\textbf{Observation 18.} If for each i, \lambda_i \leq \mu, then for each load \mu_j in an optimum assignment we have \mu/2 \leq \mu_j \leq 2\mu.

\textbf{Proof.} Suppose a machine has load \mu_j > 2\mu and a job assigned to the machine is \lambda_i. \lambda_i \leq \mu, so \mu_j - \lambda_i > \mu, so any other machines has load at least \mu, a contradiction. So \mu_j \leq 2\mu.

Suppose a machine has load \mu_j < \mu/2. So there is a machine with load \mu_k > \mu, so it has at least two jobs assigned. So there is a job \lambda_i in \mu_k such that \lambda_i \leq \mu_k/2, by taking it from \mu_k its load would be \mu_k - \lambda_i \geq \mu_k/2 > \mu/2 > \mu_j, a contradiction as by reassigning \lambda_i to \mu_j by Proposition 4 the expected maximum decreases. So \mu/2 \leq \mu_j.

Since \delta = \frac{\epsilon}{1000} \text{ and } m^{(1)} > 2^{2 \log \frac{3}{4}}, the conditions of Lemma 9 holds and we get:

L = E \left[ \max_j \left( m_j^{(1)} \right) \right]
\leq E \left[ \max \left\{ M(m^{(1)}), (1 + \epsilon/5)2\mu \right\} \right] \quad \text{(Observation 18 and Theorem 13)}
\leq E \left[ \max \left\{ M(m^{(1)}), 4\mu \right\} \right] \quad \text{(Proposition 3)}
\leq (1 + 20\delta) E \left[ \max \left\{ M(m^{(1)}), \mu \right\} \right] \quad \text{(by (12) in Lemma 9)}
\leq (1 + \epsilon) L^*.

\textbf{Case 4:} The algorithm goes to Lines 13–15. By putting \delta = \frac{\epsilon}{1000} \text{ and Observation 18, an optimum assignment of rounded jobs satisfies the condition of Lemma 10. Let } W \text{ be the Bernoulli random variable as described in Lemma 10 but with respect to the machine loads of an optimum assignment of the rounded jobs, then } (1 - 5\delta) E \left[ \max \{ W, X \} \right] \leq \hat{L} \text{ where } \hat{L} \text{ is the optimum expected maximum of rounded version. By finding an assignment maximizing } \prod_{i=1}^{m^{(1)}} \text{ Pr } \left( \text{Po}(\mu_j) \leq t_4 - 1 \right), \text{ the value of } E \left[ \max \{ W, X \} \right] \text{ would be minimized. Let the corresponding optimum } W \text{ be } W^*. \text{ So we have } (1 - 5\delta) E \left[ \max \{ W^*, X \} \right] \leq (1 - 5\delta) E \left[ \max \{ W, X \} \right] \leq \hat{L}. \text{ Note that } \hat{L} \leq (1 + 80\delta) L^* \text{ by (14) in Lemma 10 and Lemma 14.}
As $\frac{\log m}{m} < \mu^{(1)} \leq (1 + 5\delta)\frac{1}{m} \leq \frac{2}{m^2}$, by Lemma 10:

$$L = \mathbb{E}\left[\operatorname{max}\left\{\max_{j=1}^{m^{(1)}} \text{Poi}\left(\mu_j^{(1)}\right), X\right\}\right]$$

$$\leq \mathbb{E}\left[\operatorname{max}\left\{\max_{j=1}^{m^{(1)}} \text{Poi}\left((1 + 5\delta)\mu_j^{(1)}\right), X\right\}\right] \quad \text{(Lemma 14)}$$

$$\leq (1 + 80\delta)\mathbb{E}\left[\operatorname{max}\left\{\max_{j=1}^{m^{(1)}} \text{Poi}\left(\mu_j^{(1)}\right), X\right\}\right] \quad \text{(by (14) in Lemma 10)}$$

$$\leq (1 + 16\delta)(1 + 80\delta)\mathbb{E}\left[\max\{W^*, X\}\right] \quad \text{(by (13) in Lemma 10)}$$

$$\leq \frac{(1 + 16\delta)(1 + 80\delta)}{1 - 5\delta}L^*$$

$$\leq (1 + 16\delta)(1 + 80\delta)^2L^*$$

$$< (1 + \epsilon)L^*. \quad (21)$$

**Case 5:** The algorithm returns an assignment on Line 17. With the same argument as the previous case, by maximizing $\prod_{j=1}^{m^{(1)}} \Pr[\text{Poi}(\mu_j) = 0]$, the value $\mathbb{E}\left[\max\{W, X\}\right]$ as defined in Lemma 11 would be minimized. Let the corresponding optimum $W$ be $W^*$. So we have $\mathbb{E}\left[\max\{W^*, X\}\right] \leq \hat{L}$ where $\hat{L}$ is the optimum expected maximum of rounded jobs with $m^{(1)}$ machines and $\hat{L} \leq (1 + 50\delta)L^*$ by (16) in Lemma 11 and Lemma 14. So we get:

$$L \leq \mathbb{E}\left[\operatorname{max}\left\{\max_{j=1}^{m^{(1)}} \text{Poi}\left((1 + 5\delta)\mu_j^{(1)}\right), X\right\}\right] \quad \text{(Lemma 14)}$$

$$\leq (1 + 50\delta)\mathbb{E}\left[\operatorname{max}\left\{\max_{j=1}^{m^{(1)}} \text{Poi}\left(\mu_j^{(1)}\right), X\right\}\right] \quad \text{(by (16) in Lemma 11)}$$

$$\leq (1 + 10\delta)(1 + 50\delta)\mathbb{E}\left[\max\{W^*, X\}\right] \quad \text{(by (15)) in Lemma 11)}$$

$$\leq (1 + 10\delta)(1 + 50\delta)\hat{L}$$

$$\leq (1 + 10\delta)(1 + 50\delta)^2L^*$$

$$< (1 + \epsilon)L^*.$$ 

So for all cases we have $L < (1 + \epsilon)L^*$ and we are done. \hfill ◀
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1 Introduction

A polymatrix game is a succinctly represented many-player game. The players are represented by vertices in an interaction graph, where each edge of the graph specifies a two-player game that is to be played by the adjacent vertices. Each player picks a pure strategy, or action, and then plays that action in all of the edge-games that they are involved with. They then receive the sum of the payoffs from each of those games. A Nash equilibrium prescribes a mixed strategy to each player, with the property that no player has an incentive to unilaterally deviate from their assigned strategy.

Constant-action polymatrix games have played a central role in the study of equilibrium computation. The classical PPAD-hardness result for finding Nash equilibria in bimatrix games [4] uses constant-action polymatrix games as an intermediate step in the reduction [4,5]. Rubinstein later showed that there exists a constant ϵ > 0 such that computing an ϵ-approximate Nash equilibrium in two-action bipartite polymatrix games is PPAD-hard [16], which was the first result of its kind to give hardness for constant ϵ.

These hardness results create polymatrix games whose interaction graphs contain cycles. This has lead researchers to study acyclic polymatrix games, with the hope of finding tractable cases. Kearns, Littman, and Singh claimed to produce a polynomial-time algorithm for finding a Nash equilibrium in a two-action tree graphical game [12], where graphical...
games are a slight generalization of polymatrix games. However, their algorithm does not work, which was pointed out by Elkind, Goldberg, and Goldberg [10], who also showed that the natural fix gives an exponential-time algorithm.

Elkind, Goldberg, and Goldberg also show that a Nash equilibrium can be found in polynomial time for two-action graphical games whose interaction graphs contain only paths and cycles. They also show that finding a Nash equilibrium is PPAD-hard when the interaction graph has pathwidth at most four, but there appear to be some issues with their approach. Later work of Barman, Ligett, and Piliouras [1] provided a QPTAS for constant-action tree polymatrix games, and then Ortiz and Irfan [14] gave an FPTAS for this case. All three papers, [1,10,14], leave as a main open problem the question of whether it is possible to find a Nash equilibrium in a tree polymatrix game in polynomial time.

Our contribution. In this work we show that finding a Nash equilibrium in twenty-action tree polymatrix games is PPAD-hard. Combined with the known PPAD containment of polymatrix games [5], this implies that the problem is PPAD-complete. This is the first hardness result for polymatrix (or graphical) games in which the interaction graph is acyclic, and decisively closes the open question raised by prior work: tree polymatrix games cannot be solved in polynomial time unless PPAD is equal to P.

Our reduction produces a particularly simple class of interaction graphs: all of our games are played on caterpillar graphs (see Figure 3) which consist of a single path with small one-vertex branches affixed to every node. These graphs have pathwidth 1, so we obtain a stark contrast with prior work: two-action path polymatrix games can be solved in polynomial time [10], but twenty-action pathwidth-1-caterpillar polymatrix games are PPAD-hard.

Our approach is founded upon Mehta’s proof that 2D-LinearFIXP is PPAD-hard [13]. We show that her reduction can be implemented by a synchronous arithmetic circuit with constant width. We then embed the constant-width circuit into a caterpillar polymatrix game, where each player in the game is responsible for simulating all gates at a particular level of the circuit. This differs from previous hardness results [5,16], where each player is responsible for simulating exactly one gate from the circuit.

Along the way, we also substantially strengthen Mehta’s hardness result for LinearFIXP. She showed PPAD-hardness for finding an exact fixed point of a 2D-LinearFIXP instance, and an $\epsilon$-fixed point of a kD-LinearFIXP instance, where $\epsilon$ is polynomially small. We show PPAD-hardness for finding an $\epsilon$-fixed point of a 2D-LinearFIXP instance when $\epsilon$ is any constant less than $(\sqrt{2} - 1)/2 \approx 0.2071$. So we have lifted the hardness regime from polynomially small approximations in $k$-dimensions to constant approximations in two-dimensions, and our constant is substantial when compared to the trivial upper bound of 0.5.

Related work. The class PPAD was defined by Papadimitriou [15]. Years later, Daskalakis, Goldberg, and Papadimitriou (DGP) [5] proved PPAD-hardness for graphical games and 3-player normal form games. Chen, Deng, and Teng (CDT) [4] extended this result to 2-player games and proved that there is no FPTAS for the problem unless PPAD = P. The observations made by CDT imply that DGP’s result also holds for polymatrix games with constantly-many actions (but with cycles in the interaction graph) for an exponentially small $\epsilon$. More recently, Rubinstein [17] showed that there exists a constant $\epsilon > 0$ such that computing an $\epsilon - NE$ in binary-action bipartite polymatrix games is PPAD-hard (again with cycles in the interaction graph).

Etessami and Yiannakakis [11] defined the classes FIXP and LinearFIXP and they proved that LinearFIXP = PPAD. Mehta [13] strengthened these results by proving that two-dimensional LinearFIXP equals PPAD, building on the result of Chen and Deng who proved that 2D-discrete Brouwer is PPAD-hard [3].
On the positive side, Cai and Daskalakis [2], proved that NE can be efficiently found in polymatrix games where every 2-player game is zero-sum. Ortiz and Irfan [14] and Deligkas, Fearnley, and Savani [7] produced QPTASs for polymatrix games of bounded treewidth (in addition to the FPTAS of [14] for tree polymatrix games mentioned above). For general polymatrix games, the only positive result to date is a polynomial-time algorithm to compute a $(\frac{1}{2} + \delta)$-NE [9]. Finally, an empirical study on algorithms for exact and approximate NE in polymatrix games can be found in [6].

2 Preliminaries

Polymatrix games. An $n$-player polymatrix game is defined by an undirected interaction graph $G = (V,E)$ with $n$ vertices, where each vertex represents a player, and the edges of the graph specify which players interact with each other. Each player in the game has $m$ actions, and each edge $(v,u) \in E$ of the graph is associated with two $m \times m$ matrices $A^v,u$ and $A^{u,v}$ which specify a bimatrix game that is to be played between the two players, where $A^v,u$ specifies the payoffs to player $v$ from their interaction with player $u$.

Each player in the game selects a single action, and then plays that action in all of the bimatrix games with their neighbours in the graph. Their payoff is the sum of the payoffs that they obtain from each of the individual bimatrix games.

A mixed strategy for player $i$ is a probability distribution over the $m$ actions of that player, a strategy profile is a vector $s = (s_1, s_2, \ldots, s_n)$ where $s_i$ is a mixed strategy for player $i$. The vector of expected payoffs for player $i$ under strategy profile $s$ is $p_i(s) := \sum_{(i,j) \in E} A^{i,j} s_j$. The expected payoff to player $i$ under $s$ is $s_i \cdot p_i(s)$. A strategy profile is a mixed Nash equilibrium if $s_i \cdot p_i(s) = \max p_i(s)$ for all $i$, which means that no player can unilaterally change their strategy in order to obtain a higher expected payoff. In this paper we are interested in the problem of computing a Nash equilibrium of a tree polymatrix game, which is a polymatrix game in which the interaction graph is a tree.

Arithmetic circuits. For the purposes of this paper, each gate in an arithmetic circuit will operate only on values that lie in the range $[0,1]$. In our construction, we will use four specific gates, called constant introduction denoted by $c$, bounded addition denoted by $+_b$, bounded subtraction denoted by $-_b$, and bounded multiplication by a constant denoted by $*_bc$. These gates are formally defined as follows.

- $c$ is a gate with no inputs that outputs some fixed constant $c \in [0,1]$.
- Given inputs $x, y \in [0,1]$ the gate $x+_b y := \min(x + y, 1)$.
- Given inputs $x, y \in [0,1]$ the gate $x-_b y := \max(x - y, 0)$.
- Given an input $x \in [0,1]$, and a constant $c \geq 0$, the gate $x*_bc := \min(x + c, 1)$.

These gates perform their operation, but also clip the output value so that it lies in the range $[0,1]$. Note that the constant $c$ in the $*_bc$ gate is specified as part of the gate. Multiplication of two inputs is not allowed.

We will build arithmetic circuits that compute functions of the form $[0,1]^d \rightarrow [0,1]^d$. A circuit $C = (I,G)$ consists of a set $I = \{i_{n1}, i_{n2}, \ldots, i_{nd}\}$ containing $d$ input nodes, and a set $G = \{g_1, g_2, \ldots, g_k\}$ containing $k$ gates. Each gate $g_i$ has a type from the set $\{c, _+b, _-b, _*bc\}$, and if the gate has one or more inputs, these are taken from the set $I \cup G$. The connectivity structure of the gates is required to be a directed acyclic graph.

The depth of a gate, denoted by $d(g)$ is the length of the longest path from that gate to an input. We will build synchronous circuits, meaning that all gates of the form $g_x = g_y+_bg_z$ satisfy $d(g_x) = 1 + d(g_y) = 1 + d(g_z)$, and likewise for gates of the form $g_x = g_y-_bg_z$. There are no restrictions on $c$-gates, or $*_bc$-gates.
The width of a particular level $i$ of the circuit is defined to be $w(i) = |\{g_j : d(g_j) = i\}|$, which is the number of gates at that level. The width of a circuit is defined to be $w(C) = \max_i w(i)$, which is the maximum width taken over all the levels of the circuit.

**Straight line programs.** A convenient way of specifying an arithmetic circuit is to write down a straight line program (SLP) [11].

Each line of an SLP consists of a statement of the form $v \leftarrow op$, where $v$ is a variable, and $op$ consists of exactly one arithmetic operation from the set set $\{c, +, -, \ast\}$. The inputs to the gate can be any variable that is defined before the line, or one of the inputs to the circuit. We permit variables to be used on the left hand side in more than one line, which effectively means that we allow variables to be overwritten.

It is easy to turn an SLP into a circuit. Each line is turned into a gate, and if variable $v$ is used as the input to gate $g$, then we set the corresponding input of $g$ to be the gate $g'$ that corresponds to the line that most recently assigned a value to $v$. SLP 1 above specifies a circuit with four gates, and the output of the circuit will be $0.75 + b \text{in}_1$.

For the sake of brevity, we also allow if statements and for loops in our SLPs. These two pieces of syntax can be thought of as macros that help us specify a straight line program concisely. The arguments to an if statement or a for loop must be constants that do not depend on the value of any gate in the circuit. When we turn an SLP into a circuit, we unroll every for loop the specified number of times, and we resolve every if statement by deleting the block if the condition does not hold. So the example in SLP 2 produces a circuit with seven gates: two gates correspond to the lines $x \leftarrow \text{in}_1 \ast b \ 1$ and $\text{out}_1 \leftarrow x \ast b \ 1$, while there are five gates corresponding to the line $x \leftarrow x + b \ 0.1$, since there are five copies of the line remaining after we unroll the loop and resolve the if statements. The output of the resulting circuit will be $0.5 + b \text{in}_1$.

**Liveness of variables and circuit width.** Our ultimate goal will be to build circuits that have small width. To do this, we can keep track of the number of variables that are live at any one time in our SLPs. A variable $v$ is live at line $i$ of an SLP if both of the following conditions are met.

- There exists a line with index $j \leq i$ that assigns a value to $v$.
- There exists a line with index $k \geq i$ that uses the value assigned to $v$ as an argument.

The number of variables that are live at line $i$ is denoted by $\text{live}(i)$, and the number of variables used by an SLP is defined to be $\max_i \text{live}(i)$, which is the maximum number of variables that are live at any point in the SLP.

**Lemma 1.** An SLP that uses $w$ variables can be transformed into a polynomial-size synchronous circuit of width $w$. 

---

**SLP 1** Example.

$x \leftarrow 0.5$
$z \leftarrow x + b \text{in}_1$
$x \leftarrow x \ast b \ 0.5$
$\text{out}_1 \leftarrow z \ast b \ x$

**SLP 2** if and for example.

$x \leftarrow \text{in}_1 \ast b \ 1$

for $i$ in $\{1,2,\ldots,10\}$ do

if $i$ is even then

$\quad x \leftarrow x + b \ 0.1$

end

end

$\text{out}_1 \leftarrow x \ast b \ 1$
In this section, we consider the following problem. It is a variant of two-dimensional Brouwer that uses only our restricted set of bounded gates.

Definition 2 (2D-Brouwer). Given an arithmetic circuit $F : [0, 1]^2 \rightarrow [0, 1]^2$ using gates from the set \{c, +b, −b, ∗b c\}, find $x \in [0, 1]^2$ such that $F(x) = x$.

As a starting point for our reduction, we will show that this problem is PPAD-hard. Our proof will follow the work of Mehta [13], who showed that the closely related 2D-LinearFIXP problem is PPAD-hard. There are two differences between 2D-Brouwer and 2D-LinearFIXP.

- In 2D-LinearFIXP, all internal gates of the circuit take and return values from $\mathbb{R}$ rather than $[0, 1]$.
- 2D-LinearFIXP takes a circuit that uses gates from the set \{c, +, −, ∗c, max, min\}, where none of these gates bound their outputs to be in $[0, 1]$.

In this section, we present an altered version of Mehta’s reduction, which will show that finding an $\epsilon$-solution to 2D-Brouwer is PPAD-hard for a constant $\epsilon$.

Discrete Brouwer. The starting point for Mehta’s reduction is the two-dimensional discrete Brouwer problem, which is known to be PPAD-hard [3]. This problem is defined over a discretization of the unit square $[0, 1]^2$ into a grid of points $G = \{0, 1/2^n, 2/2^n, \ldots, (2^n - 1)/2^n\}^2$. The input to the problem is a Boolean circuit $C : G \rightarrow \{1, 2, 3\}$ that assigns one of three colors to each point. The coloring will respect the following boundary conditions.

- We have $C(0, i) = 1$ for all $i \geq 0$.
- We have $C(i, 0) = 2$ for all $i > 0$.
- We have $C(i, 2^n - 1) = 3$ for all $i > 0$.

These conditions can be enforced syntactically by modifying the circuit. The problem is to find a grid square that is trichromatic, meaning that all three colors appear on one of the four points that define the square.

Definition 3 (DiscreteBrouwer). Given a Boolean circuit $C : \{0, 1\}^n \times \{0, 1\}^n \rightarrow \{1, 2, 3\}$ that satisfies the boundary conditions, find a point $x, y \in \{0, 1\}^n$ such that, for each color $i \in \{1, 2, 3\}$, there exists a point $(x', y')$ with $C(x', y') = i$ where $x' \in \{x, x + 1\}$ and $y' \in \{y, y + 1\}$. 
Our first deviation from Mehta’s reduction is to insist on the following stronger boundary condition, which is shown in Figure 1a.

- We have $C(i,j) = 1$ for all $i$, and for all $j \leq \epsilon$.
- We have $C(i,j) = 2$ for all $j > \epsilon$, and for all $i \leq \epsilon$.
- We have $C(i,j) = C(j,i) = 3$ for all $i > \epsilon$, and all $j \geq 1 - \epsilon$.

The original boundary conditions placed constraints only on the outermost grid points, while these conditions place constraints on a border of width $\epsilon$. We call this modified problem $\epsilon$-ThickDisBrouwer, which is the same as DiscreteBrouwer, except that the function is syntactically required to satisfy the new boundary conditions.

It is not difficult to produce a polynomial time reduction from DiscreteBrouwer to $\epsilon$-ThickDisBrouwer. It suffices to increase the number of points in the grid, and then to embed the original DiscreteBrouwer instance into the $[\epsilon, 1 - \epsilon]^2$ square in the middle of the instance.

Lemma 4. DiscreteBrouwer can be reduced in polynomial time to $\epsilon$-ThickDisBrouwer.

Embedding the grid in $[0, 1]^2$. We now reduce $\epsilon$-ThickDisBrouwer to 2D-Brouwer. One of the keys steps of the reduction is to map points from the continuous space $[0, 1]^2$ to the discrete grid $G$. Specifically, given a point $x \in [0, 1]$, we would like to determine the $n$ bits that define the integer $\lfloor x \cdot 2^n \rfloor$.

Mehta showed that this mapping from continuous points to discrete points can be done by a linear arithmetic circuit. Here we give a slightly different formulation that uses only gates from the set $\{c, +, -, \cdot\}$. Let $L$ be a fixed constant that will be defined later.

SLP 3 ExtractBit($x, b$).

- $b \leftarrow 0.5$
- $b \leftarrow x - b$
- $b \leftarrow b \cdot b \cdot L$

SLP 3 extracts the first bit of the number $x \in [0, 1]$. The first three lines of the program compute the value $b = (x - b \cdot 0.5) \cdot b \cdot L$. There are three possibilities.

- If $x \leq 0.5$, then $b = 0$.
- If $x \geq 0.5 + 1/L$, then $b = 1$.
- If $0.5 < x < 0.5 + 1/L$, then $b$ will be some number strictly between 0 and 1.

The first two cases correctly decode the first bit of $x$, and we call these cases good decodes. We will call the third case a bad decode, since the bit has not been decoded correctly.

SLP 4 ExtractBits($x, b_1, b_2, \ldots, b_n$).

- for $i$ in $\{1, 2, \ldots, n\}$ do
  - ExtractBit($x, b_i$)
  - $y \leftarrow b_i \cdot b_0.5$
  - $x \leftarrow x - b_i$
  - $x \leftarrow x \cdot b_i 2$

SLP 4 extracts the first $n$ bits of $x$, by extracting each bit in turn, starting with the first bit. The three lines after each extraction erase the current first bit of $x$, and then multiply $x$ by two, which means that the next extraction will give us the next bit of $x$. If any of the bit decodes are bad, then this procedure will break, meaning that we only extract the first $n$ bits of $x$ in the case where all decodes are good. We say that $x$ is well-positioned if the procedure succeeds, and poorly-positioned otherwise.
**Multiple samples.** The problem of poorly-positioned points is common in PPAD-hardness reductions. Indeed, observe that we cannot define an SLP that always correctly extracts the first $n$ bits of $x$, since this would be a discontinuous function, and all gates in our arithmetic circuits compute continuous functions. As in previous works, this is resolved by taking multiple samples around a given point. Specifically, for the point $p \in [0,1]^2$, we sample $k$ points $p_1, p_2, \ldots, p_k$ where $p_i = p + \left(\frac{i-1}{(k+1)2^0 \epsilon}, \frac{i-1}{(k+1)2^1 \epsilon}\right)$. Mehta proved that there exists a setting for $L$ that ensures that there are at most two points that have poorly positioned coordinates. We have changed several details, and so we provide our own statement here.

Lemma 5. If $L = (k+2) \cdot 2^n + 1$, then at most two of the points $p_1$ through $p_k$ have poorly-positioned coordinates.

**Evaluating a Boolean circuit.** Once we have decoded the bits for a well-positioned point, we have a sequence of 0/1 variables. It is easy to simulate a Boolean circuit on these values.

- The operator $\neg x$ can be simulated by $1 - b \cdot x$.
- The operator $x \lor y$ can be simulated by $x + b \cdot y$.
- The operator $x \land y$ can be simulated by applying De Morgan’s laws and using $\lor$ and $\neg$.

Recall that $C$ outputs one of three possible colors. We also assume, without loss of generality, that $C$ gives its output as a one-hot vector. This means that there are three Boolean outputs $x_1, x_2, x_3 \in \{0,1\}^3$ of the circuit. The color 1 is represented by the vector $(1,0,0)$, the color 2 is represented as $(0,1,0)$, and color 3 is represented as $(0,0,1)$. If the simulation is applied to a point with well-positioned coordinates, then the circuit will output one of these three vectors, while if it is applied to a point with poorly positioned coordinates, then the circuit will output some value $x \in [0,1]^3$ that has no particular meaning.

**The output.** The key idea behind the reduction is that each color will be mapped to a displacement vector, as shown in Figure 1b. Here we again deviate from Mehta’s reduction, by giving different vectors that will allow us to prove our approximation lower bound.

- Color 1 will be mapped to the vector $(0,1) \cdot \epsilon$.
- Color 2 will be mapped to the vector $(1,1 - \sqrt{2}) \cdot \epsilon$.
- Color 3 will be mapped to the vector $(-1,1 - \sqrt{2}) \cdot \epsilon$.

These are irrational coordinates, but in our proofs we argue that a suitably good rational approximation of these vectors will suffice. We average the displacements over the $k$ different sampled points to get the final output of the circuit. Suppose that $x_{ij}$ denotes output $i$ from sampled point $j$. Our circuit will compute

$$\text{disp}_x = \frac{1}{k} \sum_{j=1}^{k} (x_{2j} - x_{3j}) \cdot \epsilon, \quad \text{disp}_y = \frac{1}{k} \sum_{j=1}^{k} (x_{1j} + (1 - \sqrt{2})(x_{2j} + x_{3j})) \cdot \epsilon.$$  

Finally, we specify $F : [0,1]^2 \rightarrow [0,1]^2$ to compute $F(x,y) = (x + \text{disp}_x \cdot \epsilon, y + \text{disp}_y \cdot \epsilon)$.

**Completing the proof.** To find an approximate fixed point of $F$, we must find a point where both $\text{disp}_x$ and $\text{disp}_y$ are close to zero. The dotted square in Figure 1b shows the set of displacements that satisfy $\|x - (0,0)\|_{\infty} \leq (\sqrt{2} - 1) \cdot \epsilon$, which correspond to the displacements that would be $(\sqrt{2} - 1) \cdot \epsilon$-fixed points.

The idea is that, if we do not sample points of all three colors, then we cannot produce a displacement that is strictly better than an $(\sqrt{2} - 1) \cdot \epsilon$-fixed point. For example, if we only have points of colors 1 and 2, then the displacement will be some point on the dashed line.
between the red and blue vectors in Figure 1b. This line touches the box of \((\sqrt{2} - 1) \cdot \epsilon\)-fixed points, but does not enter it. It can be seen that the same property holds for the other pairs of colors: we specifically chose the displacement vectors in order to maximize the size of the inscribed square shown in Figure 1b.

The argument is complicated by the fact that two of our sampled points may have poorly positioned coordinates, which may drag the displacement towards \((0,0)\). However, this effect can be minimized by taking a large number of samples. We show the following lemma.

**Lemma 6.** Let \(\epsilon' < (\sqrt{2} - 1) \cdot \epsilon\) be a constant. There is a sufficiently large constant \(k\) such that, if \(\|x - F(x)\|_\infty < \epsilon'\), then \(x\) is contained in a trichromatic square.

Since \(\epsilon\) can be fixed to be any constant strictly less than 0.5, we obtain the following.

**Theorem 7.** Given a 2D-Brouwer instance, it is PPAD-hard to find a point \(x \in [0,1]^2\) s.t. \(\|x - F(x)\|_\infty < (\sqrt{2} - 1)/2 \approx 0.2071\).

Reducing 2D-Brouwer to 2D-LinearFIXP is easy, since the gates \(\{c, +^b, -^b, *^b c\}\) can be simulated by the gates \(\{c, +, -, *c, \text{max}, \text{min}\}\). This implies that it is PPAD-hard to find an \(\epsilon\)-fixed point of a 2D-LinearFIXP instance with \(\epsilon < (\sqrt{2} - 1)/2\).

It should be noted that an \(\epsilon\)-approximate fixed point can be found in polynomial time if the function has a suitably small Lipschitz constant, by trying all points in a grid of width \(\epsilon\). We are able to obtain a lower bound for constant \(\epsilon\) because our functions have exponentially large Lipschitz constants.

### 4 Hardness of 2D-Brouwer with a constant width circuit

In our reduction from 2D-Brouwer to tree polymatrix games, the number of actions in the game will be determined by the width of the circuit. This means that the hardness proof from the previous section is not a sufficient starting point, because it produces 2D-Brouwer instances that have circuits with high width. In particular, the circuits will extract \(2n\) bits from the two inputs, which means that the circuits will have width at least \(2n\).

Since we desire a constant number of actions in our tree polymatrix game, we need to build a hardness proof for 2D-Brouwer that produces a circuit with constant width. In this section we do exactly that, by reimplementing the reduction from the previous section using gadgets that keep the width small.

**Bit packing.** We adopt an idea of Elkind, Goldberg, and Goldberg [10], to store many bits in a single arithmetic value using a packed representation. Given bits \(b_1, b_2, \ldots, b_k \in \{0,1\}\), the packed representation of these bits is the value \(\text{packed}(b_1, b_2, \ldots, b_k) := \sum_{i=1}^{k} b_i / 2^i\). We will show that the reduction from the previous section can be performed while keeping all Boolean values in a single variable that uses packed representation.

**Working with packed variables.** We build SLPs that work with this packed representation, two of which are shown below.
The FirstBit SLP combines the ideas from SLPs 3 and 4 to extract the first bit from a value $x \in [0,1]$. Repeatedly applying this SLP allows us to read out each bit of a value in sequence. The Clear SLP uses this to set some bits of a packed variable to zero. It takes as input a set of indices $I$, and a packed variable $x = \text{packed}(b_1, b_2, \ldots, b_k)$. At the end of the SLP we have $x = \text{packed}(b'_1, b'_2, \ldots, b'_k)$ where $b'_i = 0$ whenever $i \in I$, and $b'_i = b_i$ otherwise.

It first copies $x$ to a fresh variable $x'$. The bits of $x'$ are then read-out using FirstBit. Whenever a bit $b_i$ with $i \in I$ is decoded from $x'$, we subtract $b_i/2^i$ from $x$. If $b_i = 1$, then this sets the corresponding bit of $x$ to zero, and if $b_i = 0$, then this leaves $x$ unchanged.

We want to minimize the the width of the circuit that we produce, so we keep track of the number of extra variables used by our SLPs. For FirstBit, this is zero, while for Clear this is two, since that SLP uses the fresh variables $x'$ and $b$.

### Packing and unpacking bits.
We implement two SLPs that manipulated packed variables. The $\text{Pack}(x, y, S)$ operation allows us to extract bits from $y \in [0,1]$, and store them in $x$, while the $\text{Unpack}(x, y, S)$ operation allows us to extract bits from $x$ to create a value $y \in [0,1]$. This is formally specified in the following lemma.

#### Lemma 8. Suppose that we are given $x = \text{packed}(b_1, b_2, \ldots, b_k)$, a variable $y \in [0,1]$, and a sequence of indices $S = \langle s_1, s_2, \ldots, s_j \rangle$. Let $y_j$ denote the $j$th bit of $y$. The following SLPs can be implemented using at most two extra variables.

- $\text{Pack}(x, y, S)$ modifies $x$ so that $x = \text{packed}(b'_1, b'_2, \ldots, b'_k)$ where $b'_i = y_j$ whenever there exists an index $s_i \in S$ with $s_i = i$, and $b'_i = b_i$ otherwise.
- $\text{Unpack}(x, y, S)$ modifies $y$ so that $y = y + b \sum_{i=1}^{j} b_{s_i}/2^i$

### Simulating a Boolean operations.
As described in the previous section, the reduction only needs to simulate or- and not-gates. Given $x = \text{packed}(b_1, b_2, \ldots, b_k)$, and three indices $i_1, i_2, i_3$, we implement two SLPs, which both modify $x$ so that $x = \text{packed}(b'_1, b'_2, \ldots, b'_k)$.

SLP 7 implements $\text{Or}(x, i_1, i_2, i_3)$, which ensures that $b'_{i_3} = b_{i_1} \lor b_{i_2}$, and $b'_i = b_i$ for $i \neq i_3$.

SLP 8 implements $\text{Not}(x, i_1, i_2)$, which ensures that $b'_{i_2} = \neg b_{i_1}$, and $b'_i = b_i$ for $i \neq i_2$.

These two SLPs simply unpack the input bits, perform the operation, and then pack the result into the output bit. The $\text{Or}$ SLP uses the $\text{Unpack}$ operation to set $a = b_{i_1} + b_{i_2}$.

Both SLPs use three extra variables: the fresh variable $a$ is live throughout, and the pack and unpack operations use two extra variables. The variable $b$ in the $\text{Not}$ SLP is not live concurrently with a pack or unpack, and so does not increase the number of live variables. These two SLPs can be used to simulate a Boolean circuit using at most three extra variables.
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Lemma 9. Let \( C \) be a Boolean circuit with \( n \) inputs and \( k \) gates. Suppose that \( x = \text{packed}(b_1, \ldots, b_n) \), gives values for the inputs of the circuit. There is an SLP \( \text{Simulate}(C, x) \) that uses three extra variables, and modifies \( x \) so that \( x = \text{packed}(b_1, \ldots, b_n, b_{n+1}, \ldots, b_{n+k}) \), where \( b_{n+i} \) is the output of gate \( i \) of the circuit.

Implementing the reduction. Finally, we can show that the circuit built in Theorem 7 can be implemented by an SLP that uses at most 8 variables. This SLP cycles through each sampled point in turn, computes the \( x \) and \( y \) displacements by simulating the Boolean circuit, and then adds the result to the output.

Theorem 10. Given a 2D-Brouwer instance, it is PPAD-hard to find a point \( x \in [0, 1]^2 \) with \( \|x - F(x)\|_\infty < \frac{\sqrt{2} - 1}{2} \) even for a synchronous circuit of width eight.

5 Hardness for tree polymatrix games

Now we show that finding a Nash equilibrium of a tree polymatrix game is PPAD-hard. We reduce from the low-width 2D-Brouwer problem, whose hardness was shown in Theorem 10. Throughout this section, we suppose that we have a 2D-Brouwer instance defined by a synchronous arithmetic circuit \( F \) of width eight and depth \( n \). The gates of this circuit will be indexed as \( g_{i,j} \), where \( 1 \leq i \leq 8 \) and \( 1 \leq j \leq n \), meaning that \( g_{i,j} \) is the \( i \)th gate on level \( j \).

Modifying the circuit. The first step of the reduction is to modify the circuit. First, we modify the circuit so that all gates operate on values in \([0, 1]\), rather than \([0, 1]\). We introduce the operators \( +_{0,1}^b \), \( -_{0,1}^b \), and \( \cdot_{0,1}^b \), which bound their outputs to be in \([0, 1]\). The following lemma states that we can rewrite our circuit using these new gates. The transformation simply divides all \( c \)-gates in the circuit by ten.

Lemma 11. Given an arithmetic circuit \( F : [0, 1]^2 \to [0, 1]^2 \) that uses gates from \( \{c, +^b, -^b, \cdot^b\} \), we can construct a circuit \( F' : [0, 0.1]^2 \to [0, 1]^2 \) that uses the gates from \( \{c, +^b_{0,1}, -^b_{0,1}, \cdot^b_{0,1}\} \), so that \( F(x, y) = (x, y) \) if and only if \( F'(x/10, y/10) = (x/10, y/10) \).

Next we modify the structure of the circuit by connecting the two outputs of the circuit to the two inputs. Suppose, without loss of generality, that \( g_{7,1} \) and \( g_{8,1} \) are the inputs and that \( g_{7,n} \) and \( g_{8,n} \) are outputs. Note that the equality \( x = y \) can be implemented using the gate \( x = y +_{0,1}^b 1 \). We add the following extra equalities, which are shown in Figure 2.

- We add \( g_{9,n-1} = g_{7,n} \) and \( g_{10,n-1} = g_{8,n} \).
- For each \( j \) in the range \( 2 \leq j < n - 1 \), we add \( g_{9,j} = g_{9,j+1} \) and \( g_{10,j} = g_{10,j+1} \).
- We modify \( g_{7,1} \) so that \( g_{7,1} = g_{9,2} \), and we modify \( g_{8,1} \) so that \( g_{8,1} = g_{10,2} \).
Figure 2 Extra equalities to introduce feedback of \( g_{7,n} \) and \( g_{8,n} \) to \( g_{7,1} \) and \( g_{8,1} \) respectively.

Figure 3 The structure of the polymatrix game.

Note that these gates are backwards: they copy values from higher levels in the circuit to lower levels, and so the result is not a circuit, but a system of constraints defined by gates, with some structural properties. Firstly, each gate \( g_{i,j} \) is only involved in constraints with gates of the form \( g_{i',j+1} \) and \( g_{i',j-1} \). Secondly, finding values for the gates that satisfy all of the constraints is PPAD-hard, since by construction such values would yield a fixed point of \( F \).

The polymatrix game. The polymatrix game will contain three types of players.

- For each \( i = 1, \ldots, n \), we have a variable player \( v_i \).
- For each \( i = 1, \ldots, n - 1 \), we have a constraint player \( c_i \), who is connected to \( v_i \) and \( v_{i+1} \).
- For each \( i = 1, \ldots, 2n - 1 \), we have a mix player \( m_i \). If \( i \) is even, then \( m_i \) is connected to \( c_{i/2} \). If \( i \) is odd, then \( m_i \) is connected to \( v_{(i+1)/2} \).

The structure of this game is shown in Figure 3. Each player has twenty actions, which are divided into ten pairs, \( x_i \) and \( \bar{x}_i \) for \( i = 1, \ldots, 10 \).

Forcing mixing. The role of the mix players is to force the variable and constraint players to play specific mixed strategies: for every variable or constraint player \( j \), we want \( s_j(x_i) + s_j(\bar{x}_i) = 0.1 \) for all \( i \), which means that the same amount of probability is assigned to each pair of actions. To force this, each mix player plays a high-stakes hide-and-seek against their
Action pairs and a constant \( \bar{x} \) originate from the reduction of DGP [5], into the bimatrix games that involve a constraint player \( v \) and variable players must allocate probability \( Z \) to each of the ten action pairs.

Figure 4. The hide and seek game that forces \( c_{j/2} \) to play an appropriate mixed strategy. The same game is used to force \( v(j-1)/2 \) mixes appropriately.

opponent, which is shown in Figure 4. This zero-sum game is defined by a \( 20 \times 20 \) matrix \( Z \) and a constant \( M \). The payoff \( Z_{ij} \) is defined as follows. If \( i \in \{ x_a, \bar{x}_a \} \) and \( j \in \{ x_a, \bar{x}_a \} \) for some \( a \), then \( Z_{ij} = M \). Otherwise, \( Z_{ij} = 0 \). For each \( i \) the player \( m_i \) plays against player \( j \), which is either a constraint player \( c_j \) or a variable player \( v_j \). We define the payoff matrix \( A^{m_i,j} = Z \) and \( G^{i,m_i} = -Z \). The following lemma shows that if \( M \) is suitably large, then the variable and constraint players must allocate probability 0.1 to each of the ten action pairs.

Lemma 12. Suppose that all payoffs in the games between variable and constraint players use payoffs in the range \([-P,P] \). If \( M > 40 \cdot P \) then in every mixed Nash equilibrium \( s \), the action \( s_j \) of every variable and constraint player \( j \) satisfies \( s_j(x_i) + s_j(\bar{x}_i) = 0.1 \) for all \( i \).

Gate gadgets. We now define the payoffs for variable and constraint players. Actions \( x_i \) and \( \bar{x}_i \) of variable player \( v_j \) will represent the output of gate \( g_{i,j} \). Specifically, the probability that player \( v_j \) assigns to action \( x_i \) will be equal to the output of \( g_{i,j} \). In this way, the strategy of variable player \( v_j \) will represent the output of every gate at level \( j \) of the circuit. The constraint player \( c_j \) enforces all constraints between the gates at level \( j \) and the gates at level \( j + 1 \). To simulate each gate, we will embed one of the gate gadgets from Figure 5, which originated from the reduction of DGP [5], into the bimatrix games that involve \( c_j \).

The idea is that, for the constraint player to be in equilibrium, the variable players must play \( x_i \) with probabilities that exactly simulate the original gate. Lemma 12 allows us to treat each gate independently: each pair of actions \( x_i \) and \( s_i \) must receive probability 0.1 in total, but the split of probability between \( x_i \) and \( s_i \) is determined by the gate gadgets.

Formally, we construct the payoff matrices \( A^{v_i,c_j} \) and \( A^{v_i,v_{i+1}} \) for all \( i < n \) by first setting each payoff to 0. Then, for each gate, we embed the corresponding gate gadget from Figure 5 into the matrices. For each gate \( g_{a,j} \), we take the corresponding game from Figure 5, and embed it into the rows \( x_a \) and \( \bar{x}_a \) of a constraint player’s matrix. The diagrams specify specific actions of the constraint and variable players that should be modified.
For every mixed Nash equilibrium \( s \) of the game, the following are satisfied for each gate \( g_{i,j} \):

- If \( g_{i,j} = c \), then \( s_{v_j}(x_i) = c \).
- If \( g_{i,j} = g_{i,j-1} + b_{t_{i,j-1}} \), then \( s_{v_j}(x_i) = s_{v_j-1}(x_i) \).
- If \( g_{i,j} = g_{i,j-1} - b_{t_{i,j-1}} \), then \( s_{v_j}(x_i) = s_{v_j-1}(x_i) \).
- If \( g_{i,j} = g_{i,j} \cdot c \), then \( s_{v_j}(x_i) = s_{v_j}(x_i) \).

Lemma 13 says that, in every Nash equilibrium of the game, the strategies of the variable players exactly simulate the gates which have been embedded.

**Theorem 14.** It is PPAD-hard to find a Nash equilibrium of a tree polymatrix game, even when all players have at most twenty actions and the interaction graph has pathwidth 1.

**Open questions**

For polymatrix games, the main open question is to find the exact boundary between tractability and hardness. Twenty-action pathwidth-1 tree polymatrix games are hard, but two-action path polymatrix games can be solved in polynomial time [10]. What about two-action tree polymatrix games, or path-polymatrix games with more than two actions?

For 2D-Brouwer and 2D-LinearFIXP, the natural question is: for which \( \epsilon \) is it hard to find an \( \epsilon \)-fixed point? We have shown that it is hard for \( \epsilon = 0.2071 \), while the case for \( \epsilon < 0.5 \) is trivial, since the point \((0.5, 0.5)\) must always be a 0.5-fixed point. Closing the gap between these two numbers would be desirable.
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Abstract

We give a deterministic, nearly logarithmic-space algorithm for mild spectral sparsification of undirected graphs. Given a weighted, undirected graph $G$ on $n$ vertices described by a binary string of length $N$, an integer $k \leq \log n$ and an error parameter $\varepsilon > 0$, our algorithm runs in space $O(k \log (N \cdot w_{\max} / w_{\min}))$ where $w_{\max}$ and $w_{\min}$ are the maximum and minimum edge weights in $G$, and produces a weighted graph $H$ with $O(n^{1+2/k} / \varepsilon^2)$ edges that spectrally approximates $G$, in the sense of Spielmen and Teng [52], up to an error of $\varepsilon$.

Our algorithm is based on a new bounded-independence analysis of Spielman and Srivastava’s effective resistance based edge sampling algorithm [51] and uses results from recent work on space-bounded Laplacian solvers [41]. In particular, we demonstrate an inherent tradeoff (via upper and lower bounds) between the amount of (bounded) independence used in the edge sampling algorithm, denoted by $k$ above, and the resulting sparsity that can be achieved.
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1 Introduction

The graph sparsification problem is the following: given a weighted, undirected graph $G$, compute a graph $H$ that has very few edges but is a close approximation to $G$ for some definition of approximation. In general, graph sparsifiers are useful for developing more efficient graph-theoretic approximation algorithms. Algorithms whose complexity depend on the number of edges in the graph will be more efficient when run on the sparser graph $H$, and if $H$ approximates $G$ in an appropriate way, the result on $H$ may be a good approximation to the desired result on $G$. In this work, we present an algorithm that can be implemented deterministically in small space and achieves sparsification in the spectral sense of Spielman and Teng [52]. (See Section 1.2 below for a more formal statement of our main result.)

1.1 Background

Motivated by network design and motion planning, Chew [10] studied graph spanners, which are sparse versions of graphs that approximately preserve the shortest distance between each pair of vertices. Benczúr and Karger [6] defined cut sparsifiers whose notion of approximation is that every cut of $H$ has size within a $(1 \pm \varepsilon)$ factor of the size of the corresponding cut in $G$. They showed that every graph $G$ on $n$ vertices has a cut sparsifier $H$ with $O(n \cdot \log n / \varepsilon^2)$ edges and gave a randomized algorithm for computing such cut sparsifiers. Their algorithm runs in nearly linear time (i.e., $\tilde{O}(m)$ where $m$ is the number of edges in $G$ and the $\tilde{O}(\cdot)$ notation hides polylogarithmic factors) and they used it to give a faster algorithm for approximating minimum $s$-$t$ cuts.

Spielman and Teng introduced spectral sparsifiers, which define approximation between the graph and its sparsifier in terms of the quadratic forms of their Laplacians [52]. The Laplacian of an undirected graph is the matrix $L = D - A$ where $A$ is the adjacency matrix of the graph and $D$ is the diagonal matrix of vertex degrees (i.e. $D_{ii}$ equals the weighted degree of vertex $i$). $H$ is said to be an $\varepsilon$-spectral approximation of $G$ if for all vectors $v \in \mathbb{R}^n$, we have that $v^\top \tilde{L} v \in (1 \pm \varepsilon) \cdot v^\top L v$, where $\tilde{L}$ and $L$ are the Laplacians of $H$ and $G$, respectively. Spectral sparsifiers generalize cut sparsifiers, which can be seen by observing that when $v \in \{0, 1\}^n$, $v$ is the characteristic vector of some set of vertices $S \subseteq [n]$ and $v^\top L v$ equals the sum of the weights of the edges cut by $S$.

Spielman and Teng showed that all graphs have spectral sparsifiers with $O(n \cdot \log^{O(1)} n / \varepsilon^2)$ edges and gave a nearly linear time randomized algorithm for computing them with high constant probability. Their spectral sparsifiers were a key ingredient that they used to develop the first nearly linear time algorithm for solving Laplacian systems. These fast Laplacian solvers spawned a flurry of improvements and simplifications [16, 26, 28, 27, 30, 31, 34, 44] as well as extensions to directed graphs [15, 14, 13] and to the space-bounded setting [18, 41, 1].

Spectral sparsification and the nearly linear time Laplacian solvers that use them have been critical primitives that have enabled the development of faster algorithms for a wide variety of problems including max flow [37, 11, 17, 24, 33], random generation of spanning trees, [25, 40, 49], and other problems in computer science [43, 29].

Spielman and Srivastava [51] gave a spectral sparsification algorithm that both simplified and improved upon the algorithm of Spielman and Teng. They show that randomly sampling edges, independently with probabilities proportional to their effective resistances produces a good spectral sparsifier with high probability. Viewing a graph as an electrical network, the effective resistance of an edge $(a, b)$ is the potential difference induced between them when a unit of current is injected at $a$ and extracted at $b$ (or vice versa). More formally, the effective
Then, with high probability, each edge \( G \) of and minimum edge weights in deterministic algorithm that on input defined above. Construct a sparsifier \( p \) define reweight them with weight \( \epsilon \). Furthermore, this procedure can be implemented to run in time \( O(\epsilon \cdot \log n) \) \( k \) \( N \) \( m \) \( log(n) \) \( log(w_{\text{max}}/w_{\text{min}}) \) \( m \cdot n^3/\epsilon^2 \) \( \chi \) \( \alpha \) the Moore-Penrose pseudoinverse of \( L \). Spielman and Srivastava proved the following theorem.

\[ \textbf{Theorem 1} \text{(spectral sparsification via effective resistance sampling [51, 50]).} \] Let \( G = (V, E, w) \) be a weighted graph on \( n \) vertices and for each edge \( (a, b) \in E \) with weight \( w_{ab} \), define \( p_{ab} = \min\{1, 4 \cdot \log n \cdot w_{ab} \cdot R_{ab}/\epsilon^2\} \), where \( R_{ab} \) is the effective resistance of \( (a, b) \) as defined above. Construct a sparsifier \( H \) by sampling edges from \( G \) independently such that each edge \( (a, b) \) in \( G \) is added to \( H \) with probability \( p_{ab} \). For edges that get added to \( H \), reweight them with weight \( w_{ab}/p_{ab} \). Let \( L \) and \( \tilde{L} \) be the Laplacians of \( G \) and \( H \), respectively. Then, with high probability,

1. \( H \) has \( O(n \cdot (\log n)/\epsilon^2) \) edges, and,
2. \( \tilde{L} \) \( \epsilon \)-spectrally approximates \( L \).

Furthermore, this procedure can be implemented to run in time \( \tilde{O}(\frac{n}{\epsilon} \cdot \log(w_{\text{max}}/w_{\text{min}})) \), where \( m \) is the number of edges in \( G \) and \( w_{\text{max}}, w_{\text{min}} \) are the maximum and minimum edge weights of \( G \), respectively.\(^2\)

The sparsity achieved by the Spielman and Srivastava sparsifiers was improved by Batson, Spielman and Srivastava [5], who gave a deterministic algorithm for computing \( \epsilon \)-spectral sparsifiers with \( O(n/\epsilon^2) \) edges, which is asymptotically optimal, however, their algorithm is less efficient, running in time \( O(m \cdot n^3/\epsilon^2) \). Work on these optimal sparsifiers continued with another slightly faster deterministic algorithm [53] followed by an \( O(n^2 + \epsilon) \)-time randomized algorithm [2], and culminating in the randomized algorithms of Lee and Sun who achieved almost-linear time [35] and finally nearly-linear time [36].

### 1.2 Our Main Result

In this work we study the deterministic space complexity of computing spectral sparsifiers. Our main result is a deterministic, nearly-logarithmic space algorithm for computing mild spectral sparsifiers, that is, graphs with \( O(n^{1+\alpha}/\epsilon^2) \) edges for any constant \( \alpha > 0 \).

\[ \textbf{Theorem 2 (see also Theorem 19).} \] Let \( G \) be a connected, weighted, undirected graph on \( n \) vertices, \( k \in \mathbb{N} \) an independence parameter and \( \epsilon > 0 \) an error parameter. There is a deterministic algorithm that on input \( G, k, \) and \( \epsilon \), outputs a weighted graph \( H \) that is an \( \epsilon \)-spectral sparsifier of \( G \) and has \( O(n^{1+2/k} \cdot (\log n)/\epsilon^2) \) edges. The algorithm runs in space \( O(k \cdot \log(N \cdot w) + \log(N \cdot w) \cdot \log \log(N \cdot w)) \), where \( w = w_{\text{max}}/w_{\text{min}} \) is the ratio of the maximum and minimum edge weights in \( G \) and \( N \) is the length of the input.

The closest analogue to spectral sparsifiers in the space-bounded derandomization literature is the derandomized square of Rozenman and Vadhan [47], a graph operation that produces a sparse approximation to the square of a graph.\(^3\) The derandomized square was introduced to give an alternative proof to Reingold’s celebrated result that UNDIRECTED S-T CONNECTIVITY can be solved in deterministic logspace [46]. Murtagh, Sidford, Reingold,

---

\(^1\) \( L^+ \) is a matrix with the same kernel as \( L \) that acts as an inverse of \( L \) on the orthogonal complement of the kernel. See Section 2.2 for a formal definition.

\(^2\) In their original paper, [51], they fix the number of edges in the sparsifier in advance resulting in a slightly different theorem statement and analysis. The version we cite here and what we model our algorithm after was presented later in [50].

\(^3\) The square of a graph \( G \) is a graph on the same vertex set whose edges correspond to all walks of length 2 in \( G \).
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and Vadhan [41] showed that the derandomized square actually produces a spectral sparsifier of the square of a graph and this was a key observation they used to develop a deterministic, nearly logarithmic space algorithm for solving Laplacian systems. Later the sparsification benefits of the derandomized square were also used in nearly logarithmic space algorithms for deterministically approximating random walk probabilities and for solving Laplacian systems in Eulerian directed graphs [42, 1].

For a \(d\)-regular graph \(G\) on \(n\) vertices, its square \(G^2\) has degree \(d^2\) and the derandomized square computes an \(\epsilon\)-spectral approximation to \(G^2\) with degree \(O(d/\epsilon^2)\). On the other hand, applying our sparsification to \(G^2\) results in an \(\epsilon\)-spectral approximation with on average \(O(n^{\alpha}/\epsilon^2)\) edges adjacent to each vertex for any constant \(\alpha\), which is independent of \(d\) and much sparser when \(d = \omega(n^\alpha)\). Also, our algorithm can sparsify any undirected graph, not just squares. Our algorithm does not replace the derandomized square, however, because the derandomized square can be iterated very space efficiently, a property that is used in all of its applications thus far. Nevertheless, given the success of spectral sparsification and Laplacian solvers in the nearly-linear time context and the fruit borne of porting these techniques to the logspace setting, we are hopeful that our spectral sparsifiers will have further applications in derandomization of space-bounded computation.

1.3 Techniques

Our deterministic space-efficient algorithm is modeled after the effective resistance based sampling algorithm of Spielman and Srivastava (Theorem 1). Although the Spielman and Srivastava procedure is randomized and does not achieve optimal sparsity, the known algorithms that do ([5, 53, 2, 35, 36]) are more involved and often sequential in nature so do not seem as amenable to small-space implementations.

To derandomize the Spielman-Srivastava algorithm, we follow the standard approach of first reducing the number of random bits used to logarithmic, and then enumerating over all random choices of the resulting algorithm. Following [39, 3], a natural way to reduce the number of random bits used is to do the edge sampling only \(k\)-wise independently for some \(k \ll |E|\) rather than sampling every edge independently from all other edges.

Let \(k\) be our bounded-independence parameter. Namely, we are only guaranteed that every subset of \(k\) edges is chosen independently (with the right marginals), however there may be correlations between the choices in tuples of size \(k + 1\). It is well known that such a sampling can be performed using fewer random bits. By [51], we know that \(k = |E|\) will, with high probability, produce an \(\epsilon\)-spectral sparsifier with \(O(n \cdot \log n/\epsilon^2)\) edges in expectation. What about much smaller values of \(k\)? In Section 3, we prove the following:

**Theorem 3** (informal; see Theorem 9). Let \(G\) be a connected weighted undirected graph on \(n\) vertices with Laplacian \(L\), \(k \in \mathbb{N}\) an independence parameter and \(\epsilon > 0\) an error parameter. Let \(H\) be the graph which is the output of Spielman and Srivastava’s sampling-based sparsification algorithm (Theorem 1), when the edge sampling is done in a \(k\)-wise independent manner, and let \(\tilde{L}\) be the Laplacian of \(H\). Then, with high constant probability, \(\tilde{L}\) \(\epsilon\)-approximates \(L\) and \(H\) has \(O(n^{1+2/k} \cdot (\log n)/\epsilon^2)\) edges.

A first thing to observe is that \(k = \log n\) gives the same result as in [51]. More importantly, the above shows that the result interpolates: Even for a constant \(k\), Theorem 3 gives a mild sparsification that sparsifies dense graphs to \(O(n^{1+\alpha})\) expected edges, where \(\alpha > 0\) is an arbitrarily small constant.
We prove Theorem 3 by extending the arguments in [51, 50]. For every edge \((a, b) \in E\), we define a random matrix \(X_{ab}\) that corresponds to the choice made by the sparsification algorithm, in such a way that \(X = \sum_{(a, b) \in E} X_{ab}\) relates to the resulting Laplacian \(\tilde{L}\). Let \(\Pi\) be the orthogonal projection onto the image of \(L\). Following [51, 50], we show that \(\tilde{L}\) \(\varepsilon\)-spectrally approximates \(L\) (equivalently, that \(H\) is an \(\varepsilon\)-spectral sparsifier for \(G\)) with high probability if \(X - \Pi\) has bounded moments. Deriving a tail bound that relies on the first \(k\) moments alone, we can proceed with the analysis as if the \(X_{ab}\)'s were truly independent.

More specifically, we bound \(\text{Tr}(E(X - \Pi)^k)\) using a matrix concentration result due to Chen, Gittens and Tropp [9]. For the complete details, as well as how our argument differs from [51, 50], see Section 3.

**Getting a Deterministic Algorithm**

Theorem 3 readily gives a simple, randomness-efficient algorithm, as \(k\)-wise independent sampling of edges only requires \(O(k \cdot \log(N \cdot w))\) random bits [23, 3] (See Lemma 8). However, more work is needed to obtain a space-efficient deterministic algorithm. First, we need to be able to compute the marginal sampling probabilities, which depend on the effective resistances \(R_{ab}\). Fortunately, the recent work of Murtagh et al. [41] allows us to approximate the effective resistances using only \(O(\log(N \cdot w) \log \log(N \cdot w))\) space and we show that the \(k\)-wise independent sampling procedure can tolerate the approximation.

Next, to obtain a deterministic algorithm, we can enumerate over all possible random choices of the algorithm in space \(O(k \cdot \log(N \cdot w))\) and compute a candidate sparsifier \(H\) for each. We are guaranteed that at least one (indeed, most) of the resulting graphs \(H\) is a good sparsifier for \(G\) but how can we identify which one? To do this, it suffices for us, given Laplacians \(L\) and \(\tilde{L}\), to distinguish the case that \(\tilde{L}\) is an \(\varepsilon\)-spectral approximation of \(L\) from the case that \(\tilde{L}\) is not a \(2 \cdot \varepsilon\)-spectral approximation of \(L\). We reduce that problem to that of approximating the spectral radius of \(M = ((\tilde{L} - L)L^+ / \varepsilon)^2\), where \(L^+\) is the pseudoinverse of \(L\), which can be approximated in nearly logarithmic space by [41]. In fact, it will be sufficient to check whether the trace of a logarithmically high power of \(M\) is below a certain threshold to deduce that the spectral radius of \(M\) does not exceed 1. In Section 5.2, we show that the latter case implies that \(\tilde{L}\) indeed \(\varepsilon\)-approximates \(L\).

The deterministic, nearly logarithmic space Laplacian solver of [41] only worked for multigraphs, i.e. graphs with integer edge weights. To get our result for arbitrary weighted graphs, we extend the work of [41] and give a deterministic, nearly logarithmic space Laplacian solver for arbitrary undirected weighted graphs. Combining this extension with the \(k\)-wise independent analysis of the edge sampling algorithm (Theorem 3) and the verification procedure described above lets us prove our main result Theorem 2.

**1.4 Lower Bounds for Bounded-Independence Sampling**

Having established an upper bound on the amount of independence required for the edge-sampling procedure (Theorem 3), a natural goal would be to come up with a corresponding lower bound. Theorem 3 tells us that in order to sparsify to \(O(n^{1+\alpha})\) expected edges, we can use \(k\)-wise independent sampling for \(k = 2 / \alpha\). Can a substantially smaller choice of \(k\) perform just as well? In Section 4, we show that our upper bound of \(k = 2 / \alpha\) is tight up to a small constant factor.

---

4 Specifically, \(X = L^{+/2} \tilde{L} L^{+/2}\), where \(L^{+/2}\) is the square-root of the pseudoinverse of \(L\).
Theorem 4 (informal; see Theorem 11). For every small enough $\alpha > 0$ there exist infinitely many connected graphs $G = (V = [n], E)$ with all effective resistances equal that are $d$-regular with $d = \Omega(n^\alpha)$ and a distribution $D \sim \{0, 1\}^{|E|}$ that is $k$-wise independent for $k = \lceil 4/3\alpha \rceil$ with marginals $1/2$ that would fail to produce an $\varepsilon$-spectral sparsifier of $G$ to within any $\varepsilon > 0$ with high probability.

Our family of “bad graphs” will be dense graphs having large girth. Namely, given a girth $g$ and an integer $d \geq 3$, we consider graphs $G = (V = [n], E)$ satisfying $d \geq n^{\gamma/g} + 1$ for some constant $0 < \gamma < 2$ [32]. Getting an infinite family of graphs with $\gamma$ approaching 2 (and specifically attaining the Moore bound), even non-explicitly, has been the subject of extensive study (see [21] and references therein). See also Section 4.1 for a further discussion.

Given a sparsification parameter $\alpha > 0$, we set $k \approx \gamma/\alpha$ and take a graph $G$ on $n$ vertices with girth $g = k + 1$ and degree $d > n^{\gamma/g} + 1$.

Our construction of the distribution $D$ is inspired by Alon and Nussboim [4]: choose a partition of the vertices $V = V_0 \sqcup V_1$ uniformly at random, and for every edge $e = (u, v) \in E$, include it in the sample if and only if either $u, v \in V_0$ or $u, v \in V_1$. Clearly, sampling edges according to $D$ results in a disconnected graph almost surely. However, we show that $D$ is indeed $k$-wise independent, relying on the fact that the girth of $G$ is $k + 1$.

To obtain Theorem 4 we use the family of graphs given by Lazebnik et al. [32] who obtained $\gamma = 4/3$. Indeed, any improvement in $\gamma$ would bring our upper bound of $k \approx 2/\alpha$ and lower bound of $k \approx \gamma/\alpha$ closer together.

1.5 Open Problems

An interesting open problem is to achieve improved sparsity, e.g. $O(n \cdot (\log n)/\varepsilon^2)$ matching [51]. Our algorithm would require space $\Omega(\log^2 n)$ to achieve this sparsity, due to setting $k = \Omega(\log n)$. We remark that previous work implies that this can be done in randomized logarithmic space. Indeed, Doron et al. [18] gave a randomized algorithm for solving Laplacian systems in logarithmic space (without $\log \log(\cdot)$ factors), and this implies that one can approximate effective resistances and hence implement the Spielman-Srivastava edge sampling with full independence in randomized logspace. It is also an interesting question whether there is a nearly logspace algorithm (even randomized) that produces spectral sparsifiers of optimal sparsity (i.e., $O(n/\varepsilon^2)$ edges).

Finally, while it is not known how to compute spectral sparsifiers of arbitrary directed graphs, there has been progress on sparsifying Eulerian digraphs in the nearly-linear time literature [15, 14, 13, 12]. Given the recent advance of a nearly-logarithmic space solver for Eulerian Laplacian systems [1], an interesting question is sparsifying Eulerian graphs in small space.

2 Preliminaries

We will work with undirected weighted graphs, $G = (V, E, w)$, where $w$ is a vector of length $|E|$ and each edge $(a, b) \in E$ is associated with a positive weight $w_{ab} > 0$. At times we refer to undirected multigraphs, which are weighted graphs where all of the weights are integers. The adjacency matrix of $G$ is a symmetric, real-valued matrix $A$ in which $A_{ij} = w_{ij}$ if $(i, j) \in E$ and $A_{ij} = 0$ otherwise.
For any matrix $A$, its spectral norm $\|A\|$ is $\max_{\|x\|=1} \|Ax\|_2$, which is also the largest singular value of $A$. For any square matrix $A$, its spectral radius, denoted $\rho(A)$, is the largest absolute value of its eigenvalues. When $A$ is real and symmetric, the spectral norm equals the spectral radius. The spectral norm is sub-multiplicative, i.e., $\|AB\| \leq \|A\| \|B\|$. We denote by $A^\top$ the transpose of $A$. We denote by $\mathbf{1}$ the all-ones vector, by $\mathbf{0}$ the all-zeros vector, and $e_a$ is the vector with 1 in the $a$-th coordinate and 0 elsewhere, where $e_a$’s dimension will be understood from context (i.e., $e_a$ is the $a$-th standard basis vector).

The trace of a matrix $A \in \mathbb{R}^{n \times n}$, is $\text{Tr}(A) = \sum_{i\in[n]} A_{ii}$, which also equals the sum of its eigenvalues. The trace is invariant under cyclic permutations, i.e., $\text{Tr}(AB) = \text{Tr}(BA)$. The expectation of a random matrix is the matrix of the coordinate-wise expectations. More formally, if $A$ is a random matrix, then $E[A] = \tilde{A}$ where $\tilde{A}_{ij} = E[A_{ij}]$ for all $i, j \in [n]$. The trace and the expectation are both linear functions of a matrix and they commute. That is, for all random matrices $A$, we have $\text{Tr}(E[A]) = E[\text{Tr}(A)]$ (see, e.g.,[45]).

### 2.1 PSD Matrices and Spectral Approximation

A symmetric matrix $A \in \mathbb{R}^{n \times n}$ is positive semi-definite (PSD), denoted $A \succeq 0$, if for every $x \in \mathbb{R}^n$ it holds that $x^\top Ax \geq 0$, or equivalently, if all its eigenvalues are non-negative. We write $A \succeq B$ if $A - B \succeq 0$.

**Definition 5.** Let $A$ and $B$ be $n \times n$ symmetric PSD matrices. For a real $\varepsilon > 0$, we say that $A$ is an $\varepsilon$-spectral approximation of $B$, denoted $A \approx_\varepsilon B$, if

$$(1 - \varepsilon)B \preceq A \preceq (1 + \varepsilon)B.$$  

When $A$ and $B$ share an eigenvector basis $v_1, \ldots, v_n$, Definition 5 is equivalent to requiring $(1 - \varepsilon)\mu_i \leq \lambda_i \leq (1 + \varepsilon)\mu_i$, where $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $A$ corresponding to $v_1, \ldots, v_n$ and $\mu_1, \ldots, \mu_n$ are the eigenvalues of $B$ corresponding to $v_1, \ldots, v_n$.

### 2.2 The Moore-Penrose Pseudoinverse

Let $A$ be any linear operator. The Moore-Penrose pseudoinverse of $A$, denoted $A^+$, is defined as follows. If $A = U \Sigma V^\top$ is the singular value decomposition (SVD) of $A$, the pseudoinverse is given by $A^+ = V \Sigma^+ U^\top$ where $\Sigma^+$ is the matrix obtained by taking the reciprocal of each nonzero diagonal element of $\Sigma$, and leaving the zeros intact. When $A$ is a symmetric PSD matrix, the SVD coincides with the eigen-decomposition and so if $\lambda_1, \ldots, \lambda_n$ are the eigenvalues of $A$ then $A^+$ shares the same eigenvector basis and has eigenvalues $\lambda_1^+, \ldots, \lambda_n^+$, where $\lambda_i^+ = 1/\lambda_i$ if $\lambda_i \neq 0$ and $\lambda_i^+ = 0$ otherwise.

Also note that if $A$ is real then $A^+$ is real-valued as well.

A square root of a matrix $A$ is any matrix $X$ that satisfies $X^2 = A$. When $A$ is symmetric and PSD, it has a unique symmetric PSD square root, which we write as $A^{1/2}$. If $A = U \Sigma U^\top$ is the eigen-decomposition of $A$ then $A^{1/2} = U \sqrt{\Sigma} U^\top$ where $\sqrt{\Sigma}$ is obtained by taking the square root of each diagonal element of $\Sigma$. We denote by $A^{1/2}$ the matrix $(A^+)^{1/2} = (A^{1/2})^+.$

### 2.3 The Graph Laplacian and Effective Resistance

Given a graph $G$ on $n$ vertices with an adjacency matrix $A$ and degree matrix $D$ (i.e., $D$ is a diagonal matrix where $D_{ii} = \sum_{j=1}^n A_{ij}$ equals the weighted degree of vertex $i$ in $G$), the **Laplacian** of $G$ is the matrix

$$L = D - A.$$
For every undirected weighted graph $G = (V, E, w)$, its Laplacian $L$ is symmetric and PSD, with smallest eigenvalue 0. The zero eigenvalue has multiplicity one if and only if $G$ is connected. In this case, $\ker(L_G) = \text{span}\{1\}$). For every edge $(a, b) \in E$, define the edge Laplacian of $(a, b)$ to be

$$L_{ab} = (e_a - e_b)(e_a - e_b)^\top = (e_b - e_a)(e_b - e_a)^\top.$$ 

Note that $L = \sum_{(a, b) \in E} w_{ab} \cdot L_{ab}$.

It is often helpful to associate $G$ with an electric circuit, where an edge $(a, b) \in E$ corresponds to a resistor of resistance $1/w_{ab}$. For each pair of vertices $a$ and $b$, the effective resistance between them, denoted by $R_{ab}$, is the energy of the electrical flow that sends one unit of current from $a$ to $b$. The effective resistance can be calculated using the pseudoinverse of the Laplacian:

$$R_{ab} = (e_a - e_b)^\top L^+ (e_a - e_b).$$

(See [8] for more information on Laplacians and viewing graphs as electrical networks). A useful fact about effective resistances is Foster’s Theorem:

**Theorem 6 ([22]).** For every undirected weighted graph $G = (V, E, w)$ on $n$ vertices it holds that

$$\sum_{(a, b) \in E} w_{ab} \cdot R_{ab} = n - 1.$$

### 2.4 Bounded-Independence Sampling

Given a probability vector $p \in [0, 1]^m$, let $\text{Bernoulli}(p)$ denote the distribution $X$ over $\{0, 1\}^m$ where the bits are independent and for each $i \in [m]$, $E[X_i] = p_i$. For a set $I \subseteq [m]$ and a string $z \in \{0, 1\}^m$, we let $z|_I \in \{0, 1\}^{|I|}$ be the restriction of $z$ to the indices in $I$.

**Definition 7.** We say a distribution $X \sim \{0, 1\}^m$ is $k$-wise independent with marginals $p \in [0, 1]^m$ if for every set $I \subseteq [m]$ with $|I| \leq k$, it holds that $X|_I = \text{Bernoulli}(p|_I)$. We refer to $X$ as a $k$-wise independent sample space with marginals $p$.

Consider $G = (V, E, w)$ with $|E| = m$. Throughout, when we say sampling edges in a $k$-wise independent manner, we refer to the process of picking an element $x \in \{0, 1\}^m$ from a $k$-wise independent sample space uniformly at random and taking those edges $e \in E$ for which $x_e = 1$.

For $p \in [0, 1]^m$ and a positive integer $t$, we define $|p|_t$ to be the vector $p'$ obtained by truncating every element of $p$ after $t$ bits. Thus, for each $i \in [m]$, $p'_i = 2^{-t}[2^tp_i]$, and so $|p_t - p'_t| \leq 2^{-t}$. The following lemma states that we can construct small $k$-wise independent sample spaces with any specified marginals.

**Lemma 8 (following [23, 3]).** For every $m, k, t \in \mathbb{N}$ and $p \in [0, 1]^m$ there exists an explicit $k$-wise independent distribution $X \sim \{0, 1\}^m$ with marginals $|p|_t$, that can be sampled with $r = O(k \cdot \max\{t, \log m\})$ truly random bits. Furthermore, given $p \in \{0, 1\}^r$, the element $x \in \text{Supp}(X)$ corresponding to the random bits $p$ can be computed in $O(k \cdot \max\{t, \log m\})$ space.
3 Sparsification via Bounded-Independence Sampling

In Section 1, we briefly introduced the Spielman-Srivastava sparsification algorithm [51] based on (truly) independent edge sampling, with probabilities proportional to the effective resistances of the edges. In this section, we explore the tradeoff between the amount of independence used in the edge sampling process and the resulting sparsity that can be achieved.

In particular, we analyze the algorithm Sparsify (see Algorithm 1). The algorithm gets as input an undirected, weighted, dense graph $G = (V, E, w)$ on $n$ vertices, approximate effective resistances $	ilde{R}_{ab}$ for each edge $(a, b) \in E$, a bounded independence parameter $k \leq \log n$, a desired approximation error $\varepsilon > 0$, and a parameter $\delta > 0$ governing the success probability, and outputs a sparser graph $H$ whose Laplacian $\varepsilon$-spectral approximates the Laplacian of $G$ with probability at least $1 - 2\delta$.

Algorithm 1 Computing a spectral sparsifier via bounded independence sampling.

Sparsify($G = (V, E, w)$, $\{\tilde{R}_{ab}\}_{(a, b) \in E}$, $k$, $\varepsilon$, $\delta$).
1. Initialize $H$ to be the empty graph on $n = |V(G)|$ vertices.
2. Set $s \leftarrow \frac{\log n \cdot (\frac{1}{2})^{2/k}}{\varepsilon}$. 
3. For every edge $(a, b) \in E$, set $p_{ab} \leftarrow \min\left\{1, w_{ab} \cdot \tilde{R}_{ab} \cdot s\right\}$.
4. For every edge $(a, b) \in E$, add $(a, b)$ to $H$ with weight $w_{ab}/p_{ab}$ with probability $p_{ab}$.
   Do this sampling in a $k$-wise independent manner, following Lemma 8.
5. Return $H$.

First we will analyze Sparsify for the case where the effective resistances are given exactly, i.e., $\tilde{R}_{ab} = R_{ab}$ for all $(a, b) \in E$. Then, in Section 3.2 we will analyze the more general case where we are given approximations to the effective resistances. This latter case is useful algorithmically because more efficient algorithms are known for estimating effective resistances than for computing them exactly, both in the time-bounded and space-bounded settings [51, 41].

3.1 Sparsification With Exact Effective Resistances

In this section we give our main theorem about Sparsify.

Theorem 9 (spectral sparsification via bounded independence). Let $G = (V, E, w)$ be an undirected connected weighted graph on $n$ vertices with Laplacian $L$ and effective resistances $R = \{R_{ab}\}_{(a, b) \in E}$. Let $0 < \varepsilon < 1$, $0 < \delta < 1/2$ and let $k \leq \log n$ be an even integer. Let $H$ be the output of Sparsify($G, R, k, \varepsilon, \delta$) and let $\tilde{L}$ be its Laplacian. Then, with probability at least $1 - 2\delta$ we have:
1. $\tilde{L} \approx_{\varepsilon} L$, and,
2. $H$ has $O\left(\frac{1}{\varepsilon \cdot \delta^{1/4}} \cdot \frac{\log n}{\varepsilon} \cdot n^{1+\frac{3}{2k}}\right)$ edges.

Spielman and Srivastava showed that by using truly independent sampling (i.e., $k = |E|$) in Sparsify, one can compute an $\varepsilon$-spectral sparsification of $G$ with $O(n \cdot \log n/\varepsilon^2)$ edges, with high constant probability [51]. One immediate consequence of Theorem 9 is that $\log n$-wise independent sampling suffices to match the sparsity that truly independent sampling achieves. Another consequence of Theorem 9 is that for any constant $0 < \alpha < 1$ and any constant $\gamma < \alpha/2$, for $k \approx 2/((\alpha - 2\gamma)$, $\kappa$-wise independent sampling achieves a spectral sparsifier with error $\varepsilon = n^{-\gamma}$ and $O(n^{1+\alpha})$ expected edges, with high constant probability.
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The proof of Theorem 9 is modeled after Spielman and Srivastava’s argument [51]. One difference is that the sparsification algorithm in [51] fixes the number of edges to be sampled in advance rather than having the number of edges be a random variable. They then prove spectral approximation by reducing the problem to a question about concentration of random matrices, which they resolve with a matrix Chernoff bound due to Rudelson and Vershynin [48]. We follow a variant of this argument for the case where the number of edges in the sparsifier is random and use a matrix concentration bound of Chen, Gittens, and Tropp [9]. This variant, for truly independent sampling, has appeared before in [50]. Our argument is modified to address the fact that we only use $k$-wise independent sampling, and the proof is given in the full version of the paper.

3.2 Sparsification With Approximate Effective Resistances

Spielman and Srivastava showed that the original version of spectral sparsification through effective resistance sampling (with fully independent sampling and fixing the number of edges in advance) is robust to small changes in the sampling probabilities. In this section we show the same is true of $\text{Sparsify}$. As said, this is useful because more efficient algorithms are known for estimating effective resistances than for computing them exactly, and we will also use this fact for our space-bounded algorithm for sparsification in Section 5.

The lemma below says that if we only have small multiplicative approximations to the effective resistances then the guarantees of Theorem 9 still hold with a small loss in the sparsity.

Lemma 10. Let $G = (V, E, w)$ be an undirected connected weighted graph on $n$ vertices with Laplacian $L$. Let $0 < \varepsilon < 1$, $0 < \delta < 1/2$ and let $k \leq \log n$ be an even integer. For each $(a, b) \in E$, let $\tilde{R}_{ab}$ be such that

$$(1 - \alpha) \cdot R_{ab} \leq \tilde{R}_{ab} \leq (1 + \alpha) \cdot R_{ab},$$

where $R_{ab}$ is the effective resistance of $(a, b)$ and $0 < \alpha < 1$. Let $\tilde{R} = \{\tilde{R}_{ab}/(1 - \alpha)\}_{(a, b) \in E}$. Let $H$ be the output of $\text{Sparsify}(G, \tilde{R}, k, \varepsilon, \delta)$ and let $\tilde{L}$ be its Laplacian. Then, with probability at least $1 - 2\delta$ we have:

1. $\tilde{L} \approx \varepsilon L$, and,
2. $H$ has $O \left( \frac{1 + \alpha}{1 - \alpha} \cdot \frac{1}{\delta^{1/2} k} \cdot \frac{\log n}{\varepsilon^2} \cdot n^{1 + \frac{2}{k}} \right)$ edges.

A proof of Lemma 10 can be found in the full version. Note that we could equivalently define $\text{Sparsify}$ to take approximate sampling probabilities as input (i.e., $(1 - \alpha)p_{ab} \leq \tilde{p}_{ab} \leq (1 + \alpha)p_{ab}$) rather than $\alpha$-approximate effective resistances and the same lemma applies.

4 Lower Bounds for Bounded-Independence Sampling

In this section we give a lower bound for sampling-based bounded independence sparsification. Our lower bound will hold even for unweighted, simple, regular graphs in which all the effective resistances are the same, so for this section, assume $G = (V = [n], E)$ is such a graph. In Section 3 we measure sparsity in terms of the number of edges in the graph. We use this measure rather than average degree because in weighted graphs, the degree of a vertex $v$ typically refers to the sum of the weights of the edges incident to $v$, whereas in sparsification algorithms we are trying to minimize the number of edges incident to $v$, regardless of their weight. In this section, we will sometimes refer to average degree rather than number of edges. When we refer to the average degree of a weighted graph, we mean the average number of edges incident to each vertex. For simple, unweighted graphs, these quantities are the same.
Fix some $\alpha > 0$. Theorem 9 tells us that if we want to sparsify $G$ to within error $\varepsilon$ and expected degree $s = O(n^{\alpha} \cdot \log n/\varepsilon^2)$, we can do so by sampling each edge with probability $p = s \cdot (n - 1)/|E|$ in a $k$-wise independent manner, where $k = 2/\alpha$ (rounded to an even integer).\(^5\) We now prove that $k \geq 4/3\alpha$ is essential for such a sampling procedure, at least for constant $\alpha$.

**Theorem 11** (lower bound for spectral sparsification via bounded independence). Fix $c > 0$. For every $\alpha \in (0, 4/15)$, there exist infinitely many $n$’s for which the following holds.

There exists a connected graph $G = (V = [n], E)$ whose effective resistances are all equal and a distribution $D \sim \{0, 1\}^{|E|}$ that is $k$-wise independent for $k = \lfloor 4/3\alpha \rfloor$ with marginals $1/2$ that would fail to sparsify $G$ to within any error $\varepsilon > 0$ and expected degree $s = c \log n \cdot n^{\alpha}$, where $\alpha > (1 - 2\alpha)/\alpha$.

More specifically, sampling a subgraph of $G$ according to $D$ would result in a disconnected graph with probability at least $1 - 2/2^n$.

We note that a disconnected graph fails to be a good spectral sparsifier of a connected graph, which is implicit in Theorem 11. Formally:

\(\triangleright\) **Claim 12.** Let $G$ and $\tilde{G}$ be undirected graphs on $n$ vertices with Laplacians $L$ and $\tilde{L}$, respectively. If $G$ is connected and $\tilde{G}$ is disconnected then $\tilde{L} \not\approx_\varepsilon L$ for any $\varepsilon > 0$.

We give a proof of Claim 12 in the full version of the paper.

### 4.1 Moore-Like Graphs With a Given Girth

Toward proving Theorem 11, we will need, for every bounded-independence parameter $k$, an infinite family of graphs satisfying certain properties. Recall that the **girth** of a graph $G$ is the length of the shortest cycle in $G$. We will need an infinite family of girth-$g$ graphs having large degree. Formally:

\(\triangleright\) **Definition 13.** Given $\gamma > 0$ and $g : \mathbb{N} \rightarrow \mathbb{N}$, an infinite family of graphs $\{G_i = (V_i = [n_i], E_i)\}_{i \in \mathbb{N}}$ is $(g, \gamma)$-Moorish if for every $i \in \mathbb{N}$, $G_i$ is connected, has girth at least $g(n_i)$ and is $d_i$-regular for some $d_i \geq n_i^{\gamma/g(n_i)} + 1$.

The problem of finding such families of graphs, or even proving their existence in some regime of parameters, has been widely studied in extremal graph theory. A simple counting argument (see also [8]) shows that $(g, \gamma)$-Moorish families of graphs can only exist when $\gamma \leq 2$:

\(\triangleright\) **Lemma 14** (the Moore bound, see, e.g., [8]). Every $d$-regular graph of girth $g$ on $n$ vertices satisfies $n \geq 2 \cdot ((d - 1)^{g/2} - 1)/(d - 2)$.

Still, no families with $\gamma$ approaching 2 for arbitrary girths are known. The Ramanujan graphs of Lubotzky, Phillips and Sarnak [38] were shown to obtain $\gamma \geq 4/3$ by Biggs and Boshier [7]. Lazebnik, Ustimenko and Woldar [32] slightly improved upon [38] in the lower-order terms, but more importantly for us, the family they construct consists of edge-transitive graphs.

\(^5\) We used the fact that for every $(a, b) \in E$, $p_{ab} \leftarrow \min \{1, R_{ab, s}\} = R_{ab, s} = R \cdot s$, which can be argued as follows. When all effective resistances equal $R$, we have $R = (n - 1)/|E|$ due to Theorem 6. Now, if $G$ has $n - s$ edges or fewer, then it already achieves the desired sparsity so without loss of generality we can assume that $|E| > n - s$. Hence, $R \cdot s < (n - 1)s/n\varepsilon < 1$. Also, the resulting graph should indeed be a weighted one, however all its weights will be the same, $1/p$. 
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Theorem 15 ([32]). For every prime power $d$ and even integer $g \geq 6$ there exists a $d$-regular explicit simple, edge-transitive graph with $n \leq 2d^g - \lfloor 2d^g \rfloor^{-4}$ vertices and girth $g$. In particular, for every prime power $d$ there exists a $(g, \gamma = 4/3)$-Moorish family of edge-transitive graphs, where $\Im(g) = \{6, 8, \ldots\}$.

Intuitively, in an edge-transitive graph the local environment of every edge (i.e., the vertices and edges adjacent to it) looks the same. More formally, an edge-transitive graph is one in which any two edges are equivalent under some element of its automorphism group. As the computation of the effective resistance is not affected by an automorphism, we can conclude the following claim.

Claim 16. Let $G = (V, E)$ be an unweighted edge-transitive graph. Then, for every two edges $e = (a, b)$ and $e' = (a', b')$ in $E$ it holds that $R_{ab} = R_{a'b'}$.

4.2 The Lower Bound Proof

We next prove our main result for this section, showing that Moorish edge-transitive graphs cannot be sparsified via bounded-independence edge sampling when $k$ is too small. Our proof can be seen as an extension of an argument by Alon and Nussboim [4], who studied the bounded independence relaxation of the usual Erdős-Rényi random graph model, where it is only required that the distribution of any subset of $k$ edges is independent. They provide upper and lower bounds on the minimal $k$ required to maintain properties that are satisfied by a truly random graph, and in particular they show that there exists a pairwise independent distribution $D$ over edges with marginals $1/2$ such that a random graph sampled from $D$ is disconnected almost surely.

As a warm-up, we extend the argument in [4] and show that 3-wise independence also does not suffice, even for the special case of sparsifying the complete graph.

Lemma 17. Let $G = (V = [n], E)$ be the complete graph. There exists a distribution $D \sim \{0, 1\}^{|E|}$ that is 3-wise independent with marginals $1/4$ such that sampling a subgraph of $G$ according to $D$ would result in a disconnected graph with probability at least $1 - 2/2^n$.

Proof. We first set some notations. Let $G(A, p)$ be the usual Erdős-Rényi model, in which each edge between two vertices in $A$ is included in the graph with probability $p$. Let $B(A)$ be the natural distribution over complete bipartite graphs: Choose a partition $A = A_1 \uplus A_2$ uniformly at random and include all edges between $A_1$ and $A_2$.

We construct $D \sim \{0, 1\}^{|E|}$ as follows. Choose a partition $[n] = V_0 \uplus V_1$ uniformly at random. On $V_0$, draw a graph from $G(V_0, 1/2)$ and on $V_1$, draw a graph from $B(V_1)$. Clearly, sampling $G'$ according to $D$ would result in a disconnected graph unless $V_0 = \emptyset$ or $V_1 = \emptyset$, which occurs with probability at most $2/2^n$, so what is left to show is that $D$ is 3-wise independent with marginals $1/4$.

This is equivalent to saying that for every $T \subseteq E$ with $|T| \leq 3$, $\Pr[\forall e \in T, D(e) = 1] = 1/4^{37}$. Let us first consider the case $|T| = 1$, i.e. $T = \{e\}$ for a single edge $e \in E$. Notice that $D(e) = 1$ only if both endpoints of $e$ appear in the same side of the partition $V_0 \uplus V_1$, which occurs with probability $1/2$, and given that this occurs, $e$ appears in $G(V_0, 1/2)$ or $B(V_1)$ with probability $1/2$. Thus, $\Pr[D(e) = 1] = 1/4$, as desired.

Next, fix a set $T \subseteq E$ of $t \in \{2, 3\}$ edges and note that we can assume without loss of generality that these edges form either a path or a triangle (for $t = 3$), as disjoint paths will occur independently. If $T$ forms a path, then similarly,
\[ \Pr[T \in D^{-1}(1)] = \Pr[V(T) \subseteq V_0] \cdot 2^{-t} + \Pr[V(T) \subseteq V_1] \cdot 2^{-t} = 2^{-(t+1)} \cdot 2^{-t} + 2^{-(t+1)} \cdot 2^{-t} = 4^{-t}, \]

which is what we want. If \( T \) forms a triangle, then using the fact that a bipartite graph is triangle-free,

\[ \Pr[T \in D^{-1}(1)] = \Pr[V(T) \subseteq V_0] \cdot \frac{1}{8} = 4^{-3}, \]

concluding the proof. \( \square \)

The above lemma shows that one cannot sparsify the complete graph via \((k = 3)\)-wise independent edge sampling. For a general \( k \), we indeed need to resort to Moore-like graphs.

**Proof of Theorem 11.** Recalling that \( k = \lfloor 4/3 \alpha \rfloor \), let \( g = k + 1 \) or \( g = k + 2 \), whichever is even. Set \( d_0 \) to be the first prime power larger than

\[
1 + \max \left\{ 2^{6/\alpha^8}, (2c)^{6/\alpha^2} \right\}.
\]

By Theorem 15, for every prime power \( d \geq d_0 \) there exists \( n = n(g,d) \) and a girth-\( g \), edge-transitive, \( d \)-regular graph graph \( G = (V = [n], E) \) (note that by our assumption that \( \alpha \leq 4/15 \), indeed \( g \geq 6 \)). From here onwards, fix such a \( d \) and \( n = n(g,d) \), observing that \( \{n(g,d)\}_{d \geq d_0} \) is infinite.

Choose \( \alpha_0 \) so that \( c \log n \cdot n^{\alpha_0} = d/2 \) so that marginals \( 1/2 \) correspond to expected sparsity \( s \). Using the fact that \( d \geq n^{4/3g} + 1 \), it can be verified that \( \alpha_0 \geq (1 - 2\alpha) \cdot \alpha \). Using that the fact that \( d \geq n^{4/3g} + 1 \),

\[
\alpha_0 \geq \frac{4}{3g} - \frac{\log(2c \log n)}{\log n} \geq \frac{4}{\alpha} + 6 - \frac{\log(2c \log n)}{\log n} \geq \left( 1 - \frac{3\alpha}{2} \right) \alpha - \frac{\log(2c \log n)}{\log n}.
\]

As \( n \leq (d - 1)^{3g} \) and \( n \geq 2 \cdot \frac{(d - 1)^{2g} - 1}{d - 2} \geq (d - 1)^{z^{-1}} \), the latter being the Moore bound, we have

\[
\frac{\log(2c \log n)}{\log n} \leq \frac{\log(2c) + \log \frac{3g}{2} + \log(d - 1)}{\log(d - 1)} \leq \frac{\log(2c)}{\log(d - 1)} + 2 \cdot \frac{\log\log(d - 1)}{\log(d - 1)} \leq \frac{\alpha^2}{2},
\]

where we used \( \frac{\log(2c)}{\log(d - 1)} \leq \frac{\alpha^2}{\alpha} \), \( \log \frac{3g}{2} + \log(d - 1) \leq \frac{\alpha^2}{2} \) and \( \frac{\log\log(d - 1)}{\log(d - 1)} \leq \frac{\alpha^2}{\alpha} \). Thus, overall, \( \alpha_0 \geq (1 - 2\alpha) \alpha \).

We now give a \( k \)-wise independent distribution with marginals \( 1/2 \) that fails to yield a good spectral sparsifier for \( G \), namely it will be disconnected with high probability.

To do so, construct \( D \sim \{0,1\}^{k|E|} \) as follows. Choose a partition \( |n| = V_0 \cup V_1 \) uniformly at random. Each random partition gives rise to an element \( D \sim \mathcal{D} \) in which for \( e = (u,v) \in E \), \( D(e) = 1 \) (i.e., the edge \( e \) is chosen to survive) if and only if either \( u, v \in V_0 \) or \( u, v \in V_1 \).

\( \square \) **Claim 18.** The distribution \( D \) is \( k \)-wise independent with marginals \( 1/2 \).

**Proof.** As in the proof of Lemma 17, it suffices to show that for every set \( T \subseteq E \) of \( t \leq k \) edges of \( G \) we have \( \Pr[T \subseteq D^{-1}(1)] = 2^{-t} \). First, similar to Lemma 17, note that we can assume without loss of generality that \( T \) is a connected component, since whenever \( T_1 \) and \( T_2 \) are over disjoint sets of vertices, \( \Pr[T_1 \cup T_2 \subseteq D^{-1}(1)] = \Pr[T_1 \subseteq D^{-1}(1)] \cdot \Pr[T_2 \subseteq D^{-1}(1)] \).

As the girth of \( G \) is larger than \( t \), it must be the case that \( A \) is a tree.

In such a case, where \( T \) contains no cycles, \( \Pr[T \subseteq D] \) is equal to the probability that all \( t + 1 \) vertices in \( T \) belong to the same partition, which is \( 2 \cdot 2^{-(t+1)} = 2^{-t} \). \( \square \)
By the way $D$ was constructed, it is clear that sampling $G'$ according to $D$ would result in a disconnected graph unless $V_0 = \emptyset$ or $V_1 = \emptyset$, which occurs with probability $1 - 2/2^n$, meaning that $G'$ almost surely does not $\varepsilon$-approximate $G$, for any $\varepsilon$.

We again stress that by the work in Section 3, we know that any $k$-wise independent distribution over the edges of $G$ with marginals $s \cdot (n-1)/|E|$ for $k = \lceil 2/\alpha \rceil$ would produce an $\varepsilon$-spectral sparsifier with expected degree $O(s)$ with high constant probability.

The above also implies that any improvement upon Moorish families of edge-transitive graphs will improve our lower bound. Assuming the existence of a $(g, \gamma = 2)$-Moorish family of edge-transitive graphs we are able to show that the result of Section 3 is essentially tight.

5 Spectral Sparsifiers in Deterministic Small Space

In this section we show that Sparsify can be derandomized space efficiently.

\textbf{Theorem 19 (deterministic small-space sparsification).} Let $G$ be an undirected, connected, weighted graph on $n$ vertices with Laplacian $L$. There is a deterministic algorithm that, when given $G$, an even integer $k$, and $0 < \varepsilon < 1$ outputs a weighted graph $H$ with Laplacian $\tilde{L}$ satisfying:

1. $\tilde{L} \approx_{\varepsilon} L$, and,
2. $H$ has $O\left(\frac{n}{\varepsilon} n^{1+2/k}\right)$ edges.

The algorithm runs in space $O(k \log(N \cdot w) + \log(N \cdot w) \log \log(N \cdot w))$, where $w = w_{\max}/w_{\min}$ is the ratio of the maximum and minimum edge weights in $G$ and $N$ is the bitlength of the input.

We use the standard model of space-bounded computation. The machine has a read-only input tape, a constant number of read/write work tapes, and a write-only output tape. We say the machine runs in space $s$ if throughout the computation, it only uses $s$ total tape cells on the work tapes. The machine may write outputs to the output tape that are larger than $s$ (in fact as large as $2^{O(s)}$) but the output tape is write-only. We use the following fact about the composition of space-bounded algorithms.

\textbf{Lemma 20.} Let $f_1$ and $f_2$ be functions that can be computed in space $s_1(n)$, $s_2(n) \geq \log n$, respectively, and $f_2$ has output of length $\ell_1(n)$ on inputs of size $n$. Then $f_2 \circ f_1$ can be computed in space

$$O(s_2(\ell_1(n)) + s_1(n)).$$

The natural way to derandomize Sparsify would be to iterate over all elements of the corresponding $k$-wise independent sample space. More formally, given $\{P_{ab}\}_{(a,b) \in E}$, let $I_{ab}$ be the indicator random variable that is 1 if and only if edge $(a,b)$ is chosen. If the $I_{ab}$’s are $k$-wise independent so that $\Pr[I_{ab} = 1] = p_{ab}$ (or some good approximation of $p_{ab}$), we are guaranteed to succeed with nonzero probability. Hence, at least one assignment to the $I_{ab}$’s taken from the $k$-wise independent is guaranteed to work. From Section 2.4 we know the sample space is small enough that we can afford to enumerate over all elements in it.

Towards proving Theorem 19, there are still three issues to consider:

1. Approximating the effective resistances $R_{ab}$ for every $(a,b) \in E$, space efficiently. Fortunately, we can do this with high accuracy using the result of Murtagh, Reingold, Sidford, and Vadhan [41] for approximating the pseudoinverse of a Laplacian, which we state shortly.
2. Verifying that a given set of random choices in Sparseify provides a sparse and accurate approximation to the input graph. The sparsity requirement is easy to check. To check that $\tilde{L} \approx \varepsilon L$, we devise a verification algorithm that uses the algorithm of [41]. The details are given in Lemma 25.

3. The Laplacian solver of [41] only works for multigraphs (graphs with integer edge weights) and we want an algorithm that works for general weighted graphs. To fix this, we extend the work of [41] by giving a simple reduction from the weighted case to the multigraph case. The details can be found in the full version of the paper.

5.1 Algorithm for Approximating Effective Resistances

A key ingredient in our deterministic sparsification algorithm is a deterministic nearly logarithmic space algorithm for approximating the pseudoinverse of an undirected Laplacian.

\[ \text{Theorem 21 ([41])} \]

Given an undirected, connected multigraph $G = (V, E)$ with Laplacian $L = D - A$ and $\varepsilon > 0$, there is a deterministic algorithm that computes a symmetric PSD matrix $\tilde{L}^+$ such that $\tilde{L}^+ \approx \varepsilon L^+$, and uses space $O(\log N \cdot \log \log N \cdot \varepsilon^2)$, where $N$ is the bitlength of the input (as a list of edges).

Note that the space complexity above assumes that the multigraph is given as a list of edges. If we instead think of parallel edges as integer edge weights, then $N$ should be replaced by $N \cdot w_{\max}$, where $w_{\max}$ is the maximum edge weight in $G$ since an edge of weight $w$ gets repeated $w$ times in the edge-list representation. To work with general weighted graphs, we extend the result of [41].

\[ \text{Lemma 22 (small space laplacian solver for weighted graphs)} \]

Given an undirected connected weighted graph $G = (V, E, w)$ with Laplacian $L = D - A$, and $0 < \varepsilon < 1$, there exists a deterministic algorithm that computes a symmetric PSD matrix $\tilde{L}^+$ such that $\tilde{L}^+ \approx \varepsilon L^+$, and uses space $O(\log(N \cdot w) \cdot \log \log(N \cdot w/\varepsilon))$, where $w = w_{\max}/w_{\min}$ is the ratio of the maximum and minimum edge weights in $G$ and $N$ is the bitlength of the input.

A proof of Lemma 22 can be found in the full version. Lemma 22 immediately gives an algorithm for computing strong multiplicative approximations to effective resistances.

\[ \text{Lemma 23.} \]

Let $G = (V, E, w)$ be an undirected, connected, weighted graph and let $R_{ab}$ be the effective resistance of $(a, b) \in E$. There is an algorithm that computes a real number $\tilde{R}_{ab}$ such that

\[(1 - \varepsilon) \cdot R_{ab} \leq \tilde{R}_{ab} \leq (1 + \varepsilon) \cdot R_{ab}\]

and uses space $O(\log(N \cdot w) \cdot \log \log N / \varepsilon^2)$, where $w = w_{\max}/w_{\min}$ is the ratio of the maximum and minimum edge weights in $G$ and $N$ is the bitlength of the input.

See the full version for a proof of Lemma 23.

Next we show how we test whether two matrices spectrally approximate each other. We will need the following claim about the space complexity of matrix multiplication.

\[ \text{Claim 24.} \]

Given $n \times n$ matrices $M_1, \ldots, M_k$, their product $M_1 \cdot \ldots \cdot M_k$ can be computed using $O(\log N \cdot \log k)$ space, where $N$ is the bitlength of $(M_1, \ldots, M_k)$.

The proof of Claim 24 uses the natural divide and conquer algorithm and the fact that two matrices can be multiplied in logarithmic space. A detailed proof can be found in [41].
5.2 Testing for Spectral Proximity

In this section we give our deterministic, small-space procedure for verifying that two Laplacians spectrally approximate one another.

Lemma 25. There exists a deterministic algorithm that, given undirected, connected, weighted graphs \( \tilde{G} \) and \( G \) with Laplacians \( \tilde{L}, L \), and \( \varepsilon, \alpha > 0 \), outputs YES or NO such that
1. If \( \tilde{L} \approx \varepsilon L \), then the algorithm outputs YES, and,
2. If \( \tilde{L} \not\approx \varepsilon \sqrt{1 + \alpha} L \) then the algorithm outputs NO.

The algorithm uses space \( O(\log(N \cdot w) \cdot \log \log \frac{N \cdot w}{\alpha \varepsilon} + \log(N \cdot w) \cdot \log \frac{1}{\alpha}) \), where \( w = w_{\text{max}}/w_{\text{min}} \) is the ratio of the maximum and minimum edge weights in \( G \) and \( \tilde{G} \) and \( N \) is the bitlength of the input.

The high level idea for the proof is that testing whether two matrices \( L \) and \( \tilde{L} \) spectrally approximate each other can be reduced to approximating the spectral radius of a particular matrix
\[
M = \left( \frac{(\tilde{L} - L) L^+}{\varepsilon} \right)^2.
\]

In fact, it will be sufficient to check whether the trace of a sufficiently high power of \( M \) is below a certain threshold to deduce whether the spectral radius of \( M \) does not exceed 1. For intuition, replace the matrices with scalars \( m, \ell, \) and \( \tilde{\ell} \) where
\[
m = \left( \frac{\tilde{\ell} - \ell}{\varepsilon \cdot \ell^2} \right)^2.
\]

Then, \( m \leq 1 \) implies \( \sqrt{m} \leq 1 \), which implies \( |\tilde{\ell} - \ell| \leq \varepsilon \cdot \ell - \) the kind of relative closeness we want between the matrices \( \tilde{L} \) and \( L \) when aiming for spectral approximation. The proof of Lemma 25 can be found in the full version.

5.3 Completing the Proof of Theorem 19

We can now prove the main result of this section. As noted above, the algorithm proceeds by first approximating the sampling probabilities and then sparsifying \( G \) where the surviving edges are chosen from a small \( k \)-wise independent sample space whose marginals are set properly. Each potential sparsifier is checked using the algorithm given in Section 5.2.

Proof of Theorem 19. Set \( \delta = \frac{1}{4}, \varepsilon = \frac{4 \varepsilon}{5} \) and
\[
s = \frac{18c \log n}{\varepsilon^2} \cdot \left( \frac{n}{s} \right)^{2/k},
\]
for \( \alpha \) soon to be determined. These parameters are chosen in accordance with the parameters required for Sparsify to succeed with probability 1/2 and approximation error \( \varepsilon \) (see Lemma 10). Set \( \alpha' = \alpha/(4 + \alpha) \). We compute approximate effective resistances \( \tilde{R}_{ab} \) for each edge \( (a, b) \) in \( G \) using Lemma 23, so that
\[
(1 - \alpha') R_{ab} \leq \tilde{R}_{ab} \leq (1 + \alpha') R_{ab}.
\]
This takes \( O(\log(N \cdot w) \log \log((N \cdot w)/\alpha)) \) space. Then, we compute approximate sampling probabilities as follows:
\[
\tilde{p}_{ab} = \alpha' \cdot \left[ \frac{1}{\alpha'} \cdot \min \left\{ 1, w_{ab} \cdot \tilde{R}_{ab} \cdot s/(1 - \alpha') \right\} \right]
\]
That is, we truncate the required (approximate) sampling probabilities to \( \log \frac{1}{\alpha} \) bits of precision. In particular, denoting the precise sampling probabilities by \( p_{ab}^* = \min \{1, w_{ab} \cdot R_{ab} \cdot s\} \), we have

\[
\min\{1, w_{ab} \cdot \tilde{R}_{ab} \cdot s/(1 - \alpha')\} - p_{ab}^* \leq w_{ab} \cdot s \cdot R_{ab} \cdot \left(\frac{1 + \alpha'}{1 - \alpha'} - 1\right) = p_{ab}^* \cdot \frac{2\alpha'}{1 - \alpha'} \leq \alpha/2
\]

Furthermore, we have an additional error of \( \alpha' \) due to the truncation so \(|\tilde{p}_{ab} - p_{ab}^*| \leq \alpha/2 + \alpha' \leq \alpha\).

We want to set \( \alpha \) so that \( \tilde{p}_{ab} \) is a multiplicative approximation to \( p_{ab}^* \) for all \((a, b) \in E\), which requires \( \alpha \) to be smaller than \( \min_{(a, b) \in E} (p_{ab}^*) \).

\[\text{Claim 26.} \quad \text{Let } d_{\max} \text{ be the maximum weighted degree over all vertices in } G. \text{ Then, for all } (a, b) \in E, \ p_{ab}^* \geq 1/d_{\max}.\]

\[\text{Proof.}\quad \text{Since } s > 1 \text{ and } w_{ab} \geq 1 \text{ (all edge weights are positive integers) we have } p_{ab}^* \geq R_{ab}. \text{ Let } \lambda_{\min}(C) \text{ denote the minimal nonzero eigenvalue of a matrix } C. \text{ To lower bound } R_{ab}, \text{ we use the variational characterization of eigenvalues and the definition of effective resistance to write}
\]

\[
R_{ab} = (e_a - e_b)^\top L^+ (e_a - e_b) \geq \lambda_{\min}(L^+) \cdot \|e_a - e_b\|^2 = \frac{2}{\|L\|} \geq \frac{1}{d_{\max}}.
\]

Note that we can indeed consider the minimal nonzero eigenvalue of \( L^+ \) because \( e_a - e_b \) is perpendicular to the one-dimensional kernel of \( L \) (the all-ones vector).

In light of the above, we can set \( \alpha \) so that \( 1/\alpha = 2 \cdot d_{\max} = O(N \cdot w) \) and get a 1/2-multiplicative approximation to the sampling probabilities.

Now, consider the \( k \)-wise independent sample space \( D \subseteq \{0, 1\}^{|E|} \) guaranteed to us by Lemma 8, substituting \( t = [\log(1/\alpha')] \). By Lemma 8, each element of \( D \) can be sampled using

\[
O(k \cdot \max\{\log(1/\alpha'), \log |E|\}) = O(k \cdot \log(N \cdot w))
\]

space. For each element of \( D \), construct the corresponding sparse graph. Note that the space used to cycle through each element can be reused. Lemma 10 tells us that at least \( 1 - 2\delta = 1/2 \) of the Laplacians of the resulting graphs \( \hat{\varepsilon} \)-approximate the Laplacian of \( G \) and have

\[
O\left(\frac{1 + 1/2}{1 - 1/2} \cdot \frac{1}{\delta^{1+2/k}} \cdot \frac{\log n}{\varepsilon^2} \cdot n^{1 + \frac{k}{2}}\right) = O\left(\frac{\log n}{\varepsilon^2} \cdot n^{1 + \frac{k}{2}}\right)
\]

edges. For each of these graphs, we run the verification algorithm with accuracy parameter 9/16, which is guaranteed to find a graph with the above sparsity whose Laplacian approximates the Laplacian of \( G \) with error

\[
\hat{\varepsilon} \cdot \sqrt{1 + \frac{9}{16}} = 4\varepsilon \cdot \sqrt{\frac{25}{16}} = \varepsilon
\]

in space

\[
O\left(\log(N \cdot w) \cdot \log \log \frac{16N \cdot w}{9\varepsilon} + \log(N \cdot w) \cdot \log \frac{16}{9}\right) = O\left(\log(N \cdot w) \cdot \log \frac{N \cdot w}{\varepsilon}\right).
\]
Again, the space used for the verification process can be reused. Adding up the space complexities gives us a total of

\[ O\left( k \log(N \cdot w) + \log(N \cdot w) \log \log \frac{N \cdot w}{\varepsilon} \right) \]

space. Note that the final result is vacuous when \( \varepsilon \leq 1/n \) so we can without loss of generality assume that \( \varepsilon \geq 1/n \). This gives a total space complexity of \( O(k \log(N \cdot w) + \log(N \cdot w) \log \log(N \cdot w)) \).
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1 Introduction

The worst-case analysis of problems has a long tradition and has led to a complexity theory that allows us easily to classify many problems. Such complexity theories do not only exist for the time complexity, but also for other resources such as space. There are complexity classes for approximations, parallel computations, randomization, parameterized algorithms, and many more. Usually they come with complete problems under certain reductions.

The average-case analysis of problems is less developed, but Levin showed quite early that there exist problems that are hard to solve even on random inputs [19]. He considered problems together with input distributions and defined reductions that take the probability distribution into account. This also led to complete problems for an analogue of NP in the average-case...
world. This theory has been constantly refined. For example, Gurevich [17] showed some inherent limitations of these techniques. Ben-David et al. showed a rare connection to the worst-case world: If all problems in NP with a “simple” probability distribution on the inputs can be solved in average polynomial time, then \( \text{NEXPTIME} = \text{EXPTIME} \) [1]. Such connections are extremely rare and the latter one together with all others suffer from a severe problem: They rely on quite unnatural probability distributions. Up to today no connection seems to exist that shows, e.g., that if some natural problem in NP is hard to solve on average under a uniform distribution, then \( \text{P} \neq \text{NP} \). Such a result would be a big breakthrough.

It has to be noted, however, that it is in general not easy even to find problems that are hard on average (with a uniform distribution). Having such problems is crucial in cryptography. The RSA system is based on the assumption that factoring the product of two primes is hard on average, but we cannot prove today that the existence of an algorithm that can factor in polynomial time on average would imply some unexpected collapse between worst-case complexity classes.

Many problems that are hard in the worst-case become easy on average. Take for example the three-coloring problem on graphs. While NP-complete this problem can be solved in constant time on average when drawing the graph from a uniform distribution of all graphs of size \( n \): It is easy to see that you can find a triangle in expected constant time by just looking for one among the first three vertices, then the next three and so on. Each time you find a triangle with probability \( \frac{1}{8} \) and you find a triangle on average with only eight tries. See for example [4] for a similar but more complicated example.

The same holds for finding any fixed size subgraph or induced subgraph. This means that \( p\text{-CLIQUE} \), the problem of finding a clique of size \( k \), can be solved in expected \( f(k)\text{poly}(n) \) time for some function \( f \) if the input is a uniformly distributed graph of size \( n \). Parameterized complexity shows that it is unlikely to solve the same problem in \( f(k)\text{poly}(n) \) time in the worst-case [9]. Fountoulakis, Friedrich, and Hermelin showed that finding cliques is in FPT if the probability in the random graph is an almost arbitrary function of its size [14].

In this paper we look at first-order model checking on uniformly distributed random graphs and more generally on Erdős–Rényi graphs with a constant edge probability. In this model we assume that each possible edge in a graph with \( n \) vertices exists independently with a probability of \( p \). While in the worst-case the FO model checking problem seems to become harder the more quantifier alternations we have, this hierarchy collapses when looking at the average time complexity. We will show that the dominating set problem is as hard as the whole model checking problem. We also identify a very natural problem on boolean matrices that has the same complexity: Does a random boolean matrix have \( k \) rows whose logical AND is the zero vector? We conclude that this matrix problem and the dominating set problem are hard on average (unless the very general model checking problem is easy, which would be unexpected). Finally we consider also the Even Set problem, which has been finally shown to be \( \text{W}[1] \)-hard in the worst-case [2] and is similar to the above mentioned matrix problem. Nevertheless it turns out that Even Set can be efficiently solved on random instances.

Among the techniques “half”-reductions play an important role. While in a reduction \( f \) from \( A \) to \( B \) you require that \( w \in A \) iff \( f(w) \in B \), we often need only one direction: Showing “if \( w \in A \) then \( f(w) \in B \)” is sufficient if \( f(w) \in B \) holds with a very small probability. Having an algorithm for \( B \) we can then solve \( A \) as follows. Compute \( f(w) \) and find out whether \( f(w) \in B \) holds. If not, conclude that \( w \notin A \). If yes, then solve \( w \in A \) with a very slow, but simple algorithm. As this happens with a small probability it does not spoil the expected running time.
2 Preliminaries

Parameterized complexity

Parameterized complexity was introduced by Downey and Fellows in a series of papers to investigate further what makes problems hard to solve (see, e.g., [5, 6, 7, 8, 9, 13, 22]). Instead of measuring the run time solely as a function on the input length, it may also depend on other parameters of the input. A parameterized problem has therefore a parameter \( k \) and the input length \( n \) and we classify a problem as fixed parameter tractable if it can be solved in time \( f(k) \text{poly}(n) \) for some computable function \( f \). If an NP-hard problem is fixed parameter tractable, then it runs in polynomial time for every fixed value of \( k \) and the degree of the polynomial does not depend on \( k \). In particular this means that there exist efficient algorithms for scenarios where the parameter is small.

In this paper we will look at distributional problems on random graphs and boolean matrices. Here a distributional problem will be a parameterized problem together with a probability distribution of the inputs. Usually we will denote such a distributional problem by stating the problem and the probability distribution separately.

We use the notation of Flum and Grohe [13] for parameterized problems. The first two important problems we consider are the dominating set problem on undirected graphs and a simple problem on boolean matrices:

- **Definition 1.**

  p-Dominating Set

  **Input:** A graph \( G \) and \( k \in \mathbb{N} \).
  
  **Parameter:** \( k \)
  
  **Problem:** Is there a dominating set of size \( \leq k \) for \( G \)?

  p-Matrix(\( \land \))

  **Input:** A boolean matrix \( M \in \{0,1\}^{n \times n} \) and \( k \in \mathbb{N} \).
  
  **Parameter:** \( k \)
  
  **Problem:** Are there \( k \) rows in \( M \) whose logical AND is the zero vector?

Logic on graphs and the zero-one law

We use graphs as a structure \((V,E)\) where \( V \) is the vertex set and \( E \) the binary edge relation. Instead of \( Euv \) we will write \( u \sim v \), which expresses that there is an edge between \( u \) and \( v \) in an undirected graph. First-order (FO) formulas on graphs are atomic formulas of the form \( x = y \) or \( x \sim y \) or one of the following: \( \phi \land \psi \), \( \phi \lor \psi \), \( \neg \phi \), \( \forall x \phi \), \( \exists x \phi \), where \( \phi \) and \( \psi \) are already FO-formulas. The semantics are as expected. A sentence is a formula without free variables.

- **Definition 2.** We define the first-order model checking problems on graphs. The more general problem on relational structures can be reduced to this more special problem [13].

  p-MC(FO)

  **Input:** A first-order sentence \( \phi \) and a graph \( G \)
  
  **Parameter:** \(|\phi|\), the length of \( \phi \)
  
  **Problem:** Does \( \phi \) hold in \( G \), i.e., \( G \models \phi \)?
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For example, the formula \( \exists x_1 \exists x_2 \ldots \exists x_k \forall y \bigvee_i (x_i = y \lor x_i \sim y) \) expresses that a graph has a dominating set of size at most \( k \). If a formula \( \phi \) holds for a graph \( G \) we write \( G \models \phi \). If a formula \( \phi \) follows from a set of formulas \( \Phi \) we write \( \Phi \models \phi \). This is the case iff there is a formal derivation of \( \phi \) from \( \Phi \), which we write as \( \Phi \vdash \phi \). Sometimes we will use colored graphs, which we represent by a graph \( G \) and a coloring function \( \chi \) mapping vertices to a set of colors. Formulas can speak about colors via atomic formulas of the form \( \chi(x) = \text{red} \) and we write \( (G, \chi) \models \phi \) if the formula \( \phi \) is true for \( G \) with colors \( \chi \).

By \( G(n, p) \) we denote an Erdős–Rényi-graph with \( n \) vertices and edge probability \( p \), where edges exist independently from each other with a probability of exactly \( p \in [0, 1] \). Fagin [11] proved the zero-one law for first-order sentences, which states that for every sentence \( \phi \) either \( \lim_{n \to \infty} \Pr[G(n, 1/2) \models \phi] = 0 \) or \( \lim_{n \to \infty} \Pr[G(n, 1/2) \models \phi] = 1 \). With other words, a graph property that is expressible in first-order logic either holds asymptotically almost surely or almost never. Given \( \phi \) as an input, it can be decided whether the limit is 0 or 1 and Grandjean showed that it turns out to be a PSPACE-complete problem [15]. An important role in the proof of the zero-one law play the so-called extension axioms (not to be confused with the axiom of extension in Zermelo–Fraenkel set theory). They state that every constant-size set of vertices is connected in every possible way to other vertices. For a set or vector of variables \( x_1, \ldots, x_k \) we will often write \( \bar{x} \). With this notation an extension axiom can be written as

\[
\forall \bar{x} \forall \bar{y} \exists \bar{z} \left( \bigwedge_{i,j} x_i \neq y_j \rightarrow \bigwedge_i (x_i \sim z \land y_i \not\sim z) \right).
\]

For an extension axiom it is easy to see that it holds almost surely, but if we look at the whole set \( \Phi \) of all extension axioms it turns out that there is only one countable model up to isomorphisms, the so-called Rado graph, which contains every finite and countable infinite graph as an induced subgraph. Hence by the Łoś–Vaught Theorem [20, 23], \( \Phi \models \phi \) or \( \Phi \models \neg \phi \) for every first-order sentence \( \phi \). This means also that either \( \Phi \vdash \phi \) or \( \Phi \vdash \neg \phi \). To find out which one is true we can just enumerate all proofs. Note that in a proof only a finite number of formulas from \( \Phi \) are used and the proof itself is of course also finite. The result by Grandjean states that this can be done in polynomial space.

All these observations suggest that FO-model checking should be easy on random graphs: Just find out from \( \phi \) alone whether it holds almost surely or almost never. Then verify that this is indeed the case for the given \( G \). The strategy of using an abundance of witnesses suggests itself, just as the triangle finding described in the introduction. While this intuition is correct for purely existential formulas, life becomes much harder when considering formulas with quantifier alternations.

In worst-case complexity FO-model checking with a fixed number of quantifier alternations form the complete problems for the A-hierarchy [12]. Among known results about the relationship to other complexity classes are \( W[t] \subseteq A[t] \) and \( W[1] = A[1] \). To today’s knowledge this hierarchy appears to be proper, see e.g. [3]. A collapse of the A-hierarchy implies a collapse of both the W-hierarchy and of the polynomial hierarchy.

In this paper we investigate how hard FO-model checking is on average, which could be interpreted as looking at the average-case analogue to the A-hierarchy. In the worst-case model checking purely existential formulas is already \( W[1] = A[1] \)-complete, while it is easy to see that you can achieve expected FPT time (because of abundance of witnesses). If we turn to edge probabilities apart from \( 1/2 \) and look at Erdős–Rényi graphs \( G(n, p) \) with a constant \( p \) the problem stays in expected FPT time. Grohe showed that for sparse Erdős–Rényi graphs \( G(n, d(n)/n) \) with \( d(n) = n^{o(1)} \) the whole \( p \)-MC(FO) can be solved in expected FPT time [16]. The latter result also holds for graphs with vertex colors and it turns out
that for colored random graphs Grohe’s result is optimal with regard to the edge density: For no \( \epsilon > 0 \) and \( G(n, n^\epsilon/n) \) is it possible to solve colored-\( p \)-MC(FO) in expected FPT time unless \( \text{AW}[*] \subseteq \text{FPT}/\text{poly} \) [10].

**Universal sets, bisectors, and colorings**

| Definition 3. Let \( n \in \mathbb{N} \) and \( k \in \mathbb{N} \) with \( n \geq 2k \). |
| 1. A family \( \mathcal{U} \) of functions \([n] \to \{0, 1\}\) is called an \((n, k)\)-universal set if for every subset \( M \subseteq [n] \) of size \(|M| = k\) and every \( M' \subseteq M \) there is a function \( f \in \mathcal{U} \) such that \( f(t) = 0 \) for every \( t \in M' \) and \( f(t) = 1 \) for every \( t \in M - M' \). |
| 2. A family \( \mathcal{B} \) of functions \([n] \to \{0, 1\}\) is called a \( k \)-universal bisector family if for every subset \( M \subseteq [n] \) of size \(|M| = k\) there is a function \( f \in \mathcal{B} \) such that \( f(t) = 0 \) for every \( t \in M \) and every function \( f \) bisects \([n]\) in two sets of almost the same size: \(|f^{-1}(0)| = \lfloor n/2 \rfloor\). |
| 3. A family \( \mathcal{C} \) of functions \([n] \to \{\text{black}, \text{white}, \text{gray}\}\) is called a \( k \)-universal coloring if for every subset \( M \subseteq [n] \) of size \(|M| = k\) and every \( M' \subseteq M \) there is a function \( f \in \mathcal{C} \) such that \( f(t) = \text{black} \) for every \( t \in M' \) and \( f(t) = \text{white} \) for every \( t \in M - M' \). Moreover, \(|f^{-1}(\text{gray})| = \lfloor n/2 \rfloor\) for every \( f \in \mathcal{C} \). |

\((n, k)\)-universal sets are a well-known concept that has been used, e.g., in the derandomization of algorithms. Naor, Schulman, and Srinivasan designed such a family that can be constructed in linear time and has size \(2^k k O(\log k) \log n\) [21].

The concept of a universal bisector is somehow orthogonal to \((n, k)\)-universal sets. Combining both concepts leads to \((n, k)\)-universal colorings that will always color half of the nodes gray.

A simple idea to build a \( k \)-universal bisector family of small size is this: For every size \( k \) subset \( M \) of \([2k]\) we define the function

\[
b_M : [n] \to \{0, 1\}, \quad b_M(t) = \begin{cases} 0 & \text{if } t \mod 2k \in M \\ 1 & \text{otherwise,} \end{cases}
\]

where \( a \mod b \) is the remainder when dividing \( a \) by \( b \).

Assume that \( S \subseteq [n] \) with \(|S| \leq k\). If we choose \( M \) such that it contains \( t \mod 2k \) for every \( t \in S \) (and some more elements), then clearly \( b_M(i) = 0 \) for every \( i \in S \). Hence, we have a \( k \)-universal bisector family. If \( n \) is a multiple of \( 2k \) then \( b_M^2(0) = n/2 \) because every group of \( 2k \) elements is split equally. The last group, however, can be split unevenly leading to an error of \( O(k) \). Algorithmically such a family of functions that bisects with a small error would be sufficient for our purposes. It is, however, possible to achieve perfect balance at a small cost in the size of the family, which makes their application slightly easier. The next lemma shows that universal bisector families exist.

We leave the smallest possible size of such families as an open question as it is not a critical issue for the results of this paper, but give two comments on the issue: If \( n = 2k \) you have to use all \( \binom{2k}{k} = \Theta(k^{-1/2}4^k) \) possible balanced bipartitions and it seems that a size of \( O^*(4^k) \) is already optimal. If \( n \) is much bigger, however, a random perfect bipartition works with a relatively high probability of \( \Omega^*(2^k) \) and suggests that families of size \( O^*(2^k) \) exist, although it is not immediately clear how to construct families of that size.

**Lemma 4.** For every \( k \in \mathbb{N} \) and \( n \geq 2k(2k + 1) \) there is a \( k \)-universal bisector family of size \( O(4^k) \). A table of all functions in the family can be computed in time \( O(4^kn) \), which is linear in the size of the table.
Proof. We use a slight modification of the construction in (1). Let \( n = 2kd + r \) with \( r < 2k \). Let us call the last \( r \) elements of \([n]\) the jokers. We define

\[
b_M(t) = \begin{cases} 
0 & \text{if } t < 2kd \text{ and } t \text{ mod } 2k \in M, \\
1 & \text{if } t < 2kd \text{ and } t \text{ mod } 2k \notin M, \\
t \text{ mod } 2 & \text{if } t \geq 2kd.
\end{cases}
\]

Such a function \( b_M(t) \) maps exactly \([n/2]\) elements to 0 and is therefore perfectly balanced, but those function do not give us a universal family of bisectors. If \( S \) contains odd jokers, not all of \( S \) is mapped to 0. We can overcome this problem by using \( 2k + 1 \) families build in this way, but where each family uses a different interval in \([n]\) to place the jokers. In that way for each \( S \subseteq [n] \) of size up to \( 2k \) there will be one family where \( S \) does not contain a joker (by the pigeon-hole principle). There is enough space for these intervals if \( n \geq 2k(2k + 1) \) and the resulting universal family of bisectors has size \((2k + 1)4^k\).

Combining \( k \)-universal bisectors and \((n, k)\)-universal sets leads easily to \((n, k)\)-universal colorings.

\[\blacktriangleright\text{Lemma 5.} \] For every \( k \in \mathbb{N} \) and \( n \geq 2k(2k+1) \) there is an \((n, k)\)-universal coloring family of size \( 8^k k^{O(\log k)} \log n \). A table of all functions in the family can be computed in linear time.

Proof. We use a \( k \)-universal bisector family \( \mathcal{B} \) of size \( O(4^k) \) from Lemma 4 and an \((n, k)\)-universal set \( \mathcal{U} \) of size \( 2^k k^{O(\log k)} \log n \) according to [21]. For \( f \in \mathcal{U} \) and \( g \in \mathcal{B} \) we define a function \( h : [n] \rightarrow \{\text{black, white, gray}\} \) as follows:

\[
h(v) = \begin{cases} 
gray & \text{if } g(v) = 1 \\
black & \text{if } g(v) = 0 \text{ and } f(v) = 0 \\
white & \text{if } g(v) = 0 \text{ and } f(v) = 1
\end{cases}
\]

It is easy to see that the set of all such \( h \)'s forms an \((n, k)\)-universal family of colorings. \[\blacktriangleleft\]

3 Results

We define the following three formulas:

\[
\phi \equiv \forall x \forall y \exists z \left( \bigwedge_{i,j=1}^{k} x_i \neq y_j \rightarrow \bigwedge_{i=1}^{k} (x_i \sim z \land y_i \not\sim z) \right)
\]

\[
\phi' \equiv \forall x \forall y \exists z \left( \bigwedge_{i=1}^{k} \left( \chi(x_i) = \text{black} \land \chi(y_i) = \text{white} \right) \rightarrow \chi(z) = \text{gray} \land \bigwedge_{i=1}^{k} (x_i \sim z \land y_i \not\sim z) \right)
\]

\[
\phi'' \equiv \forall x \forall y \exists z \left( \bigwedge_{i=1}^{k} \left( \chi(x_i) = \text{black} \land \chi(y_i) = \text{white} \right) \rightarrow \chi(z) = \text{gray} \land \bigwedge_{i=1}^{k} (x_i \not\sim z \land y_i \not\sim z) \right)
\]

The next lemma uses \( k \) in the formulas \( \phi \) and \( \phi' \) as the parameter.

\[\blacktriangleright\text{Lemma 6.} \] If there is an algorithm that, given a graph \( G = G(n, 1/2) \) and a coloring \( \chi : \hat{G} \rightarrow \{\text{gray, black, white}\} \), can decide in expected FPT time whether \( (G, \chi) \models \phi' \), then there is an algorithm that can decide for \( G = G(n, 1/2) \) in expected FPT time whether \( G \models \phi \).
Proof. Let $X$ be a $2k$-universal family of colorings. Given a graph $G$ first solve $(G, \chi) \models \phi'$ for every $\chi \in X$ in expected FPT time. If the answer is yes for every $\chi$, then we can conclude $G \models \phi$, as by using a universal family of colorings, we have covered all distinguishable ways to color the nodes of $G$. Assume that $(G, \chi) \models \phi'$ for every $\chi \in X$, but $G \not\models \phi$. Then there exist $\bar{x}, \bar{y}$ where $\bar{x}$ and $\bar{y}$ are distinct such that for all $z$, $\bigwedge_{i=1}^{k} (x_i \sim z \land y_i \not\sim z)$ is unsatisfied. However, as $|\bar{x}| = |\bar{y}| = k$ and $X$ is a $2k$-universal family of colorings, there is in particular a coloring $\chi \in X$ such that $\chi(\bar{x}) = \text{black}$ and $\chi(\bar{y}) = \text{white}$. If we assume that $G \not\models \phi$ and $\chi$ are particular $\bar{x}, \bar{y}$, then clearly also $(G, \chi) \not\models \phi'$ for these choices of $\chi$ and $\bar{x}, \bar{y}$.

We cannot tell whether $G \models \phi$ holds or not if $(G, \chi) \not\models \phi'$ for at least one coloring $\chi \in X$. The probability that this happens is exponentially small in $n$ as we will show in the following. The negation of $\phi'$ reads

$$\exists \bar{x} \exists \bar{y} \forall z \left( \bigwedge_{i=1}^{k} (\chi(x_i) = \text{black} \land \chi(y_i) = \text{white}) \land (\chi(z) = \text{gray} \rightarrow \bigvee_{i=1}^{k} (x_i \not\sim z \lor y_i \sim z)) \right).$$

Once the coloring and $\bar{x}, \bar{y}$ are fixed, the probability that a gray vertex $z$ is not connected to some $x_i$ or connected to some $y_i$, is exactly $1 - 2^{-2k}$. This happens with all $\frac{\binom{n}{k}}{2^k} + O(k)$ many gray vertices with a probability of $(1 - 2^{-2k})^{\frac{\binom{n}{k}}{2^k}} + O(k)$. Altogether the probability of $G \not\models \phi'$ is

$$\sum_{\chi \in X} P[(G, \chi) \not\models \phi'] \leq |X| \left( \binom{n}{k} \right) \left( 1 - \frac{1}{2^k} \right)^{\frac{\binom{n}{k}}{2^k} + O(k)} = 8^k n^{O(k)} \left( 1 - \frac{1}{2^k} \right)^{\frac{\binom{n}{k}}{2^k} + O(k)} = e^{-n^2 - 2^{-k} - 1 + O(k \log n)},$$

because there are $|X| \leq 8^k \text{poly}(n)$ (Lemma 5) many colorings and at most $\binom{n}{k} \left( \frac{n-k}{k} \right)^k = n^{O(k)}$ ways to choose $\bar{x}$ and $\bar{y}$. In that case, we can solve $G \models \phi$ by brute force in $n^{O(k)}$ time. For big enough $n$, the expected running time of the complete algorithm then remains in expected FPT time as long as $(G, \chi) \models \phi'$ is decidable in expected FPT time. The tradeoff works as long as $n^k$ is subexponential and for large $k$ the problem is automatically in FPT even in the worst-case.

Let $\tilde{G}_\chi = (V, E')$ be defined as follows: If $\chi(u) = \text{gray}$ and $\chi(v) = \text{black}$ or $\chi(u) = \text{black}$ and $\chi(v) = \text{gray}$ then $uv \in E'$ iff $uv \not\in E$. Otherwise $uv \in E'$ iff $uv \in E$.

Informally speaking, $\tilde{G}_\chi$ is the same graph as $G$, but edges are replaced by non-edges and vice versa between a vertex pair that is colored black and gray. It is important to note that if $G$ is random then $\tilde{G}_\chi$ is also random, although the edge probability of the flipped edges of $\tilde{G}_\chi$ are inverted. This poses no problem if the edge probability is $1/2$, but wreaks havoc when it is not. Edge probabilities different from $1/2$ are discussed in Section 4.

**Lemma 7.** Let $G$ be a graph and $\chi$ a coloring. Then $(G, \chi) \models \phi'$ iff $(\tilde{G}_\chi, \chi) \models \phi''$.

**Proof.** The only difference between $\phi'$ and $\phi''$ is $x_i \sim z$ versus $x_i \not\sim z$. This subformula is only relevant when $x_i$ is black and $z$ is gray, as it is guarded by that condition.

A coloring $\chi : [n] \rightarrow \{\text{black, white, gray}\}$ is balanced if $\lfloor n/2 \rfloor$ numbers are mapped to gray.

**Lemma 8.** If we can solve $\text{p-MATRIX}(\land)$ on random $n \times n$-matrices in expected FPT time, then we can solve $(G, \chi) \models \phi''$ for every balanced coloring $\chi$ on $G(n, 1/2)$ in expected FPT time.
Proof. Let \( G = (V, E) \) be a random graph with \( n \) vertices and \( \chi \colon V \to \{ \text{gray}, \text{black}, \text{white} \} \) be a balanced coloring. Assume first that \( n \) is even and that \( V = \{ v_1, \ldots, v_{n/2}, u_1, \ldots, u_{n/2} \} \) where \( v_i \) are not gray and \( u_i \) are gray. We construct a matrix \( M \in F_{n/2 \times n/2} \) such that \( M_{ij} = 0 \) iff \( v_i u_j \in E \). This matrix is random and therefore we can find out in expected FPT time whether there are \( 2k \) rows \( i_1, \ldots, i_{2k} \) whose logical AND is 0. If this is not the case then \( (G, \chi) |\phi'' \rangle \). Choosing \( \overline{x} \) and \( \overline{y} \) corresponds to picking \( 2k \) rows \( i_1, \ldots, i_{2k} \) of \( M \). Choosing \( z \) corresponds to picking a column \( j \) of \( M \). As \( M \) is a no-instance regardless what \( i_1, \ldots, i_{2k} \) are, the AND of the corresponding rows is never 0. So there is a column \( j \) with \( M_{ij} = 1 \) for all \( i \in \{ i_1, \ldots, i_{2k} \} \) and correspondingly in \( G \) there is a gray \( z \) for every black \( \overline{x}, \) white \( \overline{y} \) that is non-adjacent to all of \( \overline{x} \) or \( \overline{y} \) and we can conclude \( (G, \chi) |\phi'' \rangle \) follows. Otherwise (if there are no such \( 2k \) rows) we can test in time \( n^{O(k)} \) whether \( (G, \chi) |\phi'' \rangle \), but if it is a no-instance we can conclude that \( M \) is also a no-instance and then \( (G, \chi) |\phi'' \rangle \) follows. Otherwise, we can again use a brute-force solution in time \( n^{O(k)} \). ◀

\[ \text{Lemma 9. If we can solve p-Dominating Set on } G(n, 1/2) \text{ in expected FPT time, then we can solve p-Matrix(\wedge) on random matrices in expected FPT time.} \]

Proof. (Sketch) Let \( M \in F_{2n \times n} \) be a random matrix. Let \( \bar{M} = M \oplus 1 \) (pointwise negation of \( M \)). Then \( \bar{M} \) contains \( k \) rows whose AND is zero iff the directed graph \( H \) with \( \bar{M} \) as its adjacency matrix has a dominating set of size \( k \), which corresponds to the logical OR of \( k \) rows in \( \bar{M} \) to be equal to the one vector.
Solving \( p \)-Dominating Set on \( G(n, 1/2) \)

Lemma 9

\[ \text{Solving } p \text{-Matrix}(\land) \text{ on uniformly distributed square matrices} \]

Lemma 8

\[ \text{Solving } (G, \chi) \models \phi'' \text{ on } G(n, 1/2) \]

Lemma 7

\[ \text{Solving } (G, \chi) \models \phi' \text{ on } G(n, 1/2) \]

Lemma 6

\[ \text{Solving } G \models \phi \text{ on } G(n, 1/2) \]

Lemma 10

\[ \text{Solving the FO-model checking problem on } G(n, 1/2) \]

Lemma 10.

If there is an algorithm that can decide \( G \models \phi \) on \( G(n, 1/2) \) in expected FPT time, then there is an algorithm that solves \( p \)-MC(FO) on \( G(n, 1/2) \) in expected FPT time.

Proof. Let \( \Phi \) be the set of extension axioms and \( \psi \) be a first-order formula on the logic of graphs. Remember that then either \( \Phi \models \psi \) or \( \Phi \models \neg \psi \) [11]. We can enumerate all proofs that use axioms in \( \Phi \) in ascending order of length. Eventually we will find a proof \( \Psi \models \psi \) or \( \Phi' \models \neg \psi \) for a finite subset \( \Phi' \subseteq \Phi \). In our formulation of extension axioms (where \( \bar{x} \) and \( \bar{y} \) have the same size and only \( x_i \neq y_j \), but not \( x_i \neq x_j, y_i \neq y_j \) is required), a longer axiom implies all shorter ones. Therefore there is a single extension axiom \( \phi \) with \( 2k + 1 \) variables such that \( \phi \models \psi \) or \( \phi \models \neg \psi \). The length of \( \phi \) and \( k \) are bounded by a function of
the length of $\psi$ because the whole proof that we found depends only on $\psi$. We decide in expected FPT time on the parameter $|\phi|$ and therefore also on the parameter $|\psi|$ whether $G \models \phi$. If the answer is yes we can conclude whether $G \models \psi$ holds and we are done. The answer is no only with an exponentially small probability in the number $n$ of vertices if $|\phi|$ is small (for example if $|\phi| = O(\log n)$): There are $n - 2k$ possibilities to choose $z$ outside of $\bar{x}$ and $\bar{y}$ and then the probability that $z$ is correctly connected to them is exactly $2^{-2k}$. Hence the probability of no is at most $n^{2k}(1 - 2^{-2k})^{n-2k} = \Omega(e^{-n/2k} + k \log n)$ and we can use a brute-force $n^{O(k)}$ algorithm in that case.

▶ Theorem 11. **p-Dominating Set** can be solved on $G(n, 1/2)$ in expected FPT time iff $p$-MC(FO) can be solved on $G(n, 1/2)$ in expected FPT time.

**Proof.** Assume $p$-Dominating Set can be solved on $G(n, 1/2)$ in expected FPT time. By Lemmas 9, 8, 7, 6, and 10 we can conclude that $p$-MC(FO) can be solved on $G(n, 1/2)$ in expected FPT time. The other direction is trivial as $p$-Dominating Set is a special case of $p$-MC(FO), where the length of the formula is linear in the size of the sought-after dominating set. See Figure 2 for an overview.

▶

4 Playing with the probability

Up to now we were looking at the uniform distribution of graphs, which corresponds to an edge probability of $1/2$. It seems at first glance that all the proof techniques should also work for an arbitrary constant probability of $0 < p < 1$. A close look at the proofs, however, shows that Lemma 7 uses the fact that $p$ is a brute-force $n^{O(k)}$ algorithm in that case. We flip gray–black edges, which changes their probability from $p$ to $1 - p$, which is only harmless when $p = 1/2$. The next lemma shows that we can prove a variant for an arbitrary edge probability.

▶ Lemma 12. If we can solve $G \models \phi''$ on $G(n, p)$ in expected FPT time for some rational number $0 < p \leq 1/2$, then we can also solve $G \models \phi'$ on $G(n, p)$ in expected FPT time.

**Proof.** Let $G'$ be a graph and $\chi$ a coloring and $\bar{G}'_\chi$ be the same graph with edges between a black and gray vertex flipped. Then $(\bar{G}'_\chi, \chi) \models \phi''$ iff $(G', \chi) \models \phi'$. However, if the edge probability in $G'$ is $p$ then the edge probability in $\bar{G}'_\chi$ is different: $1 - p$ for gray–black edges and $p$ for the others. Assume we can change that by turning every gray–black edge that is present in $\bar{G}'_\chi$ into a non-edge with probability $\frac{p}{1-p}$ such that the resulting probability for each edge is exactly $p$. Let us call the resulting graph $\bar{G}''_\chi$, which is distributed as $G(n, p)$ if $G'$ is distributed as $G(n, p)$.

It is easy to see that $(G', \chi) \models \phi'$ follows from $(\bar{G}''_\chi, \chi) \models \phi''$ because $\phi''$ remains true when removing edges. Nevertheless, the probability of $(\bar{G}''_\chi, \chi) \models \phi''$ is exponentially close to one. Therefore we can solve $(G', \chi) \models \phi'$ as follows: First find out whether $(\bar{G}''_\chi, \chi) \models \phi''$ in expected FPT time. If the answer is yes, we can conclude that $(G', \chi) \models \phi'$. Otherwise, we solve $(G', \chi) \models \phi'$ in $n^{O(k)}$ time.

We have, however, assumed that we can delete an edge with probability $p/(1 - p)$, which would be true for a randomized algorithm. Using bisector families iteratively by applying the next family on the vertices that were mapped to 0 we can assume that the $\bar{x}$, $\bar{y}$ that are witnesses for $(\bar{G}''_\chi, \chi) \not\models \phi''$ are among the first $\epsilon n$ vertices for any $\epsilon > 0$. Instead of testing whether $\phi''$ holds on the whole graph we can now test only the subgraph induced by the first $\epsilon n$ black and white vertices and all gray vertices. There are at most $\epsilon n^2$ edges between a relevant black and some gray vertex. Hence, we need only to simulate $\epsilon n^2$ coin tosses with a heads probability of $p(1 - p)$, which is a rational number. Using von Neumann’s trick we can
simulate such a coin toss using expected $O(1)$ random bits [24]. Chernoff bounds show that the total number of such bits needed remains $O(\epsilon n^2)$ with a probability exponentially close to one. We can thus use the edges between gray vertices, there are $\binom{n}{2}/2$ many, as a coin toss with probability $p$. If we run out of simulated random bits, we can use a brute-force algorithm.

Finally, we show that changing the probability does not make the problems harder or easier. This shows a certain robustness of the average-case complexity of $p$-MC(FO), $p$-Matrix($\wedge$), and $p$-Dominating Set.

**Theorem 13.** Let $0 < p, q < 1$, $p, q \in \mathbb{Q}$. $p$-MC(FO) can be solved on $G(n, p)$ in expected FPT time iff dominating set can be solved on $G(n, q)$ in expected FPT time.

**Proof.** You can check that all steps in Figure 2 work for a probability other than $1/2$ except Lemma 7 (Lemmas 8 and 9 change $p$ to $1-p$ and together leave it untouched). Plugging in Lemma 12 instead makes the whole chain work for any $0 < p \leq 1/2$. If we can solve $p$-MC(FO) on $G(n, p)$ we can solve it on $G(n, 1-p)$, too, by complementing the graph and interchanging $\sim$ and $\not\sim$ in the formula. So far this shows that all problems in Figure 2 are in expected FPT or none of them on inputs distributed with an edge probability $p$ for the graph problems and a probability of $p$ that an entry is 1 for $p$-Matrix($\wedge$), but we still have to show that we can change the probability to $q$ without making the problem harder or easier.

For this purpose we use $p$-Matrix($\wedge$). Let $M$ be a matrix with probability $p$ and we assume that $p < q$, otherwise we can invert the matrix and use $1-p$ and $1-q$. Similar to the proof of Lemma 12 we use iterated bisectors to reduce the problem of finding $k$ rows to finding them in the first $\epsilon n$ rows. We can then take a square submatrix consisting of the first $\epsilon n$ rows and columns. Using the entries outside of this submatrix as coin tosses with heads probability $p$, we simulate coin tosses with a head probability of $1-q/p$. As before the probability is exponentially small that we do not succeed in the simulation (and have to use a brute-force algorithm). We use the $1-q/p$-coins to change a 1 in the submatrix to a 0 with probability $1 - q/p$. Then the probability of a 1 in the submatrix becomes $q$. Now we can use the postulated algorithm to solve $p$-Matrix($\wedge$) on the transformed submatrix. If the answer is no for all bisectors then we can answer no. If the answer is at least once yes, which happens with an exponentially small probability, we can use a brute-force algorithm.

The technique used above relies on $p$ and $q$ being rational numbers as we need to simulate a coin toss with head probability $1 - q/p$, which is not necessarily possible for uncomputable probabilities (or even for very inefficiently computable ones).

## 5 Average Case Complexity of Even Set

The problem $p$-Matrix($\wedge$) turned out to be as hard as $p$-MC(FO) on random graphs. Instead of looking for $k$ rows whose logical AND is the zero vector, we can also consider the related problem where we look for $k$ rows whose exclusive or is zero. This variant is actually a problem well-known under the name Even Set and has many other equivalent definitions.

**Definition 14.**

<table>
<thead>
<tr>
<th>p-Even Set</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong></td>
</tr>
<tr>
<td><strong>Parameter:</strong></td>
</tr>
<tr>
<td><strong>Problem:</strong></td>
</tr>
</tbody>
</table>
This problem was one of the original open problems in Downey and Fellows’ book on parameterized complexity [8] and one of the few that has not been solved for a long time. Bhattacharyya et al. recently succeeded to classify the problem as $W[1]$-hard [2] under randomized fpt-reductions. As the problem is very similar to $p$-Matrix$(\land)$ we could expect that it is similarly hard on random matrices. It turns out, however, that we can solve it on uniformly distributed boolean square matrices in expected FPT time.

Theorem 15. \textit{$p$-Even Set} can be solved in expected FPT time on uniformly distributed random square matrices.

Proof (Sketch). Assume that $M$ is a boolean $n/2 \times n$ matrix for an even $n$ and $\Pr[M_{ij}] = 1/2$ independently for every $1 \leq i \leq n/2$, $1 \leq j \leq n$. It is easy to see and well-known (see, e.g., [18]) that the probability that $M$ has not full rank is exponentially small in $n$.

Hence, we can proceed as follows to solve $p$-Even Set: First use a universal bisector family on a square matrix to select half the rows to form an $n/2 \times n$ matrix. If the original matrix was a yes-instance of $p$-Even Set, then it contained $k$ rows whose exclusive or is the zero vector. Then the same holds for at least one of the transformed $n/2 \times n$ matrices. We check all of them for full rank. If all have full rank, then we conclude that the original matrix was a no-instance. Otherwise we use a brute-force $n^{O(k)}$ algorithm. This happens with small probability: As the $n/2 \times n$-matrices are random, all of them have full rank with high probability. The proof can easily be adjusted for odd $n$.

It has to be noted that $p$-Even Set might behave quite differently on rectangular matrices. If a matrix has $n$ columns, but $n^2$ rows it seems impossible to reduce the problem back to a square matrix and it is quite possible that the problem is then hard on average.

6 Conclusion

We have shown that the dominating set problem, which is with one quantifier alternation fairly low in the hierarchy of first-order definable properties, is nevertheless as hard to solve on average as any other problem that is first-order expressible. Stronger evidence for hardness under random instances would be a theorem that bridges the worlds of average-case and worst-case complexities. For example, some collapse in the $W$- or $A$-hierarchies implied by an efficient algorithm for dominating set on average instances would be a breakthrough.

A detail that is missing in this paper is the generalization of Theorem 13 to non-rational probability. We believe that more complicated techniques beyond the scope of this paper prove a generalization to even non-computable numbers, but we leave it as an open question to find a simple argument, which probably exists.
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Abstract

We study the maximum weight perfect $f$-factor problem on any general simple graph $G = (V, E, \omega)$ with positive integer edge weights $\omega$, and $n = |V|, m = |E|$. When we have a function $f : V \to \mathbb{N}_+$ on vertices, a perfect $f$-factor is a generalized matching so that every vertex $u$ is matched to exactly $f(u)$ different edges. The previous best results on this problem have running time $O(mf(V))$ [Gabow 2018] or $\tilde{O}(W(f(V))^{2.373})$ [Gabow and Sankowski 2013], where $W$ is the maximum edge weight, and $f(V) = \sum_{u \in V} f(u)$. In this paper, we present a scaling algorithm for this problem with running time $O(mn^{2/3}\log W)$. Previously this bound is only known for bipartite graphs [Gabow and Tarjan 1989]. The advantage is that the running time is independent of $f(V)$, and consequently it breaks the $\Omega(mn)$ barrier for large $f(V)$ even for the unweighted $f$-factor problem in general graphs.
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1 Introduction

Suppose we are given an undirected simple graph $G = (V, E, \omega)$ on $n$ vertices and $m$ edges, with positive integer edge weights $\omega : E \to \{1, 2, \cdots, W\}$. Let $f : V \to \mathbb{N}_+$ be a function that maps vertices to positive integers. An $f$-factor is a subset of edges $F \subseteq E$ such that $\deg_F(u) \leq f(u)$ for all $u \in V$, and $F$ is a perfect $f$-factor if $\deg_F(u) = f(u)$ for all $u \in V$. In this paper we are concerned with computing a perfect $f$-factor with maximum edge weights.

For polynomial running time algorithms, the previous best result on this problem has running time $2\tilde{O}(mf(V))$ [8], where conventionally $f(V) = \sum_{v \in V} f(v)$. When edge weights are small integers, a pseudo-polynomial running time of $\tilde{O}(W\sqrt{f(V)})^{2.373}$ was obtained using algebraic approaches by [9]. For unweighted graphs, one can achieve $\tilde{O}(m\sqrt{f(V)})$ running time using algorithms from [13, 6]. Faster algorithms with running time independent of $f(V)$ were obtained previously but only in bipartite graphs: [11] gave a scaling algorithm that runs in time $\tilde{O}(m^{2/3}n^{5/3}\log W)$ solving the more general min-cost unit-capacity max-flow problem.

1 Of course, original definition of $f$-factors means perfect ones (e.g. in [16]), but we follow the definition from [13] which does not require perfectness for convenience.

2 In this paper $\tilde{O}(\cdot)$ hides $\log n$ factors.
and the time bound for bipartite $f$-factor was later improved to $O(m \min\{n^{2/3}, m^{1/2}\} \cdot \log W)$ in [10], and the time bound for min-cost flow was further improved to $O(mn^{1/2})$ and $O(mn^{10/7} \log W)$ using algebraic approaches [15, 1]. For the maximum weight $f$-factor problem, if one is willing to settle for approximate solutions instead of the exact maximum, linear time algorithms can be found from [13, 2]. A closely related problem is the min-cost perfect $b$-matching, in which every edge can be matched multiple times. There are several classical results for $b$-matchings [10, 4, 7, 8].

In this paper we prove the following result, which is the first one to break the $\Omega(mn)$ barrier for perfect $f$-factors in general graphs.

**Theorem 1.** There is a deterministic algorithm that computes a maximum weight perfect $f$-factor in $O(mn^{2/3} \log W)$ time.

### 1.1 Technical overview

Our algorithm is based on the scaling approach for maximum weight matching in general graphs that runs in time $O(m \sqrt{n} \log W)$ from [3] and the blocking flow method in [5, 14, 12]. Here we begin with a sketch of our idea on finding a perfect $f$-factor in an unweighted graph. To generalize it to weighted graphs, we will adapt the scaling algorithmic framework for maximum weight perfect matching from [3].

The algorithm for the unweighted case uses primal-dual approach for $f$-factors which was presented in [8]. It maintains a set of dual variables $\lambda : V \to \mathbb{Z}$ and $z : 2^V \to \mathbb{N}$, as well as a laminar family of blossoms $\Omega \subseteq 2^V$ and a compatible $f$-factor $F$, which are initialized as $\lambda = 0$, $z = 0$, $F = \Omega = \emptyset$. Basically, the algorithm invokes for $Cn^{2/3}$ times the Edmonds search procedure under an approximate complementary slackness constraint on $F, \lambda, z, \Omega$, where $C$ is a sufficiently large constant. The key idea is that when $G$ is a simple graph, after that we wish to prove that the total deficiency of the current $f$-factor $F$ is bounded by $O(n^{2/3})$, namely $\sum_{v \in V} (f(v) - \deg_F(v)) \leq O(n^{2/3})$. If this is true, then we only need extra $O(n^{2/3})$ rounds of Edmonds searches to reach a perfect $f$-factor.

Let $F^*$ be an arbitrary perfect $f$-factor. To upper bound the total deficiency $\sum_{v \in V} (f(v) - \deg_F(v)) \leq O(n^{2/3})$, we need to bound the total number of edge-disjoint augmenting walks in $F^* \oplus F$. Consider any augmenting walk which is specified by a sequence of consecutive edges $(u_1, u_2), (u_2, u_3), \ldots, (u_{2s-1}, u_{2s})$, where $(u_2-1, u_2) \in F^*, (u_2, u_{2s+1}) \in F$, and all $u_i$’s but $u_1, u_{2s}$ are saturated vertices ($\deg_F(u_i) = f(u_i)$). If we start the search for $y$-values of all vertices equal to some positive constant, then $y$-values of unsaturated vertices remain equal. Since $u_1, u_{2s}$ are both unsaturated vertices, we have $y(u_1) = y(u_{2s}) = -Cn^{2/3}$.

**No blossoms.** For bipartite graphs, we do not need to consider blossoms, so we can use the idea from [12, 5]. By approximate complementary slackness we know: $y(u_{2s-1}) + y(u_{2s}) \geq -2, y(u_{2s}) + y(u_{2s+1}) \leq 0$. Then we have $y(u_{2s+1}) - y(u_{2s-1}) \leq 2, y(u_{2s-1}) \geq Cn^{2/3}$. Consider the sequence of duals: $y(u_1), y(u_2), \ldots, y(u_{2s-1})$. This sequence starts with a small value $y(u_1) = -Cn^{2/3}$ but ends with a large value $y(u_{2s-1}) \geq Cn^{2/3}$, and so intuitively many of the differences $y(u_{2s+1}) - y(u_{2s-1})$ should be positive. However, given the upper bound $y(u_{2s+1}) - y(u_{2s-1}) \leq 2$, we would know many differences $y(u_{2s+1}) - y(u_{2s-1})$ can only belong to a very narrow range (1, 2). In this case, since $y(u_{2s+1}) + y(u_{2s}) \geq -2, y(u_{2s}) + y(u_{2s+1}) \leq 0$, it must be $-1 - y(u_{2s-1}) \leq y(u_{2s+1}) \leq -y(u_{2s-1})$. In words, this augmenting walk contains an edge in $V_q \times V_q$, where $V_q = \{|y(u) - x| \leq 1 | u \in V\}, q = y(u_2)$.

Since there are many different such pairs $y(u_{2s-1}), y(u_{2s+1})$, intuitively we can imagine this augmenting walk contains edges in $V_q \times V_q$ for $\Omega(n^{2/3})$ different integer $q$’s. If the number of augmenting walks is $\omega(n^{2/3})$, there will be $\Omega(n^{2/3})$ different $V_q \times V_q$’s intersecting
\(\omega(n^{2/3})\) augmenting walks each. By the pigeon-hole principle, there exists one such \(q\) such that \(|V_q \cup V_{-q}| \leq O(n^{1/3})\). As \(G\) is a simple graph, the total number of edge-disjoint augmenting walks that contains an edge in \(V_q \times V_{-q}\) is at most \(|V_q \cup V_{-q}|^2 = O(n^{2/3})\), which comes to a contradiction.

**Handling blossoms.** The major difficulty for general graphs comes from the blossoms. We use the generalized blossoms introduced in [8], and utilize the blossom dissolution technique from [3], but it will become much more complicated for \(f\)-factors. To analyze the influence of blossoms, let us divide \(\Omega\) into two categories: large and small. A blossom \(B \in \Omega\) is large if \(|B| \geq n^{1/3}\). For small blossoms, we know by definition, the total number of edges contained in any small blossoms is bounded by \(n^{4/3}\). So if \(F^* \oplus F\) contains \(\geq Cn^{2/3}\) augmenting walks, then most augmenting walks contain \(O(n^{2/3})\) small blossom edges. To restore the argument we discussed in previous paragraphs, we could safely remove those vertices incident to any edges belonging to small blossoms from the sequence \(u_1, u_3, u_5, \cdots, u_{2s-1}\), and we could still work with a very long sequence of vertices that are not removed (if \(C\) is large).

As for large blossoms, we could prove that \(\sum_{B \in \Omega} z(B) \leq Cn^{2/3}\). Basically, this is because the total number of root large blossoms is always bounded by \(n^{2/3}\), and so each round of Edmonds search could increase this sum by at most \(n^{2/3}\), and therefore the algorithm could raise \(\sum_{B \in \Omega} z(B)\) at most \(Cn^{2/3}\) during \(Cn^{2/3}\) executions of Edmonds search. Once we have a good handle of the total sum \(\sum_{B \in \Omega} z(B) \leq O(n^{2/3})\), we could argue that the “average influence” of large blossoms on each augmenting walk is bounded by \(O(n^{2/3})\), if \(F^* \oplus F\) has more than \(Cn^{2/3}\) augmenting walks.

1.2 Structure of our paper

In Section 2 we define the notations and basic concepts we will use in the paper, while in Section 3 the algorithm is given. A brief analysis of the running time of the algorithm is given in Section 4. Due to page limit, many details of the proofs are omitted, which can be found in the full version of this paper.

2 Preliminaries

2.1 Notations

Our input is a weighted simple graph \(G = (V, E, \omega)\) without self-loops and a function \(f : V \rightarrow \mathbb{N}_+\). For \(S \subseteq V\), define \(f(S) = \sum_{v \in S} f(v)\), and let \(\delta(S)\) and \(\gamma(S)\) be sets of edges with exactly one endpoint in \(S\), respectively, and \(\delta(v)\) is an abbreviation for \(\delta(\{v\})\). For any edge subset \(F \subseteq E\), define \(\delta_F(S) = \delta(S) \cap F\), \(\omega(F) = \sum_{e \in F} \omega(e)\), and \(\deg_F(u) = |F \cap \{(u, v) \in E\}|\). \(F \subseteq E\) is called an \(f\)-factor if \(\deg_F(u) \leq f(u)\) for all \(u \in V\). For an \(f\)-factor \(F\), the deficiency of \(u\) in \(F\) is defined as \(f(u) - \deg_F(u)\) and \(u\) is saturated by \(F\) if \(f(u) - \deg_F(u) = 0\). When all vertices are saturated, \(F\) is called a perfect \(f\)-factor.

Edges in \(F\) are called matching edges. For a graph \(G\) and a subset of vertices \(U\), \(G[U]\) denotes the subgraph of \(G\) induced by \(U\).

2.2 Blowup graphs

Instead of running on the original graph, our algorithm will be operating on an auxiliary weighted graph \(\hat{G} = (\hat{V}, \hat{E}, \mu)\) which is called the blowup graph. \(\hat{V}\) contains all original vertices in \(V\). For each edge \(e = (u, v)\) in the original graph, add two vertices \(e_u, e_v\) to \(\hat{V}\) and add
three edges \((u, e_u), (e_u, e_v), (e_v, v)\) to \(E\). All vertices in \(V\) are called original vertices, and the newly added vertices are called auxiliary vertices. Then assign \(\mu(u, e_u) = \mu(v, e_v) = \omega(u, v), \mu(e_u, e_v) = 0\) and \(f(e_u) = f(e_v) = 1\).

The purpose of transferring original graph \(G\) to \(\mathcal{G}\) is mainly to avoid edges contained in the sets \(I(B)\) for disjoint blossoms \(B\). (See subsection Blossom.) Note that the number of vertices in \(\mathcal{G}\) is \(n + 2m\), so we need to carefully analyze the running time. It is easy to see the following, whose proof is in the full version of this paper.

\[\text{Lemma 2. Computing maximum weight perfect } f\text{-factor in } G \text{ and } \mathcal{G} \text{ are equivalent.}\]

### 2.3 LP formulation

Computing maximum weight perfect \(f\)-factor on the blowup graph \(\mathcal{G} = (V, \mathcal{E}, \mu)\) can be expressed as a linear program [8]:

\[\text{maximize } \sum_{e \in \mathcal{E}} \mu(e)x(e)\]

\[\text{subject to } \sum_{e \in \delta(v)} x(e) = f(v), \forall v \in V\]

\[\sum_{e \in \gamma(B) \cup I} x(e) \leq \left\lfloor \frac{f(B) + |I|}{2} \right\rfloor, \forall B \subseteq V, I \subseteq \delta(B)\]

\[0 \leq x(e) \leq 1, \forall e \in \mathcal{E}\]

Its dual LP is written as the following.

\[\text{minimize } \sum_{v \in V} f(v)y(v) + \sum_{B \subseteq V, I \subseteq \delta(B)} \left\lfloor \frac{f(B) + |I|}{2} \right\rfloor z(B, I) + \sum_{e \in \mathcal{E}} u(e)\]

\[\text{subject to } yz(e) + u(e) \geq \mu(e), \forall e \in \mathcal{E}\]

\[z(B, I) \geq 0, u(e) \geq 0\]

Here \(yz(u, v)\) is defined as: \(yz(u, v) = y(u) + y(v) + \sum_{B, I: (u, v) \in \gamma(B) \cup I, I \subseteq \delta(B)} z(B, I)\).

### 2.4 Blossoms

We follow the definitions and the terminology of [8, 13] for \(f\)-factor blossoms. A blossom is specified by a tuple \((B, \mathcal{E}_B, \beta(B), \eta(B))\), where \(B \subseteq V\) is a subset of vertices, \(\mathcal{E}_B \subseteq \mathcal{E}\) a subset of edges, \(\beta(B) \in B\) a special vertex which is called the base, and \(\eta(B)\) is either null or an edge from \(\delta(\beta(B)) \cap \delta(B)\). Blossoms follow an inductive definition below.

\[\text{Definition 3 (Blossom, [8, 13]). A single vertex } v \text{ forms a trivial blossom, also called a singleton. Here } B = \{v\}, \mathcal{E}_B = \emptyset, \beta(B) = v, \text{ and } \eta(B) \text{ is null. Inductively, let } B_0, B_1, \cdots, B_{l-1} \text{ be a sequence of disjoint singletons or non-trivial blossoms. Suppose there exists a closed walk } C_B = \{e_0, e_1, \cdots, e_{l-1}\} \text{ starting and ending with } B_0 \text{ such that } e_i \in B_i \times B_{i+1}, (B_l = B_0). \text{ The vertex set } B = \bigcup_{i=0}^{l-1} B_i \text{ is identified as a blossom if the following are satisfied:}\]

1. Base. If \(B_0\) is a singleton, the two edges incident to \(B_0\) on \(C_B\), i.e., \(e_0\) and \(e_{l-1}\), must both be matched or both be unmatched.
2. Alternation. Fix a \(B_i\), \(i \neq 0\). If \(B_i\) is a singleton, exactly one of \(e_{i-1}\) and \(e_i\) is matched.

   If \(B_i\) is a non-trivial blossom, \(\eta(B_i) = e_{i-1}\) or \(e_i\).
The edge set of the blossom \( B \) is \( E_B = C_B \cup \bigcup_{i=0}^{j-1} E_{B_i} \) and its base is \( \beta(B) = \beta(B_0) \). If \( B_0 \) is not a singleton, \( \eta(B) = \eta(B_0) \). Otherwise, \( \eta(B) \) may either be null or one edge in \( \delta(B) \cap \delta(B_0) \) that is the opposite type of \( e_0 \) and \( e_{l-1} \).

A blossom is called root blossom if it is not contained in any other blossom. Blossoms have two different types: light and heavy. If \( B_0 \) is a singleton, \( B \) is light/heavy if \( e_0 \) and \( e_{l-1} \) are both unmatched/matched. Otherwise, \( B \) is light/heavy if \( B_0 \) is light/heavy.

**Definition 4.** Given an \( f \)-factor \( F \), an alternating walk on \( G \) is a sequence of consecutive edges \( (u_1,u_2),(u_2,u_3),\cdots,(u_{i-1},u_i) \) such that:

- \((u_i,u_{i+1})\in E\) are different edges \( 1 \leq i < l \).
- exactly one of \((u_{i-1},u_i),(u_i,u_{i+1})\) belongs to \( F \), \( 1 < i < l \).

This walk is called an augmenting walk if both \((u_1,u_2),(u_{l-1},u_l)\) \( \notin F \).

When searching for an augmenting walk, a blossom behaves as a unit in the graph. These properties are formally stated by the following lemma.

**Lemma 5 ([8, 13]).** Let \( v \) be an arbitrary vertex in \( B \). There exists an even length alternating walk \( P_0(v) \) and an odd length alternating walk \( P_1(v) \) from \( \beta(B) \) to \( v \) using edges in \( E_B \). Moreover, the terminal edge of \( P_{0,1}(v) \) incident to \( \beta(B) \) must have a different type than \( \eta(B) \), if \( \eta(B) \) is defined.

We also introduce the notion of maturity of blossoms below.

**Definition 6 (Mature Blossom, [8, 13]).** A blossom is mature with respect to an \( f \)-factor \( F \) if the following requirements are satisfied.

1. Every vertex \( v \in B \setminus \{\beta(B)\} \) is saturated, namely \( \deg_F(v) = f(v) \).
2. The deficiency of \( \beta(B) \) is at most 1. Furthermore, if it is 1, then \( B \) must be a light blossom and \( \eta(B) \) is null; otherwise, \( \eta(B) \) is defined.

Our algorithm always keeps a set \( \Omega \) of mature blossoms and maintains a non-negative value \( z(B) \) for each \( B \in \Omega \). For each blossom \( B \), define a set \( I(B) \subseteq \delta(B) \) as \( I(B) = \delta_F(B) \oplus \{\eta(B)\} \).

### 2.5 Augmenting path

To find augmentations, we need to work with the contraction graph \( \hat{G} \) where every root blossom is contracted to a single node.

**Definition 7 ([8, 13]).** Let \( F, \Omega \) and \( \hat{G} \) be an \( f \)-factor, a set of blossoms and the graph obtained by contracting every root blossom in \( \Omega \), respectively. \( \hat{P} = (B_0,e_0,B_1,e_1,\cdots,B_l) \in \hat{G} \) is called an augmenting path if the following requirements are satisfied.

1. The terminals \( B_0 \) and \( B_l \) must be unsaturated singletons or unsaturated light blossoms.
   If \( \hat{P} \) is a closed path \( (B_0 = B_l) \), \( B_0 \) must be a singleton and the deficiency of \( \beta(B_0) \) is at least 2. Otherwise \( B_0 \) and \( B_l \) can be either singletons or blossoms and their deficiency must be positive.
2. If the terminal vertex \( B_0 \) (\( B_l \)) is a singleton, then the incident terminal edges \( e_0 \) (\( e_{l-1} \)) must be unmatched. Otherwise, they can be either matched or unmatched.
3. Let \( B_i, 0 < i < l \) be an internal singleton or blossom. If \( B_i \) is a singleton, then exactly one of \( e_{i-1} \) and \( e_i \) is matched. If \( B_i \) is a non-trivial blossom, then \( \eta(B_i) \) is \( e_{i-1} \) or \( e_i \).

To avoid misunderstanding, we emphasize the difference between the augmenting path and the augmenting walk. First they are defined on \( \hat{G} \) and \( G \) respectively. Second, an augmenting walk can pass through a vertex in \( \hat{G} \) several times but an augmenting path can pass through a vertex in \( \hat{G} \) (except the endpoint) only once. In the following parts, these two concepts are used in different scenarios.
Next we define a concept of the alternating path, which is weaker than the concept of the augmenting path.

**Definition 8.** Let \( F, \Omega \) and \( \hat{G} \) be an \( f \)-factor, a set of blossoms and the graph obtained by contracting every root blossom in the \( \Omega \). A simple path \( \hat{P} = \langle B_0, e_0, B_1, e_1, \cdots, B_l \rangle \) is called an alternating path if it satisfies the following requirements.

1. The terminals \( B_0 \) must be unsaturated singletons or unsaturated light blossoms.
2. If the terminal vertex \( B_0 \) is a singleton, then the incident terminal edges \( e_0 \) must be non-matching. Otherwise, they can be either matching or non-matching.
3. For each \( 1 \leq i < l \), if \( B_i \) is a singleton, then exactly one of \( e_{i-1}, e_i \) is matched. Otherwise, \( \eta(B_i) = e_{i-1} \) or \( e_i \).

### 2.6 Complementary slackness

Throughout the algorithm, we will be maintaining an \( f \)-factor \( F \), a set of mature blossoms \( \Omega \), dual functions \( y : V \to \mathbb{N}, z : \Omega \to \mathbb{N}_{\geq 0} \) and \( yz : \mathcal{E} \to \mathbb{N} \). For an \( f \)-factor \( F \), we define two kinds of complementary slackness: complementary slackness and approximate complementary slackness.

**Definition 9 (Complementary Slackness).** In the blowup graph \( \hat{G} \), an \( f \)-factor \( F \), duals \( y, z \), as well as a laminar family of blossoms \( \Omega \) satisfy complementary slackness if the following requirements hold.

1. Dominance. For each \( e \in \mathcal{E} \), \( yz(e) \geq \mu(e) \).
2. Tightness. For each \( e \in \mathcal{E} \), \( yz(e) = \mu(e) \).

**Definition 10 (Approximate Complementary Slackness).** In the blowup graph \( \hat{G} \), an \( f \)-factor \( F \), duals \( y, z \), as well as a laminar family of blossoms \( \Omega \) satisfy approximate complementary slackness if the following requirements hold.

1. Dominance. For each \( e \in \mathcal{E} \), \( yz(e) \geq \mu(e) - 2 \).
2. Tightness. For each \( e \in \mathcal{E} \), \( yz(e) \leq \mu(e) \).

**Lemma 11 ([13]).** Let \( F \) be a perfect \( f \)-factor associated with duals \( y, z \) and blossoms \( \Omega \), and define \( F^* \) to be a maximum weight perfect \( f \)-factor. Suppose \( F, \Omega, y, z \) satisfy approximate complementary slackness, then

\[
\mu(F) \geq \mu(F^*) - f(V)
\]

**Proof.** We first define \( u : \mathcal{E} \to \mathbb{N} \) as

\[
u(e) = \begin{cases} 
\mu(e) - yz(e), & \text{if } e \in F \\
0, & \text{otherwise}
\end{cases}
\]

According to the approximate domination and tightness properties, we have \( u(e) \geq 0 \) for all \( e \in \mathcal{E} \). Moreover, \( yz(e) + u(e) \geq \mu(e) - 2 \) for all \( e \in \mathcal{E} \). This gives the following:

\[
\mu(F) = \sum_{e \in F} (yz(e) + u(e)) = \sum_{v \in V} deg_F(v)g(v) + \sum_{B \in \Omega} |F \cap (\gamma(B) \cup I(B))|z(B) + \sum_{e \in F} u(e)
\]

\[
\geq \sum_{v \in V} f(v)y(v) + \sum_{B \in \Omega} \left[ \frac{|F| + |I(B)|}{2} \right] z(B) + \sum_{e \in \mathcal{E}} u(e)
\]

\[
\geq \sum_{v \in V} deg_{F^*}(v)y(v) + \sum_{B \in \Omega} |F^* \cap (\gamma(B) \cup I(B))|z(B) + \sum_{e \in F^*} u(e)
\]

\[
\geq \sum_{e \in F^*} (\mu(e) - 2) \geq \mu(F^*) - f(V)
\]

\( \blacksquare \)
2.7 Edmonds search

In this subsection, we introduce two different implementations of Edmonds search. Suppose we have an \( f \)-factor \( F \), a set of blossoms \( \Omega \), and duals \( y, z \) satisfying some kind of slackness condition. The purpose of Edmonds search is to reduce total deficiency of \( F \) by eligible augmenting paths. We need two different notions of eligibility, namely eligibility and approximate eligibility, compatible with Definition 9 or Definition 10.

\[\begin{align*}
\textbf{Definition 12 (Eligibility, [8])}. \text{ An edge } e \in E \text{ is eligible if } yz(e) = \mu(e). \\
\textbf{Definition 13 (Approximate Eligibility, [13])}. \text{ An edge } e \in E \text{ is approximately eligible if it satisfies one of the following.} \\
1. e \in E_B \text{ for some } B \in \Omega. \\
2. e \notin F \text{ and } yz(e) = \mu(e) - 2. \\
3. e \in F \text{ and } yz(e) = \mu(e).
\end{align*}\]

Let \( \hat{G}_{\text{elg}} \) be the subgraph of \( \hat{G} \) consisting of eligible edges. A root blossom \( B' \in \Omega \) is called reachable from an unsaturated root blossom \( B \) via an alternating path in \( \hat{G}_{\text{elg}} \), if there is an alternating path that starts at \( B \) and ends at \( B' \). To find augmenting paths and blossoms in \( \hat{G}_{\text{elg}} \), we start from any unsaturated node \( u_0 \) in the contraction graph \( \hat{G} \) and grow a search tree \( \hat{T} \) rooted at \( u_0 \); this method was also described in [8, 13]. All nodes in \( \hat{T} \) are classified as outer/inner. Initially the root is outer. Next we use a DFS-like approach to build the entire \( \hat{T} \). During the process, we keep track of a tree path \( (u_0, e_0, u_1, \ldots, e_{l-1}, u_l) \) from the root, which is guaranteed to be an alternating path. According to the type of \( u_l \), the next edge \( e_l \) and node \( u_{l+1} \) are selected by the rules below:

1. \( u_l \) is outer. If \( u_l \) is a singleton, then scan the next non-matching edge \( e_l \) and find the other endpoint \( u_{l+1} \). If \( u_l \) is a nontrivial blossom, then scan the next edge \( e_l \) and find the other endpoint \( u_{l+1} \).

2. \( u_l \) is inner. If \( u_l \) is a singleton, then scan the next matching edge \( e_l \) and find the other endpoint \( u_{l+1} \). If \( u_l \) is nontrivial blossom, then assign \( e_l = \eta(u_l) \) (if it was not scanned before) and find the other endpoint \( u_{l+1} \).

After finding \( u_{l+1} \), we try to classify it as outer or inner: if \( u_{l+1} \) is a singleton, then \( u_{l+1} \) is outer if \( e_l \) is matched; otherwise, \( u_{l+1} \) is outer if \( e_l = \eta(u_{l+1}) \). Issues may arise if (1) \( u_{l+1} \) was already classified by previous tree searches and there is a conflict between the new label and the old label; or (2) \( u_{l+1} \) is an unsaturated then the tree search has found a new augmenting path. In either case we can construct a new blossom or reduce the total deficiency.

In the end, when all reachable singletons or root blossoms are classified as outer or inner, let \( \hat{V}_{\text{out}} \) be the set of all outer singletons or root blossoms, and let \( \hat{V}_{\text{in}} \) be the set of all inner singletons or root blossoms. Define \( \hat{V}_{\text{out}}, \hat{V}_{\text{in}} \) to be the set of all vertices in \( \hat{V} \) contained in outer and inner root blossoms, respectively. Next we introduce a meta procedure that will be a basic building block, which is dual adjustment. A dual adjustment performs the following step: decrement \( y(v) \) for all \( v \in \hat{V}_{\text{out}} \) and increment \( y(v) \) for all \( v \in \hat{V}_{\text{in}} \); after that, increment by 2 all \( z(B) \) for all \( B \in \hat{V}_{\text{out}} \), and decrement by 2 all \( z(B) \) for all \( B \in \hat{V}_{\text{in}} \). This is summarized as the AdjustDuals algorithm 1.

We introduce two different implementations of Edmonds search: the EdmondsSearch algorithm 2 and the PQ-Edmonds algorithm 3, which both rely on the AdjustDuals subroutine 1. The EdmondsSearch algorithm searches from all unsaturated root blossoms, and it requires that the \( y \)-values of all unsaturated vertices have the same parity. It reserves approximate complementary slackness under the approximate eligibility, so it only needs to perform one step of augmentation before dual-adjustment:
Algorithm 1 AdjustDuals($F, \Omega, y, z$).

1. classify every root blossom in $\Omega$ as outer or inner;
2. let $V_{out}/V_{in}$ be the set of all outer/inner root blossoms in $\hat{G}_{elg}$ including singletons;
3. let $V_{out}/V_{in}$ be the set of all vertices in $V$ contained in outer/inner root blossoms;
4. adjust the duals $y, z$ as follows:
   \[ y(v) \leftarrow y(v) - 1, v \in V_{out} \]
   \[ y(v) \leftarrow y(v) + 1, v \in V_{in} \]
   \[ z(B) \leftarrow z(B) + 2, \text{for non-singleton } B \in V_{out} \]
   \[ z(B) \leftarrow z(B) - 2, \text{for non-singleton } B \in V_{in} \]

Algorithm 2 EdmondsSearch($F, \Omega, y, z$).

/* Precondition: $y$-values of unsaturated vertices must all be of the same parity */
1. find a maximal set $\hat{\Psi}$ of a vertex-disjoint augmenting paths in $\hat{G}_{elg}$ and extend $\hat{\Psi}$ to a set $\Psi$ of vertex-disjoint augmenting walks in $G_{elg}$;
2. update $F \leftarrow F \oplus \bigcup_{P \in \Psi} P$;
3. find a maximal set $\Omega'$ of mature blossoms reachable from unsaturated vertices in $\hat{G}_{elg}$;
4. update $\Omega \leftarrow \Omega \cup \Omega'$ and $\hat{G}_{elg}$;
5. run AdjustDuals($F, \Omega, y, z$);
6. for every matching edge $(u, v)$ that does not satisfy the dominance condition, choose an auxiliary node $u, y(u) \leftarrow \mu(u, v) - y(v) - \sum_B z(B)$;
7. recursively remove all root blossoms whose dual values are zero;

Lemma 14 ([13]). In the EdmondsSearch algorithm, after augmentation and blossom formation, $\hat{G}_{elg}$ does not contain any augmenting paths.

Proof. Suppose that, after the augmentation and blossom formation, there is an augmenting path $P$ in $\hat{G}_{elg}$. Since $\hat{\Psi}$ is maximal, $P$ must intersect some augmenting path $P' \in \hat{\Psi}$ at a vertex $v$. However, after the augmentation and blossom formation every edge in $P'$ will become ineligible, so the matching edge $(v, v') \in P$ is no longer in $\hat{G}_{elg}$, contradicting the fact that $P$ consists of eligible edges.

The PQ-Edmonds algorithm searches for augmenting paths only from a set $U$ of unsaturated vertices whose $y$-values share the same parity, halting after finding an augmenting path from vertices in $U$ or making $D$ dual adjustments.

The following two lemmas describe the properties of the EdmondsSearch algorithm and the PQ-Edmonds algorithm\(^3\) which are from [8, 13]. Their proofs are presented in the full version of this paper.

\(^3\) In the original paper [8], their algorithm actually searches from all unsaturated root blossoms. This slack can be remedied by the following reduction. For each unsaturated vertex $v \notin U$, match $v$ to $f(v) - \deg_F(v)$ new temporary vertices whose duals are equal to $-y(v)$ and the matching edges have zero weight. The proof is described in the full version of this paper.
Algorithm 3  PQ-Edmonds($F, \Omega, y, z, U, D$).

/* Precondition: \{y(u) | u \in U\} must all be of the same parity */

1 while less than $D$ dual adjustments have been made so far do
2  if an augmenting path $P$ from vertices in $U$ is found then
3    update $F \leftarrow F \oplus P$;
4    break;
5  end
6  find a maximal set $\Omega'$ of mature blossoms reachable from $U$ in $\tilde{G}_{\text{ elig}}$;
7  update $\Omega \leftarrow \Omega \cup \Omega'$ and $\tilde{G}_{\text{ elig}}$;
8  run AdjustDuals($F, \Omega, y, z$);
9  recursively remove all root blossoms whose dual values are zero;
10 end
11 for every matching edge $(u, v)$ that does not satisfy the dominance condition, choose
12  an auxiliary node $u$, $y(u) \leftarrow \mu(u, v) - y(v) - \sum z(B)$;

Lemma 15. The EdmondsSearch algorithm preserves approximate complementary slackness under the approximate eligibility definition. Furthermore, one execution can be implemented in $O(m)$ time.

Lemma 16. The PQ-Edmonds algorithm preserves the complementary slackness under the eligibility definition. Furthermore, one execution can be implemented in $O(m \log n)$ time. Moreover, the $y(u)$ for unsaturated vertex $u$ not in $U$ will not be increased during the algorithm.

3 The Scaling Algorithm

Our algorithm follows the idea of the scaling algorithm in [3] for maximum weight perfect matching. The scaling algorithm maintains an $f$-factor $F$, a family of blossoms $\Omega$, as well as duals $y, z$, and it is divided into $\lceil \log(2 f(V)W) \rceil$ iterations. Edge weights $\mu(e)$ are rescaled to $2f(V)\mu(e)$ and they all have $\lceil \log(2 f(V)W) \rceil$ bits. Throughout the algorithm we assume $y$ always assigns integer values and $z$ always assigns even non-negative integers. For any $B \in \Omega$, $B$ is called a large blossom if $|B \cap V| \geq n^{1/3}$, i.e., the number of original vertices in $B$ is at least $n^{1/3}$; otherwise it is deemed a small blossom.

Let $\bar{\mu}$ be the edge weight function that keeps track of the scaled edge weights in each iteration. Initially before the first iteration, assign $F, \Omega = \emptyset$, $y, z, \bar{\mu} = 0$. At the beginning of each iteration, define $F_0$ to be the $f$-factor from the previous iteration. Empty the matching $F \leftarrow \emptyset$, and update weights and duals as following.

\[
\begin{align*}
\bar{\mu}(e) & \leftarrow 2(\bar{\mu}(e) + \text{the next bit of } 2f(V)\mu(e)) \\
y(u) & \leftarrow 2y(u) + 3 \\
z(B) & \leftarrow 2z(B)
\end{align*}
\]

The whole procedure is shown in the Scaling algorithm 5, involving an important subroutine: the Dissolve algorithm 4. Note that here we only provide a stretch of the proof ideas, while the whole proofs can be found in the full version of this paper.
Algorithm 4 Dissolve\((B, y, z, \Omega)\).

\begin{align*}
&\text{1} \textbf{for } u \in B \text{ or there exists } v \in B \text{ such that } (u, v) \in I(B) \textbf{ do} \\
&\quad y(u) \leftarrow y(u) + z(B)/2; \\
&\text{4} z(B) \leftarrow 0 \text{ and remove it from } \Omega;
\end{align*}

3.1 Correctness

In this subsection, we will show that the Scaling algorithm indeed returns the maximum weight perfect \(f\)-factor in \(G\), and in the next subsection we will analyze its time complexity. Some proofs of the statements here are omitted and can be found in the full version of this paper.

Define \(\zeta(B) = (e_u, e_v)\), if \((u, e_u) = \eta(B)\) and \(e_v\) is the auxiliary vertex adjacent to \(e_u\). It is not hard to see that:

\begin{lemma}
For any blossom \(B \in \Omega\) in \(G\), the edge \(e \in \delta(B)\) has the form of \((u, e_u)\) where \(u \in B\) is an original vertex and \(e_u\) is an auxiliary vertex.
\end{lemma}

\begin{lemma}
There are two properties right after the scaling step (Line 3-6):
1. For each \(e \in E\), \(\bar{\mu}(e) \leq yz(e)\).
2. For each \(e \in F_0\), \(\bar{\mu}(e) \geq yz(e) - 6\).
\end{lemma}

\begin{lemma}
There are two properties right after the blossom dissolution step (Line 7-15):
1. For each \((u, v) \notin F_0 \cup \bigcup_{i=1}^{t} \gamma(B_i) \cup I(B_i)\), \(\bar{\mu}(u, v) \leq 0\).
2. For each \((u, v) \in E\), \(\bar{\mu}(u, v) \leq 2 \min\{y(u), y(v)\}\).
\end{lemma}

\begin{proof}
Let \(\bar{\mu}, y_1, z_1, \Omega_1\) be the edge weights, duals and blossoms at the beginning of the step of blossom dissolution, respectively. Let \(\Omega'_1 \subseteq \Omega_1\) be the set of all blossoms that are dissolved in Line 7-9 before the step of reweighting. By Lemma 18: (Note that for auxiliary edges adjacent to edges in \(I(B)\), blossom dissolution can only cause \(\bar{\mu}(u, v)\) to become smaller.)

\begin{align*}
\bar{\mu}(u, v) &\leq \bar{\mu}_1(u, v) - y_1(u) - y_1(v) - \sum_{B \in \Omega_1' \setminus \Omega_1'^0} z_1(B) \\
&\leq yz_1(u, v) - y_1(u) - y_1(v) - \sum_{B \in \Omega_1' \setminus \Omega_1'^0, (u, v) \in \gamma(B) \cup I(B)} z_1(B) \\
&= \sum_{B \in \Omega_1 \setminus \Omega_1'} z_1(B)
\end{align*}

The last term is zero when \((u, v) \notin \bigcup_{i=1}^{t} \gamma(B_i) \cup I(B_i)\).

Hence, by the end of the step of blossom dissolution,

\[ y(u) = \frac{1}{2} \sum_{B \in \Omega_1 \setminus \Omega_1'^0, (u, v) \in \gamma(B) \cup I(B)} z_1(B) \geq \frac{1}{2} \sum_{B \in \Omega_1 \setminus \Omega_1'^0, (u, v) \in \gamma(B) \cup I(B)} \bar{\mu}(u, v) \]

By symmetry, we can also prove \(y(v) \geq \frac{1}{2} \bar{\mu}(u, v)\). Then \(\bar{\mu}(u, v) \leq 2 \min\{y(u), y(v)\}\). \(\Box\)

Next we study what happens during the step of augmentation within small blossoms. If a matching edge \((u, e_u)\) is newly added to \(F\) in line 17, for some small blossom \(B_i\), \((u, e_u) \in I_{F_0}(B_i) \setminus \{\eta(B_i)\}\). The following statements will be proved in the full version.
Algorithm 5 Scaling($\mathcal{V}, \mathcal{E}, \mu, f$).

1. $y, z \leftarrow 0, F, \Omega \leftarrow \emptyset$;
2. for $\text{iter} = 1, \ldots, \lceil \log(2f(\mathcal{V})W) \rceil$ do
   /* scaling */
   3. $\bar{\mu}(e) \leftarrow 2(\bar{\mu}(e) + \text{the next bit of } 2f(\mathcal{V})\mu(e))$;
   4. $y(u) \leftarrow 2y(u) + 3$;
   5. $z(B) \leftarrow 2z(B)$;
   6. $F_0 \leftarrow F, F \leftarrow \emptyset$;
   /* blossom dissolution (Line 7-15) */
   7. while exists a large blossom $B \in \Omega$, or a root blossom $B$ with $z(B) \leq 12$ do
      8. run Dissolve($B, y, z, \Omega$);
   end
   9. $\bar{\mu}(u, v) \leftarrow \bar{\mu}(u, v) - y(u) - y(v), \forall (u, v) \in \mathcal{E}$;
10. $y(u) \leftarrow 0, \forall u \in \mathcal{V}$;
11. let $B_1, B_2, \ldots, B_l$ be all the root small blossoms not dissolved yet;
12. while exists a blossom $B \in \Omega$ do
      13. run Dissolve($B, y, z, \Omega$);
   end
   /* $\Omega$ now becomes empty. */
   /* augmentation within small blossoms (Line 16-27) */
16. if $(u, v) \in I_{F_0}(B_i) \setminus \{\eta(B_i)\}$ for some previous root small blossom $B_i$ then
      17. $F \leftarrow F \cup \{(u, v)\}$;
      18. if $u \in B_j, v \notin B_j, y(v) \leftarrow \bar{\mu}(u, v) - y(u)$;
   end
   for $i = 1, 2, \ldots, l$ do
      20. while $\max \{y(u) \mid \deg_F(u) < f(u), u \in B_i\} > 6$ do
         21. let $Y_1, Y_2$ be the largest and second largest $y$ values of unsaturated vertices in $B_i$;
         22. define $U \subseteq B_i$ to be the set of unsaturated vertices whose $y$ values equal to $Y_1$;
         23. define $H_i = G[B_i \cup \text{all the endpoints of } I_{F_0}(B_i) \setminus \{\eta(B_i)\}]$;
         24. run PQ-Edmonds($F, \Omega, y, z, U, Y_1 - Y_2$) in subgraph $H_i$;
      25. end
      26. end
   end
   /* deficiency reduction */
   27. run EdmondsSearch($F, \Omega, y, z$) on the entire graph $G$ for $\lceil Cn^{2/3} \rceil + 6$ times;
   end
   /* weight adjustment */
30. for an edge $(u, v) \in \mathcal{E}$ such that $yz(u, v) < \mu(u, v)$ do
      31. $\mu(u, v) \leftarrow yz(u, v)$;
   end
   /* PQ-deficiency reduction */
33. repeat PQ-Edmonds($F, \Omega, y, z, \{u \mid u \in \mathcal{V} \text{ is unsaturated}\}, \infty$) on the entire graph $G$
      until the total deficiency becomes zero;
At the beginning of the step of augmentation within small blossoms, \( \bar{\mu}(u, e_u) \geq y(u) + y(e_u) - 6 \).

After we have added \((u, e_u)\) to \(F\) and reassigned \(y(e_u) \leftarrow \bar{\mu}(u, e_u) - y(u)\), the complementary slackness is preserved. Plus, \(y(e_u) \geq \frac{1}{2}\bar{\mu}(u, e_u) - 6\).

Within the while-loop, for any \(u \in B_i\) reachable via alternating paths from \(U\), \(y(u) \geq y_1\). Plus, \(y(e_u) \geq 0\) at any moment. Also from Lemma 16, the \(y\)-values of unsaturated vertices outside current \(U\) cannot increase.

Then we can conclude the correctness of the algorithm:

\textbf{Lemma 20.} The Scaling algorithm 5 returns a maximum weight perfect \(f\)-factor in \(G\).

\textbf{Proof.} First we claim that approximate complementary slackness is maintained until the step of weight adjustment (Line 30-32). By Lemma 19, the tightness of complementary slackness is satisfied after the step of blossom dissolution. For each edge \(e\) newly added to \(F\), \(yz(e) = \mu(e)\) and the dominance of complementary slackness is satisfied. For the edges in \(H_i\), the PQ-Edmonds preserve complementary slackness by Lemma 16. For the edge \((u, v)\) where \(u\) and \(v\) does not belong to any \(H_i\), the duals does not change. For the edge \((u, v)\) where \(u \in H_i\) and \(v\) does not belong to any \(H_j\), we have \(\mu(u, v) \leq 0\), \(\mu(u, v) \leq 2y(v)\) and \(y(u) \geq 0\) by Lemma 19. The complementary slackness is maintained after the step of augmentation within small blossoms. Since complementary slackness is stronger than approximate complementary slackness and the EdmondsSearch algorithm preserves approximate complementary slackness by Lemma 15, approximate complementary slackness is maintained at the end of each iteration.

Let \(\mu, \mu'\) be the edge weights respectively before and after the step of weight adjustment on line 30-32. As \(y, z, \mu, \Omega\) satisfy approximate complementary slackness, \(y, z, \mu', \Omega\) satisfy complementary slackness, we know for each edge \(e\), \(\mu(e) \leq \mu'(e) \in [0, 2]\). Since PQ-Edmonds algorithm preserves complementary slackness by Lemma 16, complementary slackness is maintained with respect to edge weights \(\mu'\) after Algorithm 5. Now, again by \(\mu(e) \leq \mu'(e) \in [0, 2]\), \(\forall e \in \mathcal{E}\), we know, \(y, z, F, \Omega\) still satisfy approximate complementary slackness with respect to \(\mu\) after Algorithm 5 is completed.

After the step of PQ-deficiency reduction, the total deficiency becomes zero. Then, according to Lemma 11, \(\mu(F^*) - \mu(F) \leq f(\mathcal{V})\). Since for every edge \(e \in \mathcal{E}\), \(\mu(e)\) is an integral multiple of \(2f(\mathcal{V})\), therefore it must be \(\mu(F) = \mu(F^*)\). Hence \(F\) is a maximum weight perfect \(f\)-factor of \(G\).

\section{Running Time Analysis}

Recall that an alternating walk on \(G\) is a sequence of edges \((u_1, u_2), (u_2, u_3), \ldots, (u_{l-1}, u_l)\) such that: (1) \((u_i, u_{i+1})\) \(\in \mathcal{E}\) are different edges; (2) exactly one of \((u_{i-1}, u_i), (u_i, u_{i+1})\) belongs to \(F\), \(1 < i < l\). And this walk is called an augmenting walk if both \((u_1, u_2), (u_{l-1}, u_l) \notin F\).

\textbf{Lemma 21.} The running time of each iteration is \(\tilde{O}(mn^{2/3})\), thus \(\tilde{O}(mn^{2/3} \log W)\) for all iterations.

\textbf{Proof.} We analyze the running time of the \(t\)-th iteration, where \(t \geq 1\). Clearly the scaling step and the blossom dissolution step only take linear time. By Lemma 15, the deficiency reduction step takes \(\tilde{O}(mn^{2/3})\) in total. So the only technical part is the running time of the augmentations within small blossoms.

For each small blossom \(B_i\), \(|B_i \cap V|\), i.e. the number of original vertices in \(B_i\), is less than \(n^{1/3}\). According to the properties of the blowup graph, the number of vertices in \(B_i\) is \(O(n^{2/3})\). When we add edges in \(IF_0(B_i) \setminus \{\eta(B_i)\}\) to \(F\), the overall deficiency of vertices in
$B_i$ is at most $1 + 3^{(B; \cap V)} < 1.5n^{2/3}$. After one execution of the PQ-Edmonds algorithm, the overall deficiency is reduced by one, or the largest $y$ value of unsaturated vertices in $B_i$ is equal to $y_2$; the former case could happen at most $1.5n^{2/3}$ times, while the latter case could happen at most $|B_i| = O(n^{2/3})$ times since every time this case happens we add at least one more unsaturated vertex to $U$. Thus the PQ-Edmonds algorithm is invoked for at most $O(n^{2/3})$ times. By Lemma 16, for each small blossom $B_i$, each instance of the PQ-Edmonds algorithm takes $O(m(B_i) \log n)$ time, where $m(B_i)$ denotes the number of edges in $B_i$. Thus, the total running time of the augmentations within small blossoms is $O(mn^{2/3})$.

Now we only need to analyze the running time for the PQ-deficiency reduction step at the end of the Scaling algorithm 5.

Lemma 22. Let $F_t$ denote the $f$-factor at the end of the $t$-th scaling iteration. For any $t \geq 1$, $F_{t-1} \oplus F_t$ contains at most $O(n^{2/3})$ edge-disjoint augmenting walks in $G$, where augmenting walks are w.r.t. $F_t$. (For the $F_1$, we can imagine an arbitrary perfect $f$-factor $F_0$, but do not need to compute it explicitly.)

Then we can see the total deficiency of $F_t$ is at most $O(n^{2/3}t)$ for any $t \geq 1$, and the overall running time of our algorithm is bounded by $O(mn^{2/3}\log W)$ by Lemma 16.

The rest of this subsection is devoted to the proof of Lemma 22 in the $t$-th iteration. With a slight abuse of notations, let $F_0 = F_{t-1}$ and $F = F_t$ and when talking about augmenting walks, we always mean augmenting walks in $F_0 \oplus F$ w.r.t. $F$. ($F$-edges are considered as matching edges and $F_0$-edges are considered as non-matching edges.) Let $\bar{\mu}, y, z, \Omega$ denote the edge weights, duals, and blossoms at the beginning of the blossom dissolution step, respectively; and let $\Omega_\text{large}$ be the set of all blossoms in $\Omega$ that were dissolved in the blossom dissolution phase before the reweighting step. Similarly, $\bar{\mu}, y, z, \Omega$ denote the edge weights, duals, and blossoms at the end of the $t$-th iteration, respectively; and $\Omega_\text{large}$ denotes the set of all large blossoms in $\Omega$.

Instead of directly working with duals $y$, define variables $\hat{y}$ for vertices as follows:

$$\hat{y}(u) = y(u) + \frac{1}{2} \sum_{\gamma(X) \cup I(X) \ni u, v \in \Omega_\text{large}, X \ni v \in \gamma(X)} z(X)$$

When $\eta(B) \in I(B)$, $\eta(B)$ is not a matching edge. Then $\zeta(B)$ may be a matching edge and its $yz$-value will increase by $z(B)/2$ after the dissolution of blossom $B$. (Recall that $\zeta(B) = (e_u, e_a)$, if $(u, e_a) = \eta(B)$.)

Consider any subwalk $\rho = (u_1, u_2, \cdots, u_{2s+1})$ of an augmenting walk in $F_0 \oplus F$ starting with an edge not in $F$. Then, for $1 \leq i \leq s$, since $(u_{2i-1}, u_{2i}) \notin F$ and $(u_{2i}, u_{2i+1}) \in F$, by approximate complementary slackness we have

$$y(u_{2i-1}) + y(u_{2i}) + \sum_{X \in \Omega, \rho(u_{2i-1}, u_{2i}) \in \gamma(X) \cup I(X)} z(X) \geq \bar{\mu}(u_{2i-1}, u_{2i}) - 2 \tag{1}$$

$$y(u_{2i}) + y(u_{2i+1}) + \sum_{X \in \Omega, \rho(u_{2i}, u_{2i+1}) \in \gamma(X) \cup I(X)} z(X) \leq \bar{\mu}(u_{2i}, u_{2i+1}) \tag{2}$$

Plugging in the definition of $\hat{y}$, we get:

$$\hat{y}(u_{2i-1}) + \hat{y}(u_{2i}) + \sum_{\rho(u_{2i-1}, u_{2i}) \in \gamma(X) \cup I(X)} z(X) \geq \bar{\mu}(u_{2i-1}, u_{2i}) - 2 \tag{3}$$
and since \((u_{2i}, u_{2i+1}) \in F\), we have:

\[
\hat{y}(u_{2i}) + \hat{y}(u_{2i+1}) = y(u_{2i}) + y(u_{2i+1}) + \sum_{X \in \Omega^{\text{large}}} z(X) + \frac{1}{2} \sum_{(u_{2i}, u_{2i+1}) \in \gamma(X) \cup I(X)} z(X)
\]

\[
\hat{y}(u_{2i}) + \hat{y}(u_{2i+1}) + \sum_{X \in \Omega^{\text{large}}} z(X) \leq \hat{\mu}(u_{2i}, u_{2i+1}) + \frac{1}{2} \sum_{(u_{2i}, u_{2i+1}) \in \{\eta(X), \zeta(X)\}} z(X)
\]

Taking a subtraction we have

\[
\hat{y}(u_{2i+1}) - \hat{y}(u_{2i-1}) \leq 2 + \hat{\mu}(u_{2i}, u_{2i+1}) - \hat{\mu}(u_{2i-1}, u_{2i}) + \frac{1}{2} \sum_{(u_{2i-1}, u_{2i}) \in \gamma(X) \cup I(X)} z(X) + \sum_{X \in \Omega^{\text{large}}} z(X) - \sum_{(u_{2i}, u_{2i+1}) \in \{\eta(X), \zeta(X)\}} z(X) - \sum_{X \in \Omega^{\text{large}}} z(X)
\]

By the derivation presented in Lemma 19,

\[
\hat{\mu}(u_{2i}, u_{2i+1}) \leq y_{\text{old}}(u_{2i}, u_{2i+1}) - y_{\text{old}}(u_{2i}) - y_{\text{old}}(u_{2i+1}) - \sum_{X \in \Omega^{\text{large}}} \sum_{(u_{2i-1}, u_{2i}) \in \gamma(X) \cup I(X)} z_{\text{old}}(X) + \sum_{X \in \Omega^{\text{large}}} z(X)
\]

Now, as \((u_{2i-1}, u_{2i}) \in F_0\), again by Lemma 18 we are able to prove:

\[
\hat{\mu}(u_{2i-1}, u_{2i}) \geq -6 + \sum_{X \in \Omega_{\text{old}} \setminus \Omega_{\text{old}}^{\text{large}}} \sum_{(u_{2i-1}, u_{2i}) \in \gamma(X) \cup I(X)} z_{\text{old}}(X) - \frac{1}{2} \sum_{X \in \Omega_{\text{old}}^{\text{large}}} z_{\text{old}}(X) - \frac{1}{2} \sum_{(u_{2i}, u_{2i+1}) \in \{\eta(X), \zeta(X)\}} z_{\text{old}}(X)
\]

So for \((u_{2i-1}, u_{2i})\) not an \(\eta\)-edge or \(\zeta\)-edge for old large blossoms,

\[
\hat{\mu}(u_{2i-1}, u_{2i}) \geq -6
\]

Also define the function \(Z\) for an augmenting walk \(\rho\) as:

\[
Z(\rho) = \frac{1}{2} \sum_{e \in \rho, X \in \Omega} z(X) + \frac{1}{2} \sum_{e \in \rho, X \in \Omega_{\text{old}}} z_{\text{old}}(X)
\]

Let \(\hat{F}, \hat{\Omega}, \tilde{z}\) denote any \(f\)-factor together with a compatible set of blossoms as well as their duals, and let \(\rho\) be an arbitrary alternating walk. For any blossom \(X \in \hat{\Omega}\), define the following quantity:

\[
\text{Diff}(\rho, X, \hat{F}) \overset{\text{def}}{=} |\rho \cap \hat{F} \cap (\gamma(X) \cup I(X))| - |\rho \cap (\gamma(X) \cup I(X)) \setminus \hat{F}|
\]

By a summation of (4) plugging in (5) and (6) over all \(1 \leq i \leq s\),

\[
\hat{y}(u_{2s+1}) - \hat{y}(u_1) \leq 8s + Z(\rho) - \sum_{X \in \Omega^{\text{large}}} z(X) \cdot \text{Diff}(\rho, X, F) - \sum_{X \in \Omega_{\text{old}} \setminus \Omega_{\text{old}}^{\text{large}}} z_{\text{old}}(X) \cdot \text{Diff}(\rho, X, F_0)
\]
We consider augmenting walks $\rho = \langle u_1, u_2, \cdots, u_{2s} \rangle$ in $F_0 \oplus F$ starting and ending with edges not equal to $\eta(X)$ or $\zeta(X)$ for all $X \subseteq \Omega_\text{large} \cup \Omega_\text{old}^\text{large}$, and $u_1, u_2$ are not equal to $\beta(X)$ for all $X \subseteq \Omega_\text{large} \cup \Omega_\text{old}^\text{large}$. This only excludes $O(n^{2/3})$ augmenting walks. Thus, $\hat{g}(u_1) = \hat{g}(u_2) = -Cn^{2/3}$. For convenience, we only consider augmenting walks starting and ending with non-matching edges ($\notin F$) not in $\gamma(X) \cup I(X)$ for current small blossoms $X$, otherwise we can just choose the first and last such edges on every augmenting walk and consider the subwalk between them, and we can get similar results.

In an augmenting walk satisfying those conditions, since its first and last edges are in $F_0$ and not equal to $\eta$ or $\zeta$ edges of old large blossoms, $\bar{\mu}(u_{2s-1}, u_{2s}) \geq -6$, and also $\mu(u_{2s-1}, u_{2s})$ cannot be in a large blossom, by (1) we have $\bar{g}(u_{2s-1}) \geq \hat{g}(u_{2s}) - 8 = Cn^{2/3} - 8$. Then by (8), if $Z(\rho)$ is less than $n^{2/3}$, and Diff($\rho, X, F$) and Diff($\rho, X, F_0$) are non-negative, then we can see the length of such an augmenting walk is $\Omega(n^{2/3})$ when $C$ is a large constant. We have the following statement for Diff($\rho, X, F$) and Diff($\rho, X, F_0$), which is proven in the full version.

**Lemma 23.** Consider any blossom $X \subseteq \Omega \cup \Omega_\text{old}$ and any augmenting walk $\rho$ in $F_0 \oplus F$, in any maximal consecutive subwalk of $\rho \cap (\gamma(X) \cup I(X))$, the number of matching edges is at least the number of non-matching edges. (For $X \subseteq \Omega$, edges in $F$ are matching edges, and for $X \subseteq \Omega_\text{old}$ edges in $F_0$ are matching edges.)

So Diff($\rho, X, F$) and Diff($\rho, X, F_0$) are both nonnegative. It is also not hard to see the following observations:

- For old and new large blossoms, $\sum_{B \in \Omega_\text{large}} z_{\text{old}}(B)$ and $\sum_{B \in \Omega_\text{large}} z(B)$ are both $O(n^{4/3})$.

This is because the number of root large blossoms at a given time are bounded by $O(n^{2/3})$ and large blossoms can only be formed and dual-adjusted in the $O(n^{2/3})$ EdmondsSearch steps in the deficiency reduction step.

- The total number of non-matching edges in $\gamma(B) \cup I(B)$ for all small blossoms $B$ is bounded by $O(n^{4/3})$, that is, $\sum_{B \in \Omega_\text{small}} (|\gamma(B) \cup I(B)| \setminus |F|)$ and $\sum_{B \in \Omega_\text{small}} (|\gamma(B) \cup I(B)| \setminus |F_0|)$ are both $O(n^{4/3})$. This is because the number of edges in $\gamma(B)$ for every blossom $B$ is bounded by $O(|B|^2)$, the size of root small blossoms is less than $n^{1/3}$, and every root blossom has at most one non-matching edge in $I(B) \setminus \gamma(B)$.

Therefore, if we assume the number of augmenting walks in $F_0 \oplus F$ is larger than $K \cdot n^{2/3}$ for a large constant $K$, then we still have $\Omega(n^{2/3})$ augmenting walks $\rho$ satisfying the following conditions:

(a) Starting and ending with edges not equal to $\eta$-edge or $\zeta$-edge for all old large blossoms.

(b) Starting and ending with vertices not equal to the base for all old large blossoms.

(c) $Z(\rho) < n^{2/3}$

(d) The total number of non-matching edges on $\rho$ in $\gamma(X) \cup I(X)$ for all old and new small blossoms $X$ is less than $n^{2/3}$. As in Lemma 23, the number of maximal consecutive subwalks in $\rho \cap (\gamma(X) \cup I(X))$ containing those edges is also bounded by $n^{2/3}$. We call all the edges in such subwalks “skip edges”.

Among vertices $u_1, u_2, \cdots, u_{2s-1}, u_2$, we pick the vertices with odd subscript which are original vertices in $G$, plus the two endpoints, and obtain the list: $u_1(= v_1), u_2(= v_2), u_{p+6}(= v_3), \cdots, u_{p+6q}(= v_{q+2}), u_2s-1(= v_{q+3})$, where $p$ is 3, 5 or 7. Consider all the differences $\hat{g}(v_{i+1}) - \hat{g}(v_i)$ for $i = 1, \cdots, q + 2$. For the subwalk $[v_i, v_{i+1}]$ in $\rho$ containing skip edges or the $\eta$ or $\zeta$-edges of old or new large blossoms, the sum of the differences $\hat{g}(v_{i+1}) - \hat{g}(v_i)$ is at most $O(n^{2/3})$, by (c), (d) and Lemma 23. For subwalk $[v_i, v_{i+1}]$ in $\rho$ which does not contain skip edges or $\eta$ or $\zeta$-edges, from (4), $\hat{g}(u_{2j+1}) - \hat{g}(u_{2j-1}) \leq 8$ for $(u_{2j+1}, u_{2j-1})$ in
the subwalk, so \( \tilde{y}(v_{i+1}) - \tilde{y}(v_i) \leq 24 \). Since the sum of all \( \tilde{y}(v_{i+1}) - \tilde{y}(v_i) \) is \( \tilde{y}(u_{2s-1}) - \tilde{y}(u_1) \), which is at least \( 2Cn^{2/3} \), if \( C \) is a large constant, the number of subwalks \([v_i, v_{i+1}]\) in \( \rho \) which does not contain skip edges or \( \eta, \zeta \)-edges and satisfies \( 0 < \tilde{y}(v_{i+1}) - \tilde{y}(v_i) \leq 24 \) is \( \Omega(n^{2/3}) \). Moreover, there are \( \Omega(n^{2/3}) \) different values of \( \tilde{y}(v_i) \) in \( \rho \). When \( v_i \) is not \( u_1 \) and \( v_{i+1} \) is not \( u_{2s-1} \), then \( v_i = u_{p+6k} \) and \( v_{i+1} = u_{p+6k+6} \). Then we can see \( \tilde{y}(u_{p+6k+2}) - \tilde{y}(u_{p+6k}) \), \( \tilde{y}(u_{p+6k+4}) - \tilde{y}(u_{p+6k+2}) \) and \( \tilde{y}(u_{p+6k+6}) - \tilde{y}(u_{p+6k+4}) \) are at most \( \eta \), and also by (1),(2),(7) and Lemma 19, (remember \( p \) is odd)

\[
\tilde{y}(u_{p+6k+3}) + \tilde{y}(u_{p+6k+4}) \leq 0
\]

\[
\tilde{y}(u_{p+6k+2}) + \tilde{y}(u_{p+6k+3}) \geq -8
\]

So we have \( \tilde{y}(u_{p+6k+3}) \geq -\tilde{y}(u_{p+6k}) - 16 \) and \( \tilde{y}(u_{p+6k+3}) \leq -\tilde{y}(u_{p+6k}) + 8 < -\tilde{y}(u_{p+6k}) + 8 \). Note that \( u_{p+6k} \) and \( u_{p+6k+3} \) are original vertices in \( G \), and their \( \tilde{y} \)-values are \( \geq -Cn^{2/3} \), so their \( \tilde{y} \)-values are also \( < Cn^{2/3} + 8 \).

Given an interval \([a, b]\) of integers, define \( V_{[a, b]} = \{ v \in V \mid \tilde{y}(v) \in [a, b] \} \). For an edge \((u, v) \in E\) such that \( u \in V_{[a, b]} \) and \( v \in V_{[a', b']} \), we say the auxiliary edges \((u, e_u, e_a), (e_u, e_c), (e_c, v)\) are “between” the pair of intervals \([a, b]\) and \([a', b']\). If we divide the original vertices in \( G \) by their \( \tilde{y} \)-values into intervals of length 48, then every augmenting walk we consider will go through auxiliary edges between \( \Omega(n^{2/3}) \) pairs of intervals of the form \([a, a+48]\), \([-a, -a+48]\). Any constant fraction of those \( \Theta(n^{2/3}) \) pairs of intervals contains \( O(n^{1/3}) \) vertices each, so there are at most \( O(n^{2/3}) \) auxiliary edges between any of such pair of intervals. Thus the number of augmenting walks satisfying (a),(b),(c),(d) is bounded by \( O(n^{2/3}) \).
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1 Introduction

The notion of a contention resolution scheme (CRS) abstracts a familiar task in constrained optimization: converting a (random) set-valued solution which is \textit{ex-ante} (i.e., on average) feasible for a packing problem to one which is \textit{ex-post} (i.e., always) feasible. Unlike randomized rounding algorithms more broadly, which in general may be catered to both the constraint and objective function at hand, a contention resolution scheme is specific only to the constraints of the problem, and preserves solution quality in a manner which is largely agnostic to the objective function\footnote{In its most general form, a CRS approximately preserves all linear objective functions simultaneously, whereas a \textit{monotone} CRS approximately preserves all submodular objectives\cite{Chekuri2017}} – element by element. Since they were formalized by Chekuri et al\cite{Chekuri2017}, CRSs have been connected to a variety of online and offline computational tasks, including rounding the solutions of mathematical programs\cite{Chekuri2017}, online mechanism design and stochastic probing\cite{Chekuri2017, Dughmi2019}, and prophet inequalities\cite{Chekuri2017, Dughmi2019}.
Starting with [10], prior work defines an (offline) contention resolution scheme for a set system \((E, I)\) – where \(E\) is a ground set of elements and \(I \subseteq 2^E\) is a downwards-closed family of feasible sets – as an algorithm which takes as input the marginal probabilities \(x \in [0, 1]^E\) of a product distribution \(D\) supported on \(2^E\) as well as a random set \(R \sim D\) of active elements, and must output a feasible subset \(S\) of \(R\). The contention resolution scheme is \(\alpha\)-competitive if \(\Pr[i \in S] \geq \frac{1}{\alpha} \Pr[i \in R]\) holds for all product distributions of interest – typically those with marginals \(x\) in the convex hull of indicator vectors of \(I\) (ex-ante feasibility). In online contention resolution schemes, first explored by Feldman et al [17] and subsequently by Adamczyk and Włodarczyk [1] and Lee and Singla [25], the active elements \(R\) arrive sequentially and the decision to include an element in \(S\) must irrevocably be made online.

The existing literature on (offline and online) contention resolution has mostly restricted attention to ex-ante-feasible and given product distributions, and varied the set system (e.g. matroids, knapsacks, and their intersections), all the while drawing connections to applications such as stochastic online problems, approximation algorithms, mechanism design, and prophet inequalities. In this paper, we restrict our attention to matroid constraints, and instead focus on generalizing the class of input distributions. Our main goal is to understand the power and limitations of contention resolution, offline and online, in the presence of correlations in the input distribution and without regard to ex-ante feasibility. A secondary goal is to understand how knowledge of the distribution influences contention resolution. In pursuit of both goals, we draw connections between contention resolution and the secretary problem on matroids, shedding light on challenges posed by the matroid secretary conjecture in the process.

Results

Our first set of results develops an understanding of offline contention resolution on matroids. We begin with a characterization of the class of \(\alpha\)-uncontentious distributions: those distributions \(D \in \Delta(2^E)\) permitting \(\alpha\)-competitive offline contention resolution for a given matroid. Most notably, we show that a distribution is \(\alpha\)-uncontentious if and only if it satisfies a family of \(|E|\) inequalities, one for each subset of the ground set. Moreover, we observe that our inequality characterization is the natural generalization of the matroid base covering theorem (see e.g. [31]) from covering a set of elements to covering a distribution over sets of elements. In other words, we show that contention resolution is the natural distributional generalization of base covering. Leveraging our characterization, we establish some basic closure properties of the class of uncontentious distributions, and present some examples of uncontentious distributions exhibiting negative and positive correlation between elements. Finally, we examine whether knowledge of the distribution \(D\) is essential to contention resolution, and exhibit an impossibility result: any contention resolution scheme which has nontrivial guarantees for all \(\alpha\)-uncontentious distributions cannot be prior-independent, in that it cannot make do with a finite number of samples from the distribution, even for very simple matroids.

Our second set of results concerns online contention resolution on matroids in the random arrival model, and in particular its connection to the matroid secretary problem. First, we show that a competitive secretary algorithm for a matroid implies that online contention resolution is essentially as powerful as offline contention resolution for that same matroid: a \(\gamma\)-competitive secretary algorithm implies that any \(\alpha\)-uncontentious distribution permits \(\gamma\alpha\)-competitive online contention resolution.

2 Though some of our results hold beyond matroids; we discuss those in the conclusion section.
Second, we provide evidence that contention resolution might hold the key to resolving the matroid secretary conjecture. As our most technically-involved result, we leverage our characterization of uncontentious distributions to show that the random set of improving elements in a weighted matroid – as originally defined by Karger [20] – is $O(1)$-uncontentious. Since the improving elements can be recognized online, and moreover hold a constant fraction of the weighted rank of the matroid in expectation, our result can be loosely interpreted as a reduction from the matroid secretary problem to online contention resolution for a particular uncontentious distribution. There is one major caveat to this interpretation of our result, however: not only does the set of active (improving) elements arrive online, but so does the description of the uncontentious distribution from which that set is drawn. Though we present our proof of this result in an elementary form, the underlying arguments are reminiscent of – and inspired by – those often encountered in the analysis of martingales: we condition on carefully-chosen random variables, and employ a delicate charging argument between different probability events.

Third, in response to feedback on the previous version of this manuscript, we show that our aforementioned result – that improving elements are uncontentious – cannot be derived as a consequence of prior work.

Additional Discussion of Related Work

Contention Resolution Schemes

Contention resolution schemes were introduced by Chekuri et al [10], motivated by the problem of maximizing a submodular function subject to packing constraints. In particular, offline CRS were used to transform a randomized rounding algorithm which respects the packing constraints ex-ante to one which respects them ex-post, at the cost of the competitive ratio of the CRS. Their focus – like that of all related work prior to ours – was on product input distributions, in which case the optimal competitive ratio of an offline CRS was shown to equal the worst-case correlation gap (first studied by [2, 7]) of the weighted rank function associated with the packing constraint. The characterization result of [10] result forms the basis for ours.

Online contention resolution was first studied by Feldman et al [17], and applied to a number of online selection problems. They show that simple packing constraints – such as matroids, knapsacks, and matchings – permit constant competitive online contention resolution schemes even when elements arrive in an unknown and adversarial order. Moreover, they show how to combine competitive online schemes for different constraints in order to yield competitive online schemes for their intersection. Lee and Singla [25] obtain optimal online CRS in both the known adversarial-order model as well as the random-arrival model. Adamczyk and Włodarczyk [1] restrict attention to the random-arrival model, and obtain a particularly elegant algorithm and argument based on martingales, as well as improved competitive ratios for intersections of matroids and knapsacks.

Prophet Inequalities

Contention resolution is intimately tied to prophet inequality problems, also known as Bayesian online selection problems. In the traditional model for these problems, independent real-valued random variables with known distributions arrive online in a known but adversarial order, and the goal is to select a subset of the variables with maximum sum, subject to a packing constraint. An $\alpha$-competitive algorithm for a Bayesian online selection problem is also referred to as a prophet inequality with ratio $\alpha$, for historical reasons. Krengel, Sucheston,
and Garling [22, 23] proved the first (classical) single-choice prophet inequality with ratio 1/2 for selecting a single variable (i.e., a 1-uniform matroid packing constraint). Motivated by applications in algorithmic mechanism design, more recent work (e.g. [18, 3, 8, 32]) pursued prophet inequalities for more general packing constraints. Of particular note is the work of Kleinberg and Weinberg [21], who proved an optimal prophet inequality with ratio 1/2 for matroids. Also notable is polylogarithmic prophet inequality for general packing constraints due to Rubinstein [28]. The (easier) variant of Bayesian online selection problems in which the variables arrive in a uniformly random order has also received recent interest, resulting in improved prophet inequalities for various packing constraints [15, 14, 5].

It was shown by Feldman et al [17] that an online CRS yields a prophet inequality with the same competitive ratio, and in the same arrival model. A weak converse is also true, as shown by Lee and Singla [25]: a stronger form of prophet inequality – in particular one which competes against the ex-ante relaxation of the Bayesian online selection problem – yields an online CRS with the same competitive ratio and in the same arrival model.

Beyond Known Product Distributions

The vast majority of work on contention resolution or prophet inequalities, and all such work discussed thus far, restricts attention to known product distributions, and crucially exploits the product structure and knowledge of the distribution. We note the few exceptions next.

Rinott et al [27] and Samuel-Cahn [29] show that the single-choice prophet inequality, and some slight generalizations, continue to hold for negatively dependent random variables. It is known [19] that there is no single-choice prophet inequality with ratio better than the number of variables in the presence of arbitrary positive correlation. Moreover, we are unaware of any nontrivial positive results for a class of distributions exhibiting positive correlation, in either prophet inequality or contention resolution models. We note that whereas [25] and [1] use specially-crafted correlated distributions as benchmarks, their results and techniques do not appear to shed light on contention resolution or prophet inequalities in the presence of correlation more generally.

Some work has relaxed the requirement that the distributions be known in prophet inequality problems. Azar et al [4] study prophet inequality problems when only a single sample is given from each distribution, and obtain constant competitive ratios for a variety of constraints. Wang [30] obtains an optimal algorithm for the single-choice prophet inequality, with ratio 1/2, in the same single-sample model. Correa et al [11] study the single-choice prophet inequality with i.i.d. variables drawn from an unknown distribution, and characterize the relationship between the competitive ratio and the number of samples available from the distribution.

Secretary Problems

In a generalized secretary problem, a set of adversarially chosen variables arrive online in a random order, and the goal is to select a subset of the variables with maximum sum subject to a packing constraint. The (classical) single-choice secretary problem, corresponding to a 1-uniform matroid constraint, was introduced and solved by Dynkin [13]. The matroid secretary problem was introduced by Babaioff et al [6], and has since spawned a long line of work. Constant-competitive algorithms have been discovered for most natural matroids and for some alternative models – see [12] for a semi-recent survey – though the general conjecture remains open. The state of the art for the general matroid secretary problem is a $O(\log \log \text{rank})$-competitive algorithm due to Lachish [24], which was henceforth simplified by Feldman et al [16].
2 Preliminaries

2.1 Matroid Theory Basics

We use standard definitions from matroid theory; for details see [26, 31]. A matroid \(\mathcal{M} = (E, I)\) consists of a ground set \(E\) of elements, and a family \(I \subseteq 2^E\) of independent sets, satisfying the three matroid axioms. A weighted matroid \((\mathcal{M}, w)\) consists of a matroid \(\mathcal{M} = (E, I)\) together with weights \(w \in \mathbb{R}^E\) on the elements. We use the standard notions of a dependent set, circuit, flat, and minor in a matroid. We denote the rank of a matroid \(\mathcal{M}\) as \(\text{rank}(\mathcal{M})\), and the rank of a set of elements \(A\) in \(\mathcal{M}\) as \(\text{rank}_\mathcal{M}(A)\), or \(\text{rank}(A)\) when \(\mathcal{M}\) is clear from context. Overloading notation, we use \(\text{rank}_\mathcal{M}^w(A)\) to denote the weighted rank of a set \(A\) – the maximum weight of an independent subset of \(A\) – in the weighted matroid \((\mathcal{M}, w)\), though we omit the superscript \(\mathcal{M}\) when the matroid is clear from context. We note that both rank and weighted rank are submodular set functions on the ground set of the matroid. For \(\mathcal{M} = (E, I)\) and \(A \subseteq E\), we denote the restriction of \(\mathcal{M}\) to \(A\) as \(\mathcal{M}|_A\), deletion of \(A\) as \(\mathcal{M}\setminus A\), and contraction by \(A\) as \(\mathcal{M}/A\).

When \(E\) is clear from context, and \(S \subseteq E\), we use \(1_S \in \{0, 1\}^E\) to denote the vector indicating membership in \(S\). We often reference the matroid polytope \(\mathcal{P}(\mathcal{M})\) of a matroid \(\mathcal{M} = (E, I)\), defined as the convex hull of \(\{1_S : S \in I\}\), or equivalently as the family of \(x \in [0, 1]^E\) satisfying \(\sum_{i \in S} x_i \leq \text{rank}_\mathcal{M}(S)\) for all \(S \subseteq E\).

Throughout this paper we assume that any weighted matroid has distinct weights. This assumption is made merely to simplify some of our proofs, and – using standard tie-breaking arguments – can be shown to be without loss of generality in as much as our results are concerned. Under this assumption, we define \(\text{OPT}_w^\mathcal{M}(A)\) as the (unique) maximum-weight independent subset of \(A\) of minimum cardinality (excluding zero-weight elements), and we omit the superscript when the matroid is clear from context.

2.2 The Matroid Secretary Problem

In the matroid secretary problem, originally defined by [6] there is matroid \(\mathcal{M} = (E, I)\) with nonnegative weights \(w : E \to \mathbb{R}_+\) on the elements. Elements \(E\) arrive online in a uniformly random order \(\Pi\), and an online algorithm must irrevocably accept or reject an element when it arrives, subject to accepting an independent set of \(\mathcal{M}\). The algorithm is given \(\mathcal{M}\) at the outset (as an independence oracle), but the weights \(w\) are chosen adversarially before the order \(\Pi\) is drawn and then are revealed online. The goal of the online algorithm is to maximize the expected weight of the accepted set of elements. We say that an algorithm is \(\alpha\)-competitive for a class of matroids if for every matroid \(\mathcal{M}\) in that class and every adversarial choice of \(w\), the expected weight of the accepted set (over the random choice of \(\Pi\) and any internal randomness of the algorithm) is at least an \(\alpha\) fraction of the maximum weight of an independent set of \((\mathcal{M}, w)\).

The matroid secretary conjecture, posed by [6], postulates that the matroid secretary problem admits an (online) algorithm which is constant-competitive for all matroids.

2.3 Miscellaneous Notation and Terminology

We denote the natural numbers by \(\mathbb{N}\), and the nonnegative real numbers by \(\mathbb{R}_+\). Given a set \(A\) with weights \(w \in \mathbb{R}^A\), and a subset \(B \subseteq A\), we use the shorthand \(w(B) = \sum_{i \in B} w_i\). We use \([n]\) as shorthand for the set \(1, \ldots, n\). For a set \(A\), we use \(\Delta(A)\) to denote the family of distributions over \(A\), and \(2^A\) to denote the family of subsets of \(A\).
Let $A$ be a finite ground set. For a distribution $D$ supported on $2^A$, we define the vector $x \in [0,1]^A$ of marginals of $D$ by $x_i = \Pr_{R \sim D}[i \in R]$, and refer to $x_i$ as the marginal probability of $i$ in $D$. When marginals $x \in [0,1]^A$ are given, we use $\text{Ind}(x)$ to denote the distribution of the random set $B \subseteq A$ which includes each element $i \in A$ independently with probability $x_i$. We also use $\text{Ind}_p(A)$ as shorthand for $\text{Ind}(x)$ when $x_i = p$ for all $i \in A$.

3 Understanding Contention Resolution

3.1 The Basics of Contention Resolution

The definitions below are parametrized by a given matroid $M = (E, I)$.

- **Definition 3.1.** A contention resolution map (CRM) $\phi$ is a randomized function from $2^E$ to $I$ with the property that $\phi(R) \subseteq R$ for all $R \subseteq E$. Such a map is $\alpha$-competitive for a distribution $D \in \Delta(2^E)$ if, for $R \sim D$, we have $\Pr[i \in R] \leq \alpha \Pr[i \in \phi(R)]$ for all $i \in E$.

The following is known from Chekuri et al [10].

- **Theorem 3.2 ([10]).** Every product distribution with marginals in $\mathcal{P}(M)$ admits an $\frac{e}{e-1}$-competitive CRM.

- **Definition 3.3.** An online random-order contention resolution map (henceforth online CRM for short) is a contention resolution map $\phi$ which can be implemented as an algorithm in the online random-arrival model. In the online random-arrival model, $E$ is presented to the algorithm in a uniformly random order $(e_1, \ldots, e_n)$, and at the $i$th step the algorithm learns whether $e_i$ is active - i.e., $e_i \in R \sim D$ - and if so must make an irrevocable decision on whether to include $e_i$ in $\phi(R)$.

The following is known from Lee and Singla [25].

- **Theorem 3.4 ([25]).** Every product distribution with marginals in $\mathcal{P}(M)$ admits a $\frac{e}{e-1}$-competitive online CRM.

3.2 Uncontentious Distributions and their Characterization

As shorthand, we refer to distributions which permit competitive (offline) CRMs as uncontentious.

- **Definition 3.5.** Fix a matroid $M = (E, I)$. For $\alpha \geq 1$, we say that a distribution $D \in \Delta(2^E)$ is $\alpha$-uncontentious if it admits an $\alpha$-competitive contention resolution map.

For convenience, we also refer to a random set $R \sim D$ as $\alpha$-uncontentious if its distribution $D$ is $\alpha$-uncontentious. We prove the following characterization of uncontentious distributions.

- **Theorem 3.6.** Fix a matroid $M = (E, I)$, and let $D$ be a distribution supported on $2^E$. The following are equivalent for every $\alpha \geq 1$.
  
  (a) $D$ is $\alpha$-uncontentious (i.e., admits an $\alpha$-competitive contention resolution map).

  (b) For every weight vector $w \in \mathbb{R}_+^E$, the following holds for $R \sim D$: $E[\text{rank}_w(R)] \geq \frac{E[\text{rank}(R)]}{\alpha}$.

  (c) For every $F \subseteq E$, the following holds for $R \sim D$: $E[|R \cap F|] \leq \alpha E[\text{rank}(R \cap F)]$. 

Proof. Property (a) implies property (c) by applying an $\alpha$-CRM $\phi$ to $R$, noting that $\phi(R) \cap \mathcal{F}$ is necessarily an independent subset of $R \cap \mathcal{F}$.

\[
E[\mathsf{rank}(R \cap \mathcal{F})] \geq E[[\phi(R) \cap \mathcal{F}]] \\
= \sum_{i \in \mathcal{F}} \Pr[i \in \phi(R)] \\
\geq \frac{1}{\alpha} \sum_{i \in \mathcal{F}} \Pr[i \in R] \\
= \frac{1}{\alpha} E[|R \cap \mathcal{F}|].
\]

Property (c) implies property (b) by a summation argument. Sort and number the elements $\mathcal{E} = (e_1, \ldots, e_n)$ in decreasing order of weights $w_1 \geq w_2 \geq \ldots \geq w_n \geq 0$, where $w_i$ denotes the weight of $e_i$. Denote $\mathcal{E}_i = \{e_1, \ldots, e_i\}$, and let $\mathcal{E}_0 = \emptyset$, and $w_{n+1} = 0$. Recalling that the greedy algorithm computes the maximum weight independent subset of a matroid:

\[
E[\mathsf{rank}_w(R)] = E\left[ \sum_{i=1}^{n} w_i (\mathsf{rank}(R \cap \mathcal{E}_i) - \mathsf{rank}(R \cap \mathcal{E}_{i-1})) \right] \\
= E\left[ \sum_{i=1}^{n} (w_i - w_{i+1}) \mathsf{rank}(R \cap \mathcal{E}_i) \right] \\
\geq \frac{1}{\alpha} E\sum_{i=1}^{n} (w_i - w_{i+1}) |R \cap \mathcal{E}_i| \\
= \frac{1}{\alpha} E\sum_{i=1}^{n} w_i (|R \cap \mathcal{E}_i| - |R \cap \mathcal{E}_{i-1}|) \\
= \frac{1}{\alpha} E[w(R)].
\]

Property (b) implies property (a) by a duality argument identical to that presented in [10]. We present a self-contained proof here. Let $x = x(D) \in [0, 1]^\mathcal{E}$ denote the marginals of $D$. The distribution $D$ is $\alpha$-uncontentious if the optimal value of the following LP, with variables $\beta$ and $\lambda_\phi$ for each deterministic CRM $\phi$, is at least $\frac{1}{\alpha}$.

\[
\begin{align*}
\text{maximize} & \quad \beta \\
\text{subject to} & \quad \sum_{\phi} \lambda_\phi \Pr_{R \sim D}[i \in \phi(R)] \geq \beta x_i, \quad \text{for } i \in \mathcal{E}, \\
& \quad \sum_{\phi} \lambda_\phi = 1 \\
& \quad \lambda \geq 0
\end{align*}
\]

The dual of the preceding LP is the following

\[
\begin{align*}
\text{minimize} & \quad \mu \\
\text{subject to} & \quad \sum_{i \in \mathcal{E}} w_i \Pr_{R \sim D}[i \in \phi(R)] \leq \mu, \quad \text{for all CRM } \phi, \\
& \quad \sum_{i \in \mathcal{E}} w_i x_i = 1 \\
& \quad w \geq 0
\end{align*}
\]

It is not hard to see that, at optimality, the binding constraint on $\mu$ corresponds to the CRM $\phi$ which maps each set $R$ to its maximum weight independent subset according to weights $w$. It follows that the optimal value of the dual, and hence the primal, equals the minimum over all weight vectors $w \geq 0$ of the ratio $\frac{E[\mathsf{rank}_w(R)]}{\sum_i w_i x_i}$. (b) implies that this quantity is at least $\frac{1}{\alpha}$, as needed.
We note that the equivalence between (a) and (b) is essentially implicit in the arguments of [10]. Condition (c) is the most notable part of Theorem 3.6, in no small part because it is reminiscent of the matroid base covering theorem (see e.g., [31]). This theorem can equivalently be stated as follows: a (deterministic) set \( T \subseteq E \) in a matroid \( M = (E, I) \) can be covered by (i.e., expressed as a union of) \( \alpha \in \mathbb{N} \) independent sets if and only if \( |S| \leq \alpha \text{rank}_M(S) \) for all \( S \subseteq T \). In light of part (c) of Theorem 3.6, a set \( T \) of elements can be covered by \( \alpha \) independent sets if and only if the point distribution on \( T \) is \( \alpha \)-uncontentious. Therefore, we can interpret contention resolution as a distributional generalization of base covering.

### 3.3 Elementary Properties of Uncontentious Distributions

We state some elementary, yet quite useful, properties of uncontentious distributions.

**Proposition 3.7.** Fix a matroid \( M \). Every \( \alpha \)-uncontentious distribution \( D \) for \( \alpha \geq 1 \) has marginals \( x(D) \in \alpha \mathcal{P}(M) \).

**Proof.** Let \( x(x(D)) \) and \( R \sim D \). From Theorem 3.6 (c), for every set of ground set elements \( F \) we have

\[
\sum_{i \in F} x_i = E[|R \cap F|] \leq \alpha E[\text{rank}_M(R \cap F)] \leq \alpha \text{rank}_M(F).
\]

These are the inequalities describing \( \alpha \mathcal{P}(M) \).

**Proposition 3.8.** Fix a matroid. A mixture of \( \alpha \)-uncontentious distributions is \( \alpha \)-uncontentious.

**Proof.** Follows directly from Theorem 3.6 (b) and linearity of expectations.

**Proposition 3.9.** Fix a matroid \( M = (E, I) \), and let \( M' = (E', I') \) be a minor of \( M \), with \( E' \subseteq E \). If a random set \( R \subseteq E' \) is \( \alpha \)-uncontentious in \( M' \), then \( R \) is also \( \alpha \)-uncontentious in \( M \).

**Proof.** An independent set of \( M' \) is also independent in \( M \). Therefore, the proposition follows by simply applying the same CRM in the context of the larger matroid \( M \).

**Proposition 3.10.** Fix a matroid. Let \( R \) be an \( \alpha \)-uncontentious random set, and let \( R' \sim \text{Ind}_p(R) \) for some \( p \in [0, 1] \). The random set \( R' \) is \( \alpha \)-uncontentious as well.

**Proof.** We use Theorem 3.6 (b). For any weight vector \( w \), submodularity of the weighted rank function implies that \( E[w(R')] \geq p E[w(R)] \). It follows that \( E[w(R')] = p E[w(R)] \leq p \alpha E[w(R')] \leq \alpha E[w(R')] \).

We note that Proposition 3.10 is tight when both \( p \) and \( \alpha \) are absolute constants. In particular, the random set \( R' \) cannot be guaranteed to be \( \alpha' \)-uncontentious for a constant \( \alpha' < \alpha \), even if \( p \) is a very small constant. To see this, consider the a 1-uniform matroid with elements \([n]\), and the following 2-uncontentious random set \( R \): For every singleton \( i \in [n] \) we have \( \Pr[R = \{i\}] = \frac{1}{n+1} \), and \( \Pr[R = [n]] = \frac{1}{n+1} \).
### 3.4 Examples of Uncontentious Distributions

We now present some examples of uncontentious distributions in order to develop a feel for them. As mentioned previously, and shown in [10], every product distribution with marginals in the matroid polytope is $\frac{1}{\epsilon-1}$-uncontentious. Combined with Proposition 3.8, this extends to mixtures of product distributions.

- **Proposition 3.11.** Fix a matroid $\mathcal{M} = (\mathcal{E}, \mathcal{I})$, and let $\mathcal{D} \in \Delta(2^\mathcal{E})$ be a mixture of product distributions, each with marginals in $\mathcal{P}(\mathcal{M})$. It follows that $\mathcal{D}$ is $\frac{1}{\epsilon-1}$-uncontentious.

  Going beyond product distributions and their mixtures, if a distribution satisfies a certain strong notion of negative correlation, defined in [9], then it also is $\frac{1}{\epsilon-1}$-uncontentious.

- **Proposition 3.12.** Fix a matroid $\mathcal{M} = (\mathcal{E}, \mathcal{I})$, and let $\mathcal{D} \in \Delta(2^\mathcal{E})$ be a distribution with marginals $x = x(D) \in \mathcal{P}(\mathcal{M})$. Assume that $\mathcal{D}$ satisfies the property of increasing submodular expectations for every submodular function $f$ we have $\mathbb{E}_{R \sim \mathcal{D}}[f(R)] \geq \mathbb{E}_{S \sim \text{Ind}(x)}[f(S)]$. It follows that $\mathcal{D}$ is $\frac{1}{\epsilon-1}$-uncontentious.

  **Proof.** This is immediate by combining Theorem 3.6 (b) with the property of increasing submodular expectations and the fact that $\text{Ind}(x)$ is $\frac{1}{\epsilon-1}$-uncontentious.

As shown in [9], the property of increasing submodular expectations is stronger than the following standard notion of negative correlation for $R \sim \mathcal{D}$: For all sets $T$, $\mathbb{P}[T \subseteq R] \leq \prod_{i \in T} \mathbb{P}[i \in R]$ and $\mathbb{P}[T \subseteq R] \leq \prod_{i \in T} (1 - \mathbb{P}[i \in R])$. However, we can show that there are distributions exhibiting positive correlation which are also uncontentious for specific matroids. We now list some examples of uncontentious distributions exhibiting positive correlation.

- **Example 3.13.** Let $\mathcal{M}$ be a $k$-uniform matroid with $n$ elements where $2 \leq k \leq n$. Let the random set $R$ be empty with probability $1/2$, and a uniformly random base of $\mathcal{M}$ otherwise.

  It is clear that $R$ is $1$-uncontentious, since it is supported on the family of independent sets. However, for each distinct pair of elements $i$ and $j$, we have $\mathbb{P}[i \in R] = \mathbb{P}[j \in R] = \frac{k}{2n}$, yet $\mathbb{P}[i \in R \mid j \in R] = \mathbb{P}[j \in R \mid i \in R] = \frac{k-1}{2n-2} > \frac{k}{2n}$.

  The next example will feature repeatedly in this paper, since it is the random set of improving elements for the rank 1 matroid.

- **Example 3.14.** Consider the 1-uniform matroid with elements $[n] = \{1, \ldots, n\}$. For $k = 0, 1, \ldots, n-1$, let $R = \{1, \ldots, k\}$ with probability $2^{-(k+1)}$, and let $R = [n]$ with remaining probability $2^{-n}$. The random set $R$ is $2$-uncontentious, as evidenced by the CRM $\phi$ with $\phi(\{1, \ldots, k\}) = \{k\}$ and $\phi(\emptyset) = \emptyset$, and a simple calculation. Note the positive correlation between elements $i < j$: $\mathbb{P}[j \in R \mid i \in R] = 2^{-j}$, and $\mathbb{P}[j \in R \mid i \in R] = 2^{-j} > \mathbb{P}[i \in R]$.

  As a generalization of the previous example, we get the following.

- **Example 3.15.** Let $\mathcal{M}$ be a matroid with $m$ pairwise-disjoint bases $B_1, \ldots, B_m$. For each $k = 1, \ldots, m-1$, let $R = \cup_{i=1}^k B_i$, with probability $2^{-k}$, and let $R = \cup_{i=1}^m B_i$ with the remaining probability $2^{1-m}$. The set $R$ is $2$-uncontentious, as evidenced by the CRM $\phi(\cup_{i=1}^k B_i) = B_k$. However, for $e_i \in B_i$ and $e_j \in B_j$ with $i < j$, we have $\mathbb{P}[e_j \in R \mid e_i \in R] = 2^{1-j}$ and $\mathbb{P}[e_j \in R \mid e_i \in R] = 2^{-j} > \mathbb{P}[e_j \in R]$.

---

3 In fact, it suffices for $\mathcal{D}$ to satisfy the (weaker) property of increasing expectations for matroid rank functions (or, equivalently, their weighted sums).

4 A natural question is whether negative correlation suffices for the distribution to be $\frac{1}{\epsilon-1}$-uncontentious. This is open as far as we know.
3.5 Contention Resolution Schemes, Universality, and Prior Dependence

A contention resolution scheme (CRS) \( \Phi \) for a matroid \( M = (E, I) \) and class of distributions \( \mathcal{D} \subseteq \Delta(2^E) \) is an algorithm which takes as input a (possibly partial) description of a distribution \( D \in \mathcal{D} \) and a sample \( R \sim D \), and outputs \( S \in I \) satisfying \( S \subseteq R \). In effect, \( \Phi \) is a collection of contention resolution maps \( \phi_D \), one for each \( D \in \mathcal{D} \). In much of the prior work on contention resolution, \( \mathcal{D} \) was taken to be the class of product distributions with marginals in \( \mathcal{P}(M) \), and each \( D \in \mathcal{D} \) is described completely via its marginals \( x \in \mathcal{P}(M) \). In such a setting, the notion of a CRS offers little beyond the notion of a CRM, as each distribution gets its own dedicated CRM. More generally, however, we allow \( \mathcal{D} \) to be an arbitrary class of distributions, and we allow the description to be partial and/or random; for example, \( \mathcal{D} \) may be described by \( m \) independent samples from \( D \).

Next, we set the stage by defining some desirable contention resolution schemes, and establish some limitations on their existence.

▶ Definition 3.16. Fix a matroid. For \( \beta \geq \alpha > 1 \), an \( \alpha \)-universal \( \beta \)-competitive CRS is a CRS which is \( \beta \)-competitive for the class of \( \alpha \)-uncontentious distributions.

By definition, there exists an (offline) \( \alpha \)-universal \( \alpha \)-competitive CRS for every \( \alpha \) and every matroid. The notion of a universal scheme becomes more interesting when we restrict dependence on the prior, as per the following definitions.

▶ Definition 3.17. Fix a matroid. A contention resolution scheme \( \Phi \) is said to be prior-independent if it is not given a complete description of \( D \) as input, but rather is given a set of independent samples from \( D \). When the number of samples is \( m \), we say \( \Phi \) is a prior-independent \( m \)-sample scheme. The number of samples may be function of the size of the matroid. If \( m = 0 \), we say the scheme is oblivious: the scheme consists of a single contention resolution map.

We now show that, if a scheme is universal, it cannot be prior-independent with any finite number of samples, even for very simple matroids.

▶ Theorem 3.18. Let \( M \) be the 1-uniform matroid on \( n \) elements. For every finite \( m \), and every \( 1 < \alpha \leq \beta < n \), there does not exist a \( \beta \)-competitive \( \alpha \)-universal CRS for \( M \) which is prior independent with \( m \) samples.

To prove Theorem 3.18, we first show that a prior-independent universal scheme implies the existence of an oblivious universal scheme; then we show that an oblivious universal scheme does not exist for the uniform matroid. This is captured in the two following lemmas.

▶ Lemma 3.19. Fix a matroid \( M \). If there exists a \( \beta \)-competitive \( \alpha \)-universal CRS \( \Phi \) which is prior-independent with \( m \) samples, then there exists an oblivious \( \beta \)-competitive \( \alpha \)-universal scheme \( \Phi' \).

Proof. Let \( D \) be any \( \alpha \)-uncontentious distribution. Let \( \epsilon \in (0, 1) \), and let \( D' = D'(\epsilon) \) be the mixture of \( D \) with the point distribution on the empty set with proportions \( \epsilon \) and \( 1 - \epsilon \) respectively. By Proposition 3.8 and the fact that the point distribution on the empty set is 1-uncontentious, it follows that \( D' \) is \( \alpha \)-uncontentious.

The CRS \( \Phi \) induces a CRM \( \phi_{D'} \) on the distribution \( D' \), and by assumption \( \phi_{D'} \) is \( \beta \)-competitive for \( D' \). Since \( \Phi \) is prior-independent with \( m \) samples, its induced CRM \( \phi_{D'} \) is a mixture over CRMs \( \phi_S \), where \( S = (S_1, \ldots, S_m) \) is a random vector of \( m \) samples from \( D' \).
With probability at least $(1 - \epsilon)^m$, we have $S = \emptyset^m := (\emptyset, \ldots, \emptyset)$. For $\phi_\mathcal{D}$ to be $\beta$-competitive, in particular when with probability $\epsilon$ it is queried with a draw $R \sim D$, a simple calculation shows that $\phi_\mathcal{D}$ must be $\beta'$-competitive for $\mathcal{D}$ for $\beta' = \frac{(1 - \epsilon)^m}{1 - \frac{1}{\beta} (1 - \epsilon)^m}$. As $\epsilon$ tends to 0, $\beta'$ tends to $\beta$, and a basic analytic argument implies that $\phi_\mathcal{D}$ is $\beta$-competitive for $\mathcal{D}$. Since $\mathcal{D}$ was chosen arbitrarily among $\alpha$-uncontentious distributions, and $\phi_\mathcal{D}$ does not depend on $\mathcal{D}$, it follows that the oblivious scheme $\mathcal{S}'$ with $\phi_\mathcal{S}' = \phi_\mathcal{D}$ for every $\mathcal{D}$ is $\beta$-competitive and $\alpha$-universal. \hfill ▶

**Lemma 4.2.** For every distribution $\mathcal{D}$, we have $E_{R \sim \mathcal{D}}[w(\phi_w(R))] \geq \frac{1}{\gamma} E_{R \sim \mathcal{D}}[\text{rank}_w(R)]$.

**Proof.** Condition on the choice of $R$, and let $w'_i = w_i$ if $i \in R$ and $w'_i = 0$ otherwise. $E$ are presented to $A$ in a uniformly random order, with weights $w'_i$, and $\phi_w(R) \subseteq R$ is the set of elements selected by $A$. Since $A$ is $\gamma$-competitive, it follows that $E[w'(\phi_w(R))] \geq \frac{1}{\gamma} \text{rank}_w(A)$. Since $w'(\phi_w(R)) = w(\phi_w(R))$ and $\text{rank}_w(A) = \text{rank}_w(R)$, we are done. \hfill ▶

**Lemma 4.3.** If $\mathcal{D}$ is $\alpha$-uncontentious, then $E_{R \sim \mathcal{D}}[w(\phi_w(R))] \geq \frac{1}{\gamma \alpha} E_{R \sim \mathcal{D}}[w(R)]$.

**Proof.** Combining the previous lemma with Theorem 3.6 (b). \hfill ▶

## 4 An Online Universal CRS from a Secretary Algorithm

We show that competitive matroid secretary algorithms imply that every contention resolution scheme can be made online, in the random arrival model, without much loss.

**Theorem 4.1.** Suppose that there is a $\gamma$-competitive online algorithm for the secretary problem on matroid $\mathcal{M}$. It follows that every $\alpha$-uncontentious distribution admits an online $\gamma \alpha$-competitive contention resolution map. In other words, for every $\alpha$ there exists an online $\gamma \alpha$-competitive $\alpha$-universal contention resolution scheme for $\mathcal{M}$.

We interpret the above theorem as follows: the design of competitive universal online schemes is a necessary technical hurdle towards resolving the matroid secretary conjecture.

We now proceed with proving Theorem 4.1. Let $\mathcal{M} = (\mathcal{E}, \mathcal{I})$, and let $\mathcal{D} \in \Delta(2^\mathcal{E})$. Recall that an online CRM operates in the following model: a set of active elements $R \sim \mathcal{D}$ and a random permutation $\Pi$ are (independently) sampled by nature, then $\mathcal{E}$ arrive online in order $\Pi$. When $i \in \mathcal{E}$ arrives, it is revealed whether $i \in R$, and if so the online CRS must determine whether to select $i$. The online CRM must only select an independent subset of $R$.

Suppose we are given a secretary algorithm $A$ for $\mathcal{M}$ with competitive ratio $\gamma$. Without loss of generality, we assume that $A$ selects only non-zero weight elements. Consider the following online CRM $\phi_w$ for $\mathcal{M}$, parametrized by a weight vector $w \in \mathbb{R}_{>0}^\mathcal{E}$. When element $i$ arrives, if $i \in R$ then it is presented to $A$ with weight $w_i$, and if $i \not\in R$ then it is presented to $A$ with weight 0. $\phi_w$ selects precisely the elements selected by $A$. \hfill ▶

**Lemma 4.4.** The 1-uniform matroid with $n$ elements does not admit an oblivious $\beta$-competitive $\alpha$-universal CRS for any $1 < \alpha \leq \beta < n$.

**Proof.** Let $[n]$ be the ground set of the matroid, and fix $\alpha$ such that $1 < \alpha < n$. An oblivious CRS consists of a single CRM $\phi$. There exists at least one element $i \in [n]$ such that $Pr[i \in \phi([n])] \leq 1/n$. Let $\epsilon = 1 - \alpha > 0$, and consider the following random set $R$: For each $j \in [n] \setminus i$ we have $R = \{j\}$ with probability $\frac{1}{\epsilon + 1}$, and $R = [n]$ with the remaining probability $\frac{1}{\epsilon + 1}$. The random set $R$ is $\alpha$-uncontentious: consider the CRM $\phi'$ with $\phi'(\{j\}) = j$ for $j \neq i$, and $\phi'([n]) = i$. However, our original CRM $\phi$ is no better than $n$-competitive for $R$, since its probability of selecting $i$ is no more than $\frac{1}{n} Pr[R = [n]] = \frac{1}{n} Pr[i \in R]$. \hfill ▶
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Recall that we are assuming for now that we know the $\alpha$-uncontentious distribution $D$, and we can design an online CRM $\phi_D$ accordingly. $\phi_D$ will be a random mixture of the maps $\phi_w$ described above; in particular, we will show that there exists a distribution $W = W(D)$ over weight vectors such that the (randomized) online CRM $\phi_W$ which samples $w \sim W$ upfront then invokes $\phi_w$ is an online $\alpha$-CRM for $D$.

For each element $i \in E$, let $x_i = Pr_{R \sim D}[i \in R]$. For each weight vector $w$ and $i \in E$, let $y_i(w) = Pr_{R \sim D}[i \in \phi_w(R)]$. For each distribution $W$ over weight vectors and element $i \in E$, let $y_i(W) = Pr_{R \sim D}[i \in \phi_W[R]] = Pr_{R \sim D,w \sim W}[i \in \phi_w(R)]$. Let $Y = \{y(W) : W \in \Delta(\mathbb{R}^k_+)\} \subseteq [0, 1]^E$ be the family of all inclusion probabilities achievable by some online CRM of the form $\phi_W$. It is immediate that $Y = \text{convex hull}\{y(w) : w \in \mathbb{R}^k_+\}$, and hence $Y$ is a convex subset of $[0, 1]^E$.

An online $\alpha\gamma$-CRM for $D$ of the form $\phi_W$ exists if and only if $Y$ intersects with the upwards closed convex set $\frac{\alpha}{\gamma} + \mathbb{R}^E_+$. Suppose for a contradiction that this intersection is empty; by the separating hyperplane theorem, this implies that there exists $w \in \mathbb{R}^E_+$ such that $\frac{\alpha}{\gamma} \sum_i w_i x_i > \sum_i w_i y_i$ for all $y \in Y$. In particular, $\frac{1}{\gamma} \sum_i w_i x_i > \sum_i w_i y_i(w)$. Since $\sum_i w_i x_i = E_{R \sim D} w(R)$ and $\sum_i w_i y_i = E_{R \sim D}[w(\phi_w(R))]$, we get a contradiction with Lemma 4.3. This concludes the proof of the theorem.

5 From Contention Resolution to a Secretary Algorithm?

One might hope that online contention resolution is equivalent to the secretary problem on matroids. In particular, does a competitive universal online CRS imply a competitive secretary algorithm? We make partial progress towards this question. In particular, we reduce the secretary problem to online contention resolution on a particular uncontentious distribution derived from the matroid and sample of its elements: the distribution of “improving elements”, as originally defined by Karger [20] for purposes different from ours.

**Definition 5.1.** Fix a matroid $M = (E, I)$ with weights $w \in \mathbb{R}^E_+$, and let $p \in (0, 1)$. The random set $R$ of improving elements with parameter $p$ is sampled as follows: Let $S \sim \text{Ind}_p(E)$, and let $R = R(S) = \{i \in E : \text{rank}_w(S \cup i) > \text{rank}_w(S)\}$. Equivalently, $R$ is the set of elements in $E \setminus S$ which are not spanned by higher weight elements in $S$. Another equivalent definition is $R = \{i \in E \setminus S : i \in \text{OPT}_w(S \cup i)\}$.

The maximum-weight independent subset of the improving elements is $(1 - p)$-approximately optimal in expectation:

**Fact 5.2.** Fix a weighted matroid $(M, w)$, and let $R$ be the random set of improving elements with parameter $p$. Each element of $\text{OPT}_w(M)$ is in $R$ with probability $1 - p$. It follows that $E[w(R)] \geq E[\text{rank}_w(R)] \geq (1 - p)\text{rank}_w(M)$.

Note that the random set $R$ of improving elements does not follow a product distribution. In fact, elements are (weakly) positively correlated in general. This is illustrated by the special case of the 1-uniform matroid on $[n]$ with weights $w_1 > w_2 > \ldots > w_n$, and $p = 1/2$: the distribution of $R$ is as described in Example 3.14. As our main result in this section, we nevertheless show that the random set of improving elements is uncontentious.

**Theorem 5.3.** Let $M = (E, I)$ be a matroid with weights $w \in \mathbb{R}^E_+$, and let $p \in (0, 1)$. The random set of improving elements with parameter $p$ is $\frac{1}{p}$-uncontentious.

Theorem 5.3 and Fact 5.2, taken together, essentially reduce the matroid secretary problem to online contention resolution for the distribution of the random set of improving elements, with one caveat we will discuss shortly. In particular, consider the following blueprint for a secretary algorithm:
1. Let $S$ be the first $\text{Binom}(|\mathcal{E}|, p)$ elements arriving online.
2. Let $R = R(S) \subseteq \mathcal{E} \setminus S$ be a sample of the set of improving elements with parameter $p$.
3. After observing $S$, the elements of $\mathcal{E} \setminus S$ arrive online in random order and are presented
   as such to an online contention resolution algorithm, along with their membership status
   in $R$. Note that membership in $R$ can be determined “on the spot” as required for online
   contention resolution.\footnote{Technically, a CRM requires that elements of $\mathcal{E} \setminus S$ – rather than merely $\mathcal{E} \setminus S$ – be presented in uniform random order along with their membership status in $R$. This is easily accomplished by appropriately interleaving the elements of $S$ – none of which are in $R$ – among the elements of $\mathcal{E} \setminus S$.}

Now given a $\beta$-competitive $\alpha$-universal online CRS, we set $p = \frac{1}{2\alpha}$ and obtain a $\frac{\beta}{1-p}$-competitive
secretary algorithm. However, the following caveat prevents us from proving a formal theorem
of this form: we cannot provide the online CRS with a complete description of the prior
distribution. In particular, the distribution $\mathcal{D}$ of improving elements – while fully described
by the weighted matroid $(\mathcal{M}, w)$ and the parameter $p$ – can not be fully described to the
contention resolution algorithm prior to its invocation, since entries of $w$ are revealed online.
As such, we learn both the sample $R \sim \mathcal{D}$ and the distribution $\mathcal{D}$ gradually as elements arrive.
An oblivious universal online CRS would resolve this difficulty, but unfortunately we proved
in Theorem 3.18 that such a CRS can not exist even for simple matroids and even offline. A
reduction from the matroid secretary problem to contention resolution must therefore require
a CRS which can make do with only partial knowledge of the prior. We leave exploration of
these possibilities for future work, and discuss them further in the Conclusion section.

5.1 Proof of Theorem 5.3

Let $p$, $S$, and $R$ be as in Definition 5.1. We prove that $R$ is uncontentious by leveraging
(c) from Theorem 3.6. In particular we will show that, for arbitrary $F \subseteq \mathcal{E}$, we have
$E[\text{rank}(R \cap F)] \geq p E[(R \cap F)]$. We break this up into the following three lemmas.

\begin{itemize}
  \item \textbf{Lemma 5.4.} $E[\text{rank}(R \cap F)] \geq (1-p) E[(R \cap F)]$
  \item \textbf{Proof.} Let $T = S \setminus F$, and note that $S \cup F = T \cup F$. We condition on the random variable
  $T$ and show conditionally that $E[\text{rank}(R \cap F)] \geq (1-p) E[(R \cap F)]$.

  Take $i \in F \cap \text{OPT}_w(T \cup F)$. We will show that $i$ is in $R$, and hence is in $R \cap F$, with
  probability $1-p$. Since $i \in S \cup i \subseteq T \cup F$ and $i \in \text{OPT}_w(T \cup F)$, it follows from the matroid
  axioms that $i \in \text{OPT}_w(S \cup i)$. With probability $1-p$ we also have $i \not\in S$, in which case
  $i \in R$ by definition. Since $F \cap \text{OPT}_w(T \cup F)$ is an independent set, the claim follows.
  \item \textbf{Lemma 5.5.} $|F \cap \text{OPT}_w(S \cup F)| \geq |F \cap \text{OPT}_w(S)|$
  \item \textbf{Proof.} We prove this by induction on a set $T$ with $S \subseteq T \subseteq S \cup F$, initialized to $T = S$ at
  the base case. Consider how the value of $|F \cap \text{OPT}_w(T)|$ changes as we add elements of
  $F \setminus S$ to $T$ one by one. When adding an element $i \in F \setminus T$ to $T$, there are three cases:
  \begin{itemize}
    \item $i \not\in \text{OPT}_w(T \cup i)$: In this case, $\text{OPT}_w(T \cup i) = \text{OPT}_w(T)$ and $|F \cap \text{OPT}_w(T \cup i)| = |F \cap \text{OPT}_w(T)|$.
    \item $i$ is not spanned by $T$, and $i \not\in \text{OPT}_w(T \cup i)$: In this case, $\text{OPT}_w(T \cup i) = \text{OPT}_w(T \cup \{i\})$, and
      therefore $|F \cap \text{OPT}_w(T \cup i)| = 1 + |F \cap \text{OPT}_w(T)|$.
    \item $i$ is spanned by $T$, and $i \not\in \text{OPT}_w(T \cup i)$: In this case, elementary application of the
      matroid axioms implies that $\text{OPT}_w(T \cup i) = \text{OPT}_w(T) \cup \{i\}$ for some $j \in T$. Since
      $i \in F$, it follows that $|F \cap \text{OPT}_w(T \cup i)|$ is either equal to $|F \cap \text{OPT}_w(T)|$ or exceeds it
      by 1, depending on whether $j \in F$.
  \end{itemize}
\end{itemize}
The Outer Limits of Contention Resolution

Lemma 5.6. \( \mathbb{E}[\text{OPT}_w(S) \cap F] \geq \frac{1}{1-p} \mathbb{E}[R \cap F] \)

Proof. For each \( i \in F \), we will show that \( \Pr[i \in \text{OPT}_w(S)] \geq \frac{1}{1-p} \Pr[i \in R] \), which suffices.

Take \( i \in F \), and let \( S_{\geq i} = \{ j \in S : w_j > w_i \} \). Conditioning on \( S_{>i} \), there are two cases:

- \( i \in \text{span}(S_{>i}) \): It follows that \( i \not\in \text{OPT}_w(S) \) and \( i \not\in R \), with certainty.
- \( i \not\in \text{span}(S_{>i}) \): With probability \( p \) we have \( i \in S \) and therefore \( i \in \text{OPT}_w(S) \) and \( i \not\in R \). With the remaining probability \( (1-p) \) we have \( i \not\in S \) and therefore \( i \in R \) and \( i \not\in \text{OPT}_w(S) \).

In both cases, the conditional probability that \( i \in \text{OPT}_w(S) \) is at least \( \frac{p}{1-p} \) times the conditional probability that \( i \in R \). The lemma follows.

5.2 Where Prior Work Fails

There has been speculation in the community that contention resolution for improving element distributions can be accomplished online using the ideas of Feldman et al [17]. If this were true, then a stronger (online) form of our Theorem 5.3 would follow. We show that such conjecture is fatally flawed: there exists no \( o(n) \)-competitive online CRS in the worst-case arrival model, even when both the order and the distribution of improving elements are known to the algorithm. In other words, any competitive online CRS for improving element distributions must make and exploit assumptions on the arrival order. This rules out direct application of the arguments and techniques of Feldman et al [17], which – in holding for an (unknown) worst-case arrivals – cannot exploit the uniform arrival order. The same can be said for the work of Lee and Singla [25], which operates in the known worst-case arrival model.

We prove the following theorem, then elaborate on how algorithms from prior work tend to fail on simple examples.

Theorem 5.7. Let \( M \) be a matroid on \( n \) elements. There is no \( o(n) \)-competitive online CRS for (known) improving element distributions on \( M \) in the worst-case arrival model. This holds even for the 1-uniform matroid, for every constant parameter \( p \) of the distribution of improving elements, and even when the arrival order is known to the algorithm.

Proof. Let \( \{1, \ldots, n\} \) denote the ground set of of a 1-uniform matroid, listed in decreasing order of weight. Let \( R \) be the random set of improving elements with parameter \( p \). Note that \( R \) is supported on sets of the form \( \{1, \ldots, k\} \) for \( k = 0, \ldots, n \). In the special case of \( p = 1/2 \), the distribution of \( R \) is as described in Example 3.14. In general, \( \Pr[R = \{1, \ldots, k\}] = p(1-p)^k \).

The random set \( R \) is \( 1/p \) uncontentious, as shown by Theorem 5.3. Concretely, the offline CRM \( d(\{1, \ldots, k\}) = k \) is \( \frac{1}{p} \)-competitive.

Now suppose that elements are known to arrive online in the order 1, 2, 3, \ldots, \( n \), and consider an \( \alpha \)-competitive online CRM for some \( \alpha \geq 1 \). Let \( T \subseteq R \) be the (random) set of elements selected by the CRM. Conditioned on \( i \in R \), the CRM must select \( i \) with probability at least \( \frac{1}{\alpha} \). Formally, \( \Pr[i \in T | i \in R] \geq \frac{1}{\alpha} \).

When element \( i \) arrives, the CRM learns whether \( i \in R \), and if so must decide whether to select \( i \). Since the online CRM has only observed elements 1, \ldots, \( i \), and must make its decision on the spot, it cannot distinguish between different sets of the form \( R = \{1, \ldots, k\} \) for \( k \geq i \). In other words, it cannot distinguish between the different realizations of \( R \) which include \( i \), and must therefore select \( i \) with probability at least \( \frac{1}{\alpha} \) in every realization of \( R \) which includes \( i \). Formally, \( \frac{1}{\alpha} \leq \Pr[i \in T | i \in R] = \Pr[i \in T | R = \{1, \ldots, k\}] \) for every \( k \geq i \).

Since \( i \) was chosen arbitrarily, we can take \( k = n \) and conclude that \( \Pr[i \in T | R = \{1, \ldots, n\}] \geq \frac{1}{\alpha} \) for all \( i \). Feasibility requires that \( \sum_{i=1}^{n} \Pr[i \in T | R = \{1, \ldots, n\}] \leq 1 \). Therefore, \( \alpha \geq n \).
It is instructive to examine where the algorithm of Feldman et al [17] fails in the special case of the 1-uniform matroid on \( n \) elements, even when improving elements are presented in a uniformly random order. Indeed, we will argue that no “simple tricks” seem to save the day. Recall that the algorithm of [17] defines a sequence of nested flats \( \emptyset \subset F_1 \subset F_2 \subset \ldots \subset F_k \), and runs the greedy online algorithm on each contracted submatroid \( F_i/F_{i-1} \). The 1-uniform matroid contains only a single non-empty flat, containing all elements. Therefore, the algorithm of [17] reduces merely to the naive greedy online algorithm which simply selects the first element it encounters, which in the case of a uniform arrival order is a uniformly random improving element.

Now, let \( [n] = \{1, \ldots, n\} \) denote the ground set of the 1-uniform matroid listed in decreasing order of weight, and consider the distribution of improving elements \( R \) with parameter \( p = 1/2 \) as described in Example 3.14. Element \( k \) is improving with probability \( 2^{-k} \), yet is selected by the algorithm with probability \( \sum_{i=k}^{n-1} 2^{-i+1} \cdot \frac{1}{n} + 2^{-n} \cdot \frac{1}{n} < \frac{2^k - k}{k} = \Pr[k \in R] \).

Intuitively, when \( k \) is improving, so are elements \( 1, \ldots, k-1 \), which easily span \( k \) and are not distinguished from \( k \) by the algorithm. It is easy to show that the algorithm suffers the same fate for any other choice of \( p \).

One might be tempted to employ other tricks, such as for example “canceling” each element in \( R \) with independent constant probability in order to reduce contention and place the marginal probability vector deep in the matroid polytope. Such tricks are doomed to fail all the same: the algorithm groups all elements into the same (unique) flat, and in doing so does not distinguish between the “uncanceled” elements of \( R \), so cannot select element \( k \) with probability exceeding \( \Pr[k \in R] \).

It is hopefully now clear that any online CRS for improving element distributions must make and exploit assumptions on the arrival order. Whereas this rules out obvious extensions of Feldman et al [17] and Lee and Singla [25], one might hope that the algorithm of Adamczyk and Włodarczyk [1] might fare better, since they do exploit the random ordering assumption. Sadly, their algorithm also fails for the 1-uniform matroid: it also does not distinguish between different improving elements in this special case, and therefore also selects element \( k \) with probability no more than \( \Pr[k \in R] \). That being said, we are more hopeful that the techniques of [1], if combined with significant new ideas, might yield progress on online contention resolution for positively correlated distributions.

6 Conclusions and Open Problems

In this paper, we begin an exploration of the power and limitations of contention resolution beyond known product distributions, as well as its connections to secretary problems. We hope that our results are a first step towards broader application of the techniques behind contention resolution and online selection. Most notably, our results highlight approaches to resolving the matroid secretary conjecture. We identify several intriguing open questions in pursuit of these agendas.

Can the result of Theorem 4.1 be shown unconditionally; i.e., can we show a competitive universal online CRS for matroids without assuming the matroid secretary conjecture? We believe this to be a reasonable first step towards proving the matroid secretary conjecture. As we show in Section 5.2, prior work on online contention resolution fails in the presence of even the modest positive correlation exhibited by (uncontentious) improving element distributions on simple matroids. Therefore, we believe significant new ideas are required.
Recalling the caveat to our results from Section 5, can a tighter connection be made between the secretary problem and contention resolution? Is there a natural model of contention resolution on matroids which permits a reduction both from and to the matroid secretary problem? The knee-jerk approaches using duality-like arguments fail to establish such an equivalence, so new ideas appear to be required.

The caveat to our results from Section 5 suggests that resolving contention with limited knowledge of the prior is closely related to the matroid secretary conjecture. Recalling our impossibility result of Theorem 3.18, we can start by examining prior-independent contention resolution for interesting classes of distributions. For example, is there a competitive prior-independent (or even oblivious) CRS for ex-ante-feasible product distributions?

Can Theorem 4.1 be made computationally efficient? Given only oracle access to an arbitrary uncontentious distribution and an arbitrary algorithm for the matroid secretary problem, this is unclear.

Is there an analogue of our characterization of uncontentious distributions for prophet inequality problems? In particular, can we characterize joint distributions of random variables which permit competitive prophet inequalities with respect to a given matroid?

Do more general set systems permit a characterization of uncontentious distributions with a finite set of inequalities, a-la Theorem 3.6?

We restricted our attention to matroids in the paper, though some notes are in order on extensions of our results to more general constraints. In the characterization of Theorem 3.6, the equivalence of (a) and (b) holds for a general downwards-closed set systems, and is implicit in the arguments of [10]. The equivalence with (c) exploits the matroid structure, however. Theorem 4.1 also holds for general downwards-closed set systems, and our proof does not invoke the matroid assumption. The results and arguments of Section 5, in particular Theorem 5.3, heavily rely on the matroid structure and do not appear to be easily extensible beyond matroids. We leave further extensions of our results beyond matroids for future work.
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Abstract

Algorithmic extension problems of partial graph representations such as planar graph drawings or geometric intersection representations are of growing interest in topological graph theory and graph drawing. In such an extension problem, we are given a tuple \((G, H, D)\) consisting of a graph \(G\), a connected subgraph \(H\) of \(G\) and a drawing \(D\) of \(H\), and the task is to extend \(D\) into a drawing of \(G\) while maintaining some desired property of the drawing, such as planarity.

In this paper we study the problem of extending partial 1-planar drawings, which are drawings in the plane that allow each edge to have at most one crossing. In addition we consider the subclass of IC-planar drawings, which are 1-planar drawings with independent crossings. Recognizing 1-planar graphs as well as IC-planar graphs is \(\mathbf{NP}\)-complete and the \(\mathbf{NP}\)-completeness easily carries over to the extension problem. Therefore, our focus lies on establishing the tractability of such extension problems in a weaker sense than polynomial-time tractability. Here, we show that both problems are fixed-parameter tractable when parameterized by the number of edges missing from \(H\), i.e., the edge deletion distance between \(H\) and \(G\). The second part of the paper then turns to a more powerful parameterization which is based on measuring the vertex+edge deletion distance between the partial and complete drawing, i.e., the minimum number of vertices and edges that need to be deleted to obtain \(H\) from \(G\).
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1 Introduction

In the last decade, algorithmic extension problems of partial planar graph drawings have received a lot of attention in the fields of graph algorithms and graph theory as well as in graph drawing and computational geometry. In this problem setting, the input consists of a planar graph \( G \), a connected subgraph \( H \) of \( G \), and a planar drawing \( \mathcal{H} \) of \( H \); the question is then whether \( \mathcal{H} \) can be extended to a planar drawing of \( G \). This extension problem is motivated from applications in network visualization, where important patterns (subgraphs) are required to have a special layout, or where new vertices and edges in a dynamic graph must be inserted into an existing (partial) connected drawing, which must remain stable to preserve its mental map [31]. A major result on the extension of partial planar drawings is the linear-time algorithm of Angelini et al. [2] which can answer the above question as well as provide the desired planar drawing of \( G \) (if it exists). The result of Angelini et al. contrasts other extension problems in the context of computational geometry and graph drawing, which are typically NP-complete [7, 9–13, 16, 23–26, 30, 32], even in settings where recognition is polynomial-time solvable. On the other end of the planarity spectrum, Arroyo et al. [3, 4] studied drawing extension problems, where the number of crossings per edge is not restricted, yet the drawing must be simple, i.e., any pair of edges can intersect in at most one point. They showed that the simple drawing extension problem is NP-complete [3], even if just one edge is to be added [4].

In this paper, we study the algorithmic extension problem of partial drawings of 1-planar graphs, one of the most natural and most studied generalizations of planarity [17, 27, 33], and of partial drawings of IC-planar graphs, a natural restriction of 1-planarity [1, 5, 29, 35]. A 1-planar graph is a graph that admits a drawing in the plane with at most one crossing per edge; for IC-planarity, we additionally require that no two crossed edges are adjacent. Unlike planarity testing, recognizing 1-planar graphs is NP-complete [20, 28], even if the graph is a planar graph plus a single edge [8]. Recognition of IC-planar graphs also remains NP-complete [6].

Contributions. Given a graph \( G \), a connected subgraph \( H \), and a 1-planar drawing \( \mathcal{H} \) of \( H \), the 1-Planar Extension problem asks whether \( \mathcal{H} \) can be extended by inserting the remaining vertices \( V_{\text{add}} = V(G) \setminus V(H) \) and edges \( E_{\text{add}} = E(G) \setminus E(H) \) of \( G \) into \( \mathcal{H} \) while maintaining the property of being 1-planar. The IC-Planar Drawing Extension problem is then defined analogously, but for IC-planarity.

The NP-completeness of these extension problems is a simple consequence of the NP-completeness of the recognition problem [6, 20, 28] (see also Section 3). With this in mind, the aim of this paper is to establish the tractability of the problems when \( \mathcal{H} \) is almost a complete 1-planar drawing of \( G \). To capture this setting, we turn to the notion of fixed-parameter tractability [15, 19] and consider two natural parameters which capture how complete \( \mathcal{H} \) is: the edge deletion distance between \( \mathcal{H} \) and \( G \) (denoted by \( k \)), and the vertex+edge deletion distance between \( \mathcal{H} \) and \( G \) (denoted by \( \kappa \)). More precisely, \( k \) is equal to \( |E(G) \setminus E(H)| \) and \( \kappa \) is equal to \( |V(G) \setminus V(H)| + |E(G[V(H)]) \setminus E(H)| \). We refer to Section 3 for formal definitions and a discussion of the parameters.

After introducing necessary notation in Section 2 and introducing the problem formally in Section 3, we consider the edge deletion distance \( k \) in Section 4. Our first result is:

*Theorem 1.* 1-Planar Drawing Extension is FPT when parameterized by \( k \).
The proof of Theorem 1 involves the use of several ingredients:
1. Introducing and developing a notion of patterns, which are combinatorial objects that capture critical information about the potential interaction of newly added edges with \( H \);
2. a pruning procedure that reduces our instance to an equivalent sub-instance where \( H \) has treewidth bounded in \( k \);
3. an embedding graph, which carries information about the drawing \( H \); and finally
4. completing the proof by constructing a formula \( \Phi \) in Monadic Second Order Logic to check whether a pattern can “fit” in the embedding graph, using Courcelle’s Theorem [14].

Next, we turn towards the question of whether one can obtain an efficient fixed-parameter algorithm for the extension problem. In particular, due to the use of Courcelle’s Theorem [14] to model-check \( \Phi \), the algorithm obtained in the proof of Theorem 1 will have a prohibitive dependency on the parameter \( k \). In this direction, we note that it is not immediately obvious how one can design an efficient and “formally clean” purely combinatorial algorithm for the pattern-fitting task (i.e., the task we relegate to model checking \( \Phi \) in the embedding graph). At the very least, using a direct translation of the model-checking procedure would come at a significant cost in terms of presentation clarity.

That being said, one can observe that the main reason for the use of patterns is that it is not at all obvious where (i.e., in which cell of the drawing) one should place the vertices used to extend \( H \). Indeed, our second result for parameter \( k \) assumes that \( V_{\text{add}} = \emptyset \) and avoids using Courcelle’s Theorem.

▶ **Theorem 2.** **1-Planar Drawing Extension** parameterized by \( k \) can be solved in time \( O(k^{2k} \cdot n^{O(1)}) \) if \( V(G) = V(H) \).

This algorithm uses entirely different techniques – notably, it prunes the search space for inserting each individual edge via a combination of geometric and combinatorial arguments, and then applies exhaustive branching. We note that the techniques used to prove Theorem 1 and 2 can be directly translated to also obtain analogous results for the IC-planarity setting.

In **Section 5**, we turn our attention to the vertex+edge deletion distance \( \kappa \) as a parameter, which represents a more relaxed way of measuring how complete \( H \) is than \( k \) – indeed, while \( \kappa \leq k \), it is easy to construct instances where \( \kappa = 1 \) but \( k \) can be arbitrarily large. For our third result, we start with IC-planar drawings.

▶ **Theorem 3.** **IC-Planar Drawing Extension** is FPT parameterized by \( \kappa \).

The proof of Theorem 3 requires a significant extension of the toolkit developed for Theorem 1. The main additional complication lies in the fact that the number of edges that are missing from \( H \) is no longer bounded by the parameter. To deal with this, we show that the added vertices can only connect to the boundary of a cell in a bounded number of “ways” (formalized via a notion we call regions), and we use this fact to develop a more general notion of patterns and embedding graphs than those used for Theorem 1.

Finally, in **Section 6**, we present a first step towards the tractability of **1-Planar Drawing Extension** parameterized by \( \kappa \). We note that the techniques developed for the other parameterizations and problem variants cannot be applied to solve this case – the main difference compared to the setting of Theorem 3 is that the “missing” vertices can be incident to many edges with crossings, which prevents the use of our bounded-size patterns to capture the behavior of new edges. As our final contribution, we investigate the special case of \( \kappa = 2 \), i.e., when adding two new vertices.

▶ **Theorem 4.** **1-Planar Drawing Extension** is polynomial-time tractable if \( \kappa \leq 2 \).
We note that even this, seemingly very restricted, subcase of 1-PLANAR DRAWING EXTENSION was non-trivial and required the combination of several algorithmic techniques (this contrasts to the case of \(|V_{\text{add}}| = 1\), whose polynomial-time tractability is a simple corollary of one of our lemmas). In particular, the algorithm uses a new two-step “delimit-and-sweep” approach: first, we apply branching to find a curve with specific properties that bounds the instance by a left and right “delimiter”. The second step is then a left-to-right sweep of the instance that iteratively pushes the left delimiter towards the right one while performing dynamic programming combined with branching and network-flow subroutines.

Albeit being a special case, we believe these delimited instances with two added vertices can play a role in a potential XP algorithm parameterized by \(\kappa\) – the existence of which we leave open for future work.

Further Related Work. In addition to the given related work on extension problems, it is also worth noting that identifying a substructure of bounded treewidth and applying Courcelle’s Theorem to decide an MSO formula on it has been previously used for a graph drawing problem by Grohe [21], namely to identify graph drawings of bounded crossing number. Both the way in which one arrives at bounded treewidth and the nature of the employed MSO formula are substantially different from our approach, which is not surprising as the problem of generating drawings from scratch and the problem of extending partial drawings are in general fundamentally different. Specifically in the case of generating drawings, the MSO formula could essentially encode the existence of a drawing with bounded crossing number by inductively planarizing crossings of pairs of edges; here the planarity of the planarization can of course be captured via excluded \(K_{3,3}\) and \(K_5\) minors by MSO. This approach is not possible in our setting. There are examples of 1-planar graphs which have partial drawings which cannot be extended to a 1-plane drawing. Thus a planarization with respect to the added parts of a solution needs to be compatible with the partial drawing and cannot be encoded by an MSO formula straightforwardly.

2 Preliminaries

Let \(G\) be a simple graph, \(V(G)\) its vertices, and \(E(G)\) its edges. We use standard graph terminology [18]. For \(r \in \mathbb{N}\), we write \([r]\) as shorthand for the set \(\{1, \ldots, r\}\). We also assume a basic understanding of parameterized complexity theory [15,19], Monadic Second Order (MSO) Logic and Courcelle’s Theorem [14].

A drawing \(G\) of \(G\) in the plane \(\mathbb{R}^2\) is a function that maps each vertex \(v \in V(G)\) to a distinct point \(G(v) \in \mathbb{R}^2\) and each edge \(e = uv \in E(G)\) to a simple open curve \(G(e) \subset \mathbb{R}^2\) with endpoints \(G(u)\) and \(G(v)\). In a slight abuse of notation we often identify a vertex \(v\) and its drawing \(G(v)\) as well as an edge \(e\) and its drawing \(G(e)\). Throughout the paper we will assume that: (i) no edge passes through a vertex other than its endpoints, (ii) any two edges intersect in at most one point, which is either a common endpoint or a proper crossing (i.e., edges cannot touch), and (iii) no three edges cross in a single point. For a drawing \(G\) of \(G\) and \(e \in E(G)\), we use \(G - e\) to denote the drawing of \(G - e\) obtained by removing the drawing of \(e\) from \(G\), and for \(J \subseteq E(G)\) we define \(G - J\) analogously.

We assume that readers are familiar with the notion of planarity and faces. The boundary of a face is the set of edges and vertices whose drawing delimits the face. Further, \(G\) induces for each vertex \(v \in V(G)\) a cyclic order of its neighbors by using the clockwise order of its incident edges. This set of cyclic orders is called a rotation scheme. Two planar drawings \(G_1\) and \(G_2\) of the same graph \(G\) are equivalent if they have the same rotation scheme and the same outer face; equivalence classes of planar drawings are also called embeddings. A plane graph is a planar graph with a fixed embedding.
A drawing $\mathcal{G}$ is 1-planar if each edge has at most one crossing and a graph $G$ is 1-planar if it admits a 1-planar drawing. Similarly to planar drawings, 1-planar drawings subdivide the plane into connected regions, which we call cells in order to distinguish them from the faces of a planar drawing. The planarization $G^\times$ of a 1-planar drawing $\mathcal{G}$ of $G$ is a graph $G^\times$ with $V(G) \subseteq V(G^\times)$ that introduces for each crossing of $G$ a dummy vertex $c \in V(G^\times)$ and that replaces each pair of crossing edges $uv, wx \in E(G)$ by the four half-edges $uc, wc, uc, xc$ in $E(G^\times)$, where $c$ is the crossing of $uv$ and $wx$. In addition all crossing-free edges of $E(G)$ belong to $E(G^\times)$. Obviously, $G^\times$ is planar and the drawing $\mathcal{G}^\times$ of $G^\times$ corresponds to $\mathcal{G}$ with the crossings replaced by the dummy vertices.

### 3 Extending 1-Planar Drawings

Given a graph $G$ and a subgraph $H$ of $G$ with a 1-planar drawing $\mathcal{H}$ of $H$, we say that a drawing $\mathcal{G}$ of $G$ is an extension of $\mathcal{H}$ if the planarization $H^\times$ of $H$ and the planarization $G^\times$ of $\mathcal{G}$ restricted to $H^\times$ have the same embedding. We formalize our problem of interest as:

<table>
<thead>
<tr>
<th>1-PLANAR DRAWING EXTENSION</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Instance:</strong> A graph $G$, a connected subgraph $H$ of $G$, and a 1-planar drawing $\mathcal{H}$ of $H$.</td>
</tr>
<tr>
<td><strong>Task:</strong> Find an 1-planar extension of $\mathcal{H}$ to $G$, or correctly identify that there is none.</td>
</tr>
</tbody>
</table>

The IC-Planar Drawing Extension problem is then defined analogously. Both problem definitions follow previously considered drawing extension problems, where the connectivity of $H$ is considered a well-motivated and standard assumption [22, 30, 31].

Given an instance $(G, H, \mathcal{H})$ of 1-Planar Drawing Extension, a solution is a 1-planar drawing $\mathcal{G}$ of $G$ that is an extension of $\mathcal{H}$. We refer to $V_{\text{add}} := V(G) \setminus V(H)$ as the added vertices and to $E_{\text{add}} := E(G) \setminus E(H)$ as the added edges. Let $V_{\text{inc}} = \{v \in V(H) \mid \exists vw \in E_{\text{add}}\}$, i.e., $V_{\text{inc}}$ is the set of vertices of $H$ that are incident to at least one added edge. We also distinguish added edges whose endpoints are already part of the drawing, and added edges with at least one endpoint yet to be added into the drawing – notably, we let $E^H_{\text{add}} := \{vw \in E_{\text{add}} \mid v, w \in V(H)\}$ and $E^{-H}_{\text{add}} := E_{\text{add}} \setminus E^H_{\text{add}}$. This distinction will become important later, since it opens up two options for how to quantify how “complete” the drawing of $\mathcal{H}$ is. It is worth noting that, without loss of generality, we may assume each vertex in $V_{\text{add}}$ to be incident to at least one edge in $E_{\text{add}}$ and hence $|V_{\text{add}} \cup V_{\text{inc}}| \leq 2|E_{\text{add}}|$.

Given the NP-completeness of recognizing 1-planar [20, 28] and IC-planar [6] graphs we get as an immediate consequence that also the corresponding extension problems are NP-complete. In view of the NP-completeness of the problem, it is natural to ask about its complexity when $H$ is nearly “complete”, i.e., we only need to extend the drawing $\mathcal{H}$ by a small part of $G$. In this sense, deletion distance represents the most immediate way of quantifying how far $H$ is from $G$, and the parameterized complexity paradigm [15, 19] offers complexity classes that provide a more refined view on “tractability” in this setting.

The most immediate way of capturing the completeness of $H$ in this way is to parameterize the problem via the edge deletion distance to $G$ – formalized by setting $k = |E_{\text{add}}|$. The aim of Section 4 is to establish the fixed-parameter tractability of 1-Planar Drawing Extension parameterized by $k$. A second parameter that we consider is the vertex+edge deletion distance to $G$, i.e., the minimum number of vertices and edges that need to be deleted from $G$ to obtain $H$. We call this parameter $\kappa$ and set $\kappa = |V_{\text{add}}| + |E^H_{\text{add}}|$. The parameterization by $\kappa$ is the topic of Section 5 and 6. Since we can always assume that each added vertex is incident to at least one added edge, $|V_{\text{add}}| + |E^H_{\text{add}}| \leq |E_{\text{add}}|$ and so parameterizing by $\kappa$ leads to a more general (and difficult) parameterized problem.
4 Using Edge Deletion Distance for Drawing Extensions

The main goal of this section is to establish the fixed-parameter tractability of 1-PLANAR DRAWING EXTENSION parameterized by the edge deletion distance $k$.

We note that one major obstacle faced by a fixed-parameter algorithm is that it is not at all obvious how to decide where the vertices in $V_{\text{add}}$ should be drawn in an augmented drawing of $H$. As a follow-up, we will show that when $V_{\text{add}} = \emptyset$ (i.e., $V(H) = V(G)$), it is possible to obtain a more self-contained combinatorial algorithm with a significantly better runtime; this is presented in Subsection 4.2.

4.1 A Fixed-Parameter Algorithm for 1-Planar Drawing Extension

Our first step towards a proof of the desired tractability result is the definition of a pattern, which is a combinatorial object capturing essential information about a potential 1-planar drawing of $H$. The formal definition of pattern is given in Definition 1. Definition 2 then defines the notion of derived patterns, which create a link between solutions to an instance of 1-PLANAR DRAWING EXTENSION and patterns.

To given an intuition of the patterns, assume that a pattern consists of a tuple $(S, Q, C)$ and let $(G, H, \mathcal{H})$ be a 1-PLANAR DRAWING EXTENSION instance. Then, the general intuition is that $S$ represents the set of faces in $H^\kappa$ which contain at least a part of the drawing of an edge in $E_{\text{add}}$ in a hypothetical 1-planar extension $\mathcal{G}$ of $\mathcal{H}$. Crucially, our aim is to keep the size of patterns bounded in $k$, and so we only “anchor” $S$ to $H^\kappa$ by storing information about which faces will contain individual edges in $E_{\text{add}}$, vertices from $V_{\text{add}}$, and be adjacent to individual vertices in $V_{\text{inc}}$: this is captured by the mapping $Q$. The third piece of information we store is $C$, which represents the cyclic order of how edges in $E_{\text{add}}$ exit or enter the boundary of each face (including the case where an edge crosses through an edge into the same face, i.e., occurs twice when traversing the boundary of that face).

Definition 1. A pattern for an instance $(G, H, \mathcal{H})$ is a tuple $(S, Q, C)$ where

1. $S$ is a set of at most $2k$ elements;
2. $Q$ is a mapping from $V_{\text{add}} \cup E_{\text{add}} \cup V_{\text{inc}}$ which maps: (a) vertices in $V_{\text{add}}$ to elements of $S$, (b) edges in $E_{\text{add}}$ to ordered pairs of elements of $S$, and (c) vertices in $V_{\text{inc}}$ to subsets of $S$.
3. $C$ is a mapping from $S$ that maps each $s \in S$ to a cyclically ordered multiset of pairs \(\{(e_1, q_1), (e_2, q_2), \ldots, (e_\ell, q_\ell)\}\), where each $e_i$ is in $E_{\text{add}}$ and each $q_i$ is in $V_{\text{inc}} \cup \{\text{crossing}\}$. Moreover, $C$ must satisfy the following conditions: (a) for each $s \in S$ and each tuple $(e, q) \in C(s)$ such that $q \in V_{\text{inc}}$, it must hold that $s \in Q(q)$ and $e$ is incident to $q$ in $G$; (b) for each $e \in E_{\text{add}}$ and $s \in S$, if $e$ occurs in at least one tuple in $C(s)$, then $s \in Q(e)$ and $C(s)$ contains at most two tuples of the form $(e, *)$, where * is an arbitrary element; (c) for each $s \in S$, each tuple occurs at most once in $C(s)$ with the exception of tuples containing “crossing”, which may occur twice.

Let $\mathcal{P}$ be the set of all patterns for our considered instance $(G, H, \mathcal{H})$. Let $\#\text{pat}(k) = 2k \cdot (2k^3)^{3k} \cdot (2k)! \cdot 2^{2k}$ and note that $|\mathcal{P}| \leq \#\text{pat}(k) \in 2^{O(k^3 \log k)}$. In particular, the number of possible patterns can be bounded by first considering $2k$ options for $|S|$, multiplying this by the at most $(2k^{3k})$-many ways of choosing $Q$, and finally multiply this by the number of choices for $C$ which can be bounded as follows: for each $s \in S$, $C(s)$ is a set that forms a subset (of size at most $2k$) of the $3k$-cardinality set of tuples (note that $e = \{a, b\} \in E_{\text{add}}$ can only occur in the tuples $(e, a)$, $(e, b)$ and $(e, \text{crossing})$).
The intuition behind patterns will be formalized in the next definition, which creates a link between solutions to our instance and patterns.

**Definition 2.** Let $(G, H, \mathcal{H})$ be a 1-PLANAR DRAWING EXTENSION instance. For each solution $\mathcal{G}$ of $(G, H, \mathcal{H})$ we define a derived pattern $P = (S, Q, C)$ as follows:

- $S$ is the set of faces of $\mathcal{H}$ which have a non-empty intersection with $\mathcal{G}(e)$ for some $e \in E_{\text{add}}$.
- For $v \in V_{\text{add}}$ we set $Q(v)$ to the face $f$ of $\mathcal{H}$ for which $\mathcal{G}(v)$ lies inside $f$, for $e \in E_{\text{add}}$ we set $Q(e)$ to the set of at most two faces which have a non-empty intersection with $\mathcal{G}(e)$, and for $w \in V_{\text{inc}}$ we set $Q(w)$ to all faces in $S$ incident to $w$ in $\mathcal{G}$.
- For a face $s \in S$ we consider all edges $e = uv \in E_{\text{add}}$ with a non-empty intersection between $\mathcal{G}(e)$ and $s$. It follows that there is an edge $e' \in E(H)$ on the boundary of $s$ such that $\mathcal{G}(e)$ crosses $\mathcal{G}(e')$, or $u \in V_{\text{inc}}$ and $u$ is on the boundary of $s$, or both. We set $C(s)$ as the ordered set of these crossing points or vertices when traversing $s$ in clockwise fashion.

Our next task is to define valid patterns; generally speaking, these are patterns which are not malformed and could serve as derived patterns for a hypothetical solution. One notable property that every valid pattern must satisfy is that all vertices and edges mapped by $Q$ to some $s \in S$ can be drawn in a 1-planar way while respecting $C(s)$.

**Definition 3.** For an instance $(G, H, \mathcal{H})$, a pattern $P = (S, Q, C)$ is valid if there exists a pattern graph $G_P$ with a 1-planar drawing $\mathcal{G}_P$ satisfying the following properties:

- $V_{\text{add}} \cup V_{\text{inc}} \subseteq V(G_P)$ and $E_{\text{add}} \subseteq E(G_P)$.
- $G_P - E_{\text{add}}$ is a planar drawing.
- $S$ is a subset of the inner faces of $\mathcal{G}_P - E_{\text{add}}$.
- Each $v \in V_{\text{add}}$ is contained in the face $Q(v)$ of $\mathcal{G}_P - V_{\text{add}} - E_{\text{add}}$.
- Each $e \in E_{\text{add}}$ is contained in the face(s) $Q(e)$ of $\mathcal{G}_P - E_{\text{add}}$.
- Each $v \in V_{\text{inc}}$ is incident to the faces $Q(v)$ of $\mathcal{G}_P - E_{\text{add}}$.
- When traversing the inner side of the boundary of each face $s$ of $\mathcal{G}_P - E_{\text{add}}$ in clockwise fashion, the order in which each edge $e \in E_{\text{add}}$ is seen in $\mathcal{G}_P$ together with the information whether $e$ crosses here or ends in its endpoint in $V_{\text{inc}}$, is precisely $C(s)$.

Note that the instance $(G, H, \mathcal{H})$ in the definition of a valid pattern is only important to define $V_{\text{add}}$, $V_{\text{inc}}$, and $E_{\text{add}}$. Moreover, observe that for each solution $\mathcal{G}$ of an instance $(G, H, \mathcal{H})$, the derived pattern is valid by definition. An illustration of a pattern graph is provided in Part (a) of Figure 1. We also remark that, when comparing a pattern graph to a hypothetical solution which draws an edge into the outer face of $\mathcal{H}$, we will map the outer face to an inner face of the pattern graph.

**Lemma 4.** Given pattern $P = (S, Q, C)$, in time $\mathcal{O}((k!)^k \cdot k^{2k+1})$ we can either construct a pattern graph $G_P$ together with the drawing $\mathcal{G}_P$ satisfying all the properties of Definition 3 or decide that $P$ is not valid.

**Proof Sketch.** The idea is to build a planarized version $G'_P$ of the pattern graph with size bounded in $\mathcal{O}(k)$. To build the graph we introduce for every $s \in S$ a cycle containing the vertices in $C(s)$. We further subdivide each edge on a cycle by dummy vertices and identify the vertices corresponding to the same vertex in $V_{\text{inc}}$ or the same crossing. Finally we add each vertex in $V_{\text{add}}$ and connect it to the necessary vertices on the face’s boundary. Crossings between these in-face edges can then be guessed since there are only $\mathcal{O}(k)$ such crossings. Finding the drawing $\mathcal{G}_P'$ that adheres to Definition 3 can then be done by iterating all possible rotation schemes. To turn $G'_P$ into a 1-plane drawing replace all crossing vertices by crossing...
Extending Partial 1-Planar Drawings

(a) A pattern graph as constructed in Lemma 4. The face representing \( s \in S \) is yellow, gray disks are dummy vertices. Black circles are in \( V_{add} \). Squares are either in \( V_{inc} \) or represent crossings.

(b) An example of an embedding graph. The white vertices are shadow-vertices, the purple one the face vertex, and gray edges got added.

Figure 1 Examples for the definition of a pattern and the embedding graph.

edges (see also Part (a) of Figure 1a). For the reverse direction, simply observe that from a given pattern graph we can delete and contract all “unnecessary” vertices and edges. Then all that remains are the cycles of vertices representing a set \( C(s) \) and vertices in \( V_{add} \).

Next, we will define an annotated (“labeled”) graph representation of \( H \) and \( H^* \)’s faces. The embedding graph \( H^* \) of \( H \) is obtained from \( H^\times \) by:
1. subdividing each uncrossed edge \( e \) (resulting in vertex \( v_e \));
2. creating a vertex for each face \( f \) of \( H^\times \) (resulting in vertex \( v_f \));
3. traversing the boundary of each face \( f \) and whenever we see a vertex \( v \) (including the vertices created in Step 1) we create a shadow copy of \( v \) and place it right next to \( v \) in the direction we saw \( v \) from. Add a cycle connecting the shadow vertices we created in \( f \) in the order they were created, and direct it in clockwise fashion\(^{2}\);
4. connecting \( v_f \) to all shadow-vertices created by traversing \( f \), and all shadow copies of a vertex \( v \) to the original \( v \).

Observe that the embedding graph is a connected plane graph. We label the vertices of the embedding graph to distinguish original vertices, edge-vertices, face-vertices, crossing-vertices and shadow-vertices, and use at most \( 2k \) special labels to identify vertices in \( V_{inc} \). An illustration of the embedding graph is provided in Part (b) of Figure 1. Next, we show that it suffices to restrict our attention to the parts of \( H^* \) which are “close” to vertices in \( V_{inc} \).

Lemma 5. Let \( I = (G, H, \mathcal{H}) \) be an instance of 1-Planar Drawing Extension. Let \( Z \) be the set of all vertices in \( H^* \) of distance at least \( 4k + 7 \) from each vertex in \( V_{inc} \). Let \( G' \), \( H' \), and \( \mathcal{H}' \) be obtained by deleting all vertices in \( Z \) from \( G, H, \) and \( \mathcal{H} \) respectively. Then:
1. If \( I \) is a YES-instance, then each connected component of \( G' \) contains at most one connected component of \( H^\times \).

\(^{1}\) formally, we draw a curve in \( f \) that closely follows the boundary until it forms a closed curve.

\(^{2}\) Note that this may create multiple shadow copies of a vertex. The reason we use shadow copies of vertices instead of using the original vertices is that when traversing the inner boundary of a face, a vertex may be seen multiple times, and such shadow-vertices allow us to pinpoint from which part of the face we are visiting the given vertex.

\(^{3}\) This can be seen not to hold in general if we allow \( H \) to be disconnected.
2. \( I \) is a YES-instance if and only if for each connected component \( A \) of \( H' \) the restriction of \( \mathcal{H}' \) to \( H'[\mathcal{A}] \) can be extended to a drawing of the connected component of \( G' \) containing \( A \).
Moreover, given such a 1-planar extension for every connected component of \( G' \), we can output a solution for \( I \) in linear time.

We split the proof of Lemma 5 into proofs for the two individual points.

Proof of Point 1. For the sake of contradiction let \( J \) be a connected component of \( G' \) that contains two distinct connected components \( H'_1 \) and \( H'_2 \) of \( H' \). Since \( J \) is a connected component, there must be a path \( P \) from a vertex \( v_1 \in H'_1 \) to a vertex \( v_2 \in H'_2 \) in \( J - (H'_1 \cup H'_2) \), and moreover \( P \) must have length at most \( k \). By definition, both \( v_1 \) and \( v_2 \) are in \( V_{inc} \). To complete the proof, it suffices to show that in any solution \( G \), \( v_1 \) and \( v_2 \) have distance at most \( 4k + 4 \) in \( H^* \).

Moreover, in any solution \( G \), two consecutive vertices of \( P \) are either drawn in the same face of \( H^* \) or in two adjacent faces of \( H^* \). Observe that the distance in \( H^* \) between two face-vertices for the faces that share an edge is \( 4 \), and that the distance from an original vertex \( v \) to a face-vertex of a face incident to \( v \) is \( 2 \). Therefore, if \((G,H,H)\) is a YES-instance, then the distance between \( v_1 \) and \( v_2 \) in \( H^* \) must be at most \( 4k + 4 \).

Proof of Point 2. The forward direction is obvious. For the backward direction, let \( G_1, \ldots, G_r \) be the connected components of \( G' \) and for \( i \in [r] \) let \( H_i \) and \( \mathcal{H}_i \) be the restriction of \( H' \) and \( \mathcal{H}' \), respectively, to \( G_i \). Moreover, let \( H_i^* \) be the planarization derived from \( H_i \) and note that \( H_i \) is connected for all \( i \in [r] \) by Point 1. Now let us fix an arbitrary \( i \in [r] \) such that \( H_i \) is not empty and let \( \mathcal{G}_i \) be a 1-planar extension of \( \mathcal{H}_i \) to \( G_i \).

Observe that each face of \( H_i^* \) is completely contained in precisely one face of \( \mathcal{H}_i^* \). Moreover, if a face \( f \) of \( \mathcal{H}_i^* \) contains at least two faces \( f_1 \) and \( f_2 \) of \( \mathcal{H}_i^* \), then both \( v_{f_1} \) and \( v_{f_2} \) are at distance at least \( 4k + 4 \) of any vertex in \( \mathcal{V}_{inc} \cap V(H_i) \) in \( H^* \). Indeed, if this were not the case, then w.l.o.g. the vertices on the boundary of \( v_{f_1} \) would have distance at most \( 4k + 6 \) from some \( w \in \mathcal{V}_{inc} \cap V(H_i) \) in \( H^* \), which would mean that \( f_1 \) is also a face in \( \mathcal{H}_i^* \). By the same distance-counting argument introduced at the end of the Proof of Point 1, This implies that no edge in a path \( P \) of \( G \) from a vertex \( v \in H_i \) whose internal vertices all lie in \( \mathcal{V}_{add} \) can be drawn in any face of \( H_i^* \) contained in \( f \).

To complete the proof, let \( G_1, \ldots, G_p, p \leq r \) be the connected components of \( G' \) that contain a vertex in \( H \) and \( G_{p+1}, \ldots, G_r \) the remaining connected components of \( G' \). We obtain a solution \( G \) to the instance \( I \) by simply taking the union of \( H \) and \( \mathcal{G}_i \) for \( i \in [p] \) and then for \( i \in \{p+1, \ldots, r\} \) shifting \( \mathcal{G}_i \) so that \( \mathcal{G}_i \) do not intersect any other part of the drawing.

Since \( |\mathcal{V}_{inc}| \leq 2k \), Lemma 5 allows us to restrict our attention to a subgraph of diameter at most \( (4k + 7) \cdot 2 \cdot 2k = 16k^2 + 28k \). This will be especially useful in view of the following known fact, that allows us to assume that the treewidth of our instances is bounded.

**Proposition 6 ([34]).** A planar graph \( G \) with radius at most \( r \) has treewidth at most \( 3r + 1 \).

**Lemma 7.** 1-Planar Drawing Extension is FPT parameterized by \( k + tw(H^*) \) if and only if it is FPT parameterized by \( k \), where \( H^* \) is the embedding graph of \( H \).

**Proof.** The backward direction is trivial. For the forward direction, assume that that there exists an algorithm \( B \) which solves 1-Planar Drawing Extension in time \( f(k + tw(H^*)) \cdot |V(G)|^c \) for some constant \( c \) and computable function \( f \). Now, consider the following algorithm \( A \) for 1-Planar Drawing Extension: \( A \) takes an instance \((G_0,H_0,H_0)\) and constructs
(G₁, H₁, H₀) by applying Lemma 5. Recall that by Point 1 of Lemma 5, (G₀, H₀, H₀) is either NO-instance, in which case A correctly outputs “NO”, or each connected component of G₁ contains at most one connected component of H₁.

Now let us consider a connected component C of G₁ and the embedding graph H₁[C] of H₁[C] and let v_f be a face-vertex in H₁[C]. If v_f is at distance at least 4k + 9 from every vertex in V inc ∩ C in H₁[C], then every vertex on the boundary of f is at distance at least 4k + 7 from every vertex w ∈ V inc ∩ C in H₁[C]. Let v be an arbitrary vertex incident to f in H₁[C]. Since each face of H₀ is completely contained in precisely one face of H₁[C], it follows that v is at distance at least 4k + 7 from each vertex w ∈ V inc ∩ C in H*. Because v ∈ V(H₁[C]), this contradicts the fact that every vertex in V(H₁) is at distance at most 4k + 6 from a vertex w ∈ V inc in H*. Hence, every face-vertex in H₁[C] is at distance at most 4k + 8 from a vertex in V inc ∩ C. Moreover, every vertex in H₁[C] is at distance at most 2 from some face-vertex and there are at most 2k vertices in V inc ∩ C. Therefore, the radius, and by Proposition 6 the treewidth, of H₁[C] is bounded by O(k²).

Now, for each connected component C of G₁, we solve the instance (G₁[C], H₁[C], H₁[C]) using algorithm B. If B determines that at least one such (sub)-instance is a NO-instance, then A correctly outputs “NO”. Otherwise, A outputs a solution for (G₀, H₀, H₀) that it computes by invoking the algorithm given by Point 2 of Lemma 5. To conclude, we observe that A is a fixed-parameter algorithm parameterized by k and its correctness follows from Lemma 5.

We now have all the ingredients we need to establish our tractability result.

**Theorem 1.** 1-PLANAR DRAWING EXTENSION is FPT when parameterized by k.

**Proof Sketch.** We prove the theorem by showing that 1-PLANAR DRAWING EXTENSION is fixed-parameter tractable parameterized by k + tw(H*), which suffices thanks to Lemma 7.

To this end, consider the following algorithm A. Initially, A loops over all of the at most #pat(k) many patterns, tests whether each pattern is valid or not using Lemma 4, and stores all valid patterns in a set P. Next, it branches over all valid patterns in P, and for each such pattern P = (S = {s₁, ..., sₖ}, Q, C) it constructs an MSO formula Φ_P(F), where F is a set of at most 7k free variables specified later, the purpose of which is to find a suitable “placement” for P in H by finding an interpretation in the embedding graph H*. In particular, Φ_P uses the free variables in F to find a suitable face-vertex x_i for each s_i ∈ S and a suitable crossing point for each edge mapped to two elements of S, while also guaranteeing that the cyclic orders specified by C are adhered to. Once we find a suitable placement for P in H, the algorithm constructs an extension by topologically “inserting” the pattern graph G_P into the identified faces of H* and using the crossing points as well as vertices in V inc as “anchors”.

### 4.2 A More Efficient Algorithm for Extending by Edges Only

In this subsection we obtain a more explicit and efficient algorithm than in Theorem 1 for the case where V(G) = V(H). The idea underlying the algorithm is to iteratively identify sufficiently many 1-planar drawings of each added edge into H that can either all be extended to a 1-planar drawing of G, or none of them can, which allows us to branch over a small number of possible drawings for that edge.

Let X = ∪ u,v∈E add {u, v} be the set of all endpoints of edges in E add, and let us fix an order of the added edges by enumerating E add = {e₁, ..., eₖ}. Now, consider a 1-planar drawing Hᵢ of Hᵢ := H + {e₁, ..., eᵢ−1} and assume that we want to add eᵢ as a curve
\( \gamma(e_i) \). For a cell \( f \) in \( H_i + \gamma(e_i) \) and vertices \( x_1, x_2 \) on the boundary of \( f \), we denote by \( b_{\gamma(e_i)}(f, x_1, x_2) \subseteq E(H_i+1) \) the edges on the \( x_1-x_2 \)-path along the boundary of \( f \) which traverses this boundary in counterclockwise direction. We explicitly note that \( b_{\gamma(e_i)}(f, x_1, x_2) \) does not contain any half-edges. In this way \( b_{\gamma(e_i)}(f, x_1, x_2) \) is the set of edges of \( H_i+1 \) on the \( x_1-x_2 \)-path along the boundary of \( f \) that are not crossed in \( H_i + \gamma(e_i) \), and hence may still be crossed by drawings of \( e_{i+1}, \ldots, e_k \) in a 1-planar extension of \( H_i + \gamma(e_i) \) to \( G \).

Let \( \gamma_1(e_i) \) and \( \gamma_2(e_i) \) be two possible curves for \( e_i \) to be drawn into \( H_i \). Then we call \( \gamma_1(e_i) \) and \( \gamma_2(e_i) \) \( \{e_{i+1}, \ldots, e_k\}\)-partition equivalent if there is a bijection \( \pi \) from the cells of \( H_i + \gamma_1(e_i) \) to the cells of \( H_i + \gamma_2(e_i) \) such that

- the vertices in \( X \) on the boundaries of the cells are invariant under \( \pi \), i.e., for each cell \( f \) whose boundary intersects \( X \) precisely in \( X' \) it must hold that \( \pi(f) \) intersects \( X \) precisely in \( X' \) as well; and

- for each pair of cells \( f, f' \) of \( H_i + \gamma_1(e_i) \) and ordered pairs of (not necessarily pairwise distinct) vertices \( (x_1, x_2), (x_1', x_2') \in X^2 \) that
  - are on the boundary of \( f \) and \( f' \), respectively, and
  - the counterclockwise \( x_1-x_2 \)-path and the counterclockwise \( x_1'-x_2' \)-path along the boundaries of \( f \) and \( f' \), respectively, does not contain any inner vertices in \( X \),
the following must hold:

\[
\begin{cases}
\text{if } |b_{\gamma_1(e_i)}(f, x_1, x_2) \cap b_{\gamma_1(e_i)}(f', x_1', x_2')| \leq k, \text{ then} \\
|b_{\gamma_1(e_i)}(f, x_1, x_2) \cap b_{\gamma_1(e_i)}(f', x_1', x_2')| = |b_{\gamma_2(e_i)}(\pi(f), x_1, x_2) \cap b_{\gamma_2(e_i)}(\pi(f'), x_1', x_2')| \\
\text{otherwise} \\
\text{also } |b_{\gamma_2(e_i)}(\pi(f), x_1, x_2) \cap b_{\gamma_2(e_i)}(\pi(f'), x_1', x_2')| > k.
\end{cases}
\]

Roughly speaking, the first condition guarantees that when extending \( H_i \) by \( \{e_{i+1}, \ldots, e_k\}\)-partition equivalent drawings of \( e_i \), the topological separation of all vertices that might be important when drawing \( e_{i+1}, \ldots, e_k \) is the same. The second condition ensures that when extending \( H_i \) by \( \{e_{i+1}, \ldots, e_k\}\)-partition equivalent drawings of \( e_i \), the number of edges whose drawings might be crossed by drawings of \( \{e_{i+1}, \ldots, e_k\} \) is the same, or so large that they cannot all be crossed by drawings of \( \{e_{i+1}, \ldots, e_k\} \).

> Lemma 8. For any \( 1 \leq i \leq k \), if two drawings \( \gamma_1(e_i), \gamma_2(e_i) \) of \( e_i \) into a drawing \( H_i \) of \( H_i \) are \( \{e_{i+1}, \ldots, e_k\}\)-partition-equivalent, they either both can be extended to a 1-planar drawing of \( G \), or none of them can.

**Proof.** We show that we can obtain a 1-planar drawing extension of \( H_i + \gamma_2(e_i) \) to \( G = H_i + \{e_{i+1}, \ldots, e_k\} \) from a 1-planar drawing extension of \( H_i + \gamma_1(e_i) \) to \( G \). Then the claim immediately follows by a symmetric argument when \( \gamma_1(e_i) \) and \( \gamma_2(e_i) \) are interchanged.

Let \( \pi \) be a bijection between the cells of \( H_i + \gamma_1(e_i) \) and the cells of \( H_i + \gamma_2(e_i) \) that witnesses \( \{e_{i+1}, \ldots, e_k\}\)-partition equivalence of \( \gamma_1(e_i) \) and \( \gamma_2(e_i) \). Assume we are given a 1-planar drawing extension \( G_1 \) of \( H_i + \gamma_1(e_i) \) to \( G \). From this, we will define a 1-planar drawing extension \( G_2 \) of \( H_i + \gamma_2(e_i) \) to \( G \). For \( e \in E(H_i) \) set \( G_2(e) = H_i(e) \) and set \( G_2(e) = \gamma_2(e_i) \). In this way, \( G_2 \) is an extension of \( H_i \).

Note that for any cell \( f \) of \( H_i + \gamma_1(e_i) \) the order in which the vertices of \( X \) occur on the boundary of \( f \) is the same (up to possibly reversal) in which they occur on the boundary of \( \pi(f) \) (exactly the same such vertices occur because of \( \{e_{i+1}, \ldots, e_k\}\)-partition equivalence). This is due to the fact that \( H_i + \gamma_1(e_i) \) and \( H_i + \gamma_2(e_i) \) are obtained from the same drawing \( H_i \) and drawing edges into \( H_i \) merely subdivides cells and cannot permute the order on their boundaries.
Now we can define $G_{2}(e_{j})$ for $j \in \{i+1, \ldots, k\}$ as follows: For $J \subseteq \{i+1, \ldots, k\}$ such that $G_{1}(e_{j})$ intersects two cells $f$ and $g$ of $H_{i} + \gamma_{1}(e_{i})$ for every $j \in J$, it holds that each $G_{1}(e_{j})$ crosses the drawing $(H_{i} + \gamma_{1}(e_{i}))(e_{j})$ of an edge $e_{j} \in E(H_{i}) \cup \{e_{i}\}$. In particular, $e_{j}$ lies on the shared boundary of $f$ and $g$. Both $f$ and $g$ contain a vertex in $X$ in their boundary, as each of them contain at least one endpoint of $e_{j}$. Hence there are $x_{1}, x_{2} \in X$ that are consecutive on the boundary of $f$ neglecting everything but $X$, and $y_{1}, y_{2} \in X$ that are consecutive on the boundary of $g$ neglecting everything but $X$ such that $c_{j} \in b_{\gamma_{1}(e_{i})}(f, x_{1}, x_{2}) \cap b_{\gamma_{1}(e_{i})}(g, y_{1}, y_{2})$. By partition-equivalence the boundaries of $\pi(f)$ and $\pi(g)$ each contain an endpoint of each $e_{j}$, and because $|J| \leq k$, we find distinct $c'_{j} \in b_{\gamma_{1}(e_{i})}(\pi(f), x_{1}, x_{2}) \cap b_{\gamma_{1}(e_{i})}(\pi(g), y_{1}, y_{2})$ (or possibly $c'_{j} \in b_{\gamma_{1}(e_{i})}(\pi(f), x_{2}, x_{1}) \cap b_{\gamma_{1}(e_{i})}(\pi(g), y_{2}, y_{1})$) for each $j \in J$. Without loss of generality the $c_{j}$ are indexed in the order in which they occur on the counterclockwise $x_{1}$-$x_{2}$-path along the boundary of $f$. We re-index the $c'_{j}$ to conform to the same order (up to reversal), also taking $x_{1}$ and $x_{2}$ into account, on $\pi(f)$.

The next lemma shows that the number of non-equivalent drawings is bounded by a function of $k$, which in turn allows us to apply exhaustive branching to prove the theorem.

**Lemma 9.** For any $1 \leq i \leq k$, the number of ways to draw $e_{i}$ into a drawing $H_{i}$ of $H$, that are pairwise not $\{e_{i+1}, \ldots, e_{k}\}$-partition-equivalent is at most $4(2k+1) \cdot 2(k+1) \in O(k^{2})$.

**Theorem 2.** IC-Planar Drawing Extension parameterized by $k$ can be solved in time $O(k^{2k} \cdot \kappa^{o(1)})$ if $V(G) = V(H)$.

**Proof.** We can pre-compute the intersection of the boundary of each cell of $H$ with $X$ and for each pair of cells $f, f'$ of $H$ and ordered pairs of vertices $x_{1}, x_{2} \in X$ and $x'_{1}, x'_{2}$ that are consecutive on the boundaries of $f$ and $f'$ respectively if one neglects everything but $X$, the cardinality of the set of edges that are on the clockwise $x_{1}$-$x_{2}$-path along the boundary of $f$ and at the same time on the clockwise $x'_{1}$-$x'_{2}$-path along the boundary of $f'$ in polynomial time.

As described in the proof of Lemma 9, at any stage, for $1 \leq i \leq k$, we can branch on $\{e_{i+1}, \ldots, e_{k}\}$-partition-equivalent drawings $\gamma(e)$ of $e$ using the pre-computed information. This information can be modified within each branch according to the choice of $\gamma(e)$ in constant time because, as described in the proof of Lemma 9 the impact of $\gamma(e)$ involves only few values whose modifications can correctly be computed from the updated pre-computed information up to this stage and the chosen values determining $\gamma(e)$. Correctness of this branching follows from Lemma 8.

### 5 Using Vertex+Edge Deletion Distance for IC-Planar Drawing Extension

In this section, we show that IC-Planar Drawing Extension parameterized by $\kappa$ is fixed-parameter tractable. We note that an immediate consequence of this is the fixed-parameter tractability of IC-Planar Drawing Extension parameterized by $k$.

On a high level, our strategy is similar to the one used to prove Theorem 1, in the sense that we also use a (more complicated) variant of the patterns along with Courcelle’s Theorem. However, obtaining the result requires us to extend the previous proof technique to accommodate the fact that the number of edges incident to $V_{add}$, and hence the size of a pattern, is no longer bounded by $\kappa$. This is achieved by identifying so-called difficult vertices and regions that split up the neighborhood of each face-vertex in the embedding graph into a small number of sections (a situation which can then be handled by a formula in Monadic.
Figure 2 An example of $H^*$ where a vertex $v' \in V_{inc}$ has several non-difficult shadow copies. Blue vertices are in $V_{add}$. The green vertex has no difficult shadow copy w.r.t. the blue face in $H^*$.

Second Order logic. Less significant complications are that we need a stronger version of Lemma 5 to ensure that the diameter of the resulting graph is bounded, and need to be more careful when using MSO logic in the proof of the main theorem.

Let $f$ be a face of $H^*$ and let $\mathcal{G}$ be a solution (i.e., an IC-planar drawing of $G$) for the instance $(G, H, \mathcal{H})$. Let $H^*$ be the embedding graph of $\mathcal{H}$, and without loss of generality let us assume (via topological shifting) that each edge between a vertex $a'$ on the boundary of $f$ and a vertex $b \in V_{add}$ placed by $\mathcal{G}$ in $f$ is routed “through” one shadow copy of $a'$.

Let $V_{add}$ be the subset of $V_{inc}$ drawn by $\mathcal{G}$ in the face $f$.

Observe that, since shadow vertices are not part of the original instance and instead merely mark possible “parts” of the face that can be used to access a given vertex, it may happen that a solution routes several edges through one shadow vertex. We say that a shadow vertex $v \in N_{H^*}(v_f)$ is difficult w.r.t. $f$ if $\mathcal{G}$ routes at least two edges through $v$. Note that it may happen that a vertex $v' \in V_{inc}$ with more than one neighbor in $V_{add}$ has several shadow copies, none of which are difficult (see Figure 2).

Lemma 10. There are at most $3\kappa^2$ difficult vertices w.r.t. a face $f$ of $H^*$.

Proof. We show that any two of the $\ell$ added vertices drawn into $f$ in $\mathcal{G}$ are both connected to at most 3 vertices in $N_{H^*}(v_f)$. Then the claim follows. Assume for contradiction that $v_1, v_2 \in V_{add}$ are drawn into $f$ in $\mathcal{G}$ and $w_1, w_2, w_3, w_4 \in N_{H^*}(v_f)$ are shadow vertices that each route two edges, one of which is incident to $v_1$ and one of which is incident to $v_2$. Since $H$ is connected, the boundary of $f$ is connected, and by construction of $H^*$, $w_1, w_2, w_3, w_4$ all lie on a cycle in $H^*$ that does not involve any of $\{v_f, | f' \text{ face in } H^*\}$. Hence the following graph $H'$ is a minor of $H^* - \{v_f, | f' \text{ face in } H^*\} + V_{add} + E_{add}$: $H' = \{v_1, v_2, v_1, \ldots, v_4, v_f\}, \{v_1w_j | i \in \{1, 2, f\}, j \in \{1, \ldots, 4\}\} \cup \{w_iw_{i \mod 4 + 1} | i \in \{1, \ldots, 4\}\}$. $H'$ does not admit a 1-planar drawing in which both $v_1$ and $v_2$ lie on the same side of the drawing of the $v_1-w_2-w_3-w_4$-cycle and $v_1$ and $v_2$ are each incident to at most one edge whose drawing is crossed. However the existence of $\mathcal{G}$ implies that exactly such a drawing of $H'$ exists.

The reason one distinguishes which shadow copy of $a'$ the edge is routed through is because this unambiguously identifies which part of the face the edge uses to access $a'$.
A region $R$ of a vertex $x \in V^f_\text{add}$ (or, equivalently, of a face $f$) is a maximal path $(r_1, \ldots, r_p)$ in $N_H^*\langle v_f \rangle$ with the following properties: (1) $\mathcal{G}$ does not route through any shadow copy of an edge in $R$; (2) for each vertex $r$ in $R$, a uncrossed curve can be drawn in $\mathcal{G}$ inside $f$ between $r$ and $x$; (3) none of the vertices in $R$ are adjacent to $V^f_\text{add} \setminus \{x\}$; and (4) $r_1$ and $r_p$ are adjacent to $x$.

Lemma 11. There are at most $3\kappa$ regions of a face $f$.

Proof. Consider a path $P$ in $H^*[N_H^*\langle v_f \rangle]$ that traverses all $\ell$ regions of a vertex $v \in V^f_\text{add}$. It contains at least $\ell - 1$ pairwise disjoint subpaths $P_1, \ldots, P_{\ell-1}$ of paths connecting regions of $v$ that are consecutive in $P$.

For every $P_i$ ($i \in \{1, \ldots, \ell\}$), by the property that regions are inclusion maximal paths of vertices with certain properties, we find some vertex $x$ in $P_i$ that has to violate one of these properties. This can happen in three ways:

1. $x$ is a shadow copy of an edge and $\mathcal{G}$ routes through $x$.
2. (1) is not the case and the drawing of some edge $e \in E_\text{add}$ separates $x$ from $v$ in $\mathcal{H}$, or
3. (1) and (2) are not the case and $x$ is adjacent to another vertex $w \in V^f_\text{add} \setminus \{v\}$.

In case (1) there is an edge $e \in E_\text{add}$ such that the drawing of $e$ crosses the boundary of $f$ in $\mathcal{H}$ and routes through $x$.

In case (2) the edge in question has both endpoints on $P$, thus $e \in E^H_\text{add}$ or the drawing of $e$ crosses either the boundary of $f$ in $\mathcal{H}$ or a drawing of another added edge.

There are at most $|E^H_\text{add}|$ edges in $E^H_\text{add}$ and at most $|V_\text{add}|$ edges in $E_\text{add} \setminus E^H_\text{add}$ that can cross another edge in an IC-planar drawing. Moreover, in both cases (1) and (2), the endpoints of $e$ cannot occur in any $P_j$ with $j \in \{1, \ldots, \ell\} \setminus \{i\}$.

In case (3) either $x$ is contained in a region of $w$ or the drawing of $xw$ in $\mathcal{H}$ crosses an edge and is the only drawing of an edge incident to $w$ that does so. If $x$ is in a region of $w$, $w$ is separated from $N_H^*\langle v_f \rangle \setminus P_i$ by the edges from $v$ to the outermost vertices of the regions that $P_i$ connects and hence can have no region outside of $P_i$. There are at most $|V_\text{add}|$ many such $w$.

Thus we find at most $|E^H_\text{add}| + |V_\text{add}| + 2|V_\text{add}|$ such $x$ on $P$ in total and thus $\ell \leq |E^H_\text{add}| + |V_\text{add}| + 2|V_\text{add}| \leq 3\kappa$. This concludes the proof.

The underlying intuition one should keep about regions and difficult vertices is that a solution $\mathcal{G}$ partitions the shadow vertices into those which (a) have no edges routed through them, (b) have precisely one edge routed through them (in which case they must be part of the respective region), and (c) have at least two edges routed through them (in which case they form a difficult vertex).

In the remainder of this section we give some intuition on how the techniques used to prove Theorem 1 need to be extended to obtain Theorem 3. Unlike in the proof of Theorem 1 the number of vertices in $V_{\text{inc}}$ is not bounded by $\kappa$. Consequently, we cannot track their exact placement through patterns as defined in Definition 1. To circumvent this, we define extended patterns that store the necessary details about the cyclic orders in which individual regions, difficult vertices together with crossings, and endpoints of edges in $E^H_\text{add}$ as well as the single edge per vertex in $V_\text{add}$ that is allowed to cross, are supposed to appear inside a face. Then, as for patterns, we define how an extended pattern is derived from potential solutions.

The proof then proceeds by following the strategy laid down in Subsection 4.1. In particular, we define a notion of validity along with pattern graphs for extended patterns (cf. Definition 3). We show that validity can be checked and pattern graphs can be constructed efficiently (cf. Lemma 4). We use analogues to Lemma 5 and Lemma 7 to prune our instances.
so that they have bounded treewidth. At this point, we have all the ingredients we need to prove our final Theorem 3 — the main complication here compared to the proof of Theorem 1 is that we cannot have explicit labels identifying individual vertices in $V_{inc}$.

**Theorem 3.** IC-PLANAR DRAWING EXTENSION is FPT parameterized by $\kappa$.

### 6 Inserting Two Vertices into a 1-Plane Drawing

In this section we show that 1-PLANAR DRAWING EXTENSION is polynomial-time tractable in the case where we are only adding 2 vertices to the graph along with their incident edges (i.e., when $|V_{add}| = 2$ and $E^H_{add} = \emptyset$). Already solving this, at first glance simple, case seems to require non-trivial insight into the problem. In the following we call the two vertices in $V_{add}$ the red and blue vertex, denoted by $r$ and $b$, respectively.

On a high level, our algorithm employs a “delimit-and-sweep” approach. First, it employs exhaustive branching to place the vertices and identify a so-called “initial delimiter” — a Jordan curve that isolates a part of our instance that we need to focus on. In the second step, it uses such an initial delimiter to solve the instance via a careful dynamic programming subroutine. As our very first step, we exhaustively branch to determine which cells $r$ and $b$ should be drawn in, in $O(n^2)$ time, and in each branch we add $r$ and $b$ into the selected cell(s) (from now on, we consider these embeddings part of $\mathcal{H}$).

**The Flow Subroutine.** Throughout this section, we will employ a generic network-flow subroutine that allows us to immediately solve certain restricted instances of 1-PLANAR DRAWING EXTENSION. In particular, assuming we are in the setting where $r$ and $b$ have already been inserted into $\mathcal{H}$, consider the situation where:

- There is a partial mapping $\lambda$ from the faces of $\mathcal{H}^x$ to $\{R, B\}$; and
- $r$ and $b$ are in different cells of $\mathcal{H}$.

We say a 1-planar extension of $\mathcal{H}$ to $G$ is $\lambda$-consistent if the drawing of any edge in $E(G) \setminus E(H)$ which is incident to $r$ intersects the interior of face $F$ of $\mathcal{H}^x$ only if $\lambda(F) = R$, and correspondingly the drawing of any edge in $E(G) \setminus E(H)$ which is incident to $b$ intersects the interior of face $F$ of $\mathcal{H}^x$ only if $\lambda(F) = B$ (i.e., $\lambda$ specifies precisely which kind of edges may enter which face). We use a reduction to network flows to show:

**Lemma 12.** Given $\lambda$ as above, it is possible to determine whether there exists a $\lambda$-consistent 1-planar extension of $\mathcal{H}$ to $G$ in polynomial time.

**Proof Sketch.** Consider the max flow instance $\theta_1$ constructed as follows. $\theta_1$ contains a universal sink $t$ and a universal source $s$. We add one vertex for each vertex in $N_{E(G) \setminus E(H)}(r)$, and a capacity-1 edge from each such “$R$-vertex” to $t$. We add one “$f$-vertex” for each face $f$ in $\mathcal{H}^x$ that $\lambda$ maps to $R$, and a capacity-1 edge from each such vertex to every $R$-vertex that lies on the boundary of $f$. We add an (unlimited-capacity) edge from $s$ to every $f$-vertex whose face contains $r$ (possibly on its boundary). Finally, we add an edge from every $f$-vertex whose face contains $r$ to each other $f'$-vertex of capacity equal to the number of crossable edges that lie on the shared boundary of $f$ and $f'$. The instance $\theta_2$ is constructed in an analogous fashion for $B$ and $b$. To conclude the proof, it suffices to show that the drawings of the edges in $E_{add}$ incident to $r$ in a $\lambda$-consistent extension $G$ of $\mathcal{H}$ to $G$ correspond to $s$-$t$-flows of values $|N_{E(G) \setminus E(H)}(r)|$ and $|N_{E(G) \setminus E(H)}(b)|$ for $\theta_1$ and $\theta_2$, respectively. \[\blacktriangleleft\]

---

5 We note that it is trivial to extend the result to the case where the number of added edges is bounded by a fixed constant, via simple exhaustive branching.
Corollary 13. 1-Planar Drawing Extension for $|V_{add}| = 1$ and $E^H_{add} = \emptyset$ can be solved in polynomial time.

Finding an Initial Delimiter. We begin by formally defining the following notion:

Definition 14. A Jordan curve $\omega$ in the plane is an initial delimiter for $H$ if:
1. $\omega$ passes through both $r$ and $b$ but through no other vertex of $H$,
2. whenever $\omega$ shares at most one point with the interior of an edge, this point is a proper crossing between $\omega$ and that edge,
3. the intersection between $H$ and the exterior of $\omega$ (including $\omega$ itself) contains a single cell $c_r$ whose boundary contains $r$, and a single cell $c_b$ whose boundary contains $b$, and
4. the intersection of the boundary of $c_r$ (resp. $c_b$) and $\omega$ is a single simple curve containing $r$ (resp. $b$) as an interior point.

Intuitively, the third condition means that if we add $\omega$ onto $H$, then there are unique cells in the exterior of $\omega$ for $r$ and $b$. A solution for our instance, i.e., a drawing $G$ of $G$, is $\omega$-compatible if every edge from $E_{add}$ is drawn in the exterior region defined by $\omega$. We state the main result of this subsection below – intuitively, it provides us with a set of initial delimiters that we can exhaustively branch over, and in each branch we can restrict our attention to solutions that are compatible with the chosen initial delimiter. To avoid confusion, we note that the lemma covers the case where $r$ and $b$ are placed in the same cell $f$ (by branching on and placing a constant number of new edges that “separate” the boundary of $f$).

Lemma 15. For every instance $(G, H, H)$ where $|V_{add}| \leq 2$ and $E^H_{add} = \emptyset$, we can in polynomial time either solve $(G, H, H)$ or construct a set $Q$ of initial delimiters with the following property (or both): if $(G, H, H)$ admits a solution, then $Q$ contains at least one $\omega$ such that $(G, H, H)$ also admits an $\omega$-compatible solution.

Dynamic Programming. We can now proceed with a very high-level sketch of how the algorithm proceeds once we have pre-selected (via branching) an initial delimiter. The general idea is to perform a left-to-right sweep of $H$ by starting with the boundaries provided by the initial delimiter. The runtime of the algorithm is upper-bounded by the fact that it relies on dynamic programming where the maximum size of the records (representing possible “positions” on our sweep) is polynomial in the input size, and where the possibility of transitioning from one record to the next can be checked in polynomial time. In particular, the “steps” we use to move from one record to the next relies on a situational combination of exhaustive branching and the network-flow subroutine described in Lemma 12.

The intuitive reason we need to combine both of these techniques is that in some parts of our sweep, we will encounter faces where edges from both $r$ and $b$ may enter – there the interactions between these edges are too complicated to be modeled as a simple flow problem, but (as we will show) we can identify separating curves that cut our instance into parts for which we have a mapping $\lambda$ that can be applied in conjunction with Lemma 12.

We now formalize the records used by our algorithm: a record is a tuple $(\alpha_r, \alpha_b, T)$, where $\alpha_r$ is either a vertex in $H$ or an edge $e \in E_{add}$ incident to $r$. $\alpha_b$ is defined symmetrically, and we describe such edges by specifying their endpoint and potential crossing point. $T$ is then an auxiliary element that specifies the “type” of a given record. Finally, we associate each record with a delimiter that iteratively pushes our “left” initial delimiter boundary towards the “right” one; everything to the left of the delimiter can be ignored, since the assumptions
Figure 3 The five types of records for the dynamic program. The computed delimiters are the orange curves. \( r \) and \( b \) are the rectangular vertices, colored disks are in \( R \) and \( B \), white disks are \( r_i \) and \( b_i \) depending on their border-color.

We use to select our records guarantee that it cannot be crossed by an edge of the targeted solution.

While we are forced to omit the majority of the details of the algorithm due to space constraints, below we at least provide a brief, intuitive summary of the 5 types of records used (see also Figure 3):

1. **Green Pointer.** \( \alpha_r = \alpha_b \) is a vertex incident to an edge on the boundary of \( c_r \) and \( c_b \).
2. **Double Incursion.** One edge “covers” a part of one face that is accessed by the other edge from the other side.
3. **Left Incursion.** \( \alpha_r \) (or \( \alpha_b \)) crosses into \( c_b \) (or \( c_a \)) and heads “left”.
4. **Right Incursion.** \( \alpha_r \) (or \( \alpha_b \)) crosses into \( c_b \) (or \( c_a \)) and heads “right”.
5. **Slice.** One or both edges cross into a face other than \( c_r \) and \( c_b \).

Altogether, by using these records and carefully analyzing the cases that allow us to transition from one record to the other, we obtain a proof of:

> **Theorem 4.** \( \text{1-Planar Drawing Extension is polynomial-time tractable if } \kappa \leq 2. \)

### 7 Concluding Remarks

In this paper, we initiated the study of the problem of extending partial 1-planar and IC-planar drawings by providing several parameterized algorithms that target cases where only a few edges and/or vertices are missing from the graph. Our results follow up on previous seminal work on extending planar drawings, but the techniques introduced and used here are fundamentally different [2]. The by far most prominent question left open in our work concerns the (not only parameterized, but also classical) complexity of \( \text{1-Planar Extension w.r.t. } \kappa \). In particular, can one show that the problem is, at least, polynomial-time tractable for fixed values of \( \kappa \)? While the results presented in Section 6 are a promising start in this direction, it seems that new ideas are needed to push beyond the two-vertex case.

Follow-up work may also focus on extending other types of beyond planar drawings [17].
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Abstract

In the well known planted clique problem, a clique (or alternatively, an independent set) of size \( k \) is planted at random in an Erdos-Renyi random \( G(n, p) \) graph, and the goal is to design an algorithm that finds the maximum clique (or independent set) in the resulting graph. We introduce a variation on this problem, where instead of planting the clique at random, the clique is planted by an adversary who attempts to make it difficult to find the maximum clique in the resulting graph. We show that for the standard setting of the parameters of the problem, namely, a clique of size \( k = \sqrt{n} \) planted in a random \( G(n, \frac{1}{2}) \) graph, the known polynomial time algorithms can be extended (in a non-trivial way) to work also in the adversarial setting. In contrast, we show that for other natural settings of the parameters, such as planting an independent set of size \( k = \frac{n}{2} \) in a \( G(n, p) \) graph with \( p = n^{-\frac{1}{2}} \), there is no polynomial time algorithm that finds an independent set of size \( k \), unless \( \text{NP} \) has randomized polynomial time algorithms.

1 Introduction

The planted clique problem, also referred to as hidden clique, is a problem of central importance in the design of algorithms. We introduce a variation of this problem where instead of planting the clique at random, an adversary plants the clique. Our main results are that in certain regimes of the parameters of the problem, the known polynomial time algorithms can be extended to work also in the adversarial settings, whereas for other regimes, the adversarial planting version becomes \( \text{NP-hard} \). We find the results interesting for three reasons. One is that they concern an extensively studied problem (planted clique), but from a new direction, and we find that the results lead to a better understanding of what aspects of the planted clique problem are made use of by the known algorithms. Another is that extending the known algorithms (based on semidefinite programming) to the adversarial planted setting involves some new techniques regarding how semidefinite programming can be used and analysed. Finally, the \( \text{NP-hardness} \) results are interesting as they are proven in a semi-random model in which most of the input instance is random, and the adversary controls only a relatively small aspect of the input instance. One may hope that this brings us closer to proving \( \text{NP-hardness} \) results for purely random models, a task whose achievement would be a breakthrough in complexity theory.
1.1 The random planted clique model

Our starting point is the Erdos-Renyi $G(n, p)$ random graph model, which generates graphs on $n$ vertices, and every two vertices are connected by an edge independently with probability $p$. We start our discussion with the special case in which $p = \frac{1}{2}$, and other values of $p$ will be considered later. Given a graph $G$, let $\omega(G)$ denote the size of the maximum clique in $G$, and let $\alpha(G)$ denote the size of the maximum independent set. Given a distribution $D$ over graphs, we use the notation $G \sim D$ for denoting a graph sampled at random according to $D$.

The (edge) complement of a graph $G' \sim G(n, \frac{1}{2})$ is by itself a graph sampled from $G(n, \frac{1}{2})$, and the complement of a clique is an independent set, and hence the discussion concerning cliques in $G(n, \frac{1}{2})$ extends without change to independent sets (and vice versa).

It is well known (proved by computing the expectation and variance of the number of cliques of the appropriate size) that for $G \sim G(n, \frac{1}{2})$, w.h.p. $\omega(G) \approx 2 \log n$ (the logarithm is in base 2). However, there is no known polynomial time algorithm that can find cliques of size $2 \log n$ in such graphs. A polynomial time greedy algorithm can find a clique of size $(1 + o(1)) \log n$. The existence of $\rho > 1$ for which polynomial time algorithms can find cliques of size $\rho \log n$ is a longstanding open problem.

In the classical planted clique problem, one starts with a graph $G' \sim G(n, \frac{1}{2})$ and a parameter $k$. In $G'$ one chooses at random a set $K$ of $k$ vertices, and makes this set into a clique by inserting all missing edges between pairs of vertices with $K$. We refer to $K$ as the planted clique, and say that the resulting graph $G$ is distributed according to $G(n, \frac{1}{2}, k)$. Given $G \sim G(n, \frac{1}{2}, k)$, the algorithmic goal can be one of the following three: find $K$, find a clique of maximum size, or find any clique of size at least $k$. It is not difficult to show that when $k$ is sufficiently large (say, $k > 3 \log n$), then with high probability $K$ is the unique maximum size clique in $G \sim G(n, \frac{1}{2}, k)$, and hence all three goals coincide. Hence in the planted clique problem, the goal is simply to design polynomial time algorithms that (with high probability over the choice of $G \sim G(n, \frac{1}{2}, k)$) find the planted clique $K$. The question is how large should $k$ be (as a function of $n$) so as to make this task feasible.

For some sufficiently large constant $c > 0$ (throughout, we use $c$ to denote a sufficiently large constant), if $k > c \sqrt{n \log n}$, with high probability the vertices of $K$ are simply the $k$ vertices of highest degree in $G$ (see [13]), and hence $K$ can easily be recovered. Alon, Krivelevich and Sudakov [1] managed to shave the $\sqrt{\log n}$ factor, designing a spectral algorithm that recovers $K$ when $k > c \sqrt{n}$. They also showed that $c$ can be made an arbitrarily small constant, by increased the running time by a factor of $n^{O(\log(k))}$ (this is done by “guessing” a set $K'$ of $O(\log(\frac{1}{\rho}))$ vertices of $K$, and finding the maximum clique in the subgraph induced on their common neighbors). Subsequently, additional algorithms were developed that find the planted clique when $k > \sqrt{n}$. They include algorithms based the Lovasz theta function, which is a form of semi-definite programming [7], algorithms based on a “reverse-greedy” principle [10, 3], and message passing algorithms [4]. There have been many attempts to find polynomial time algorithms that succeed when $k = o(\sqrt{n})$, but so far all of them failed (see for example [11, 8, 16]). It is a major open problem whether there is any such polynomial time algorithm.

Planted clique when $p \neq \frac{1}{2}$ was not studied as extensively, but it is quite well understood how results from the $G(n, \frac{1}{2}, k)$ model transfer to the $G(n, p, k)$ model. For $p$ much smaller that $\frac{1}{2}$, say $p = n^{\delta - 1}$ for some $0 < \delta < 1$ (hence average degree $n^\delta$), the problem changes completely. Even without planting, with high probability over the choice of $G \sim G(n, p)$ (with $p = n^{\delta - 1}$) we have that $\omega(G) = O(n^{\frac{1}{1-\delta}})$, and the maximum clique can be found in polynomial time. This also extends to finding maximum cliques in the planted setting, regardless of the value of $k$. (We are not aware of such results being previously published,
but they are not difficult. See Section 2.2.) For \( p > \frac{1}{2} \), it is more convenient to instead look at the equivalent problem in which \( p < \frac{1}{2} \), but with the goal of finding a planted independent set instead of a planted clique. We refer to this model as \( \bar{G}(n,p,k) \). For \( G \sim \mathcal{G}(n,p) \) (with \( p = n^{\delta - 1} \)) we have that with high probability \( \alpha(G) = \Theta(n^{1-\delta} \log n) \). For \( G \sim \bar{G}(n,p,k) \) the known algorithms extend to finding planted independent sets of size \( k = cn^{1-\frac{\delta}{2}} \) in polynomial time. We remark that the approach of [1] of making \( c \) arbitrarily small does not work for such sparse graphs.

1.2 The adversarial planted clique model

In this paper we introduce a variation on the planted clique model (and planted independent set model) that we refer to as the adversarial planted clique model. As in the random planted clique model, we start with a graph \( G' \sim \mathcal{G}(n,p) \) and a parameter \( k \). However, now a computationally unbounded adversary may inspect \( G' \), select within it a subset \( K \) of \( k \) vertices of its choice, and make this set into a clique by inserting all missing edges between pairs of vertices with \( K \). We refer to this model as \( AG(n,p,k) \) (and the corresponding model for planted independent set as \( A\bar{G}(n,p,k) \)). As shorthand notation shall use \( G \sim AG(n,p,k) \) to denote a graph generated by this process. Let us clarify that \( AG(n,p,k) \) is not a distribution over graphs, but rather a family of distributions, where each adversarial strategy (where a strategy of an adversary is a mapping from \( G' \) to a choice of \( K \)) gives rise to a different distribution.

In the adversarial planted model, it is no longer true that the planted clique is the one of maximum size in the resulting graph \( G \). Moreover, finding \( K \) itself may be information theoretically impossible, as \( K \) might be statistically indistinguishable from some other clique of size \( k \) (that differs from \( K \) by a small number of vertices). The three goals, that of finding \( K \), finding a clique of maximum size, or finding any clique of size at least \( k \), are no longer equivalent. Consequently, for our algorithmic results we shall aim at the more demanding goal of finding a clique of maximum size, whereas for our hardness results, we shall want them to hold even for the less demanding goal of finding an arbitrary clique of size \( k \).

1.3 Our results

Our results cover a wide range of values of \( 0 < p < 1 \), where \( p \) may be a function of \( n \). For simplicity of the presentation and to convey the main insights of our results, we present here the results for three representative regimes: \( p = \frac{1}{2} \), \( p = n^{\delta - 1} \) for \( 0 < \delta < 1 \), and \( p = 1 - n^{\delta - 1} \). For the latter regime, it will be more convenient to replace it by the equivalent problem of finding adversarially planted independent sets when \( p = n^{\delta - 1} \).

Informally, our results show the following phenomenon. We consider only the case that \( p \leq \frac{1}{2} \), but consider both the planted clique and the planted independent set problems, and hence the results can be translated to \( p > \frac{1}{2} \) as well. For clique, we show (Theorem 1 and Theorem 2) how to extend the algorithmic results known for the random planted clique setting to the adversarial planted clique setting. However, for independent set, we show that this is no longer possible. Specifically, when \( p \) is sufficiently small, we prove (Theorem 3) that finding an independent set of size \( k \) (any independent set, not necessarily the planted one) in the adversarial planted independent set setting is NP-hard. Moreover, the NP-hardness result holds even for large values of \( k \) for which finding a random planted independent set is trivial.
Theorem 1. For every fixed $\varepsilon > 0$ and for every $k \geq \varepsilon \sqrt{n}$, there is an (explicitly described) algorithm running in time $n^{O(\log(1/\varepsilon))}$ which almost surely finds the maximum clique in a graph $G \sim AG(n, \frac{1}{2}, k)$. The statement holds for every adversarial planting strategy (choice of $k$ vertices as a function of $G' \sim G(n, \frac{1}{2})$), and the probability of success is taken over the choice of $G' \sim G(n, \frac{1}{2})$.

Theorem 2. Let $p = n^{\delta - 1}$ for $0 < \delta < 1$. Then for every $k$, there is an (explicitly described) algorithm running in time $n^{O(\frac{1}{1 - \delta})}$ which almost surely finds the maximum clique in a graph $G \sim AG(n, p, k)$. The statement holds for every adversarial planting strategy, and the probability of success is taken over the choice of $G' \sim G(n, p)$.

Theorem 3. For $p = n^{\delta - 1}$ with $0 < \delta < 1$, $0 < \gamma < 1$, and $cn^{1-\delta} \log n \leq k \leq \frac{2}{3}n$ (where $c$ is a sufficiently large constant, and the constant $\frac{2}{3}$ was chosen for concreteness – any other constant smaller than 1 will work as well) the following holds. There is no polynomial time algorithm that has probability at least $\gamma$ of finding an independent set of size $k$ in $G \sim AG(n, p, k)$, unless NP has randomized polynomial time algorithms (NP=RP). (The algorithm is required to succeed against every adversarial planting strategy, and the probability of success is taken over the choice of $G' \sim G(n, p)$.)

1.4 Related work

Some related work was already mentioned in Section 1.1.

Our algorithm for Theorem 1 is based on an adaptation of the algorithm of [7] that applied to the random planted clique setting. In turn, that algorithm is based on the theta function of Lovasz [14].

A work that is closely related to ours and served as an inspiration both to the model that we study, and to the techniques that are used in the proof of the NP-hardness result (Theorem 3) is the work of David and Feige [2] on adversarially planted 3-colorings. That work uncovers a phenomenon similar to the one displayed in the current work. Specifically, for the problem of 3-coloring (rather than clique or independent set) it shows that for certain values of $p$, algorithms that work in the random planted setting can be extended to the adversarial planted setting, and for other values of $p$, finding a 3-coloring in the adversarial planted setting becomes NP-hard. However, there are large gaps left open in the picture that emerges from the work of [2]. For large ranges of the values of $p$, specifically, $n^{-1/2} < p < n^{-1/3}$ and $p < n^{-2/3}$, there are neither algorithmic results nor hardness results in the work of [2]. Unfortunately, the most interesting values of $p$ for the 3-coloring problem, which are $p \leq \frac{c \log n}{n}$, lie within these gaps, and hence the results of [2] do not apply to them. Our work addresses a different problem (planted clique instead of planted 3-coloring), and for our problem, our analysis leaves almost no such gaps. We are able to determine for which values of $p$ the problem is polynomial time solvable, and for which values it is NP-hard. See Section 3 for more details.

Our model is an example of a semi-random model, in which part of the input is determined at random and part is determined by an adversary. There are many other semi-random models, both for the clique problem and for other problems. Describing all these models is beyond the scope of this paper, and the interested reader is referred to [5] and references therein for additional information.
2 Overview of the proofs

In this section we provide an overview of the proofs for our three main theorems. Further details, as well as extensions to the results, appear in the full version of our paper [6].

The term almost surely denotes a probability that tends to 1 as \( n \) grows. The term extremely high probability denotes a probability of the form \( 1 - e^{-n^r} \) for some \( r > 0 \). By \( \exp(x) \) for some expression \( x \) we mean \( e^x \).

2.1 Finding cliques using the theta function

In this section we provide an overview of the proof of Theorem 1. Our algorithm is an adaptation of the algorithm of [7] that finds the maximum clique in the random planted model. We shall first review that algorithm, then describe why it does not apply in our setting in which an adversary plants the clique, and finally explain how we modify that algorithm and its analysis so as to apply it in the adversarial planted setting.

The key ingredient in the algorithm of [7] is the theta function of Lovasz, denoted by \( \vartheta \). Given a graph \( G \), \( \vartheta(G) \) can be computed in polynomial time (up to arbitrary precision, using semidefinite programming (SDP)), and satisfies \( \vartheta(G) \geq \alpha(G) \). As we are interested here in cliques and not in independent sets, we shall consider \( \bar{G} \), the edge complement of \( G \), and then \( \vartheta(\bar{G}) \geq \omega(G) \). The theta function has several equivalent definitions, and the one that we shall use here (referred to as \( \vartheta_4 \) in [14]) is the following.

Given a graph \( G = G(V,E) \), a collection of unit vectors \( s_i \in \mathbb{R}^n \) (one vector for every vertex \( i \in V \)) is an orthonormal representation of \( G \), if \( s_i \) and \( s_j \) are orthogonal \( (s_i \cdot s_j = 0) \) whenever \( (i,j) \in E \). The theta function is the maximum value of the following expression, where maximization is over all orthonormal representations \( \{s_i\} \) of \( G \) and over all unit vectors \( h \) (\( h \) is referred to as the handle):

\[
\vartheta(G) = \max_{h,\{s_i\}} \sum_{i \in V} (h \cdot s_i)^2
\]  

(1)

The optimal orthonormal representation and the associated handle that maximize the above formulation for \( \vartheta \) can be found (up to arbitrary precision) in polynomial time by formulating the problem as an SDP (details omitted). Observe that for any independent set \( S \) the following is a feasible solution for the SDP: choose \( s_i = h \) for all \( i \in S \), and choose all remaining vectors \( s_j \) for \( j \notin S \) to be orthogonal to \( h \) and to each other. Consequently, \( \vartheta(G) \geq \alpha(G) \), as claimed.

The main content of the algorithm of [7] is summarized in the following theorem. We phrased it in a way that addresses cliques rather than independent sets, implicitly using \( \alpha(\bar{G}) = \omega(G) \). We also remind the reader that in the random planted model, the planted clique \( K \) is almost surely the unique maximum clique.

Theorem 4 (Results of [7]). Consider \( G \sim G(n, \frac{1}{2}, k) \), a graph selected in the random planted clique model, with \( k \geq c\sqrt{n} \) for some sufficiently large constant \( c \). Then with extremely high probability (over choice of \( G \)) it holds that \( \vartheta(\bar{G}) = \omega(G) \).

Moreover, for every vertex \( i \) that belongs to the planted clique \( K \), the corresponding vector \( s_i \) has inner product larger than \( 1 - \frac{1}{n} \) with the handle \( h \), and for every other vertex, the corresponding inner product is at most \( \frac{1}{n} \).

Given Theorem 4, the following algorithm finds the planted clique when \( G \sim G(n, \frac{1}{2}, k) \), and \( k \geq c\sqrt{n} \) for some sufficiently large constant \( c \). Solve the optimization problem (1) (on \( \bar{G} \)) to sufficiently high precision, and output all vertices whose corresponding inner product with \( h \) is at least \( \frac{1}{2} \).
How to Hide a Clique?

The algorithm above does not apply to \( G \sim AG(n, \frac{1}{2}, k) \), a graph selected in the adversarial planted clique model, for the simple reason that Theorem 4 is incorrect in that model. The following example illustrates what might go wrong.

**Example 5.** Consider a graph \( G' \sim G(n, \frac{1}{2}) \). In \( G' \) first select a random vertex set \( T \) of size slightly smaller than \( \frac{1}{2} \log n \). Observe that the number of vertices in \( G' \) that are in the common neighborhood of all vertices of \( T \) is roughly \( 2^{-|T|} n > \sqrt{n} \). Plant a clique \( K \) of size \( k \) in the common neighborhood of \( T \). In this construction, \( K \) is no longer the largest clique in \( G \). This is because \( T \) (being a random graph) is expected to have a clique \( K' \) of size \( 2 \log |T| \sim 2 \log \log n \), and \( K' \cup K \) forms a clique of size roughly \( k + 2 \log \log n \) in \( G \). Moreover, as \( T \) itself is a random graph with edge probability \( \frac{1}{2} \), the value of the theta function on \( T \) is roughly \( \sqrt{|T|} \) (see [12]), and consequently one would expect the value of \( \vartheta(G) \) to be roughly \( k + \sqrt{\log n} \).

Summarizing, it is not difficult to come up with strategies for planting cliques of size \( k \) that result in the maximum clique having size strictly larger than \( k \), and the value of \( \vartheta(G) \) being even larger. Consequently, the solution of the optimization problem (1) by itself is not expected to correspond to the maximum clique in \( G \).

We now explain how we overcome the above difficulty. A relatively simple, yet important, observation is the following.

**Proposition 6.** Let \( G \sim AG(n, p, k) \) with \( p = 1/2 \) and \( k > \sqrt{n} \), and let \( K' \) be the maximum clique in \( G \) (which may differ from the planted clique \( K \)). Then with extremely high probability over the choice of \( G' \sim G(n, \frac{1}{2}) \), for every possible choice of \( k \) vertices by the adversary, \( K' \) contains at least \( k - O(\log n) \) vertices from \( K \), and at most \( O(\log n) \) additional vertices.

**Proof.** Standard probabilistic arguments show that with extremely high probability, the largest clique in \( G' \) (prior to planting a clique of size \( k \)) is of size at most \( \frac{k}{2} \). When this holds, \( K' \) contains at least \( \frac{k}{2} \) vertices from \( K \). Each of the remaining vertices of \( K' \) needs to be connected to all vertices in \( K' \cap K \). Consequently, with extremely high probability, \( K' \) contains at most \( 2 \log n \) vertices not from \( K \). This is because a \( G' \sim G(n, \frac{1}{2}) \) graph, with extremely high probability, does not contain two sets of vertices \( A \) and \( B \), with \( |A| = 2 \log n \), \( |B| = \Omega(\sqrt{n}) \), such that all pairs of vertices in \( A \times B \) induce edges in \( G \).

As \( |K'| \geq k \), we conclude that all but \( O(\log n) \) vertices of \( K \) must be members of \( K' \). ▶

A key theorem that we prove is:

**Theorem 7.** Let \( G \sim AG(n, p, k) \) with \( p = 1/2 \) and \( k = k(n) \geq 10\sqrt{n} \). Then \( k \leq \vartheta(G) \leq k + O(\log n) \) with extremely high probability over the choice of \( G' \sim G(n, \frac{1}{2}) \), for every possible choice of \( k \) vertices by the adversary.

We now explain how Theorem 7 is proved. The bound \( \vartheta(G) \geq k \) was already explained above. Hence it remains to show that \( \vartheta(G) \leq k + O(\log n) \). In general, to bound \( \vartheta(G) \) from above for a graph \( G(V, E) \), one considers the following dual formulation of \( \vartheta \), as a minimization problem.

\[
\vartheta(G) = \min_M |\lambda_1(M)|
\]  

(2)

Here \( M \) ranges over all \( n \) by \( n \) symmetric matrices in which \( M_{ij} = 1 \) whenever \( (i, j) \notin E \), and \( \lambda_1(M) \) denotes the largest eigenvalue of \( M \). (Observe that if \( G \) has an independent set \( S \) of size \( k \), then \( M \) contains a \( k \) by \( k \) block of 1 entries. A Rayleigh quotient argument then implies that \( \lambda_1(M) \geq k \), thus verifying the inequality \( \vartheta(G) \geq o(G) \).) To prove Theorem 7 we exhibit a matrix \( M \) as above (for the graph \( G \)) for which we prove that \( \lambda_1(M) \leq k + O(\log n) \).
We first review how a matrix $M$ was chosen by [7] in the proof of Theorem 4. First, recall that we consider $\bar{G}$, and let $E$ be the set of edges of $\bar{G}$ (non-edges of $G$). We need to associate values with the entries $M_{ij}$ for $(i,j) \in E$ (as other entries are 1). The matrix block corresponding to the planted clique $K$ (planted independent set in $\bar{G}$) is all 1 (by necessity). For every $(i,j) \in E$ where both vertices are not in $K$ one sets $M_{ij} = -1$. For every other pair $(i,j) \in E$ (say, $i \in K$ and $j \notin K$) one sets $M_{ij} = -\frac{k-d_{i,K}}{d_{i,K}}$, where $d_{i,K}$ is the number of neighbors that vertex $i$ has in the set $K$. In order to show that $\lambda_1(M) = k$, one first observes that the vector $x_K$ (with value 1 at entries that correspond to vertices of $K$, and value 0 elsewhere) is an eigenvector of $M$ with eigenvalue $k$. Then one proves that $\lambda_2(M)$, the second largest eigenvalue of $M$, has value smaller than $k$. This is done by decomposing $M$ into a sum of several matrices, bounding the second largest eigenvalue for one of these matrices, and the largest eigenvalue for the other matrices. By Weyl’s inequality, the sum of these eigenvalues is an upper bound on $\lambda_2(M)$. This upper bound is not tight, but it does show that $\lambda_2(M) < k$. It follows that the eigenvalue $k$ associated with $x_K$ is indeed $\lambda_1(M)$.

Further details are omitted.

We now explain how to choose a matrix $M$ so as to prove the bound $\vartheta(\bar{G}) \leq k + O(\log n)$ in Theorem 7. Recall (see Example 5) that we might be in a situation in which $\vartheta(\bar{G}) > \alpha(\bar{G}) > k$ (with all inequalities being strict). In this case, let $K'$ denote the largest independent set in $\bar{G}$, and note that $K'$ is larger than $K$. In $M$, the matrix block corresponding to $K'$ is all 1. One may attempt to complete the construction of $M$ as described above for the random planting case, but replacing $K$ by $K'$ everywhere in that construction. If one does so, the vector $x_{K'}$ (with value 1 at entries that correspond to vertices of $K'$, and value 0 elsewhere) is an eigenvector of $M$ with eigenvalue $\alpha(\bar{G}) > k$. However, $M$ would necessarily have another eigenvector with a larger eigenvalue, because $\vartheta(\bar{G}) > \alpha(\bar{G})$. Hence we are still left with the problem of bounding $\lambda_1(M)$, rather than bounding $\lambda_2(M)$. Having failed to identify an eigenvector for $\lambda_1(M)$, we may still obtain an upper bound on $\lambda_1(M)$ by using approaches based on Weyl’s inequality (or other approaches). However, these upper bounds are not tight, and it seems difficult to limit the error that they introduce to be as small as $O(\log n)$, which is needed for proving the inequality $\lambda_1(M) \leq k + O(\log n)$.

For the above reason, we choose $M$ differently. For some constant $\frac{1}{2} < \rho < 1$, we extend the clique $K$ to a possibly larger clique $Q$, by adding to it every vertex that has $\rho k$ neighbors in $K$. (In Example 5, the corresponding clique $Q$ will include all vertices of $K \cup T$. In contrast, if $K$ is planted at random and not adversarially, then we will simply have $Q = K$.) Importantly, we prove that if $G' \sim G(n, \frac{1}{2})$, then with high probability $|Q| < k + O(\log n)$ (for every possible choice of planting a clique of size $k$ by the adversary). For the resulting graph $G_Q$, we choose the corresponding matrix $M$ in the same way as it was chosen for the random planting case. Now we do manage to show that the eigenvector $x_Q$ (with eigenvalue $|Q|$) associated with this $M$ indeed has the largest eigenvalue. This part is highly technical, and significantly more difficult than the corresponding proof for the random planting case. The reason for the added level of difficulty is that, unlike the random planting case in which we are dealing with only one random graph, here the adversary can plant the clique in any one of $\binom{\binom{n}{2}}{k}$ locations, and our analysis needs to hold simultaneously for all $\binom{\binom{n}{2}}{k}$ graphs that may result from such plantings. Further details can be found in [6].

Having established that $\vartheta(G_Q) = |Q| \leq k + O(\log n)$, we use monotonicity of the theta function to conclude that $\vartheta(G) \leq k + O(\log n)$. This concludes our overview for the proof of Theorem 7.

Given Theorem 7, let us now explain our algorithm for finding a maximum clique in $G \sim AG(n, \frac{1}{2}, k)$. 
Given a graph $G \sim AG(n, \frac{1}{2}, k)$, the first step in our algorithm is to solve the optimization problem (1) on the complement graph $\overline{G}$. By Theorem 7, we will have $\vartheta(\overline{G}) \leq k + c \log n$ for some constant $c > 0$. Let $\{s_i\}$ denote the orthonormal representation found by our solution, and let $h$ be the corresponding handle.

The second step of our algorithm to extract from $G$ a set of vertices that we shall refer to as $H$, that contains all those vertices $i$ for which $(h \cdot s_i)^2 \geq \frac{3}{2}$.

**Lemma 8.** For $H$ as defined above, with extremely high probability, at least $k - O(\log n)$ vertices of $K$ are in $H$, and most $O(\log n)$ vertices not from $K$ are in $H$.

**Proof.** Let $T$ denote the set of those vertices in $K$ for which $(h \cdot s_i)^2 < \frac{3}{4}$. Remove $T$ from $G$, thus obtaining the graph $G_T$. This graph can be thought of as a subgraph with $n - |T|$ vertices of the random graph $G' \sim G(n, \frac{1}{2})$, in which an adversary planted a clique of size $k - |T|$. We also have that $\vartheta(G_T) \geq \vartheta(G) - \sum_{i \in T} (h \cdot s_i)^2 \geq k - \frac{3}{2}|T|$. If $|T|$ is large (larger than $c' \log n$ for some sufficiently large constant $c' > 0$), the gap of $\frac{\sqrt{T}}{4}$ between the size of the planted clique and the value of the theta function contradicts Theorem 7 for the graph $G_T$. (Technical remark: this last argument uses the fact that Theorem 7 holds with extremely high probability, as we take a union bound over all choices of $T$.)

Having established that $T$ is small, let $R$ be the set of vertices not in $K$ for which $(h \cdot s_i)^2 \geq \frac{3}{4}$. We claim that every such vertex $i \in R$ is a neighbor of every vertex $j \in K \setminus T$. This is because in the orthogonal representation (for $\overline{G}$), if $i$ and $j$ are not neighbors we have that $s_i \cdot s_j = 0$, and then the fact that $s_i, s_j$ and $h$ are unit vectors implies that $(h \cdot s_i)^2 < 1 - (h \cdot s_j)^2 \leq \frac{1}{4}$. Having this claim and using the fact that $|K \setminus T| > \sqrt{n}$, it follows that $|R| \leq 2 \log n$. This is because a $G' \sim G(n, \frac{1}{2})$ graph, with extremely high probability, does not contain two sets of vertices $A$ and $B$, with $|A| = 2 \log n$, $|B| = \sqrt{n}$, such that all pairs of vertices in $A \times B$ induce edges in $G$.

The third step of our algorithm constructs a set $F$ that contains all those vertices that have at least $\frac{3n}{4}$ neighbors in $H$.

**Lemma 9.** With extremely high probability, the set $F$ described above contains the maximum clique in $G$, and at most $O(\log n)$ additional vertices.

**Proof.** We may assume that $H$ satisfies the properties of Lemma 8. Proposition 6 then implies that with extremely high probability, every vertex of the maximum clique in $G$ has at least $\frac{3n}{4}$ neighbors in $H$, and hence is contained in $F$. A probabilistic argument (similar to the end of the proof of Lemma 8) establishes that $F$ has at most $O(\log n)$ vertices not from $K$. As $K$ has at most $O(\log n)$ vertices not from the maximum clique (by Proposition 6), the total number of vertices in $F$ that are not members of the maximum clique is at most $O(\log n)$.

Finally, in the last step of our algorithm we find a maximum clique in $F$, and this is a maximum clique in $G$. This last step can be performed in polynomial time by a standard algorithm (used for example to show that vertex cover is fixed parameter tractable). For every non-edge in the subgraph induced on $F$, at least one of its end-vertices needs to be removed. Try both possibilities in parallel, and recurse on each subgraph that remains. The recursion terminates when the graph is a clique. The shortest branch in the recursion gives the maximum clique. As only $O(\log n)$ vertices need to be removed in order to obtain a clique, the depth of the recursion is at most $O(\log n)$, and consequently the running time (which is exponential in the depth) is polynomial in $n$. 

This completes our overview of our algorithm for finding a clique in $G \sim AG(n, \frac{1}{4}, k)$ when $k > c\sqrt{n}$ for a sufficiently large constant $c > 0$. To complete the proof of Theorem 1 we need to also address the case that $k > c\sqrt{n}$ for arbitrarily small constant $c$. This we do (as in [1]) by guessing $t \approx 2\log \frac{n}{c}$ vertices from $K$ (there are $n^t$ possibilities to try, and we try all of them), and considering the subgraph of $G$ induced on their common neighbors. This subgraph corresponds to a subgraph of $G' \simeq G(n, \frac{1}{4})$ with roughly $n' \approx 2^{-t}n$ vertices, and a planted clique of size $\varepsilon\sqrt{n} - t \approx c\sqrt{nt}$. Now on this new graph $G'$ we can invoke the algorithm based on the theta function. (Technical remark. The proof that $\vartheta(G') \leq k + O(\log n)$ uses the fact that Theorem 7 holds with extremely high probability.)

The many details that were omitted from the above overview of the proof of Theorem 1 can be found in [6].

### 2.2 Finding cliques by enumeration

In this section we prove Theorem 2.

Let $p = n^{5-\delta} - 1$ for $0 < \delta < 1$, and consider first $G' \sim G(n, p)$ (hence $G'$ has average degree roughly $n^\delta$). For every size $t \geq 1$, let $N_t$ denote the number of cliques of size $t$ in $G'$. The expectation (over choice of $G' \sim G(n, p)$) satisfies:

$$E[N_t] = \binom{n}{t} p^{(\binom{t}{2})} \leq \frac{1}{t!} n^{\frac{t-1}{2}\delta^2 + \frac{3}{2\delta} t}$$

The exponent is maximized when $t = \frac{3 - 2\delta}{\delta}$ for the maximizing (not necessarily integer) $t$, the exponent equals $\frac{(3-2\delta)^2}{\delta(1-\delta)}$. We denote this last expression by $\epsilon_\delta$, and note that $\epsilon_\delta = O(\frac{1}{\log n})$. The expected number of cliques of all sizes is then:

$$\sum_{t \geq 1} E[N_t] \leq n + \sum_{t \geq 2} \frac{1}{t!} n^{\frac{t-1}{2}\delta^2 + \frac{3}{2\delta} t} \leq n^{\epsilon_\delta}$$

(The last inequality holds for sufficiently large $n$.) By Markov’s inequality, with probability at least $1 - \frac{1}{n}$, the actual number of cliques in $G'$ is at most $n^{\epsilon_\delta + 1}$. (Stronger concentration results can be used here, but are not needed for the proof of Theorem 2.)

Now, for arbitrary $1 \leq k \leq n$, let the adversary plant a clique $K$ of size $k$ in $G'$, thus creating the graph $G \sim G(n, p, k)$. As every subgraph of $K$ is a clique, the total number of cliques in $G$ is at least $2^k$, which might be exponential in $n$ (if $k$ is large). However, the number of maximal cliques in $G$ (a clique is maximal if it is not contained in any larger clique) is much smaller. Given a maximal clique $C$ in $G$, consider $C'$, the subgraph of $C$ not containing any vertex from $K$. $C'$ is a clique in $G'$ (which is nonempty, except for one special case of $C = K$). $C'$ uniquely determines $C$, as the remaining vertices in $C$ are precisely the set of common neighbors of $C'$ in $K$ (this is because the clique $C$ is maximal). Consequently, the number of maximal cliques in $G$ is not larger than the number of cliques in $G'$.

As all maximal cliques in a graph can be enumerated in time linear in their number times some polynomial in $n$ (see e.g. [15] and references therein), one can list all maximal cliques in $G$ in time $n^{\epsilon_\delta + O(1)}$ (this holds with probability at least $1 - \frac{1}{n}$, over the choice of $G'$, regardless of where the adversary plants clique $K$), and output the largest one.

This completes the proof of Theorem 2.

### 2.3 Proving NP-hardness results

In this section we provide an overview of the proof of Theorem 3. Our proof is an adaptation to our setting of a proof technique developed in [2].
Recall that we are considering a graph $G \sim A\tilde{G}(n, p, k)$ (adversarial planted independent set) with $p = n^{\delta - 1}$ and $0 < \delta < 1$. Let us first explain why the algorithm described in Section 2.1 fails when $k = cn^{1-\frac{\delta}{2}}$ (whereas if the independent set is planted at random, algorithms based on the theta function are known to succeed). The problem is that the bound in Theorem 7 is not true anymore, and instead one has the much weaker bound of $\delta(G) \leq k + n^{1-\delta} \log n$. Following the steps of the algorithm of Section 2.1, in the final step, we would need to remove a minimum vertex cover from $F$. However, now the upper bound on the size of this vertex cover is $O(n^{1-\delta} \log n)$ rather than $O(\log n)$. Consequently, we do not know of a polynomial time algorithm that will do so. It may seem that we also do not know that no such algorithm exists. After all, $F$ is not an arbitrary worst case instance for vertex cover, but rather an instance derived from a random graph. However, our NP-hardness result shows that indeed this obstacle is insurmountable, unless NP has randomized polynomial time algorithms. We remark that using an approximation algorithm for vertex cover in the last step of the algorithm of Section 2.1 does allow one to find in $G$ an independent set of size $k - O(n^{1-\delta} \log n) = (1 - o(1))k$, and the NP-hardness result applies only because we insist on finding an independent set of size at least $k$.

Let us proceed now with an overview of our NP hardness proof. We do so for the case that $k = \frac{n}{3}$ (for which we can easily find the maximum independent set if the planted independent set is random). Assume for the sake of contradiction that ALG is a polynomial time algorithm that with high probability over choice of $F$, it finds in the resulting graph $G$ an independent set of size $k$. We now introduce a class $\mathcal{H}$ of graphs that, in anticipation of the proofs that will follow, is required to have the following three properties. (Two of the properties are stated below in a qualitative manner, but they have precise quantitative requirements in the proofs that follow.)

1. Solving maximum independent set on graphs from this class is NP-hard.
2. Graphs in this class are very sparse.
3. The number of vertices in each graph is small.

Given the above requirements, we choose $0 < \varepsilon < \min[\frac{\delta}{2}, 1 - \delta]$, and let $\mathcal{H}$ be the class of balanced graphs on $n'$ vertices, and of average degree $2 + \delta$. (A graph $H$ is balanced if no subgraph of $H$ has average degree larger than the average degree of $H$.) Given a graph $H \in \mathcal{H}$ and a parameter $k'$, it is NP-hard to determine whether $H$ has an independent set of size at least $k'$ or not. We will reach a contradiction to the existence of ALG by showing how ALG could be used in order to find in $H$ an independent set of size $k'$, if one exists. For this, we use the following randomized algorithm ALGRAND.

1. Generate a random graph $G' \sim G(n, p)$.
2. Plant in $G'$ a random copy of $H$ (that is, pick $|H|$ random vertices in $G'$ and replace the subgraph induced on them by $H$). We refer to the resulting distribution as $G_H(n, p)$, and to the graph sampled from this distribution as $\tilde{G}_H$. Observe that the number of vertices in $G_H$ that have a neighbor in $H$ is with high probability not larger than $|H|p^\delta \leq \frac{n}{3}$.
3. Within the non-neighbors of $H$, plant at random an independent set of size $k - k'$. We refer to the resulting distribution as $G_H(n, p, k)$, and to the graph sampled from this distribution as $\tilde{G}_H$. Observe that with extremely high probability, $\alpha(\tilde{G}_H \setminus H) = k - k'$. Hence we may assume that this indeed holds. If furthermore $\alpha(H) \geq k'$, then $\alpha(\tilde{G}_H) \geq k$.
4. Run ALG on $\tilde{G}_H$. We say that ALGRAND succeeds if ALG outputs an independent set $IS$ of size $k$. Observe that then at least $k'$ vertices of $H$ are in $IS$, and hence ALGRAND finds an independent set of size $k'$ in $H$. 

If $H$ does not have an independent set of size $k'$, ALGRAND surely fails to output such an independent set. But if $H$ does have an independent set of size $k'$, why should ALGRAND succeed? This is because ALG (which is used in ALGRAND) is fooled to think that the graph $\bar{G}_H$ generated by ALGRAND was generated from $AG(n,p,k)$, and on such graphs ALG does find independent sets of size $k$. And why is ALG fooled? This is because the distribution of graphs generated by ALGRAND is statistically close to a distribution that can be created by the adversary in the $AG(n,p,k)$ model. Specifically, consider the following distribution that we refer to as $A_H G(n,p,k)$.

1. Generate $G' \sim G(n,p)$.
2. The computationally unbounded adversary finds within $G'$ all subsets of vertices of size $|H|$ such that the subgraph induced on them is $H$. (If there is no such subset, fail.) Choose one such copy of $H$ uniformly at random.
3. As $H$ is assumed to have an independent set of size $k'$, plant an independent set $K$ of size $k$ as follows. $k'$ of the vertices of $K$ are vertices of an independent set in the selected copy of $H$. The remaining $k - k'$ vertices of $K$ are chosen at random among the vertices of $G'$ that have no neighbor at all in the copy of $H$. (Observe that we expect there to be at least roughly $n - |H| \geq \frac{n^{\beta}}{2}$ such vertices, and with extremely high probability the actual number will be at least $\frac{n^{\beta}}{2} > k - k'$.)

**Theorem 10.** The two distributions, $\bar{G}_H \sim G_H(n,p,k)$ generated by ALGRAND and $G \sim A_H G(n,p,k)$ generated by the adversary, are statistically similar to each other.

The proof of Theorem 10 appears in [6]. Here we explain the main ideas in the proof. A minimum requirement for the theorem to hold is that $G' \sim G(n,p)$ typically contains at least one copy of $H$ (otherwise $A_H G(n,p,k)$ fails to produce any output). But this by itself does not suffice. Intuitively, the condition we need is that $G'$ typically contains many copies of $H$. Then the fact that $G_H(n,p)$ of ALGRAND adds another copy of $H$ to $G'$ does not appear to make much of a difference to $G'$, because $G'$ anyway has many copies of $H$. Hopefully, this will imply that $G' \sim G(n,p)$ and $G_H \sim G_H(n,p)$ come from two distributions that are statistically close. This intuition is basically correct, though another ingredient (a concentration result) is also needed. Specifically, we need the following lemma (stated informally).

**Lemma 11.** For $G' \in G(n,p)$ (with $p$ and $H$ as above), the expected number of copies of $H$ in $G'$ is very high ($2^n^\eta$ for some $\eta > 0$ that depends on $\delta$ and $\epsilon$). Moreover, with high probability, the actual number of copies of $H$ in $G'$ is very close to its expectation.

The proof of Lemma 11 is based on known techniques (first and second moment methods). It uses in an essential way the fact that the graph $H$ is sparse (average degree barely above 2) and does not have many vertices (these properties hold by definition of the class $\mathcal{H}$). Armed with Lemma 11, we then prove the following Lemma.

**Lemma 12.** The two distributions $G(n,p)$ and $G_H(n,p)$ are statistically similar to each other.

Lemma 12 is proved by considering graphs $G' \sim G(n,p)$ that do contain a copy of $H$ (Lemma 11 establishes that this is a typical case), and comparing for each such graph the probability of it being generated by $G_H(n,p)$ with the probability of it being generated by $G(n,p)$. Conveniently, the ratio between these probabilities is the same as the ratio between the actual number of copies of $H$ in the given graph $G'$, and the expected number of copies of $H$ in a random $G' \sim G(n,p)$. By Lemma 11, for most graphs, this ratio is close to 1.
Theorem 10 follows quite easily from Lemma 12. Consequently ALG’s performance on the distributions $G_H(n, p, k)$ and $A_H(n, p, k)$ is similar. By our assumption, ALG finds (with high probability) an independent set of size $k$ in $G \sim G_H(n, p, k)$, which now implies that it also does so for $\tilde{G}_H \sim G_H(n, p, k)$. But as argued above, finding an independent set of size $k$ in $\tilde{G}_H \sim G_H(n, p, k)$ implies that ALGRAND finds an independent set of size $k'$ in $H \in \mathcal{H}$, thus solving an NP-hard problem. Hence the assumption that there is a polynomial time algorithm ALG that can find independent sets of size $k$ in $G \sim \bar{A}_H(n, p, k)$ implies that NP has randomized polynomial time algorithms.

3 Additional results

In the main part of the paper we only described what we view as our main results. The appendix contains all missing proofs, and some additional results and extensions, not described above. For example, one may ask for which value of $p \leq \frac{1}{2}$ the transition occurs from being able to find the maximum independent set in $G \sim AG(n, p, k)$ in polynomial time, to the problem becoming NP hard. Our results show a gradual transition. For constant $p$ the problem remains polynomial time solvable, and then, as $p$ continues to decrease, the running time of our algorithms becomes super polynomial, and grows gradually towards exponential complexity. Establishing this type of behavior does not require new proof ideas, but rather only the substitution of different parameters in the existing proofs. Consequently, some theorems that were stated here only in special cases (e.g., Theorem 7 that was stated only for $p = \frac{1}{2}$) are restated in the appendix in a more general way (e.g., replacing $\frac{1}{2}$ by $p$), and a more general proof is provided.

Though this is not shown in the appendix, our hardness results (for finding adversarially planted independent sets) also imply a gradual transition, providing NP-hardness results when $p = n^{5-1}$, and as $p$ grows (e.g., into the range $p = \frac{1}{(\log n)^c}$) the NP-hardness results are replaced by hardness results under stronger assumptions, such as (a randomized version of) the exponential time hypothesis. This is because for $p = \frac{1}{(\log n)^c}$ we need to limit the size of the graphs $H \in \mathcal{H}$ to be only polylogarithmic in $n$, as for larger sizes the proofs in Section 2.3 fail.

An interesting range of parameters that remains open is that of $p = \frac{d}{n}$ for some large constant $d$. The case of a random planted independent set of size $\sqrt{\frac{n}{2}}$ (for some sufficiently large constant $c > 0$ independent of $d$) was addressed in [9]. In such sparse graphs, the planted independent set is unlikely to be the maximum independent set. The main result in [9] is a polynomial time algorithm that with high probability finds the maximum independent set in that range of parameters. It would be interesting to see whether the positive results extend to the case of adversarial planted independent set. We remark that neither Theorem 1 nor Theorem 3 apply in this range of parameters.
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Abstract
We present a simple sublinear-time algorithm for sampling an arbitrary subgraph $H$ exactly uniformly from a graph $G$, to which the algorithm has access by performing the following types of queries: (1) uniform vertex queries, (2) degree queries, (3) neighbor queries, (4) pair queries and (5) edge sampling queries. The query complexity and running time of our algorithm are $\tilde{O}(\min\{m, m^{\rho(H)}\} \cdot \#H)$ and $\tilde{O}(m^{\rho(H)} \cdot \#H)$, respectively, where $\rho(H)$ is the fractional edge-cover of $H$ and $\#H$ is the number of copies of $H$ in $G$. For any clique on $r$ vertices, i.e., $H = K_r$, our algorithm is almost optimal as any algorithm that samples an $H$ from any distribution that has $\Omega(1)$ total probability mass on the set of all copies of $H$ must perform $\Omega(\min\{m, m^{\rho(H)} \cdot \#H\})$ queries.

Together with the query and time complexities of the $(1 \pm \varepsilon)$-approximation algorithm for the number of subgraphs $H$ by Assadi et al. [3] and the lower bound by Eden and Rosenbaum [12] for approximately counting cliques, our results suggest that in our query model, approximately counting cliques is “equivalent to” exactly uniformly sampling cliques, in the sense that the query and time complexities of exactly uniform sampling and randomized approximate counting are within polylogarithmic factor of each other. This stands in interesting contrast to an analogous relation between approximate counting and almost uniformly sampling for self-reducible problems in the polynomial-time regime by Jerrum, Valiant and Vazirani [18].
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Introduction

“Given a huge real graph, how can we derive a representative sample?” is a first question asked by Leskove and Faloutsos in their seminal work on graph mining [20], which is motivated by the practical concern that most classical graph algorithms are too expensive for massive graphs (with millions or billions of vertices), and graph sampling seems essential for lifting the dilemma.
In this paper, we study the question of how to sample a subgraph $H$ uniformly at random from the set of all subgraphs that are isomorphic to $H$ contained in a large graph $G$ in sublinear time, where the algorithm is given query access to the graph $G$. That is, the algorithm only probes a small portion of the graph while still returning a sample with provable performance guarantee. Such a question is relevant for statistical reasons: we might need a few representative and unbiased motifs from a large network [21], or edge-colored subgraphs in a structured database [4], in a limited time. A subroutine for extracting a uniform sample of $H$ is also useful in streaming (e.g., [1]), parallel and distributed computing (e.g., [15]) and other randomized graph algorithms (e.g., [17]).

Currently, our understanding of the above question is still rather limited. Kaufman et al. gave the first algorithm for sampling an edge almost uniformly at random [19]. Eden and Rosenbaum gave a simpler and faster algorithm [13]. Both works considered the general graph model, where an algorithm is allowed to perform the following queries, where each query will be answered in constant time:

- **uniform vertex query**: the algorithm can sample a vertex uniformly at random;
- **degree query**: for any vertex $v$, the algorithm can query its degree $d_v$;
- **neighbor query**: for any vertex $v$ and index $i \leq d_v$, the algorithm can query the $i$-th neighbor of $v$;
- **pair query**: for any two vertices $u, v$, the algorithm can query if there is an edge between $u, v$.

In [13], Eden and Rosenbaum gave an algorithm that takes as input a graph with $n$ vertices and $m$ edges (where $m$ is unknown to the algorithm), uses $O(n/\sqrt{m})$ queries in expectation and returns an edge $e$ that is sampled with probability $(1 \pm \varepsilon)/m$ (i.e., almost uniformly at random). This is almost optimal in the sense that any algorithm that samples an edge from an almost-uniform distribution requires $\Omega(n/\sqrt{m})$ queries. In their sublinear-time algorithm for approximately counting the number cliques [10] (see below), Eden, Ron and Seshadhri use a procedure to sample cliques incident to a suitable vertex subset $S$ almost uniformly at random. However, for an arbitrary subgraph $H$, it is still unclear how to obtain an almost uniform sample in sublinear time.

**Approximate counting in sublinear-time.** In contrast to sampling subgraphs (almost) uniformly at random, the very related line of research on approximate counting the number of subgraphs in sublinear time has made some remarkable progress in the past few years. Feige gave a $(2 + \varepsilon)$-approximation algorithm with $O(n/\sqrt{m})$ queries for the average degree, which is equivalent to estimating the number of edges, of a graph in the model that only uses vertex sampling and degree queries [14]. He also showed that any $(2 - o(1))$-approximation for the average degree using only vertex and degree queries requires $\Omega(n)$ queries. Goldreich and Ron then gave a $(1 + \varepsilon)$-approximation algorithm with $O(n/\sqrt{m})$ queries for the average degree in the model that allows vertex sampling, degree and neighbor queries [16].

Eden et al. recently gave the first sublinear-time algorithm for $(1 \pm \varepsilon)$-approximating the number of triangles [7]. Later, Eden, Ron and Seshadhri generalized it to $(1 \pm \varepsilon)$-approximating the number of $r$-cliques $K_r$ [10] in the general graph model that allows vertex sampling, degree, neighbor and vertex-pair queries. The query complexity and running time of their algorithms for $r$-clique $K_r$ counting are $O\left(\frac{n}{(\#K_r)^{1/2}} + \min\{m, \frac{m^{r/2}}{\#K_r}\}\right)$ and $O\left(\frac{n}{(\#K_r)^{1/4}} + \frac{m^{r/2}}{\#K_r}\right)$ respectively, for any $r \geq 3$, where $\#K_r$ is the number of copies of $K_r$ in $G$. Furthermore, in boths works it was proved that the query complexities of the respective algorithms are optimal up to polylogarithmic dependencies on $n, \varepsilon$ and $r$.

---

1 Throughout the paper, we use $O(\cdot)$ to suppress any dependencies on the parameter $\varepsilon$, the size of the corresponding subgraph $H$ and $\log(n)$-terms.
Later, Assadi et al. [3] gave a sublinear-time algorithm for \((1 \pm \varepsilon)\)-approximating the number of copies of an arbitrary subgraph \(H\) in the augmented general graph model [2]. That is, besides the aforementioned vertex sampling, degree, neighbor and pair queries, the algorithm is allowed to perform the following type of queries:

- **edge sampling query** the algorithm can sample an edge uniformly at random.

The algorithm in [3] uses \(\tilde{O}(\min\{m, m^{\varepsilon/2}\})\) queries and \(\tilde{O}(\frac{m^{\varepsilon/2}}{\#H})\) time, where \(\rho(H)\) is the fractional edge-cover of \(H\) and \(\#H\) is the number of copies of \(H\) in \(G\). For the special case \(H = K_r\), their algorithm performs \(\tilde{O}(\min\{m, \frac{m^{r/2}}{\#K_r}\})\) queries and runs in \(\tilde{O}(\frac{m^{r/2}}{\#K_r})\) time, which do not have the additive term \(\frac{n^2}{(\#K_r)^{2/3}}\) in the query complexity and running time of the algorithms in [7, 10]. Eden and Rosenbaum provided simple proofs that most of the aforementioned results are nearly optimal in terms of their query complexities by reducing from communication complexity problems [12]. Further investigation of sampling an edge and estimating subgraphs in low arboricity graphs [8, 9] and approximately counting stars [2] has also been performed.

**Relation of approximate counting and almost uniform sampling.** One of our original motivations is to investigate the relation of approximate counting and almost uniform sampling in the sublinear-time regime. That is, we are interested in the question whether in the sublinear-time regime, is almost uniform sampling “computationally comparable” to approximate counting, or is it strictly harder or easier, in terms of the query and/or time complexities for solving these two problems? Indeed, in the polynomial-time regime, Jerrum, Valiant and Vazirani showed that for self-reducible problems (e.g., counting the number of perfect matchings of a graph), approximating counting is “equivalent to” almost uniform sampling [18], in the sense that the time complexities of almost uniform sampling and randomized approximate counting are within polynomial factor of each other. Such a result has been instrumental for the development of the area of approximate counting (e.g., [23]). It is natural to ask if similar relations between approximate counting and sampling hold in the sublinear-time regime.

### 1.1 Our Results

In this paper, we consider the problem of (almost) uniformly sampling a subgraph in the augmented general graph model. As mentioned above, this model has been studied in [2, 3], in which the authors find that “allowing edge-sample queries results in considerably simpler and more general algorithms for subgraph counting and is hence worth studying on its own”. On the other hand, allowing edge sampling queries is also natural in models where neighbor queries are allowed, e.g., in the well-studied bounded-degree model and the general model: most graph representations that allow efficient neighbor queries (e.g., GEXF, GML or GraphML) store edges in linear data structures, which often allows efficient (nearly) uniform sampling of edges. We refer to [3] for a deeper discussion on allowing edge sampling queries from both theoretical and practical perspectives.

We prove the following upper bound on sampling subgraphs (exactly) uniformly at random and provide a corresponding algorithm in Section 3.

**Theorem 1.** Let \(H\) be an arbitrary subgraph. Let \(G = (V, E)\) be a graph with \(n\) vertices and \(m\) edges. There exists an algorithm in the augmented general graph model that uses \(\tilde{O}(\min\{m, \frac{m^{\rho(H)}}{\#H}\})\) queries in expectation, and with probability at least \(2/3\), returns a copy of \(H\), if \(\#H > 0\). Each returned \(H\) is sampled according to the uniform distribution over all copies of \(H\) in \(G\). The expected running time of the algorithm is \(\tilde{O}\left(\frac{m^{\rho(H)}}{\#H}\right)\).
We stress that our sampler is an exactly uniform sampler, i.e., the returned $H$ is sampled from the uniform distribution, while to the best of our knowledge, the previous sublinear-time subgraph sampling algorithms are only almost uniform samplers. That is, they return an edge or a clique that is sampled from a distribution that is close to the corresponding uniform distribution. Indeed, it has been cast as an open question if it is possible to sample an edge exactly uniformly at random in the general graph model in [11].

Our algorithm is based on one idea from [3] (see also [4]) that uses the fractional edge cover to partition a subgraph $H$ into stars and odd cycles (i.e., Lemma 7). The authors of [3] also provided a scheme called subgraph-sampler trees for recursively sampling stars and odd cycles that compose $H$, while the resulting distribution is not (almost) uniform distribution. Instead, we show that one can sample stars and odd cycles by using rejection sampling in parallel (or, more precisely, sequentially but independently of each other) and check whether they form a copy of $H$.

To complement our algorithmic result, we give a lower bound on the query complexity for sampling a clique in sublinear time by using a simple reduction from [12]. We show the following theorem and present its proof in Section 4.

▶ Theorem 2. Let $r \geq 3$ be an integer. Suppose $A$ is an algorithm in the augmented general graph model that for any graph $G = (V, E)$ on $n$ vertices and $m$ edges returns an arbitrary $r$-clique $K_r$, if one exists; furthermore, each returned clique $K_r$ is sampled according to a distribution $D$, such that the total probability mass of $D$ on the set of all copies of $K_r$ is $\Omega(1)$. Then $A$ requires $\Omega(\min\{m, \frac{m^{r/2}}{\#K_r(c^r)}\})$ queries, for some absolute constant $c > 0$.

Note that the above theorem gives a lower bound for sampling $K_r$ from almost every non-trivial distribution $D$. In particular, it holds if $\#K_r > 0$ and $D$ is a distribution that is only supported on the set of all copies of $K_r$, e.g., the (almost) uniform distribution on these copies. Together with the query and time complexities of the $(1 \pm \varepsilon)$-approximation algorithm for the number of subgraphs $H$ by Assadi et al. [3] and the lower bound by Eden and Rosenbaum [12] for approximately counting cliques, our Theorems 1 and 2 imply that in the augmented general graph model, approximately counting the number of cliques is equivalent to exactly sampling cliques in the sense that the query and time complexities of them are within a polylogarithmic factor of each other.

Future Work. Considering real-world applications, it would be interesting to relax the guarantees of the queries available to the algorithm. In particular, one may not be able to sample vertices or edges exactly uniformly at random, but only approximately uniformly. For example, there exist works that consider weaker query models in which even uniform vertex query is disallowed, and instead they sample vertices almost uniformly at random by performing random walks from some fixed vertex (see, e.g., [5, 6]). Implementing these changes in the model would result in a weaker guarantee for the distribution of sampled subgraphs in Theorem 1 but would be potentially more practical.

2 Preliminaries

Let $G = (V, E)$ be a simple graph with $|V| = n$ vertices and $|E| = m$ edges. For a vertex $v \in V$, we denote by $d_v$ the degree of the vertex, by $\Gamma_v$ the set of all the neighbors of $v$, and by $E_v$ the set of edges incident to $v$. We fix a total order on vertices denoted by $\prec$ as follows:

▶ Definition 3. For any two vertices $u$ and $v$, we say that $u \prec v$ if $d_u < d_v$ or $d_u = d_v$ and $u$ appears before $v$ in the lexicographic order.
For any two vertices, we denote by $\Gamma_{uv}$ the set of the shared neighbors of $u$ and $v$ that are larger than $u$ with respect to "$<$", i.e., $\Gamma_{uv} = \{w \mid w \in \Gamma_u \cap \Gamma_v \land u < w\}$. Sometimes, we view our graph $G = (V,E)$ as a directed graph $(V,E')$ by treating each undirected edge $e = \{u,v\} \in E$ as two directed edges $\vec{e}_1 = (u,v)$ and $\vec{e}_2 = (v,u)$. The following was proven in [7].

\textbf{Lemma 4 ([7])}. For any vertex $v$, the number of neighbors $w$ of $v$ such that $v < w$ is at most $\sqrt{2m}$.

Given a graph $H$, we say that a subgraph $H'$ of $G$ is a copy or an instance of $H$ if $H'$ is isomorphic to $H$. An isomorphism-preserving mapping from $H$ to a copy of $H$ in $G$ is called an embedding of $H$ in $G$.

\textbf{Rejection Sampling}. Given a starting distribution $\vec{p}$ and a target distribution $\vec{q}$ supported on a set $R$, let $M := \max_{a \in R} \frac{\vec{q}(a)}{\vec{p}(a)}$. Algorithm 1 is called rejection sampling.

\begin{algorithm}[h]
\begin{algorithmic}[1]
\Procedure{RejectionSampling}{$\vec{p}, \vec{q}$}
\State $M \leftarrow \max_{a \in R} \frac{\vec{q}(a)}{\vec{p}(a)}$
\While{true}
\State sample $a$ from $\vec{p}$.
\State sample a number $t \in [0,1]$ uniformly at random.
\If{$t \leq \frac{\vec{q}(a)}{M \vec{p}(a)}$}
\State return $a$
\EndIf
\EndWhile
\EndProcedure
\end{algorithmic}
\end{algorithm}

Observe that when the algorithm terminates, the probability that $a$ is returned is $\vec{q}(a)$ for every $a \in R$. The following lemma is known.

\textbf{Lemma 5 ([22])}. The expected number of iterations of RejectionSampling($\vec{p}, \vec{q}$) is $M$.

\textbf{Edge Cover and Graph Decomposition}. We use the following definition of the fractional edge cover of a graph and a decomposition result based on it by Assadi et al. [3].

\textbf{Definition 6 (Fractional Edge-Cover Number)}. A fractional edge-cover of $H(V_H, E_H)$ is a mapping $\psi : E_H \to [0,1]$ such that for each vertex $v \in V_H$, $\sum_{e \in E_H, v \in e} \psi(e) \geq 1$. The fractional edge-cover number $\rho(H)$ of $H$ is the minimum value of $\sum_{e \in E_H} \psi(e)$ among all fractional edge-covers $\psi$.

Let $C_k$ denote the cycle of length $k$. Let $S_k$ denote a star with $k$ petals, i.e., $S_k = \{u, v_1, \ldots, v_k\} \cup _{i \in [k]} \{u, v_i\}$. Let $K_k$ denote a clique on $k$ vertices. It is known that $\rho(C_{2k+1}) = k + 1/2$, $\rho(S_k) = k$ and $\rho(K_k) = k/2$.

\textbf{Lemma 7 ([3])}. Any subgraph $H$ can be decomposed into a collection of vertex-disjoint odd cycles $C_1, \ldots, C_o$ and star graphs $S_1, \ldots, S_s$ such that

$$\rho(H) = \sum_{i=1}^o \rho(C_i) + \sum_{j=1}^s \rho(S_j).$$

By a result of Atserias, Grohe and Marx [4], the number of instances of $H$ in a graph $G$ with $m$ edges is $O(m^{\rho(H)})$. 
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3 Sampling an Arbitrary Subgraph $H$

In this section, we present sampling algorithms for odd cycles and stars and show how to combine them to obtain a sampling algorithm for arbitrary subgraphs. Note that we do not need to know the exact number of edges $m$ to run our algorithm; it is sufficient to have a constant approximation $\tilde{m}$ of $m$ so that $m \leq \tilde{m} \leq cm$ for some $c > 1$. Such an approximation can be obtained by using the algorithm from [14, 16]. This increases the query complexity only by a constant factor. For the sake of simplicity, we will continue to use $m$ in the following.

3.1 Sampling an Odd-Length Cycle

We describe our algorithm \textsc{SampleOddCycle} for sampling a uniformly random odd-length $k$-cycle. For any instance of $C_{2k+1}$ in the input graph, our goal is to guarantee that it will be sampled with probability $\frac{1}{2k+1}$. Let $e_1, \ldots, e_{2k+1}$ be a sequence of edges that represents a cycle of length $2k + 1$. While we can use edge sampling to sample every second edge of the first $2k$ edges sequentially, i.e., $e_1, e_3, \ldots, e_{2k-1}$, and query the edges inbetween, i.e., $e_2, e_4, \ldots, e_{2k-2}$, by vertex pair queries, we use a different strategy to sample $e_{2k}$ and $e_{2k+1}$.

Let $(u, v) = e_1$. If $u$ has low degree, i.e., $d_u \leq \sqrt{2m}$, we can afford to sample each neighbor of $u$ with probability $1/\sqrt{2m}$ and fail if no neighbor is sampled. In particular, we need that a distinguished neighbor $x_1$ of $u$ is sampled with probability at least $1/\sqrt{2m}$. However, if $d_u \geq \sqrt{2m}$, this is too costly. Instead, we invoke rejection sampling with the following starting distribution and target distribution.

\textbf{Definition 8.} Let $u, v$ be two vertices such that $d_u > \sqrt{2m}$. Let $\tilde{p}_u$ be a (starting) distribution with support $\Gamma_u$ such that:

$$\tilde{p}_u(w) = \frac{1}{d_u}, \quad w \in \Gamma_u$$

Let $\tilde{q}_u$ be a (target) distribution with support $\Gamma_u$ such that:

$$\tilde{q}_u(w) = \begin{cases} \frac{1}{\sqrt{2m}}, & w \in \Gamma_u \\ 1 - \frac{1}{\sqrt{2m}} \frac{\Gamma_u}{\Gamma_u}, & w \notin \Gamma_u \end{cases}$$

We note that by Lemma 4, it always holds that $|\Gamma_u| \leq \sqrt{2m}$. Furthermore,

$$\sum_{w \in \Gamma_u} \tilde{q}_u(w) = \sum_{w \in \Gamma_u} \frac{1}{\sqrt{2m}} + \sum_{w \notin \Gamma_u} \left( 1 - \frac{\Gamma_u}{\sqrt{2m}} \right) \frac{1}{d_u - |\Gamma_u|} = 1.$$

Thus the distribution $\tilde{q}_u$ is well-defined. Let $M_u = \max_{w \in \Gamma_u} \tilde{q}_u(w)$ (as in Algorithm 1). Then, $M_u$ is bounded as follows.

\textbf{Lemma 9.} Let $M_u$ be defined as above. Recall that $d_u > \sqrt{2m}$. Then $M_u = \frac{d_u}{\sqrt{2m}}$.

\textbf{Proof.} If $w \in \Gamma_u$, we have that $\tilde{q}_u(w) = \frac{d_u}{\sqrt{2m}}$. If $w \notin \Gamma_u$, we have that

$$\frac{\tilde{q}_u(w)}{\tilde{p}_u(w)} = \frac{d_u (1 - \frac{\Gamma_u}{\sqrt{2m}})}{d_u - |\Gamma_u|} \leq \frac{d_u (\sqrt{2m} - |\Gamma_u|)}{\sqrt{2m} (d_u - |\Gamma_u|)} \leq \frac{d_u}{\sqrt{2m}}.$$

where the last inequality uses the fact that $d_u > \sqrt{2m}$.
\textbf{Algorithm 2} Sampling a wedge.

1: procedure \textsc{SampleWedge}(G, u, v)
2: \hspace{1em} if \(d_u \leq \sqrt{2m}\) then
3: \hspace{2em} sample a number \(i \in \{1, \ldots, \sqrt{2m}\}\) uniformly at random
4: \hspace{2em} if \(i > d_u\) then
5: \hspace{3em} return Fail
6: \hspace{2em} \(w \leftarrow \text{ith neighbor of } u\)
7: \hspace{1em} else
8: \hspace{2em} \(w \leftarrow \text{RejectionSampling}(p_u, q_u)\) \hspace{1em} \(\triangleright \) see Definition 8
9: return \(w\)

\textbf{Algorithm 3} Sampling a cycle of length \(2k + 1\).

1: procedure \textsc{SampleOddCycle}(G, 2k + 1)
2: \hspace{1em} sample \(k\) directed edges \((u_1, v_1), \ldots, (u_k, v_k)\) u.a.r. and i.i.d.
3: \hspace{1em} if \(u_1, v_1, \ldots, u_k, v_k\) is a path of length \(2k - 1\) and \(u_1 \prec v_1, \forall i > 1 : u_1 \prec u_i, v_i\) then
4: \hspace{2em} if \(\textsc{SampleWedge}(G, u_1, v_1)\) returns \(w\) and \(w \prec v_1\) then
5: \hspace{3em} return \(\{(u_1, v_1), \ldots, (u_k, v_k)\} \cup \{(v_k, w), (w, u_1)\}\)
6: return Fail

As there exists a linear number of automorphisms for every cycle, it is crucial in our algorithm to define a unique embedding based on the order of vertices for every instance of a \(k\)-cycle. Otherwise, bounding the probability that an instance is sampled \textit{exactly} uniformly is hard as some instance might be sampled less likely because, e.g., its edges participate in many overlapping cycles. We take care of this by enforcing that only uniquely defined embeddings are sampled in \textsc{SampleOddCycle}. In particular, we sample \(k\) directed edges \((u_1, v_1), \ldots, (u_k, v_k)\) independently and uniformly at random and require that (i) they induce a path \(u_1, v_1, u_2, \ldots, v_k\) and (ii) for the first edge \((u_1, v_1)\), \(u_1\) is the smallest vertex according to the order \(\prec\) among all \(u_i, v_i, i \geq 1\). Then, we call \textsc{SampleWedge} on the two ends \(u_1, v_k\) of this path to close a cycle and define an orientation of this cycle by requiring that \(w \prec v_1\), where for \((v_k, w) = c_{2k+1}\). If any of these requirements is not met, we have not sampled the uniquely defined embedding we are looking for, and the algorithm fails.

\begin{lemma}
For any instance of an odd cycle \(C_{2k+1}\) in \(G\), the probability that it will be returned by \textsc{SampleOddCycle}(G, 2k + 1) is \(1/(2m)^{2k+2}\).
\end{lemma}

\textbf{Proof.} Let \(C_{2k+1}\) be any instance of a cycle of odd length \(2k + 1\) in \(G\). Let \(x_0\) be the smallest vertex on \(C_{2k+1}\) according to the total order \(\prec\). Let \(x_1, x_2k\) be the two neighbors of \(x_0\) on \(C_{2k-1}\) such that \(x_1 \prec x_{2k}\). Then, we let \(x_i\) denote the vertices on \(C_{2k+1}\) such that \((x_i, x_{i+1}) \in E(C_{2k+1})\) for \(0 \leq i \leq 2k - 1\) and \((x_{2k}, x_0) \in E(C_{2k+1})\). Note that for any \(C_{2k+1}\), there is a \textit{unique} way of mapping its vertices to \(x_i\), for \(0 \leq i \leq 2k\). Thus, \textsc{SampleOddCycle} returns \(C_{2k+1}\) if and only if

1. \(u_1 = x_0\) and \(v_1 = x_{2k}\);
2. \(u_i = x_{2k - 2i + 3}\) and \(v_i = x_{2k - 2i + 2}\) for \(2 \leq i \leq k\);
3. \textsc{SampleWedge}(G, \(u_1, v_k\)) returns \(x_1\).

Event 1 occurs with probability \(1/(2m)\), and event 2 occurs with probability \(1/(2m)^{k-1}\), as each directed edge is sampled with probability \(1/(2m)\).
Now we bound the probability of event 3. In the call to SampleWedge, let \( u := u_1 \) and \( v := v_k \), which satisfies that \( u \prec v \). We first note that if \( d_u < \sqrt{2m} \) in SampleWedge\((G, u_1, v_k)\), then the vertex \( x_1 \) will be sampled with probability \( 1/\sqrt{2m} \). Now we consider the case that \( d_u \geq \sqrt{2m} \). Then, RejectionSampling\( (\vec{q}_u, \vec{q}_v) \) will return \( x_1 \) with probability \( \vec{q}_u(x_1) = \frac{1}{\sqrt{2m}} \) as \( x_1 \) is a common neighbor of \( u_1, v_k \) and \( u_1 \prec x_1 \). Thus in both cases, the probability that event 3 occurs is \( \frac{1}{\sqrt{2m}} \). Therefore, the probability that SampleOddCycle returns \( \mathcal{C}_{2k+1} \) is \( \frac{1}{\sqrt{2m}} \cdot \frac{1}{\sqrt{2m}} \cdot (\frac{1}{2m})^{k-1} = \frac{1}{(2m)^{k+1/2}} \). ▶

### 3.2 Sampling a Star

Similarly to odd cycles, we observe that every \( k \)-star admits an exponential number of automorphisms. Therefore, we enforce a unique embedding of every instance of a \( k \)-star in our sampling algorithm SampleStar. Let \( e_1, \ldots, e_k \) be the petals of an instance of a \( k \)-star. We sample \( e_1, \ldots, e_k \) sequentially. If these edges form a star, we output it only if the leaves where sampled in ascending order with respect to \( \prec \).

#### Algorithm 4 Sampling a star with \( k \) petals.

1: procedure SampleStar\((G, k)\)  
2:     Sequentially sample \( k \) directed edges \( \{(u_1, v_1), \ldots, (u_k, v_k)\} \) u.a.r. and i.i.d.  
3:     if \( u_1 = u_2 = \ldots = u_k \) and \( v_1 \prec v_2 \prec \ldots \prec v_k \) then  
4:         return \((u_1, v_1, \ldots, v_k)\)  
5:     return Fail

▶ Lemma 11. For any instance of a \( k \)-star \( S_k \) in \( G \), the probability that it will be returned by the algorithm SampleStar\((G, k)\) is \( \frac{1}{(2m)^k} \).

**Proof.** Consider any instance of \( S_k \) with root \( x \) and petals \( y_1, \ldots, y_k \) such that \( y_1 \prec \ldots \prec y_k \). Note that it will be returned by SampleStar if and only if all the directed edges \((x, y_1), \ldots, (x, y_k)\) are sequentially sampled, which occurs with probability \( 1/(2m)^k \). ▶

### 3.3 Sampling \( H \)

Let \( H \) be a subgraph. It can be decomposed into collections of \( o \) odd cycles \( \mathcal{C} \) and \( s \) stars \( \mathcal{S} \) as given in Lemma 7. We say that \( H \) has a (decomposition) type \( \mathbf{T} = \{\mathcal{C}, \mathcal{S}_{1}, \ldots, \mathcal{S}_{s}\} \).

▶ Definition 12. Given a graph \( G \), for each potential instance \( \mathcal{H} \) of \( H \), we say that \( \mathcal{H} \) can be decomposed into configurations \( \mathcal{T} = \{\mathcal{C}_1, \ldots, \mathcal{C}_o, \mathcal{S}_{1}, \ldots, \mathcal{S}_s\} \) with respect to type \( \mathbf{T} = \{\mathcal{C}, \mathcal{C}_{1}, \ldots, \mathcal{C}_o, \mathcal{S}_{1}, \ldots, \mathcal{S}_{s}\} \), if
1. \( \mathcal{C}_i \cong \mathcal{C} \) for any \( 1 \leq i \leq o \), and \( \mathcal{S}_j \cong \mathcal{S}_j \), for any \( 1 \leq i \leq s \)
2. all the remaining edges of \( H \) between vertices specified in \( \mathcal{T} \) all are present in \( G \).

We let \( f_{\mathbf{T}}(H) \) denote the number of all possible configurations \( \mathcal{T} \) into which \( H \) can be decomposed with respect to \( \mathbf{T} \).
Algorithm 5 Sampling a copy of subgraph $H$.

1: procedure SAMPLESUBGRAPH($G, H$)
2: Let $\mathcal{T} = \{C_1, \ldots, C_o, S_1, \ldots, S_s\}$ denote a (decomposition) type of $H$.
3: for all $i = 1 \ldots o$ do
4: if $\text{SAMPLEODDCYCLE}(G, |E(C_i)|)$ returns a cycle $C$ then
5: $C_i \leftarrow C$
6: else
7: return Fail
8: for all $j = 1 \ldots s$ do
9: if $\text{SAMPLESTAR}(G, |V(S_j)| - 1)$ returns a star $S$ then
10: $S_j \leftarrow S$
11: else
12: return Fail
13: Query all edges $\bigcup_{i \in [o]} V(C_i) \cup \bigcup_{j \in [s]} V(S_j)^2$
14: if $S := (C_1, \ldots, C_o, S_1, \ldots, S_s)$ forms a copy of $H$ then
15: flip a coin and with probability $\frac{1}{f_T(H)}$: return $S$
16: return Fail

Lemma 13. For any instance of a subgraph $H$ in $G$, the probability that it will be returned by the algorithm SAMPLESUBGRAPH($G, H$) is $\frac{1}{(2m)^{\rho(H)}}$.

Proof. For any instance $\mathcal{H}$ of $H$ in $G$, and any configuration $\mathcal{T} = \{C_1, \ldots, C_o, S_1, \ldots, S_s\}$ of $\mathcal{H}$ with respect to $\mathcal{T}$, $\mathcal{H}$ will be returned by SAMPLESUBGRAPH($G, H$) if and only if
1. $C_i$ is returned in Algorithm 5 for each $1 \le i \le o$, and $S_j$ is returned in Algorithm 5 for any $1 \le j \le s$;
2. the configuration is returned with probability $\frac{1}{f_T(H)}$ in Algorithm 5.

By Lemma 10, each $C_i$ will be returned with probability $\frac{1}{(2m)^{\rho(C_i)}}$. By Lemma 11 each $S_j$ will be returned with probability $\frac{1}{(2m)^{\rho(S_j)-1}} = \frac{1}{(2m)^{\rho(S_j)}}$. Thus, $\mathcal{T}$ will be returned with probability

$$\prod_{i=1}^{o} \frac{1}{(2m)^{\rho(C_i)}} \cdot \prod_{j=1}^{s} \frac{1}{(2m)^{\rho(S_j)}} \cdot \frac{1}{f_T(H)} = \frac{1}{(2m)^{\rho(H)}} \cdot \frac{1}{f_T(H)}.$$

Finally, since there are $f_T(H)$ configurations of $\mathcal{H}$ with respect to $\mathcal{T}$, the instance will be returned with probability $f_T(H) \cdot \frac{1}{(2m)^{\rho(H)}} \cdot \frac{1}{f_T(H)} = \frac{1}{(2m)^{\rho(H)}}$. ◀

3.4 The Final Sampler

Let $X_H$ be an estimate of $\#H$. Such an estimate can be obtained by, e.g., the subgraph counting algorithm of Assadi et al. [3] in expected time $O(m^{\rho(H)}/\#H)$. We show that by sufficiently many calls to SAMPLESUBGRAPH, we can obtain a uniformly random sample of an instance of $H$ with constant probability.
**Algorithm 6** Sampling a copy of subgraph $H$ uniformly at random.

1: procedure \textsc{SampleSubgraphUniformly}($G, H, X_H$)
2: \hspace{1em} for all $j = 1, \ldots, q = 10 \cdot (2m)^{|\rho(H)|} / X_H$ do
3: \hspace{2em} Invoke \textsc{SampleSubgraph}($G, H$)
4: \hspace{2em} if a subgraph $H$ is returned then return $H$
5: return Fail

\begin{lemma}
If $\#H \leq X_H \leq 2\#H$, then Algorithm \textsc{SampleSubgraphUniformly}($G, H, X_H$) returns a copy $H$ with probability at least $2/3$. The distribution induced by the algorithm is (exactly) uniform over the set of all instances of $H$ in $G$.
\end{lemma}

\begin{proof}
Since $\#H \leq X_H \leq 2\#H$, the probability that no instance of $H$ is returned in $q = 10 \cdot (2m)^{|\rho(H)|} / X_H$ invocations is at most

$\left(1 - \frac{\#H}{(2m)^{|\rho(H)|}}\right)^q \leq e^{-\frac{\#H}{(2m)^{|\rho(H)|}}} q < \frac{1}{3}$

by Lemma 13. Let $H$ be an instance of $H$. By Lemma 13, the probability that \textsc{SampleSubgraph}($H$) returns $H$ is $\frac{1}{(2m)^{|\rho(H)|}}$. Thus, the probability that \textsc{SampleSubgraphUniformly}($G, H$) successfully output an instance of $H$ is

$\frac{\#H}{(2m)^{|\rho(H)|}}$

Conditioned on the event that \textsc{SampleSubgraphUniformly}($G, H$) succeeds, the probability that any specific instance $H$ will be returned is

$p_H = \frac{1}{\frac{\#H}{(2m)^{|\rho(H)|}}} = \frac{1}{\#H}.$

That is, with probability at least $\frac{2}{3}$, an instance $H$ is sampled from the uniform distribution over all the instances of $H$ in $G$.
\end{proof}

Finally, we prove the expected query and time complexity of \textsc{SampleSubgraphUniformly}.

\begin{lemma}
The expected query and time complexity of \textsc{SampleSubgraphUniformly}($G, H, X_H$) is $O(m^{|\rho(H)|} / X_H)$.
\end{lemma}

\begin{proof}
We analyze the query complexity of \textsc{SampleOddCycle}($G, 2k + 1$) for $d_{u_1} < \sqrt{2m}$ and $d_{u_1} \geq \sqrt{2m}$ separately. The probability that $d_{u_1} < \sqrt{2m}$ is at most 1, and the query complexity is at most $O(1)$ in this case.

To bound the probability that \textsc{SampleWedge}($G, u_1, v_k$) is invoked such that $d_{u_1} \geq \sqrt{2m}$, recall that sampling an edge uniformly at random is equivalent to sampling a vertex proportionally to its degree and selecting a neighbor uniformly at random. The probability to sample a neighbor $x$ of $u_1$ is $1/d_{u_1}$. There are at most $2m/\sqrt{2m} = \sqrt{2m}$ vertices that have degree at least $\sqrt{2m}$, so the probability that a uniformly random neighbor $v_1$ of $u_1$ has degree at least $\sqrt{2m}$ is at most $\sqrt{2m}/d_{u_1}$. Therefore, the probability that $v_1$ has degree at least $\sqrt{2m}$, which is implied by the check $u_1 \prec v_1$ in line 3, is bounded by $\sqrt{2m}/d_{u_1}$. By Lemmas 5 and 9, the expected number of queries in \textsc{SampleWedge}($G, u_1, v_k$) is at most $M \leq d_{u_1}/\sqrt{2m}$ if $d_{u_1} \geq \sqrt{2m}$. Thus, the expected query complexity of \textsc{SampleOddCycle}($G, 2k + 1$) is bounded by
The expected query complexity of \textsc{SampleStar}(G,k) is bounded by \( k \in O(1) \). It follows that the expected query complexity of \textsc{SampleSubgraph}(G,H) is at most \((o+s+|H|^2)\cdot O(1) \subseteq |H|\cdot O(1) \). The expected query complexity of \textsc{SampleSubgraphUniformly}(G,H) is \( O((2m)^{o(H)}/X_H\cdot |H|^2) = \tilde{O}((2m)^{o(H)}/X_H) \). To bound the expected running time, we observe that every loop in our algorithm issues at least one query, and we only perform isomorphism checks on subgraphs of constant size. Thus the running time is still \( \tilde{O}((2m)^{o(H)}/X_H) \). ◀

The proof of Theorem 1 follows almost directly from Lemmas 14 and 15.

**Proof of Theorem 1.** For the case that \( m \geq m^{o(H)}/\#H \), the claim follows from Lemmas 14 and 15. If \( m < m^{o(H)}/\#H \), we can query the whole graph, which requires \( O(m) \) degree and neighbor queries, store the graph and answer the queries of the algorithm from this internal memory. ◀

## 4 Proof of Theorem 2

In this section, we give the proof of Theorem 2, which follows by adapting the proofs for the lower bounds on the query complexity for approximate counting subgraphs given by Eden and Rosenbaum [12].

**Theorem 16 (see Theorems 4.7 and B.1 in [12]).** For any choices of \( n,m,r,c_r > 0 \), there exist families of graphs with \( n \) vertices and \( m \) edges, \( \mathcal{F}_0 \) and \( \mathcal{F}_1 \), such that

- all graphs in \( \mathcal{F}_0 \) are \( K_r \)-free,
- all graphs in \( \mathcal{F}_1 \) contain at least \( c_r \) copies of \( K_r \),
- and any algorithm in the augmented general graph model that distinguishes a graph \( G \in \mathcal{F}_0 \) from \( G \in \mathcal{F}_1 \) with probability \( \Omega(1) \) requires \( \Omega(\min\{m,m^{r/2}/c_r(\text{cr})^r\}) \) queries for some constant \( c > 0 \).

Now we prove our Theorem 2.

**Proof of Theorem 2.** Let \( \mathcal{A} \) be an algorithm that for any graph \( G = (V,E) \) on \( n \) vertices and \( m \) edges returns an arbitrary \( r \)-clique \( K_r \), if one exists; and each \( K_r \) is sampled according to \( D \), using \( f(m,r,\#K_r) \in o(\min\{m,m^{r/2}/(c_r(\text{cr})^r)\}) \) neighbor, degree, pair and edge sampling queries.

Let \( n,m,c_r > 0 \) and let \( \mathcal{F}_0, \mathcal{F}_1 \) be the families from Theorem 16. Consider the following algorithm \( \mathcal{A}' \): run \( \mathcal{A} \) on a graph from \( \mathcal{F}_0 \cup \mathcal{F}_1 \) and terminate \( \mathcal{A} \) if it did not produce a \( K_r \) after \( f(m,r,c_r) \) queries. If it output a clique, \( \mathcal{A}' \) claims that \( G \in \mathcal{F}_1 \), otherwise it claims that \( G \in \mathcal{F}_0 \). By the assumption, \( \mathcal{A} \) returns a clique after at most \( f(m,r,c_r) \) queries with probability \( \Omega(1) \) if \( G \in \mathcal{F}_1 \) because then \( G \) contains at least \( c_r \) copies of \( K_r \) and the probability mass of \( D \) on the set of all copies of \( K_r \) is \( \Omega(1) \). Otherwise, \( G \in \mathcal{F}_0 \), which implies that \( G \) contains no triangle. Therefore, \( \mathcal{A} \) cannot output a triangle from \( G \).

It follows that \( \mathcal{A}' \) can distinguish \( \mathcal{F}_0 \) and \( \mathcal{F}_1 \), which is a contradiction to Theorem 16. ◀
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Covering problems have been heavily studied by the combinatorial optimization community. Understanding their polyhedral descriptions, and how to approximate them, is a challenging and important task even for simple variants. One of the main tools for obtaining strong linear relaxations of covering problems are the knapsack-cover inequalities, introduced by Carr et al. [9], and have been used extensively [4, 18, 3, 3, 8, 10, 19, 1, 20, 2, 22]. Although the inequalities are exponentially many, they can be approximately separated up to a factor of $1 + \epsilon$ in polynomial time. In many cases they are well adjusted for primal-dual algorithms, which avoid having to solve the relaxation and yield faster combinatorial algorithms [4, 8, 10, 20].

In the classical Knapsack-Cover problem we are given a set of $n$ items $N$ and a demand $D \in \mathbb{N}$. Each item $i$ has an associated covering capacity $u_i$ and cost $c_i$. The objective is to choose a subset of items covering $D$ at a minimum cost. We introduce a new natural generalization of this problem motivated by applications on the operation of power systems and the design of public transport systems. In this version we can choose items partially at a given cost, which might be non-linear. More precisely, each item $i \in N$ has an associated non-decreasing cost function $f_i : \mathbb{N} \rightarrow \mathbb{Q}_{\geq 0} \cup \{\infty\}$. We must choose a number $x_i \in \mathbb{N}$ for each $i$ such that $\sum_{i \in N} x_i \geq D$. The cost of such solution is $\sum_{i \in N} f_i(x_i)$. We can reduce the Knapsack-Cover problem to this setting by considering $f_i(0) = 0$, $f_i(1) = \ldots = f_i(u_i) = c_i$, and $f_i(x) = \infty$ for $x > u_i$. We say that we are in the list model if the input contains the numbers $f_i(0), f_i(1), \ldots, f_i(D)$ explicitly as a list. In this case the reduction above is pseudo-polynomial. On the other hand, if each $f_i$ is given by an oracle that outputs $f_i(x)$ for any $x$, we say that we are in the oracle model. In this case the reduction above can be made polynomial. We call our newly introduced problem the Non-Linear Knapsack-Cover problem. Our setting also generalizes the Single-Demand Facility Location problem studied by Barnes and Shmoys [8]. In this setting each item (facility) has an activation cost $b_i$ and then the cost grows linearly at a rate of $a_i$, that is, $f_i(0) = 0$, $f_i(x) = b_i + c_i x$ for $x \in \{1, \ldots, u_i\}$, and $f_i(x) = \infty$ otherwise.

More generally, we study the Non-Linear variant of the Unsplittable Flow-Cover problem on a path (UFP-cover), that extends the Non-Linear Knapsack-Cover problem. In the original UFP-cover problem, first considered by Bar-Noy et al. [4], we have a discrete interval $I = \{1, \ldots, k\}$ and a set $N$ of $n$ items, each one characterized by a capacity or height $u_i$, a cost $c_i$, and a sub-interval $I_i \subseteq \{1, \ldots, k\}$. We also have a demand $D_t$ for each $t \in I$. The problem consists on selecting the cheapest set of items such that the total height at any point in $I$ is at least the demand, that is, we must pick a set $S$ minimizing $\sum_{i \in S} c_i$ such that $\sum_{i \in S(t)} u_i \geq D_t$ for all $t \in I$. In this paper we generalize this problem to the case where items can be taken partially. As before we are giving a non-decreasing function $f_i : \mathbb{N} \rightarrow \mathbb{Q}_{\geq 0} \cup \{\infty\}$ for each item. We can choose to set the height of any item to a value $x_i \in \mathbb{N}$ by paying a cost $f_i(x_i)$. We must choose heights in order to cover the demand at each point $t \in I$ at a minimum total cost $\sum_{i \in S(t)} f_i(x_i)$. Notice that this setting generalizes Non-Linear Knapsack-Cover.

In this article we provide a generalization of the knapsack-cover inequalities to the Non-Linear Knapsack-Cover problem, which we also apply to Non-Linear UFP-Cover. The obtained relaxations yield primal-dual algorithms matching the classical settings. Namely, for Non-Linear Knapsack-Cover we show a 2-approximation algorithm, and for Non-Linear UFP-Cover a 4-approximation algorithm, both running in polynomial time in the list model. For the oracle model, they can be adapted to yield a $(2 + \epsilon)$- and $(4 + \epsilon)$-approximation, respectively, in polynomial time. Additionally, we show a rounding technique for the Non-Linear Knapsack-Cover case also achieving a 2-approximation for the list model, together with a polynomial time separation algorithm.
Applications

One of our main motivations for considering non-linear cost functions comes from the Unit Commitment Problem (UCP), a prominent problem in the operation of power systems. In its most basic version, a central planner, called Independent System Operator (ISO), must schedule the production of energy generated from a given set of power plants, in order to satisfy a given demand. For the case of one time period, the problem corresponds to Non-Linear Knapsack-Cover. More precisely, items correspond to power plants, and $f_i(x)$ is the cost of producing $x$ units of power by power plant $i$. A common issue in this setting is that plants incur fixed costs for starting production, and after the resource is available, a minimum amount of energy must be produced. It is worth noticing that after paying the fixed cost the behavior of the cost functions might be non-linear and are often modelled by convex quadratic functions [24].

On the other hand, Non-Linear UFP-Cover appears in the optimization of transport systems. Consider an avenue with several bus stops $\{1, \ldots, k\}$. We interpret the avenue as a path network where bus stops correspond to edges. Passengers need to move (in a single direction) within bus stops, and hence, we associate to each passenger a set of consecutive bus stops (i.e., a path) which they need to traverse. The set of paths defines a flow that needs to traverse the network. Hence, we obtain a demand $D_t$ at each bus stop $t$, representing the total number of passengers (amount of flow) that must traverse it. On the supply side, there are potential bus transit lines, each covering some sub-path of the avenue, and hence covering the demand on some subset of consecutive bus stops $I_i = \{f_i, f_i + 1, \ldots, l_i\} \subseteq \{1, \ldots, k\}$. As the planner of this system, we must choose which lines to operate. Additionally, for each chosen line, we must choose its operation frequency and the type of vehicle to use. Such combinations of frequency and vehicle define the amount of passengers (demand) the line can transport. Assume that for line $i$ and each demand $x$, we can optimally choose (that is, we have an oracle) the frequency and vehicle combination to minimize the operating cost of the line, which we call $f_i(x)$. In other words, for each line $i$, we must choose a demand $x_i \geq 0$ to cover, such that the total operation cost $\sum_i f_i(x_i)$ is minimized. It is not hard to see that covering the demand at each bus stop guarantees that all passengers can be transported. Hence, it suffices that $\sum_{i \in I_i} x_i \geq D_t$ holds for each bus stop $t \in \{1, \ldots, k\}$. Hence, we obtain an instance of Non-Linear UFP-Cover.

We might wonder what type of cost functions $f_i$ one can get in this setting. There is a vast literature concerning economies of scale in public transport lines: for instance, Mohring [21] states that there are economies of scale in public transport, Fielbaum et al. [14] show that they get exhausted. Coulombel and Monchambert [12] propose that the system could face diseconomies of scale when the demand exceeds certain thresholds. Hence, techniques to manage non-linear functions (that can have convex and concave regions) are needed.

Related Work

The use of the primal-dual method to derive approximation algorithms is introduced by Bar-Yehuda and Even [5] and Chvátal [11], becoming one of the major tools for designing approximation algorithms [23]. Bar-Noy et al. [4] are the firsts to consider the primal-dual framework based on knapsack-cover inequalities. However, they pose their algorithm in the equivalent local-ratio framework [6], even before the knapsack-cover inequalities were introduced and without stating the underlying LP-relaxation. Their techniques yield a 4-approximation algorithm and their analysis is tight [10]. Additionally, this problem admits a quasi-polynomial time approximation scheme (QPTAS) [16]. On the other hand,
Carnes and Shmoys [8] give an explicit description of the primal-dual method, obtaining a 2-approximation algorithm for Knapsack-Cover, the Single-Demand Facility Location problem, and the more general Single-item Lot-Sizing problem with Linear Holding Costs. Cheung et al. [10] consider the Generalized Min-Sum Scheduling problem on a single machine without release dates; they obtain a \((4+\varepsilon)\)-approximation algorithm based on the primal-dual framework on an LP with knapsack-cover inequalities. Finally, McCormick et al. [20] consider covering problems with precedence constraints, where they give a primal-dual algorithm with approximation ratio equal to the width of the precedence relations. We remark that Non-Linear Knapsack-Cover can be modeled within this framework, but applying this result to this case yields an unbounded approximation guarantee.

Outside the primal-dual framework, the literature is rich on the use of the knapsack-cover inequalities and its generalizations together with rounding techniques. The problems considered include the Min-Sum General Scheduling problem on a single [3] and multiple [22, 2] machines, the Uniform [18] and Non-Uniform [19] Capacitated Multi-item Lot-sizing problem, and Capacitated Facility Location [1]. On the other hand, it is not known if there exists a compact set of constraints matching the strength of the knapsack-cover inequalities. Recently, Bazzi et al. [7] gave a formulation with an integrality gap of \(2 + \varepsilon\) for the Knapsack-Cover problem with a quasipolinomial number of inequalities.

It is also worth mentioning that the most common technique for dealing with non-linear cost functions in capacitated covering problems is a doubling technique: split the cost function in segments where the function doubles. Then, each segment can be considered independently as a single item. This technique removes the precedence dependence between different segments, at factor 4 loss in the approximation ratio; see for example [3]. Similarly, with a randomized shifting strategy an \(\varepsilon\)-approximation is achievable [17, 15]. Our approach strengthen the knapsack-cover inequalities and allows to avoid the extra loss.

**Our Contribution**

Let \(z_{ij}\) be a binary variable that represents whether \(x_i \geq j\) in the solution, i.e., if the \(j\)-th unitary segment of item \(i\) is taken. Defining \(g_{ij} = f_i(j) - f_i(j - 1)\), then the cost of any solution is \(\sum z_{ij} g_{ij}\), and for any solution to be feasible it must hold that for all \(i, j\) if \(z_{ij} = 1\) then \(z_{i,j-1} = 1\). In a greedy algorithm, one might be tempted to take segments with low \(g_{ij}\). This fails as such segments might be preceded by another segment with \(g_{ik} > g_{ij}\) for \(k < j\).

This poses two fundamental questions when assessing the value of a segment: (i) how to take into consideration (mandatory) preceding segments of high cost? (ii) how to take into account low costs segments to the right, specially considering segments that finally might not be part of the final solution (since the demand can be completely covered by previous segments)?

We introduce a natural variant of the knapsack-cover inequalities for non-linear cost functions. These generalize the basic version of the inequalities, as well the generalization of Carnes and Shmoys [8] for the Single-Demand Facility Location Problem. Our inequalities are then used to derive a primal-dual algorithm that helps to handle the fundamental questions stated above. Our algorithm can be interpreted as a water-filling algorithm. Each segment \(j\) of an item \(i\) has a corresponding bucket \(B_{ij}\) of capacity \(g_{ij}\), representing an inequality in the dual linear program. All buckets for a given item \(i\) are placed on a stairway, where bucket \(B_{ij}\) is on the \(j\)-th step of the stairs. A segment is taken, i.e. we set \(z_{ij} = 1\), if its corresponding bucket and all previous ones (which are in lower steps of the stairs) are full. Water reaches buckets through two mechanisms. Water from an external source is poured directly into each bucket at a rate of either 1 or 0 (units of water per time unit).
A. Fielbaum, I. Morales, and J. Verschae first time a bucket $B_{ij}$ becomes full, then the water arriving to this bucket spills to bucket $B_{ij-1}$, which now fills at a rate of 2 (as long as $B_{ij}$ is still receiving water from the external source). If $B_{ij-1}$ also becomes full and $j > 2$, then the water pouring into $B_{ij}$ and $B_{ij-1}$ spills to $B_{ij-2}$ which now fills at a rate of 3, etc. For a bucket to receive water from the external source it must satisfy two properties: (i) its corresponding segment is not yet in the primal solution, and (ii) all previous segments of the item are not enough to cover the remaining demand. Our primal-dual algorithm helps to take care of the tensions implied by the questions above by making buckets filling faster due to water spilled from higher buckets, and prevents spilling water from a bucket if they are so high that they are useless to help covering the remaining demand.

For the case of Non-Linear UFP-Cover, our algorithm works similarly. However, the primal solution constructed with the algorithm might contain redundant segments due to sub-intervals of $I$ that might be covered in subsequent steps of the algorithm. For this reason we need to perform a reverse-delete (or pruning) strategy to remove unnecessary segments, in the reverse order in which they were introduced in the primal solution.

We notice that, for both algorithms, our analysis is tight as they achieve the same performance guarantee as their classic variants [8, 10]. Additionally, the integrality gap of our formulation for the Non-Linear Knapsack-Cover problem is also 2, as the same lower bound of the classical setting holds [9].

Finally, we show a rounding technique for the LP relaxation of the Non-Linear Knapsack-Cover problem and a polynomial time separation algorithm for the generalized knapsack-cover inequalities in the list model. These results, together with some of the proofs and extra details, can be found in the full version of this manuscript [13].

## 2 A Generalization of the Knapsack-Cover Inequalities for Non-Linear Knapsack-Cover

We first study the Non-Linear Knapsack-Cover problem. Recall that in this setting we consider a demand $D \in \mathbb{N}$ and a set $N$ of $n$ items, each with a non-decreasing function $f_i$. We assume that all $f_i$ are defined over a common domain $\{0, 1, \ldots, m\}$, for some $m \leq D$, and that $f_i(0) = 0$. Hence, each item $i \in N$ has $m$ segments of unit length, indexed by a common set $M = \{1, \ldots, m\}$, each having a unit cost $g_{ij} = f_i(j) - f_i(j-1) \geq 0$. In what follows we assume that our instance admits a feasible solution. We start by considering the list model.

It is worth mentioning that the problem described can be solved in polynomial time (respectively pseudo-polynomial) in the list (respectively oracle) model by a straightforward adaptation of the classical dynamic program for Knapsack. In the oracle model the problem is (weakly) NP-hard as it contains Knapsack-Cover as a special case. For this model the dynamic program can be turned into an FPTAS also by adapting well known rounding techniques [23]. However, these techniques alone cannot handle Non-Linear UFP-Cover.

### 2.1 Knapsack-Cover Inequalities for Non-Linear Costs

To write a linear relaxation of this problem, consider $a \in \{0, \ldots, m\}^N$, where $a_i$ represents that all segments $j \in \{1, \ldots, a_i\}$ have been taken already for item $i \in N$ (and $a_i = 0$ represents that no segment of $i$ is taken yet). We face the residual problem, where we must decide about segments not taken yet, and we must cover the residual demand $D(a) := \max\{D - \sum_{i \in N} a_i, 0\}$. Recall that $z_{ij}$ is a variable that indicates whether the $j$-th segment of item $i$ is taken. Since we must only cover the residual demand $D(a)$, there is an optimal solution where $z_{ij} = 0$ for $j > a_i + D(a)$; therefore, we conclude that for item $i$ we can only take up to segment $m_i(a) := \min\{m, a_i + D(a)\}$. 
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We call the set of inequalities (1) the convex inequality in (1), where we cover a term with a square if the corresponding term is chosen for the inequality in (2) indexed by \((a, F)\). This yields the inequality \(z_{11} + z_{12} + z_{11} + z_{21} + z_{23} \geq D(a)\), where \(D(a) = 3\). That is, \(z_{211} + z_{212} + z_{211} + z_{231} \geq D(a)\), implying that \(\tau(1, 1, a, F) = 2\), \(\tau(1, 2, a, F) = \tau(2, 1, a, F) = \tau(2, 3, a, F) = 1\), and all the other \(\tau(i, j, a, F)\) parameters equal 0.

To obtain a linear program, we relax the condition that \(z_{ij} = 1\) implies \(z_{ik} = 1\) for \(k < j\). To do so, note that in a feasible solution variable \(z_{ij}\) should never be larger than \(\min \{z_{ij}, z_{i-1,j}, \ldots, z_{11}\}\), and hence we can replace in our formulation the appearance of \(z_{ij}\) by this minimum. We conclude that the following is a relaxation of the Non-Linear Knapsack-Cover problem, which we call [GKC]:

\[
\begin{align*}
\min \sum_{i \in N, j \in M} g_{ij}z_{ij} \\
\sum_{i \in N} \sum_{j = a_i + 1}^{m_i(a)} \min \{z_{ij}, z_{i-1,j}, \ldots, z_{11}\} &\geq D(a) \quad \text{for all } a \in \{0, \ldots, m\}^N, \quad (1) \\
z_{ij} &\geq 0 \quad \text{for all } i \in N, j \in M.
\end{align*}
\]

We call the set of inequalities (1) the **knapsack-cover inequalities for non-linear costs**. This relaxation can be easily linearized. Indeed, if a program has a constraint of the form \(\min \{x_1, x_2\} \geq b\), then we can replace it with \(x_1 \geq b\) and \(x_2 \geq b\). More generally, if the constraint is \(\min \{x_1, x_2\} + \min \{x_3, x_4\} \geq b\), then we must consider all constraints \(x_i + x_j \geq b\) for all \(i \in \{1, 2\}\) and \(j \in \{3, 4\}\). More generally, convex inequality in (1) can be replaced with exponentially many linear ones. The linear inequalities are constructed by replacing each summand \(\min \{z_{ij}, z_{i-1,j}, \ldots, z_{11}\}\) in (1) by one of its terms \(z_{ij}, z_{i-1,j}, \ldots, z_{11}\).

Each of the new linear inequalities will be indexed by a pair \((a, F)\). The chosen notation will prove useful when describing and analyzing the water-filling algorithm below, as they will indicate which buckets are spilling water and which are receiving it. Consider a fixed vector \(a\) as above. The index \(F\) indicates, for each item \(i \in N\) and segment \(j \in M\), which term \(z_{ip}\) is selected from the set \(\{z_{ij}, \ldots, z_{11}\}\) for each \(i, j\). A given \(F\) can be thought as an array of containers \((F^k_i)_{i \in N, k \in \{0, \ldots, m-1\}}\). Each item \(i \in N\) corresponds to a row of this array, with containers (sets) \(F^0_i, \ldots, F^{m-1}_i\). We distribute the set \(\{a_i + 1, \ldots, m\}\) within these containers, and thus \(\bigcup_{k=0}^{m-1} F^k_i = \{a_i + 1, \ldots, m\}\). Assigning an index \(j \in \{a_i + 1, \ldots, m\}\) to \(F^k_i\) represents that in that inequality we select \(z_{i,j-k}\) from \(\{z_{ij}, \ldots, z_{11}\}\). See Figure 1 for a concrete example of this construction. The obtained set of inequalities is given by
\[ \sum_{i \in \mathcal{N}} \sum_{k=0}^{m-1} \sum_{j \in F_i^k \leq m_i(a)} z_{i,j-k} \geq D(a) \quad \text{for all } (a, F) \in \mathcal{F}, \]  

where \( \mathcal{F} \) is the set of all ordered pairs \((a, F)\) with \( a \in \{0, \ldots, m\}^n \), and \( F \) satisfies (i) \( \bigcup_{k=0}^{m-1} F_i^k = \{a_i + 1, \ldots, m\} \), and (ii) if \( j \in F_i^k \) then \( j - k \geq 1 \) for all \( k, j \). Let us consider now a given pair \((a, F)\), an item \( i \), and \( j > a_i \). The term \( z_{ij} \) might appear several times in the respective constraint (2), depending on how many “minimums” are replaced by \( z_{ij} \). If \( k \in F_i^{k-j} \), then \( \min\{z_{ik}, z_{i,k-1}, \ldots, z_{i1}\} \) is replaced by \( z_{ij} \). Moreover, recall that the residual demand \( D(a) \) will never be covered by a segment \( z_{ij} \) for \( j > m_i(a) \), and hence the number of times that \( z_{ij} \) appears in the left-hand-side of the inequality is

\[ \tau(i, j, a, F) = |\{k \geq j : k \in F_i^{k-j}, k \leq m_i(a)\}|. \]  

For a concrete example consider Figure 1.

With this definition, we obtain a linear relaxation that is equivalent to \[GKC\].

**Lemma 1.** The convex program \[GKC\] is equivalent to

\[ [P-GKC]: \min \sum_{i \in \mathcal{N}} \sum_{j \in \mathcal{M}} z_{ij} g_{ij} \]
\[ \text{s.t. } \sum_{i \in \mathcal{N}} \sum_{j=1}^{m} \tau(i, j, a, F) \cdot z_{ij} \geq D(a) \quad \text{for all } (a, F) \in \mathcal{F}, \]
\[ z \geq 0. \]

A routine computation yields that the dual of this linear program, which we call \[D-GKC\], is the problem of maximizing \( \sum_{(a, F) \in \mathcal{F}} D(a) v_{aF} \) subject to \( v \geq 0 \) and

\[ \sum_{(a, F) \in \mathcal{F}} \tau(i, j, a, F) \cdot v_{aF} \leq g_{ij} \quad \text{for all } i \in \mathcal{N}, j \in \mathcal{M}. \]  

### 2.2 A 2-approximate Primal-Dual Algorithm

We provide a primal-dual 2-approximation algorithm based on the LP-relaxation \[P-GKC\] and its dual \[D-GKC\]. It is worth having in mind the bucket representation of the algorithm given above in the introduction.

**Algorithm description**

The water-filling algorithm described in the introduction is an intuitive representation of a greedy algorithm for the dual \[D-GKC\]. Each bucket corresponds to a dual inequality: Each of the inequalities in the dual \[D-GKC\] represents a bucket, the left hand size corresponds to the amount of water in the bucket, while the right hand side is its capacity. The greedy dual algorithm raises dual variables one by one starting from a dual solution \( v \equiv 0 \). In each iteration of the main loop, we raise a variable \( v_{aF} \). The index \( a \) is chosen such that \( a_i \) represents the largest value \( \ell \) for which all buckets \( B_{i_1}, \ldots, B_{i_\ell} \) are full (or equivalently, \( z_{i_1} = \ldots = z_{i_\ell} = 1 \), for each \( i \in \mathcal{N} \). To choose \( F \), a segment \( j \) will belong to \( F_i^k \) if and only if the water from the external source falling into bucket \( B_{ij} \) (if any) spills down to bucket \( B_{i,j-k} \). Number \( k \) is chosen such that it is the smallest number for which \( B_{i,j-k} \) is not full, representing the idea that the water of full buckets falls down to the previous buckets on the stairs. Also, buckets receiving water from the external source are the buckets \( B_{ij} \) with
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\( a_i + 1 \leq j \leq m_i(a) \). This way, \( \tau(i,j,a,F) \) corresponds to the filling rates of bucket \( B_{ij} \) in the current iteration, which considers the water directly from the external source and the water spilled from higher buckets. We stop raising variable \( v_{aF} \) as soon as one dual inequality becomes tight, i.e., some bucket \( B_{ij} \) becomes full. After, we update the value of \( z \) by setting \( z_{ik} = 1 \) if \( B_{i\ell} \) is full for all \( \ell \leq k \). Notice as we do not require that \( k \leq m_i(a) \), and hence the returned primal solution might not satisfy the total demand exactly. Finally, we update \( a \) and \( F \) as described above and repeat the main loop until the residual demand \( D(a) \) equals 0.

The pseudo-code is given in Algorithm 1. The algorithm calls a sub-routine (Line 14) that explains how to update \( F \) when a bucket gets full but cannot be taken, which is given in Algorithm 2.

**Algorithm 1** Primal-Dual Water-Filling Algorithm for Non-Linear Knapsack-Cover.

```
1: z, v ← 0; % primal and dual solutions.
2: a ← 0; % \( a_i \) represents the largest value for which buckets \( B_{i1}, \ldots, B_{ia} \) are full.
3: \( F_k^i \leftarrow \emptyset \) \( \forall i \in N, k \in M \);
4: \( F_0^i \leftarrow M \); % \( j \in F_k^i \) iff water from bucket \( B_{ij} \) falls to bucket \( B_{i,j-k} \).
5: while \( D(a) > 0 \) do
6:   Increase \( v_{aF} \) until a dual constraint indexed by \( (i,j) \), for some item \( i \in N \) and segment \( j \in M \), becomes tight. % Bucket \( B_{ij} \) becomes full.
7:   if \( j = a_i + 1 \) then
8:     Let \( q > a_i \) be the maximum number such that \( B_{ia,1}, \ldots, B_{iq} \) are full.
9:     for \( \ell = j, j+1, \ldots, q-1 \) do
10:        \( z_{i\ell} \leftarrow 1 \); % Take available segments.
11:     end for
12:     a_i ← q;
13:   else % If we cannot raise variable \( z_{ij} \):
14:     \( F \leftarrow Update(F,i,j,a) \) % Call Algorithm 2 to update the sets \( F \)
15:   end if
16: end while
17: return \( v, z \).
```

**Algorithm 2** Updating Buckets Subroutine

```
input \( a, i, j, F \) % \( a, F \) represent the current state of the buckets, \( i, j \) represent which is the bucket that just got full. We require \( j > a_i + 1 \).
Let \( p < j \) be the maximum number so that \( B_{ip} \) is not full.
Let \( q > j \) be the minimum number so that \( B_{iq} \) is not full (and \( q = m + 1 \) if \( B_{ij}, \ldots, B_{im} \) are all full).
for \( \ell = j, j+1, \ldots, q-1 \) do
  \( F_{\ell}^{j-1} \leftarrow F_{\ell}^{j-1} \setminus \{\ell\} \) and \( F_{\ell}^{p} \leftarrow F_{\ell}^{p} \cup \{\ell\} \) % The water from the external source falling to \( B_{i\ell} \), which was previously spilling to bucket \( B_{ij} \), now spills to bucket \( B_{ip} \).
end for
return \( F \)
```
Analysis

The algorithm terminates, as each iteration of the main loop (Line 5) corresponds to some bucket that becomes full, so we enter the while loop at most \(nm\) times. The main challenge is to show that the algorithm is 2-approximate.

It follows directly that the dual solution constructed is feasible through the execution of the algorithm. The primal solution is feasible as we kept iterating the main loop until the residual demand \(D(a)\) is zero. As in most approximate primal-dual algorithms, the crux of the analysis is to show that an approximate form of the complementary slackness conditions are satisfied. This is summarized in the next key lemma.

▶ Lemma 2. Let \(\bar{v}, \bar{z}\) be the primal and dual solutions computed by the algorithm. Then, for all \((a, F) \in F\) such that \(\bar{v}_{aF} > 0\), it holds that

\[
\sum_{i \in N} \sum_{j=1}^{m} \tau(i, j, a, F)\bar{z}_{ij} \leq 2D(a).
\]

Proof. Let \((\bar{i}, \bar{j})\) be the indices of the dual inequality that became tight in the last iteration of the algorithm, and let \(\bar{z}, \bar{v}\) be the output primal and dual solutions.

Let us fix a variable \(v_{aF} > 0\) and consider the iteration of the main loop of the algorithm where we were raising that variable. For a given item \(i \in N\), the expression \(\sum_{j \geq 1} \tau(i, j, a, F)\bar{z}_{ij}\) represents the total number of buckets that are receiving water from the external source and whose water is spilling to some bucket that ends up in the final solution. We analyze the last item separately from the other items. Regarding item \(\bar{i}\), notice that \(\sum_{j \geq 1} \tau(\bar{i}, j, a, F)\bar{z}_{ij} \leq D(a)\), just because the buckets obtaining water from the external source are in the interval \(a_{\bar{i}} + 1, \ldots, m_{\bar{i}}(a)\), which are at most \(D(a)\) many.

Consider now \(i \neq \bar{i}\) and a bucket \(B_{ij}\) that is “part” of \(\tau(\bar{i}, j', a, F)\) for some segment \(j'\) included in the final solution, that is, either \(j' = j\) or \(B_{ij}\) is pouring into \(B_{ij'}\), case in which all the buckets between \(j\) and \(j'\) are full in this iteration of the algorithm. Then, as \(\bar{z}_{ij'} = 1\), by construction \(B_{ij}\) will be taken as well; that is, \(\bar{z}_{ij} = 1\). Additionally, no water (either directly or indirectly) reaches a bucket \(B_{ik}\) with \(k \leq a_i\), and hence \(\tau(i, k, a, F) = 0\). So the quantity \(\sum_{i \in N \setminus \{i\}} \sum_{j \geq 1} \tau(i, j, a, F)\bar{z}_{ij}\) is upper bounded by the total number of buckets in the final solution, of items other than \(\bar{i}\), that are above \(a\). This number cannot be higher than \(D(a)\), otherwise the algorithm would have finished before filling the last bucket \(B_{\bar{i}, \bar{j}}\).

The proof of the next theorem follows from the previous lemma and standard techniques from primal-dual analysis. The details are deferred to the full version.

▶ Theorem 3. Algorithm 1 is a polynomial time 2-approximation algorithm for Non-Linear Knapsack-Cover in the list model.

The extension of this theorem to the oracle model is given in Section 4.

3 Unsplittable Flow-Cover on the Line

We now show that extending the ideas of Section 2 we can also achieve a 4-approximation for the Non-Linear UFP-Cover problem. Recall that an instance of this problem is given by an interval \(I = \{1, \ldots, k\}\), a set \(N\) of \(n\) items, where each item is characterized by a capacity or height \(u_i\), a cost \(c_i\), and a sub-interval \(I_i \subseteq \{1, \ldots, k\}\). We also have a demand \(D_t\) for each \(t \in I\).
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In the non-linear case, we can choose the height of each item from within a set \( M = \{1, \ldots, m\} \). In other words, each item consists of a list of (vertical) segments, and one must choose a prefix of them. Again, we first focus on the list model where the costs of segments \( g_1, g_2, \ldots, g_m \) are given in a list. As before, we use variables \( z_{ij} \in \{0, 1\} \) to represent if segment \( j \) of item \( i \) is in the solution. With this the cost is \( \sum_{i \in N} \sum_{j \in M} z_{ij} g_{ij} \) and the constraint that each demand must be covered is given by

\[
\sum_{i \in N} \sum_{j \in M} z_{ij} \geq D_t \quad \text{for all } t \in I.
\]  

(6)

Finally, we require that \( z_{i,j+1} = 1 \Rightarrow z_{ij} = 1 \) for all \( i \in N, j \in \{1, \ldots, m - 1\} \).

We now present the problem using the generalized knapsack-cover inequalities, and the relaxation explained in Section 2, applied to each inequality in (6) separately. For this, define

\[
D_t(a) = \max(D_t - \sum_{i \in I_t} a_i, 0) \quad \text{and} \quad \tau(i, j, a, F, t) = \{k \geq j : k \in F_i^{k-j}, k \leq m_i(a)\},
\]

where \( m_i(a) = \min\{m, a_i + D_t(a)\} \). The relaxed primal problem, which we call \([P-UFP]\), asks to minimize \( \sum_{i,j} z_{ij} g_{ij} \) for \( z > 0 \) subject to

\[
\sum_{i \in I_t, j \geq 1} \tau(i, j, a, F, t) \cdot z_{ij} \geq D_t(a) \quad \text{for all } (t, a, F) \in H
\]

where \( H \) is the set of triplets \((t, a, F)\) where \( t \in I \) and \((a, F) \in F\), as defined in Section 2.2. This yields a dual relaxation \([D-UFP]\), whose objective is max \( \sum_{(a,t,F) \in H} v_{atF} \cdot D_t(a) \), and we must optimize over all \( v \geq 0 \) satisfying

\[
\sum_{(a,t,F) \in H, t \in I_t} \tau(i, j, a, F, t) \cdot v_{atF} \leq g_{ij} \quad \text{for all } i \in N, j \in M.
\]  

(7)

Algorithm Description

Our primal-dual algorithm is given in Algorithm 3. In this case our approach has two phases. During the growing phase (Lines 5–15), we construct a dual solution, which then directly implies a feasible primal solution. In the pruning phase (Lines 16–20) we remove unnecessary segments from the primal solution. As before, for each item \( i \in N \) we have a stair of buckets, where each bucket \( B_{ij} \) corresponds to a given inequality in the dual, indexed by \( j \in M \) and \( i \in N \). In each iteration of the growing phase buckets receive water (that might fall to inferior buckets) from an external source at a rate of 1 or 0. Once we define the rates, the water dynamics work in exactly the same way as in Section 2.2: water reaching a given bucket that is full is spilled to the next bucket to the left until it reaches a bucket that is not full. The only difference is that only some of the items receive water. More precisely, in a given iteration of the growing phase, we select \( t \in I \) with largest unsatisfied demand \( D_t(a) \) (break ties arbitrarily). This is a greedy criterion to increase the dual objective function as fast as possible. Only buckets for items \( i \in I_t \) such that \( t \in I_t \) receive water from the external source. For such an item \( i \), the subset of buckets receiving water from the external source are again buckets \( B_{ij} \) with \( j \in \{a_i + 1, \ldots, m_i(a)\} \). The water dynamics can be emulated by raising a single dual variable at a time. Notice that the only difference to the dual in Section 2 is that when raising a given variable \( v_{atF} \), only inequalities for items \( i \in N \) where \( t \in I_t \) are affected, corresponding to the fact that only buckets corresponding to such items receive water from the external source.

When one or more buckets become full, we pick one of these buckets. As before, a full bucket means that the corresponding segment \((i,j)\) is available. We take a given segment, that is, we define a primal variable \( z_{ij} \) to 1, as soon as all preceding buckets of item \( i \) are available.
In other words, if $B_{ij}$ becomes full for $j = a_i + 1$, then we take set $z_{ij} = \ldots = z_{iq} = 1$ where $B_{ij}, \ldots, B_{iq}$ are full but $B_{i,q+1}$ is not. This is the case even if $q > m_i(a)$. All taken buckets (or segments) are considered to be a “block”, denoted by $b_{ij}$ (where $j$ denotes the first segment of the block). After this we update $t$ and continue with a new iteration of the main loop of the growing phase.

Although this first phase gives a feasible primal solution, some blocks might have become redundant, that is, the solution would remain feasible without them. In the second phase we remove redundant blocks when we can. To do this, we check for each block $b_{ij}$, in reverse order in which they were added, whether removing the block from the primal solution makes the given primal unfeasible. If $b_{ij}$ is redundant and it is the superior block (i.e., the block containing the highest segment that is still in the solution) of its item, we remove it; if $b_{ij}$ is redundant but there are blocks over it in the solution when it is checked, we cannot remove it (the solution would become unfeasible). Note that doing so, all the superior blocks that are in the final solution are not redundant.

Algorithm 3 Primal-Dual Algorithm for Non-Linear UFP-Cover.

1: $z, v \leftarrow 0$  
2: $a \leftarrow 0$  
3: $F_k^i \leftarrow \emptyset$ for all $i, k \geq 1$; $F_0^i \leftarrow M$  
4: $B_i \leftarrow \emptyset$ for all $i$  
5: while $D_t(a) > 0$ for some $t$ do  
6: Select $t$ that maximizes $D_t(a)$ (break ties arbitrarily).  
7: Increase $v$ at $F$ until a dual constraint indexed by $(i,j)$, for some item $i$ and segment $j$, becomes tight. Break ties in favor of a bucket with smallest index $j$.  
8: if $j > a_i + 1$ then  
9: $F \leftarrow \text{Update}(F, i, j, a)$ % Water pouring into $B_{ij}$ pours into a lower bucket.  
10: else  
11: Let $q > a_i$ be the maximum number such that $j' \notin F_0^i$ for all $j' = j + 1, \ldots, q$  
12: Set $a_i \leftarrow q$  
13: Set $B_i \leftarrow B_i \cup b_{ij}$, with $b_{ij} = \{j, \ldots, q\}$ % $b_{ij}$ is a block that enters the primal solution.  
14: end if  
15: end while  
16: for all $b_{ij}$ in reversed order in which they are defined in the growing phase do  
17: if $b_{ij}$ can be removed from the primal solution without leaving any demand unsatisfied and $j \geq j'$ for all $j'$ such that $b_{ij'} \in B_i$ then  
18: $B_i \leftarrow B_i \setminus b_{ij}$  
19: end if  
20: end for  
21: return $z$, where $z_{ij} = 1$ for $j \leq \sum_{b_{ik} \in B_i} |b_{ik}|$.

The proof of correctness is analogous as in Section 2.2. To show the approximation factor we need the following key lemma.

Lemma 4. Consider the output $(z, v)$ of the algorithm. Let $(a, t, F)$ such that $v_{atF} > 0$. Then

$$\sum_{i \in T, j \geq 1} \tau(i, j, a, F, t) \cdot z_{ij} \leq 4D_t(a).$$
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Proof. Let us fix a variable $v_{atF} > 0$ raised in the main loop of the growing phase. Denote by $B_i$ the set of blocks for each $i$ at the end of the pruning phase. Out of those, consider the ones that are above $a$, and that contribute to fulfill the demand in $t$, that is, $S_{ta} = \{b_{ij} \in \cup_{i \in B} : t \in I_t, j \geq a_t + 1\}$. Let us denote by $\overline{B}_i$ the superior block of each item (i.e. $\overline{B}_i = b_{ij}$ with $b_{ij} \in S_{ta}$ and $j \geq j'$ for all $j'$ such that $b_{ij'} \in B_i$). For each of these superior blocks, as they were not removed, it must exist some $t_i \in I$ such that its demand would become unsatisfied when removing $\overline{B}_i$, which is of course also true if we look only at the blocks in $S_{ta}$, i.e.,

$$D_{t_i}(a) > \left( \sum_{b_{ij} \in S_{ta}} |b_{ij}| \right) - |\overline{B}_i|. \quad (8)$$

Inequality (8) is true because we removed the blocks in a reversed order, and the blocks that conform $a$ were introduced before $\overline{B}_i$ in the growing phase. Let us classify the blocks in $S_{ta}$ into two subsets, $S^{L}_{ta} = \{b_{ij} \in S_{ta} : t \leq t\}$ and $S^{R}_{ta} = \{b_{ij} \in S_{ta} : t_t > t\}$.

We divide the proof of Lemma 4 into two analogous inequalities. Let us show that

$$\sum_{i \in I_t, j, b_{ij} \in S^{R}_{ta}} z_{ij} \tau(i, j, a, t, F) \leq 2D_t(a). \quad (9)$$

To do this, define $t^R = \min\{t_i : \overline{B}_i \in S^{R}_{ta}\}$. Note that $t^R$ is covered by every interval $I_t$ with $\overline{B}_i$ in $S^{R}_{ta}$, as they cover $t$ (which is at most $t^R$) and their $t_t$ (which is larger or equal than $t^R$). Define $(i_1, j_1)$ such that $t_{i_1} = t^R$ and $\overline{B}_{i_1} = b_{i_1, j_1}$. On the other hand, by definition of $\tau$, we have that $z_{i_1, j_1} \tau(i_1, j_1, a, t, F) \leq \tau(i_1, j_1, a, t, F) \leq D_t(a)$. On the other hand we study

$$\sum_{i \in I_t, j, b_{ij} \in S^{R}_{ta}, (i, j) \neq (i_1, j_1)} z_{ij} \tau(i, j, a, F, t).$$

Consider an item $i \neq i_1$, and the iteration while increasing variable $v_{atF}$. The summands are the number of buckets that were spilling over each of the segments above $a_t$ that are in the final solution (because we only sum when $z_{ij} = 1$, and buckets $B_{ik}$ for $k \leq a_t$ do not receive water). This quantity cannot be higher than the sum of the cardinality of all the blocks above $a_t$ in the final solution (recall that when blocks are taken in Line 11, they include truncated buckets that have poured onto the taken segments). For $i_1$, the same argument holds, but the superior block $\overline{B}_{i_1}$ does not need to be considered because it never poured onto the inferior blocks (otherwise they would have been the same block). Thus it holds that

$$\sum_{i \in I_t, j, b_{ij} \in S^{R}_{ta}, (i, j) \neq (i_1, j_1)} z_{ij} \tau(i, j, a, F, t) \leq \sum_{b_{ij} \in S^{R}_{ta}, (i, j) \neq (i_1, j_1)} |b_{ij}| \leq D_{i_1}(a) \leq D_t(a).$$

With this lemma we can show the following main results. The first proof follows from standard LP techniques which are completely analogous to the proof of Theorem 3. The extension to the oracle model is given in Section 4.

Theorem 5. Algorithm 3 is a polynomial $4$-approximation algorithm for Non-Linear UFP-Cover in the list model.
4 Arbitrary non-decreasing functions

We now show how to adapt our algorithms in Sections 2 and 3 for the more general oracle model. Here we assume that each function $f_i : \{0, \ldots, m\} \to \mathbb{Q}_{\geq 0} \cup \{\infty\}$, where $m \leq D$ is not necessarily polynomially bounded. We assume that each function $f_i$ is given by an oracle, such that a polynomial number of bits is enough to describe all values $f_i(x)$. Using standard techniques, we first approximate each function $f_i$ by a piece-wise constant function with a polynomial number of steps. After, we discuss how to emulate Algorithm 1 and 3 in polynomial time for such functions.

First of all, by scaling we can assume, without loss of generality, that $f_i(x) \in \mathbb{N} \cup \{\infty\}$.

Lemma 6. Consider $\varepsilon > 0$ and let $f : \{1, \ldots, m\} \to \mathbb{N} \cup \{\infty\}$ be a non-decreasing function. Let $f_{\text{max}}$ be the maximum finite value of $f(x)$. There exists a non-decreasing piece-wise constant function $\tilde{f}$ such that

$$f(x) \leq \tilde{f}(x) \leq (1 + \varepsilon)f(x) \quad \text{for all } x \in \{1, \ldots, m\},$$

where $(\tilde{f}(x))_{x \in \mathbb{N}}$ takes at most $\lceil \log_{1+\varepsilon} f_{\text{max}} \rceil + 1$ many different values. The function $\tilde{f}$ can be computed in polynomial time.

Proof. To prove the lemma we can assume that $f(x) > 0$, as the values $f(x) = 0$ just corresponds to separate piece in $\tilde{f}$. For all other $x \in \{1, \ldots, m\}$, we can simply set $\tilde{f}(x) = (1 + \varepsilon)^{\lceil \log_{1+\varepsilon} f(x) \rceil}$. The constant-wise pieces (intervals) of $\tilde{f}$ can be easily computed in polynomial time with a binary search approach.

We now sketch how to adapt the algorithms of Sections 2 and 3 for this scenario. Let $\tilde{f}_i$ be the obtained function after applying the last lemma to $f_i$. We partition the set $\{0, 1, \ldots, m\}$ in intervals $J_{i1}, J_{i2}, \ldots, J_{im_i}$, correspondent to the piece-wise constant pieces of $\tilde{f}_i$, that is $\tilde{f}_i(x) = \tilde{f}_i(x')$ if $x, x' \in J_{i\ell}$. We denote by $u_{i\ell} \in \mathbb{N}$ the cardinality of interval $J_{i\ell} \subseteq \mathbb{N}$. To adapt the algorithms, note that as they originally deal with unitary segments, a piecewise constant function can be replaced (preserving the same costs for any solution) by a piecewise constant function with a pseudopolynomial number of unitary segments. More precisely, if $J_{i\ell} = \{\ell, \ell + 1, \ldots, u\}$, then $g_{\ell r} = \tilde{f}_i(\ell) - \tilde{f}_i(\ell - 1)$, and $g_{r r} = 0$ for all $r \in \{\ell + 1, \ldots, u\}$. Applying our algorithms to this instance would imply a pseudopolynomial running time. However, as all but $m_i$ many buckets for item $i$ has zero capacity $g_{ij}$, we can handle all of them simultaneously to make our algorithms run in polynomial time.

To do this, we can process all segments in $J_{i\ell}$ in a single step: when the algorithm begins, all their respective buckets but the first one get instantaneously full, so the first one will receive water at a rate equal to the length of the constant interval (equivalently, the interval $J_{ij}$, is represented by a bucket of height $g_{ij}$ that gets filled at a rate $u_{ij}$). Any time a bucket pours onto some inferior bucket, its rate also increases by the length of the interval corresponding to the pouring bucket. Truncations, given by the fact that in a given iteration only buckets $B_{ij}$ for $j \in \{a_i + 1, \ldots, m_i(a_i)\}$ get water from the external source for each item $i$, make these rates diminish accordingly. With these rules, the algorithms can be easily adapted to run in polynomial time implying the following theorems.

Theorem 7. There exists a polynomial time $(2 + \varepsilon)$-approximation for the Knapsack-Cover Problem with Non-Linear Costs and arbitrary non-decreasing functions.

Theorem 8. There exists a $(4 + \varepsilon)$-approximation for the Unsplittable Flow-Cover on the Line Problem with Non-Linear Costs and arbitrary non-decreasing functions.
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A partition \( \mathcal{P} \) of a weighted graph \( G \) is \((\sigma, \tau, \Delta)\)-sparse if every cluster has diameter at most \( \Delta \), and every ball of radius \( \Delta/\sigma \) intersects at most \( \tau \) clusters. Similarly, \( \mathcal{P} \) is \((\sigma, \tau, \Delta)\)-scattering if instead for balls we require that every shortest path of length at most \( \Delta/\sigma \) intersects at most \( \tau \) clusters. Given a graph \( G \) that admits a \((\sigma, \tau, \Delta)\)-sparse partition for all \( \Delta > 0 \), Jia et al. [STOC05] constructed a solution for the Universal Steiner Tree problem (and also Universal TSP) with stretch \( O(\tau \sigma^2 \log n) \).

Given a graph \( G \) that admits a \((\sigma, \tau, \Delta)\)-scattering partition for all \( \Delta > 0 \), we construct a solution for the Steiner Point Removal problem with stretch \( O(\tau^3 \sigma^3) \). We then construct sparse and scattering partitions for various different graph families, receiving many new results for the Universal Steiner Tree and Steiner Point Removal problems.

1 Introduction

Graph and metric clustering are widely used for various algorithmic applications (e.g., divide and conquer). Such partitions come in a variety of forms, satisfying different requirements. This paper is dedicated to the study of bounded diameter partitions, where small neighborhoods are guaranteed to intersects only a bounded number of clusters.

The first problem we study is the Steiner Point Removal (SPR) problem. Here we are given an undirected weighted graph \( G = (V, E, w) \) and a subset of terminals \( K \subseteq V \) of size \( k \) (the non-terminal vertices are called Steiner vertices). The goal is to construct a new weighted graph \( M = (K, E', w') \), with the terminals as its vertex set, such that: (1) \( M \) is a graph minor of \( G \), and (2) the distance between every pair of terminals \( t, t' \) in \( M \) is distorted by at most a multiplicative factor of \( \alpha \), formally, \( \forall t, t' \in K, \ d_M(t, t') \leq \alpha \cdot d_G(t, t') \). Property (1) expresses preservation of the topological structure of the original graph. For example if \( G \) was planar, so will \( M \) be. Whereas property (2) expresses preservation of the geometric structure of the original graph, that is, distances between terminals. The question is thus: given a graph family \( F \), what is the minimal \( \alpha \) such that every graph in \( F \) with a terminal set of size \( k \) will admit a solution to the SPR problem with distortion \( \alpha \).
Consider a weighted graph $G = (V, E, w)$ with a shortest path metric $d_G$. The weak diameter of a cluster $C \subseteq V$ is the maximal distance between a pair of vertices in the cluster w.r.t. $d_G$ (i.e., $\max_{u,v \in C} d_G(u,v)$). The strong diameter is the maximal distance w.r.t. the shortest path metric in the induced graph $G[C]$ (i.e., $\max_{u,v \in C} d_G[C](u,v)$). A partition $\mathcal{P}$ of $G$ has weak (resp. strong) diameter $\Delta$ if every cluster $C \in \mathcal{P}$ has weak (resp. strong) diameter at most $\Delta$. Partition $\mathcal{P}$ is connected, if the graph induced by every cluster $C \in \mathcal{P}$ is connected. Given a shortest path $I = \{v_0, v_1, \ldots, v_s\}$, denote by $Z_I(\mathcal{P}) = \sum_{C \in \mathcal{P}} \mathbf{1}_{C \cap I \neq \emptyset}$ the number of clusters in $\mathcal{P}$ intersecting $I$. If $Z_I(\mathcal{P}) \leq \tau$, we say that $I$ is $\tau$-scattered by $\mathcal{P}$.

**Definition 1 (Scattering Partition).** Given a weighted graph $G = (V, E, w)$, we say that a partition $\mathcal{P}$ is $(\sigma, \tau, \Delta)$-scattering if the following conditions hold:

- $\mathcal{P}$ is connected and has weak diameter $\Delta$.
- Every shortest path $I$ of length at most $\Delta/\sigma$ is $\tau$-scattered by $\mathcal{P}$, i.e., $Z_I(\mathcal{P}) \leq \tau$.

We say that a graph $G$ is $(\sigma, \tau)$-scatterable if for every parameter $\Delta$, $G$ admits an $(\sigma, \tau, \Delta)$-scattering partition that can be computed efficiently.

The main contribution of this paper is the finding that scattering partitions imply solutions for the SPR problem. The proof appears in Section 3.1

**Theorem 2 (Scattering Partitions imply SPR).** Let $G = (V, E, w)$ be a weighted graph such that for every subset $A \subseteq V$, $G[A]$ is $(1, \tau)$-scatterable. Let $K \subseteq V$ be some subset of terminals. Then there is a solution to the SPR problem with distortion $O(\tau^3)$ that can be computed efficiently.

Jia, Lin, Noubir, Rajaraman, and Sundaram [45] defined the notion of sparse partitions, which is closely related to scattering partitions. Let $\mathcal{P}$ be a partition. Given a ball $B = B_G(x, r)$, denote by $Z_B(\mathcal{P}) = \sum_{C \in \mathcal{P}} \mathbf{1}_{C \cap B \neq \emptyset}$ the number of clusters in $\mathcal{P}$ intersecting $B$.

**Definition 3 (Strong/Weak Sparse Partition).** Given a weighted graph $G = (V, E, w)$, we say that a partition $\mathcal{P}$ is $(\sigma, \tau, \Delta)$-weak (resp. strong) sparse partition if the following conditions hold:

- $\mathcal{P}$ has weak (resp. strong) diameter $\Delta$.
- Every ball $B = B_G(v, r)$ of radius $r \leq \Delta/\sigma$ intersects at most $\tau$ clusters, i.e., $Z_B(\mathcal{P}) \leq \tau$.

We say that a graph $G$ admits an $(\sigma, \tau)$-weak (resp. strong) sparse partition scheme if for every parameter $\Delta$, $G$ admits an efficiently computable $(\sigma, \tau, \Delta)$-weak (resp. strong) sparse partition.

Jia et al. [45] found a connection between sparse partitions to the Universal Steiner Tree Problem (UST). Consider a complete weighted graph $G = (V, E, w)$ (or a metric space $(X, d)$) where there is a special server vertex $rt \in V$, which is frequently required to multicast messages to different subsets of clients $S \subseteq V$. The cost of a multicast is the total weight of all edges used for the communication. Given a subset $S$, the optimal solution is to use the minimal Steiner tree spanning $S \cup \{rt\}$. In order to implement an infrastructure for multicasting, or in order to make routing decisions much faster (and not compute it from scratch once $S$ is given), a better solution will be to compute a Universal Steiner Tree (UST). A UST is a tree $T$ over $V$, such that for every subset $S$, the message will be sent using the

---

1. In Observation 2 we argue that $(\sigma, \tau, \Delta)$-scattering partition is also $(1, \tau \sigma, \Delta)$-scattering.
2. Awerbuch and Peleg [8] were the first to study sparse covers (see Definition 5). Their notion of sparse partition is somewhat different from the one used here (introduced by [45]).
3. A closely related problem is the Universal Traveling Salesman Problem (UTSP), see Section 1.4.
sub-tree $T(S)$ spanning $S \cup \{rt\}$. The stretch of $T$ is the maximum ratio among all subsets $S \subseteq X$ between the weight of $T(S)$ and the weight of the minimal Steiner tree spanning $S \cup \{rt\}$, $\max_{S \subseteq X} \frac{\text{w}(T(S))}{\text{Opt}(S \cup \{rt\})}$.

Jia et al. [45] proved that given a sparse partition scheme, one can efficiently construct a UST with low stretch (the same statement holds w.r.t. UTSP as well).

**Theorem 4 (Sparse Partitions imply UST, [45]).** Suppose that an $n$-vertex graph $G$ admits an $(\sigma, \tau)$-weak sparse partition scheme, then there is a polynomial time algorithm that given a root $rt \in V$ computes a UST with stretch $O(\sigma \tau^2 \log n)$.\footnote{We assume here w.l.o.g. that the minimal distance in $G$ is 1.}

Jia et al. [45] constructed $(O(\log n), O(\log n))$-weak sparse partition scheme for general graphs, receiving a solution with stretch polylog($n$) for the UST problem. In some instances the communication is allowed to flow only in certain routes. It is therefore natural to consider the case where $G = (V, E, w)$ is not a complete graph, and the UST is required to be a subgraph of $G$. Busch, Jaikumar, Radhakrishnan, Rajaraman, and Srivathsan [12] proved a theorem in the spirit of Theorem 4, stating that given a $(\sigma, \tau, \gamma)$-hierarchical strong sparse partition, one can efficiently construct a subgraph UST with stretch $O(\sigma^2 \tau^2 \gamma \log n)$. A $(\sigma, \tau, \gamma)$-hierarchical strong sparse partition is a laminar collection of partitions $\{P_i\}_{i \geq 0}$ such that $P_i$ is $(\sigma, \tau, \gamma^i)$-strong sparse partition which is a refinement of $P_{i+1}$.\footnote{Actually the manuscript [11] was never published, and thus did not go through a peer review process.} Busch et al. constructed a $(2^{O(\sqrt{\log n})}, 2^{O(\sqrt{\log n})}, 2^{O(\sqrt{\log n})})$-hierarchical strong sparse partition, obtaining a $2^{O(\sqrt{\log n})}$ stretch algorithm for the subgraph UST problem. We tend to believe that poly-logarithmic stretch should be possible. It is therefore interesting to construct strong sparse partitions, as it eventually may lead to hierarchical ones.

A notion which is closely related to sparse partitions is sparse covers.

**Definition 5 (Strong/Weak Sparse cover).** Given a weighted graph $G = (V, E, w)$, a $(\sigma, \tau, \Delta)$-weak (resp. strong) sparse cover is a set of clusters $C \subset 2^V$, where all the clusters have weak (resp. strong) diameter at most $\Delta$, and the following conditions hold:

- **Cover:** $\forall u \in V$, exists $C \in C$ such that $B_G(u, \frac{\Delta}{\sigma}) \subseteq C$.
- **Sparsity:** every vertex $u \in V$ belongs to at most $|\{C \in C \mid u \in C\}| \leq \tau$ clusters.

We say that a graph $G$ admits an $(\sigma, \tau)$-weak (resp. strong) sparse cover scheme if for every parameter $\Delta$, $G$ admits an $(\sigma, \tau, \Delta)$-weak (resp. strong) sparse cover that can be computed efficiently.

It was (implicitly) proven in [45] that given $(\sigma, \tau, \Delta)$-weak sparse cover $C$, one can construct an $(\sigma, \tau, \Delta)$-weak sparse partition. In fact, most previous constructions of weak sparse partitions were based on sparse covers.

### 1.1 Previous results

**SPR.** Given an $n$-point tree, Gupta [38] provided an upper bound of 8 for the SPR problem (on trees). This result were recently reproved by the author, Krauthgamer, and Trabelsi [33] using the Relaxed-Voronoi framework. Chan, Xia, Konjevod, and Richa [14] provided a lower bound of 8 for trees. This is the best known lower bound for the general SPR problem. Basu and Gupta [11] provided an $O(1)$ upper bound for the family of outerplanar graphs.\footnote{Actually the manuscript [11] was never published, and thus did not go through a peer review process.} For general $n$-vertex graphs with $k$ terminals the author [27, 29] recently proved an $O(\log k)$ upper bound for the SPR problem using the Relaxed-Voronoi framework, improving upon...
previous works by Kamma, Krauthgamer, and Nguyen [46] \((O(\log^5 k))\), and Cheung [16] \((O(\log^2 k))\) (which were based on the Ball-Growing algorithm). Interestingly, there are no results on any other restricted graph family, although several attempts have been made (see [25, 50, 17]).

**UST.** Given an \(n\)-point metric space and root \(rt\), Gupta, Hajiaghayi and Räcke [39] constructed a UST with stretch \(O(\log^2 n)\), improving upon a previous \(O(\log^4 n / \log \log n)\) result by [45]. [45] is based on sparse partitions, while [39] is based on tree covers. Jia et al. [45] proved a lower bound of \(\Omega(\log n)\) to the UST problem, based on a lower bound to the online Steiner tree problem by Alon and Azar [6]. Using the same argument, they [45] proved an \(\Omega(\frac{\log n}{\log \log n})\) lower bound for the case where the space is the \(n \times n\) grid (using [43]). Given a space with doubling dimension \(ddim\), Jia et al. [45] provided a solution with stretch \(2^{O(\ddim)} \cdot \log n\), using sparse partitions. Given an \(n\) vertex planar graph, Busch, LaFortune, and Tirthapura [13] proved an \(O(\log n)\) upper bound (improving over Hajiaghayi, Kleinberg, and Leighton [42]). More generally, for graphs \(G\) excluding a fixed minor, both Hajiaghayi et al. [42] (implicitly) and Busch et al. [13] (explicitly) provided a solution with stretch \(O(\log^3 n)\). Both constructions used sparse covers. Finally, Busch et al. [12] constructed a subgraph UST with stretch \(\text{polylog}(n)\) for graphs excluding a fixed minor (using hierarchical strong sparse partitions).

**Scattering Partitions.** As we are the first to define scattering partitions there is not much previous work. Nonetheless, Kamma et al. [46] implicitly proved that general \(n\)-vertex graphs are \((O(\log n), O(\log n))\)-scatterable.\(^7\)

**Sparse Covers and Partitions.** Awerbuch and Peleg [8] introduced the notion of sparse covers and constructed \((O(\log n), O(\log n))\)-strong sparse cover scheme for \(n\)-vertex weighted graphs.\(^8\) Jia et al. [45] induced an \((O(\log n), O(\log n))\)-weak sparse partition scheme. Hajiaghayi et al. [42] constructed an \((O(1), O(\log n))\)-weak sparse cover scheme for \(n\)-vertex planar graph, concluding an \((O(1), O(\log n))\)-weak sparse partition scheme. Their construction is based on the [48] clustering algorithm. Abraham, Gavoille, Malkhi, and Wieder [5] constructed \((O(r^2), 2^{O(r)} \cdot r!)\)-strong sparse cover scheme for \(K_r\)-free graphs. Busch et al. [13] constructed a \((48, 18)\)-strong sparse cover scheme for planar graphs\(^9\) and \((8, O(\log n))\)-strong sparse cover scheme for graphs excluding a fixed minor, concluding a \((48, 18)\) and \((8, O(\log n))\)-weak sparse partition schemes for these families (respectively). For graphs with doubling dimension \(ddim\), Jia et al. [45] constructed an \((1, 8^{ddim})\)-weak sparse cover scheme. Abraham et al. [3] constructed a \((2, 4^{ddim})\)-strong sparse cover scheme. In a companion paper, the author [28] constructed an \((O(ddim), O(ddim \cdot \log ddim))\)-strong sparse cover scheme.\(^10\) Busch et al. [12] constructed \((O(\log^4 n), O(\log^3 n), O(\log^2 n))\)-hierarchical strong sparse partition for graphs excluding a fixed minor.

---

\(^6\) A metric space \((X, d)\) has doubling dimension \(ddim\) if every ball of radius \(2r\) can be covered by \(2^{ddim}\) balls of radius \(r\). The doubling dimension of a graph is the doubling dimension of its induced shortest path metric.

\(^7\) This follows from Theorem 1.6 in [46] by choosing parameters \(t = \beta = O(\log n)\) and using union bounds over all \(n^2\) shortest paths. Note that they assume that for every pair of vertices there is a unique shortest path.

\(^8\) More generally, for \(k \in \mathbb{N}\), [8] constructed a \((2k - 1, 2k \cdot n^\beta)\)-strong sparse cover scheme.

\(^9\) Busch et al. argued that they constructed \((24, 18)\)-strong sparse covering scheme. However they measured radius rather than diameter.

\(^10\) More generally, for a parameter \(t = \Omega(1)\), [28] constructed \((O(t), O(2^{ddim/t}) \cdot (ddim \cdot \log t))\)-sparse cover scheme.
1.2 Our Contribution

Figure 1 Classification of various graph families according to the possibility of construction different partitions. Graphs with bounded doubling dimension or SPD admit strong sparse partitions with parameters depending only on the dimension/SPD. Trees, Chordal and Cactus graphs admit both \((O(1), O(1))-weak\) sparse and scattering partitions, while similar strong partitions are impossible. \(\mathbb{R}^d\) with norm 2 admit \((1, 2d)\) scattering partition while weak sparse partition with constant padding will have an exponential number of intersections. Planar graphs admit \((O(1), O(1))-weak\) sparse partitions, while it is an open question whether similar scattering partitions exist. Finally, while sparse partitions for general graphs are well understood, we lack a lower bound for scattering partitions.

Formal statements, and proofs of all our partitions are differed to the full version [31]. The main contribution of this paper is the definition of scattering partition and the finding that good scattering partitions imply low distortion solutions for the SPR problem (Theorem 2). We construct various scattering and sparse partition schemes for many different graph families, and systematically classify them according to the partition types they admit. In addition, we provide several lower bounds. The specific partitions and lower bounds are described below. Our findings are summarized in Table 1, while the resulting classification is illustrated in Figure 1.

Recall that [45] (implicitly) showed that sparse covers imply weak sparse partitions. We show that the opposite direction is also true. That is, given a \((\sigma, \tau, \Delta)-weak\) sparse partition, one can construct an \((\sigma + 2, \tau, (1 + \frac{3}{2})\Delta)-weak\) sparse cover. Interestingly, in addition we show that strong sparse partitions imply strong sparse covers, while the opposite is not true. Specifically there are graph families that admit \((O(1), O(1))-strong\) sparse cover schemes, while there are no constants \(\sigma, \tau, \) such that they admit \((\sigma, \tau)-strong\) sparse partitions. Description of our findings on the connection between sparse partitions and sparse covers, and a classification of various graph families are differed to the full version [31].

The scattering partitions we construct imply new solutions for the SPR problem previously unknown. Specifically, for every graph with pathwidth \(\rho\) we provide a solution to the SPR problem with distortion \(\text{poly}(\rho)\), independent of the number of terminals. After trees [38] and outerplanar graphs [11], this is the first graph family to have solution for the SPR problem independent from the number of terminals (although attempts were made). Furthermore, we obtain solution with constant distortion for Chordal and Cactus graphs.\(^{11}\)

\(^{11}\)Note that the family of cactus graph is contained in the family of outerplanar graph. Basu and Gupta [11] solved the SPR problem directly on outerplanar graphs with constant distortion. However, this manuscript was never published. See also 5.
Table 1 Summery of the various new/old, weak/strong scattering/sparse partitions.

Table footnotes: ♣ More generally, there is a partition $P$ s.t. every ball of radius $\frac{\Delta}{8}\alpha$ intersects at most $\tilde{O}(n^{1/\alpha})$ clusters, for all $\alpha > 1$ simultaneously. ■ More generally, it must hold that $\tau \geq n^{\Omega(\frac{1}{\sigma})}$. ♠ More generally, there is a partition $P$ s.t. every ball of radius $\Omega(\frac{\Delta}{\alpha})$ intersects at most $O(\frac{2^{d\text{dim}}}{\alpha})$ clusters, for all $\alpha > 1$ simultaneously. ♦ More generally, it must hold that $\tau > (1 + \frac{1}{\sigma})d$. ⋆ Note that this lower bound holds chordal/cactus/planar/$K_r$-free graphs. More generally, it must hold that $\tau \geq \Omega(\frac{n^{2}}{\sigma} + 1)$.  

<table>
<thead>
<tr>
<th>Family</th>
<th>Partition type</th>
<th>Padding ($\sigma$)</th>
<th>#inter. ($\tau$)</th>
<th>Ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>General</td>
<td>Weak</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
<td>[45]</td>
</tr>
<tr>
<td>$n$-vertex Graphs</td>
<td>Scattering</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
<td>[46]</td>
</tr>
<tr>
<td>Strong</td>
<td>$O(\log n)$</td>
<td>$O(\log n)$</td>
<td>This paper</td>
<td></td>
</tr>
<tr>
<td>Weak L.B.</td>
<td>$\Omega(\log n/\log \log n)$</td>
<td>$O(\log n)$</td>
<td>This paper</td>
<td></td>
</tr>
<tr>
<td>ddim doubling dimension</td>
<td>Weak</td>
<td>$1$</td>
<td>$\tilde{O}(\text{ddim})$</td>
<td>This paper</td>
</tr>
<tr>
<td>Strong</td>
<td>$O(\text{ddim})$</td>
<td>$\tilde{O}(\text{ddim})$</td>
<td>This paper</td>
<td></td>
</tr>
<tr>
<td>Euclidean space $(\mathbb{R}^d, |\cdot|_2)$</td>
<td>Scattering</td>
<td>$1$</td>
<td>$2d$</td>
<td>This paper</td>
</tr>
<tr>
<td>Weak L.B.</td>
<td>$O(1)$</td>
<td>$2\tilde{O}(d)$</td>
<td>$\text{poly}(d)$</td>
<td>This paper</td>
</tr>
<tr>
<td>Trees</td>
<td>Scattering</td>
<td>$2$</td>
<td>$3$</td>
<td>This paper</td>
</tr>
<tr>
<td>Weak</td>
<td>$4$</td>
<td>$3$</td>
<td>This paper</td>
<td></td>
</tr>
<tr>
<td>Strong L.B.</td>
<td>$\log n/\log \log n$</td>
<td>$\log n$</td>
<td>$2\sqrt{\log n}$</td>
<td>This paper</td>
</tr>
<tr>
<td>Pathwidth $\rho$ (SPDdepth 14)</td>
<td>Strong</td>
<td>$O(\rho)$</td>
<td>$O(\rho^2)$</td>
<td>This paper</td>
</tr>
<tr>
<td>Weak</td>
<td>$8$</td>
<td>$5\rho$</td>
<td>This paper</td>
<td></td>
</tr>
<tr>
<td>Chordal</td>
<td>Scattering</td>
<td>$2$</td>
<td>$3$</td>
<td>This paper</td>
</tr>
<tr>
<td>Weak</td>
<td>$24$</td>
<td>$3$</td>
<td>This paper</td>
<td></td>
</tr>
<tr>
<td>$K_r$ free</td>
<td>Weak</td>
<td>$O(r^2)$</td>
<td>$2^r$</td>
<td>This paper</td>
</tr>
<tr>
<td>Cactus</td>
<td>Scattering</td>
<td>$4$</td>
<td>$5$</td>
<td>This paper</td>
</tr>
</tbody>
</table>

The weak sparse partitions we construct imply improved solutions for the UST (and UTSP) problem. Specifically, we conclude that for graphs with doubling dimension $\text{ddim}$ a UST (and UTSP) with stretch $\text{poly}(\text{ddim}) \cdot \log n$ can be efficiently computed, providing an exponential improvement in the dependence on $\text{ddim}$ compared with the previous state of the art [45] of $2^{O(\text{ddim})} \cdot \log n$. For $K_r$-minor free graphs we conclude that an UST (or UTSP) with stretch $2^{O(r)} \cdot \log n$ can be efficiently computed, providing a quadratic improvement in the dependence on $n$ compared with the previous state of the art [39] of $O(\log^2 n)$. 12 Finally, for pathwidth $\rho$ graphs (or more generally, graph with SPDdepth $\rho$) we can compute a UST (or UTSP) with stretch $O(\rho \cdot \log n)$, improving over previous solutions that were exponential in $\rho$ (based on the fact that pathwidth $\rho$ graphs are $K_{\rho+2}$-minor free).

Before we proceed to describe our partitions we make two observations.

---

12 This result is a mere corollary obtained by assembling previously existing parts together. Mysteriously, although UTSP on minor free graphs was studied before [42, 13], this corollary was never drawn.
Observation 1. Every $(\sigma, \tau, \Delta)$-strong sparse partition is also scattering partition and weak sparse partition with the same parameters.

Observation 2. Every $(\sigma, \tau, \Delta)$-scattering partition is also $(1, \sigma \tau, \Delta)$-scattering partition.

Observation 1 follows as every path of weight $\sigma \Delta$ is contained in a ball of radius $\sigma \Delta$. Observation 2 follows as every shortest path of length $\leq \Delta$ can be assembled as a concatenation of at most $\sigma$ shortest paths of length $\leq \Delta$.

Next we survey the partitions for various graph families. Formal statements and proofs are differed to the full version [31].

General Graphs. Given an $n$-vertex general graph and parameter $\Delta > 0$ we construct a single partition $P$ which is simultaneously $(8k, O(n^{1/k} \cdot \log n), \Delta)$-strong sparse partition for all parameters $k \geq 1$. Thus we generalize the result of [45] and obtained a strong diameter guarantee. This partition implies that general graphs are $(O(\log n), O(\log n))$-scatterable (reproving [46] via an easier proof), inducing a solution for the SPR problem with stretch polylog($|K|$). While quantitatively better solutions are known, this one is arguably the simplest, and induced by a general framework. Further, we provide a lower bound, showing that if all $n$-vertex graphs admit $(\sigma, \tau)$-weak sparse partition scheme, then $\tau \geq n^{\Omega(\frac{1}{\sigma})}$. In particular there is no sparse partition scheme with parameters smaller than $(\Omega(\log n/\log \log n), \Omega(\log n))$. This implies that both our results and [45] are tight up to second order terms. Although we do not provide any lower bound for scattering partitions, we present some evidence that general graphs are not $(O(1), O(1))$-scatterable. Specifically, we define a stronger notion of partitions called super-scattering and show that general graphs are not $(1, \Omega(\log n))$-super scatterable.

Trees. Trees are the most basic of the restricted graph families. Weak sparse partitions for trees follows from the existence of sparse covers. Nevertheless, in order to improve parameters and understanding we construct $(4, 3)$-weak sparse partition scheme for trees. Further, we prove that trees are $(2, 3)$-scatterable. Finally, we show that there are no good strong sparse partition for trees. Specifically, we prove that if all $n$-vertex trees admit $(\sigma, \tau)$-strong sparse partition scheme, then $\tau \geq \frac{1}{3} \cdot n^{\frac{2}{d+1}}$. This implies that for strong sparse partitions, trees are essentially as bad as general graphs.

Doubling Dimension. We prove that for every graph with doubling dimension $\ddim$ and parameter $\Delta > 0$, there is a partition $\mathcal{P}$ which is simultaneously $(58\alpha, 2^{\ddim/\alpha} \cdot \tilde{O}(\ddim), \Delta)$-strong sparse partition for all parameters $\alpha \geq 1$. Note that this implies an $(\tilde{O}(\ddim), \tilde{O}(\ddim))$-strong sparse partition scheme.

Euclidean Space. We prove that the $d$-dimensional Euclidean space $(\mathbb{R}^d, \|\cdot\|_2)$ is $(1, 2d)$-scatterable $^{13}$, while for every $(\sigma, \tau)$-weak sparse partition scheme it holds that $\tau > (1 + \frac{1}{\sigma})^d$. In particular, if $\sigma$ is at most a constant, then $\tau$ must be exponential. This provides an interesting example of a family where scattering partitions have considerably better parameters than sparse partitions.

$^{13}$In Euclidean space, we say that a partition is $(\sigma, \tau, \Delta)$-scattering if every interval of length $\Delta/\sigma$ intersects at most $\tau$ clusters.
Scattering and Sparse Partitions, and Their Applications

**SPDdepth.** We prove that every graph with SPDdepth $\rho$ (in particular graph with pathwidth $\rho$) admit $(O(\rho), O(\rho^2))$-strong sparse partition scheme. Further, we prove that such graphs admit $(8, 5\rho)$-weak sparse partition scheme.

**Chordal Graphs.** We prove that every Chordal graph is $(2, 3)$-scatterable.

**Cactus Graphs.** We prove that every Cactus graph is $(4, 5)$-scatterable.

### 1.3 Technical Ideas

**Scattering Partition Imply SPR.** Similarly to previous works on the SPR problem, we construct a minor via a terminal partition. That is, a partition of $V$ into $k$ connected clusters, where each cluster contains a single terminal. The minor is then induced by contracting all the internal edges. Intuitively, to obtain small distortion, one needs to ensure that every Steiner vertex is clustered into a terminal not much further than its closest terminal, and that every shortest path between a pair of terminals intersects only a small number of clusters. However, the local partitioning of each area in the graph requires a different scale, according to the distance to the closest terminal. Our approach is similar in spirit to the algorithm of Englert et al. [25], who constructed a minor with small expected distortion using stochastic decomposition for all possible distance scales. We however, work in the more restrictive regime of worst case distortion guarantee. Glossing over many details, we create different scattering partitions to different areas, where vertices at distance $\approx \Delta$ to the terminal set are partitioned using a $(1, \tau, \Delta)$-scattering partition. Afterwards, we assemble the different clusters from the partitions in all possible scales into a single terminal partition. We use the scattering property twice. First to argue that each vertex $v$ is clustered to a terminal at distance at most $O(\tau \cdot D(v))$ (here $D(v)$ is the distance to the closest terminal). Second, to argue that every shortest path where all the vertices are at similar distance to the terminal set, intersect the clusters of at most $O(\tau^2)$ terminals.

### 1.4 Related Work

In the functional analysis community, the notion of Nagata dimension was studied. The Nagata dimension of a metric space $(X, d)$, $\text{dim}_N X$, is the infimum over all integers $n$ such that there exists a constant $c$ s.t. $X$ admits a $(c, n+1)$-weak sparse partition scheme. In contrast, in this paper our goal is to minimize this constant $c$. See [53] and the references therein.

A closely related problem to UST is the Universal Traveling Salesman Problem (UTSP). Consider a postman providing post service for a set $X$ of clients with $n$ different locations (with distance measure $d_X$). Each morning the postman receives a subset $S \subseteq X$ of the required deliveries for the day. In order to minimize the total tour length, one solution may be to compute each morning an (approximation of an) Optimal TSP tour for the set $S$. An alternative solution will be to compute a Universal TSP (UTSP) tour. This is a universal tour $R$ containing all the points $X$. Given a subset $S$, $R(S)$ is the tour visiting all the points in $S$ w.r.t. the order induced by $R$. Given a tour $T$ denote its length by $|T|$. The stretch of $R$ is the maximum ratio among all subsets $S \subseteq X$ between the length of $R(S)$ and the length of the optimal TSP tour on $S$, $\max_{S \subseteq X} \frac{|R(S)|}{|\text{Opt}(S)|}$.

---

14 Every (weighted) path graph has an SPDdepth 1. A graph $G$ has an SPDdepth $\rho$ if there exist a shortest path $P$, such that every connected component in $G \setminus P$ has an SPDdepth $\rho - 1$. This family includes graphs with pathwidth at most $\rho$, and more. See [2].

15 A distribution $\mathcal{D}$ over solutions to the SPR problem has expected distortion $\alpha$ if $\forall t, t' \in K$, $\mathbb{E}_{M \sim \mathcal{D}}[d_M(t, t')] \leq \alpha \cdot d_G(t, t')$. 
All the sparse partition based upper bounds for the UST problem translated directly to the UTSP problem with the same parameters. The first to study the problem were Platzman and Bartholdi [57], who given n points in the Euclidean plane constructed a solution with stretch \(O(\log n)\), using space filling curves. Recently, Christodoulou, and Sgouritsa [18] proved a lower and upper bound of \(\Theta(\log n/\log \log n)\) for the \(n \times n\) grid, improving a previous \(\Omega(\sqrt{\log n/\log \log n})\) lower bound of Hajiaghayi, Kleinberg, and Leighton [42] (and the \(O(\log n)\) upper bound of [57]). For general \(n\) vertex graphs Gupta et al. [39] proved an \(O(\log^2 n)\) upper bound, while Gorodezky, Kleinberg, Shmoys, and Spencer [36] proved an \(\Omega(\log n)\) lower bound. From the computational point of view, Schalekamp and Shmoys [59] showed that if the input graph is a tree, an UTSP with optimal stretch can be computed efficiently.

The A Priori TSP problem is similar to the UTSP problem. In addition there is a distribution \(D\) over subsets \(S \subseteq V\) and the stretch of tour \(a\) \(R\) is the expected ratio between the induced solution to optimal \(E_{S \sim D} \left[\frac{|R(S)|}{\text{Opt}(S)}\right]\) (instead of a worst case like in UTSP). Similarly, A Priori Steiner Tree was studied (usually omitting rt from the problem). See [44, 59, 36] for further details. Another similar problem is the Online (or dynamic) Steiner Tree problem. Here the set \(S\) of vertices that should be connected is evolving over time, see [43, 6, 37] and references therein.

Unlike the definition used in this paper (taken from [45]), sparse partitions were also defined in the literature as partitions where only a small fraction of the edges are inter-cluster (see for example [5]). A closely related notion to sparse partitions are padded and separating decompositions. A graph \(G\) is \(\beta\)-decomposable if for every \(\Delta > 0\), there is a distribution \(D\) over \(\Delta\) bounded partitions such that for every \(u, v \in V\), the probability that that \(u\) and \(v\) belong to different clusters is at most \(\beta \cdot \frac{d_G(u,v)}{\Delta}\). Note that by linearity of expectation, a path \(I\) of length \(\Delta/\sigma\) intersects at most \(1 + \beta/\sigma\) clusters in expectation. For comparison, in scattering partition we replace the distribution by a single partition and receive a bound on the number of intersections in the worst case. See [48, 9, 26, 40, 1, 5, 4, 34, 28] for further details.

Englert et al. [25] showed that every graph which is \(\beta\)-decomposable, admits a distribution \(D\) over solution to the SPR problem with expected distortion \(O(\beta \log \beta)\). In particular this implies constant expected distortion for graphs excluding a fixed minor, or bounded doubling dimension.

For a set \(K\) of terminals of size \(k\), Krauthgamer, Nguyen and Zondiner [50] showed that if we allow the minor \(M\) to contain at most \((\frac{k}{4})^2\) Steiner vertices (in addition to the terminals), then distortion 1 can be achieved. They further showed that for graphs with constant treewidth, \(O(k^2)\) Steiner points will suffice for distortion 1. Cheung, Gramoz and Henzinger [17] showed that allowing \(O(k^{2+\frac{1}{\epsilon}})\) Steiner vertices, one can achieve distortion \(2t - 1\). For planar graphs, Cheung et al. al. achieved \(1 + \epsilon\) distortion with \(O((\frac{k}{\epsilon})^2)\) Steiner points.

There is a long line of work focusing on preserving the cut/flow structure among the terminals by a graph minor. See [56, 54, 15, 55, 25, 19, 51, 7, 35, 52].

There were works studying metric embeddings and metric data structures concerned with preserving distances among terminals, or from terminals to other vertices, out of the context of minors. See [20, 58, 41, 47, 21, 22, 10, 23, 49, 32, 24].

2 Preliminaries

All the logarithms in the paper are in base 2. We use \(\tilde{O}\) notation to suppress constants and logarithmic factors, that is \(\tilde{O}(f(j)) = f(j) \cdot \text{polylog}(f(j))\).
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**Graphs.** We consider connected undirected graphs $G = (V, E)$ with edge weights $w : E \to \mathbb{R}_{\geq 0}$. Let $d_G$ denote the shortest path metric in $G$. $B_G(v, r) = \{u \in V \mid d_G(v, u) \leq r\}$ is the ball of radius $r$ around $v$. For a vertex $v \in V$ and a subset $A \subseteq V$, let $d_G(x, A) := \min_{a \in A} d_G(x, a)$, where $d_G(x, \emptyset) = \infty$. For a subset of vertices $A \subseteq V$, let $G[A]$ denote the induced graph on $A$, and let $G \setminus A := G[V \setminus A].$

**Special graph families.** A graph $H$ is a minor of a graph $G$ if we can obtain $H$ from $G$ by edge deletions/contractions, and vertex deletions. A graph family $\mathcal{G}$ is $H$-minor-free if no graph $G \in \mathcal{G}$ has $H$ as a minor. Some examples of minor free graph families are planar graphs ($K_5$ and $K_{3,3}$ free), outerplanar graphs ($K_4$ and $K_{3,2}$ free), series-parallel graphs ($K_4$ free), Cactus graphs (also known as tree of cycles) ($\infty$ free), and trees ($K_3$ free).

Given a graph $G = (V, E)$, a tree decomposition of $G$ is a tree $T$ with nodes $B_1, \ldots, B_s$ (called bags) where each $B_i$ is a subset of $V$ such that the following properties hold:
- For every edge $\{u, v\} \in E$, there is a bag $B_i$ containing both $u$ and $v$.
- For every vertex $v \in V$, the set of bags containing $v$ form a connected subtree of $T$.

The width of a tree decomposition is $\max_i{|B_i|} - 1$. The treewidth of $G$ is the minimal width of a tree decomposition of $G$. A path decomposition of $G$ is a special kind of tree decomposition where the underlying tree is a path. The pathwidth of $G$ is the minimal width of a path decomposition of $G$.

Chordal graphs are unweighted graphs where each cycle of length greater then 4 contains a chordal. In other words, if the induced graph on a set of vertices $V'$ is the cycle graph, than necessarily $|V'| \leq 3$. Chordal graphs contain interval graphs, subtree intersection graphs and other interesting sub families. A characterization of Chordal graphs is that they have a tree decomposition such that each bag is a clique. That is, there is a tree decomposition $T$ of $G$ where there is no upper bound on the size of a bag, but for every bag $B \in T$ the induced graph $G[B]$ is a clique.

A Cactus graph (a.k.a. tree of cycles) is a graph where each edge belongs to at most one simple cycle. Alternatively it can be defined as the graph family that excludes $K_4$ minus an edge ($\infty$) as a minor.

Abraham et al. [2] defined shortest path decompositions (SPDs) of “low depth”. Every (weighted) path graph has a SPDdepth 1. A graph $G$ has an SPDdepth $k$ if there exist a shortest path $P$, such that every connected component in $G \setminus P$ has an SPDdepth $k - 1$. In other words, given a graph, in SPD we hierarchically delete shortest paths from each connected component, until no vertices remain. See [2] for formal definition (or full version [31]). Every graph with pathwidth $\rho$ has SPDdepth at most $\rho + 1$, treewidth $\rho$ implies SPDdepth at most $O(\rho \log n)$, and every graph excluding a fixed minor has SPDdepth $O(\log n)$. See [2, 30] for further details and applications.

### 3 From Scattering Partitions to SPR: Proof of Theorem 2

We will assume w.l.o.g. that the minimal pairwise distance in the graph is exactly 1, otherwise we can scale all the weights accordingly. The set of terminals denoted $K = \{t_1, \ldots, t_k\}$. For every vertex $v \in V$, denote by $D(v) = d_G(v, K)$ the distance to its closest terminal. Note that $\min_{v \in V \setminus K} D(v) \geq 1$.

Similarly to previous papers on the SPR problem, we will create a minor using terminal partitions. Specifically, we partition the vertices into $k$ connected clusters, with a single terminal in each cluster. Such a partition induces a minor by contracting all the internal edges in each cluster. More formally, a partition $\{V_1, \ldots, V_k\}$ of $V$ is called a terminal partition (w.r.t to $K$) if for every $1 \leq i \leq k$, $t_i \in V_i$, and the induced graph $G[V_i]$ is connected. For a
Figure 2 The left side of the figure contains a weighted graph $G = (V, E)$, with weights specified in red, and four terminals $\{t_1, t_2, t_3, t_4\}$. The dashed black curves represent a terminal partition of the vertex set $V$ into the subsets $V_1, V_2, V_3, V_4$. The right side of the figure represents the minor $M$ induced by the terminal partition. The distortion is realized between $t_1$ and $t_3$, and is $d_M(t_1, t_3) = \frac{1}{3} = 3$.

Let $P = G(V, f)$ be a function. Initially for every terminal $t_i$ be an $i$-scattering partition of $V$. Fix $i$. In iteration $i$ we will define $f_i$ by “extending” $f_{i-1}$. That is, unassigned vertices may be assigned (i.e., for $v$ such that $f_{i-1}(v) = \perp$ it might be $f_i(v) = t_j$), while the function will remain the same on the set of assigned vertices ($f_{i-1}(v) \neq \perp \Rightarrow f_i(v) = f_{i-1}(v)$). We will guarantee that all the vertices in $R_i$ will be assigned in $f_i$. In particular, after log (max, $D(v)$) steps, all the vertices will be assigned. Denote by $V_i$ the set of vertices assigned by $f_i$. Initially $V_0 = K = R_0$. By induction we will assume that $\cup_{j < i-1} R_j \subseteq V_{i-1}$. Let $G_i = G(V \setminus V_{i-1})$ be the graph induced by the set of yet unassigned vertices. Fix $\Delta_i = 2^{i-1}$. Let $\mathcal{P}_i$ be an $(1, \tau, \Delta_i)$-scattering partition of $G_i$. Let $C_i \subseteq \mathcal{P}_i$ be the set of clusters $C$ which contain at least one vertex $v \in R_i$. All the vertices in $\cup C_i$ will be assigned by $f_i$.

We say that a cluster $C \in C_i$ is at level 1, noting $\delta_i(C) = 1$, if there is an edge $\{v, u_C\}$ (in $G$) from a vertex $v \in C$ to a vertex $u_C \in V_{i-1}$ of weight at most $2^i$. In general, $\delta_i(C) = l$, if $l$ is the minimal index such that there is an edge $\{v, u_C\}$ from a vertex $v \in C$ to a vertex $u_C \in C'$ of weight at most $2^l$, such that $\delta_i(C') = l - 1$. In both cases $u_C$ is called the linking vertex of $C$. Next, we define $f_i$ based on $f_{i-1}$. For every vertex $v \in V_{i-1}$ set $f_i(v) = f_{i-1}(v)$.

3.1 Algorithm

For $i \geq 1$, set $R_i = \{v \in V \mid 2^{i-1} \leq D(v) < 2^i\}$ to be the set of vertices at distance between $2^{i-1}$ and $2^i$ from $K$. Set $R_0 = K$. We create the terminal partition in an iterative manner, where initially each set $V_i = \{t_i\}$ is a singleton, and gradually more vertices are joining. We will denote the stage of the terminal partition after $i$ steps, using a function $f_i : V \to K \cup \{\perp\}$. For a yet unassigned vertex $v$ we write $f_i(v) = \perp$, otherwise the vertex $v$ will be assigned to $f_i(v)$. Initially for every terminal $t_j$, $f_0(t_j) = t_j$ while for every Steiner vertex $v \in V \setminus K$, $f_0(v) = \perp$. In iteration $i$ we will define $f_i$ by “extending” $f_{i-1}$. That is, unassigned vertices may be assigned (i.e., for $v$ such that $f_{i-1}(v) = \perp$ it might be $f_i(v) = t_j$), while the function will remain the same on the set of assigned vertices ($f_{i-1}(v) \neq \perp \Rightarrow f_i(v) = f_{i-1}(v)$). We will guarantee that all the vertices in $R_i$ will be assigned in $f_i$. In particular, after log (max, $D(v)$) steps, all the vertices will be assigned. Denote by $V_i$ the set of vertices assigned by $f_i$. Initially $V_0 = K = R_0$. By induction we will assume that $\cup_{j < i-1} R_j \subseteq V_{i-1}$. Let $G_i = G(V \setminus V_{i-1})$ be the graph induced by the set of yet unassigned vertices. Fix $\Delta_i = 2^{i-1}$. Let $\mathcal{P}_i$ be an $(1, \tau, \Delta_i)$-scattering partition of $G_i$. Let $C_i \subseteq \mathcal{P}_i$ be the set of clusters $C$ which contain at least one vertex $v \in R_i$. All the vertices in $\cup C_i$ will be assigned by $f_i$.
For every vertex not in \( \cup C_l \) (or \( V_{i-1} \)) set \( f_i(v) = \perp \). For a cluster \( C \in C_i \) s.t. \( \delta_i(C) = 1 \), let \( u_C \in V_{i-1} \) be its linking vertex. For every \( v \in C \) set \( f_i(v) = f_i(u_C) \). Generally, for level \( l \) suppose that \( f_i \) is already defined on all the clusters of level \( l-1 \). Let \( C \in C_i \) s.t. \( \delta_i(C) = l \). Let \( u_C \) be the linking vertex of \( C \). For every \( v \in C \), set \( f_i(v) = f_i(u_C) \). Note that for every cluster, all the vertices are mapped to the same terminal. This finishes the definition of \( f_i \).

The algorithm continues until there is \( f_i \) where all the Steiner vertices are assigned. Set \( f = f_i \). The algorithm returns the terminal-centered minor \( M \) of \( G \) induced by \( \{f^{-1}(t_1), \ldots, f^{-1}(t_k)\} \).

### 3.2 Basic Properties

It is straightforward from the construction that \( f^{-1}(t_1), \ldots, f^{-1}(t_k) \) define a terminal partition. We will prove that every vertex \( v \) will be assigned during either iteration \( \lceil \log D(v) \rceil \) or \( \lceil \log D(v) \rceil - 1 \) (Claim 9), to a terminal at distance at most \( O(\tau) \cdot D(v) \) from \( v \) (Corollary 8).

We begin by arguing that the maximum possible level of a cluster is \( \tau \).

- **Claim 6.** For every cluster \( C \in C_i \), \( \delta_i(C) \leq \tau \).

  **Proof.** Consider a cluster \( C \in C_i \), and let \( v \in C \) be a vertex s.t. \( D(v) \leq 2^i \). Let \( P = \{v = v_0, \ldots, v_k\} \) be a prefix of the \( D(v) \) length path from \( v \) to its closest terminal such that \( v_s \) has a neighbor in \( V_{i-1} \). Note that \( P \) has (weighted) length at most \( 2^{i-1} = \Delta_i \) (as all vertices \( v' \) for which \( D(v') \leq 2^{i-1} \) are necessarily clustered). \( P_i \) is a \((1, \tau, \Delta_i)\)-scattering partition. Hence the vertices of \( P \) are partitioned to \( \tau' \leq \tau \) clusters \( C_1, \ldots, C_{\tau'} \) where \( v_k \in C_1, v_0 \in C_{\tau'} \) and there is an edge from \( C_j \) to \( C_{j+1} \) of weight at most \( 2^{i-1} < 2^i \), while the edge from \( v_s \) towards \( V_{i-1} \) is of weight at most \( 2^i \). It holds that \( \delta_i(C_1) \leq 1 \), and by induction \( \delta(C_j) \leq j \).

  In particular, \( \delta(C) \leq \tau' \leq \tau \). \( \triangleright \)

- **Claim 7.** For every vertex \( v \) which is assigned during the \( i \)th iteration (i.e., \( v \in C \in C_i \)) it holds that \( d_G(v, f(v)) \leq 3\tau \cdot 2^i \).

  **Proof.** The proof is by induction on \( i \). For \( i = 0 \) the assertion holds trivially as every terminal is assigned to itself. We will assume the assertion for \( i - 1 \) and prove it for \( i \). Let \( C \in C_i \) be some cluster, and let \( v \in C \). Suppose first that \( \delta_i(C) = 1 \). Let \( u_C \in V_{i-1} \) be the linking vertex of \( C \). By the induction hypothesis \( d_G(u_C, f(u_C)) \leq 3\tau \cdot 2^{i-1} \). As the diameter of \( C \) is bounded by \( 2^{i-1} \), and the weight of the edge towards \( u_C \) is at most \( 2^{i-1} \) we conclude \( d_G(v, f(v)) \leq d_G(v, u_C) + d_G(u_C, f(u_C)) \leq (2^{i-1} + 2^i) + 3\tau \cdot 2^{i-1} = 3 \cdot 2^{i-1} + 3\tau \cdot 2^{i-1} \).

  Generally, for \( \delta_i(C) = l \), we argue by induction that for every \( v \in C \) it holds that \( d_G(v, f(v)) \leq l \cdot 3 \cdot 2^{i-1} + 3\tau \cdot 2^{i-1} \). Indeed, let \( u_C \) be the linking vertex of \( C \). By the induction hypothesis it holds that \( d_G(u_C, f(u_C)) \leq (l - 1) \cdot 3 \cdot 2^{i-1} + 3\tau \cdot 2^{i-1} \). Using similar arguments, it holds that \( d_G(v, f(v)) \leq d_G(v, u_C) + d_G(u_C, f(u_C)) \leq (2^{i-1} + 2^i) + (l - 1) \cdot 3 \cdot 2^{i-1} + 3\tau \cdot 2^{i-1} = l \cdot 3 \cdot 2^{i-1} + 3\tau \cdot 2^{i-1} \).

  Using Claim 6, \( d_G(v, f(v)) \leq 3\tau \cdot 2^{i-1} + 3\tau \cdot 2^{i-1} = 3\tau \cdot 2^i \) as required. \( \triangleright \)

- **Corollary 8.** For every vertex \( v \) it holds that \( d_G(v, f(v)) < 6\tau \cdot D(v) \).

  **Proof.** Let \( i \geq 0 \) such that \( 2^{i-1} < D(v) \leq 2^i \). The vertex \( v \) is assigned at iteration \( i \) or earlier. By Claim 7 we conclude \( d_G(v, f(v)) \leq 3\tau \cdot 2^i < 6\tau \cdot D(v) \).

- **Claim 9.** Consider a vertex \( v \) such that \( 2^{i-1} < D(v) \leq 2^i \). Then \( v \) is assigned either at iteration \( i - 1 \) or \( i \).
Proof. Clearly if \( v \) remains un-assigned until iteration \( i \), it will be assigned during the \( i \)'th iteration. Suppose that \( v \) was assigned during iteration \( j \). Then \( v \) belongs to a cluster \( C \subseteq G_j \). In particular there is a vertex \( u \in C \) such that \( D(u) \leq 2^j \). As \( C \) has diameter at most \( 2^{j-1} \), it holds that

\[
2^{i-1} < D(v) \leq D(u) + d_G(v, u) \leq 2^j + 2^{j-1} = 3 \cdot 2^{i-1} .
\]

\( i, j \) are integers, hence \( j \geq i - 1 \).

### 3.3 Distortion Analysis

In this section we analyze the distortion of the minor induced by the terminal partition created by our algorithm. We have several variables that are defined with respect to the algorithm. Note that all these definitions are for analysis purposes only, and have no impact on the execution of the algorithm. Consider a pair of terminals \( t \) and \( t' \). Let \( P_{t,t'} = \{ t = v_0, \ldots, v_s = t' \} \) be the shortest path from \( t \) to \( t' \) in \( G \). We can assume that there are no terminals in \( P_{t,t'} \) other than \( t \) and \( t' \). This is because if we will prove the distortion guarantee for every pair of terminals \( t, t' \) such that \( P_{t,t'} \cap K = \{ t, t' \} \), then by the triangle inequality the distortion guarantee will hold for all terminal pairs.

**Detours.** The terminals \( t, t' \) are fixed. During the execution of the algorithm, for every terminal \( t_j \) we will maintain a *detour* \( D_{t_j} \) (or shortly \( D_j \)). A detour is a consecutive subinterval \( \{a_j, \ldots, b_j\} \) of \( P_{t,t'} \), where \( a_j \in D_j \) is the leftmost (i.e., with minimal index) vertex in the detour and \( b_j \) is the rightmost. Initially \( D_t = \{ t \} \) and \( D_{t'} = \{ t' \} \), while for every \( t_j \not\in \{ t, t' \}, D_j = \emptyset \). Every pair of detours \( D_j, D_{j'} \) will be disjoint throughout the execution of the algorithm.

A vertex \( v \in P_{t,t'} \) is *active* if and only if it does not belong to any detour. It will hold that every active vertex is necessarily unassigned (while there might be unassigned vertices which are inactive). Initially, \( t, t' \) are *inactive*, while all the other vertices of \( P_{t,t'} \) are active. Consider the \( i \)'th iteration of the algorithm. We go over the terminals according to an arbitrary order \( \{ t_1, \ldots, t_k \} \). Consider the terminal \( t_j \) with detour \( D_j = \{ a_j, \ldots, b_j \} \) (which might be empty). If no active vertices are assigned to \( t_j \) we do nothing. Otherwise, let \( a'_j \in P_{t,t'} \) (resp. \( b'_j \)) be the leftmost (resp. rightmost) active vertex that was assigned to \( t_j \) during the \( i \)'th iteration. Set \( a_j \) to be vertex with minimal index between the former \( a_j \) and \( a'_j \) (if there was no \( a_j \)). Similarly \( b_j \) is the vertex with maximal index between the former \( b_j \) and \( b'_j \). \( D_j \) is updated to be \( \{ a_j, \ldots, b_j \} \). All the vertices in \( \{ a_j, \ldots, b_j \} = D_j \) become inactive. Note that a vertex might become inactive while remaining yet unassigned.

Consider an additional detour \( D_{j'} \). Before the updating of \( D_j \) at iteration \( i \), \( D_j, D_{j'} \) are disjoint. If \( a'_j, b'_j \) were active they cannot belong to \( D_{j'} \). Thus after the update, \( a_j, b_j \) did not belong to \( D_{j'} \) as well. However, it is possible that after the update \( D_j \) and \( D_{j'} \) are no longer disjoint. The only such possibility is when \( D_{j'} \subseteq D_j \). In such a case, we set \( D_{j'} \leftarrow \emptyset \), maintaining the disjointness property (while not changing the (in)active status of any vertex).

After we nullify all the detours that were contained in \( D_j \), we will proceed to treat the next terminals in turn. Once we finish going over all the terminals, we proceed to the \( i + 1 \) iteration. Eventually, all the vertices cease to be active, and in particular belong to some detour. In other words, all the vertices of \( P_{t,t'} \) are partitioned to consecutive disjoint detours \( D_{t_1}, \ldots, D_{t_k} \).
Intervals. For an interval $Q = \{v_a, \ldots, v_b\} \subseteq P_{t,t'}$, the internal length is $L(Q) = d_G(v_a, v_b)$, while the external length is $L^+(Q) = d_G(v_{a-1}, v_{b+1})$. We denote by $D(Q) = D(v_a)$ the distance from the leftmost vertex $v_a \in Q$ to its closest terminal. Set $c_{\text{int}} = \frac{1}{7}$ ("int" for interval). We partition the vertices in $P_{t,t'}$ into consecutive intervals $Q$, such that for every $Q \in Q$, 

\[ L(Q) \leq c_{\text{int}} \cdot D(Q) \leq L^+(Q) . \] 

(3.1)

Such a partition could be obtained as follows: Sweep along the path $P_{t,t'}$ in a greedy manner, after partitioning the prefix $v_0, \ldots, v_{h-1}$, to construct the next interval $Q$, simply pick the minimal index $s$ such that $L^+(\{v_h, \ldots, v_{h+s}\}) \geq c_{\text{int}} \cdot D(v_h)$. By the minimality of $s$, $L(\{v_h, \ldots, v_{h+s}\}) \leq L^+(\{v_h, \ldots, v_{h+s-1}\}) \leq c_{\text{int}} \cdot D(v_h)$ (in the case $s = 0$, trivially $L(\{v_h\}) = 0 \leq c_{\text{int}} \cdot D(v_h)$). Note that such a set could always be found, as $L^+(\{v_h, \ldots, v_{q} = t'\}) = d_G(v_{h-1}, t') \geq d_G(v_q, t') \geq D(v_q) = D(Q)$.

Consider some interval $Q = \{v_a, \ldots, v_b\} \in Q$. For every vertex $v \in Q$, by triangle inequality it holds that $D(Q) - L(Q) \leq D(v) \leq D(Q) + L(Q)$. Therefore,

\[ (1 - c_{\text{int}})D(Q) \leq D(v) \leq (1 + c_{\text{int}})D(Q) . \] 

(3.2)

Note that the set $Q$ of intervals is determined before the execution of the algorithm, and is never changed. In particular, it is independent from the set of detours (which evolves during the execution of the algorithm).

For an interval $Q$, we denote by $i_Q$ the first iteration when some vertex $v$ belonging to the interval $Q$ is assigned.

▷ Claim 10. All $Q$ vertices are assigned in either iteration $i_Q$ or $i_Q + 1$.

Proof. Let $u \in Q$ be some vertex which is assigned during iteration $i_Q$. Then $u$ belongs to a cluster $C \in C_{i_Q}$, containing a vertex $u' \in C$ such that $D(u') \leq 2^{i_Q}$. As $C$ has diameter at most $2^{i_Q - 1}$, it holds that $2^{i_Q} \geq D(u') \geq D(u) - d_G(u, u') \geq D(u) - 2^{i_Q - 1}$. Hence $D(u) \leq \frac{3}{2} \cdot 2^{i_Q}$. It follows that

\[ D(Q) \leq \frac{3}{2} \cdot 2^{i_Q} . \] 

(3.3)

For every vertex $v \in Q$ it holds that,

\[ D(v) \leq D(Q) + L(Q) \leq \left(1 + c_{\text{int}}\right) \cdot D(Q) \leq \left(1 + c_{\text{int}}\right) \cdot 2^{i_Q} = 2^{i_Q + 1} . \]

Therefore, in the $i_Q + 1$ iteration, all the (yet unassigned) vertices of $Q$ will necessarily be assigned.

▷ Lemma 11. Consider an interval $Q \in Q$. Then the vertices of $Q$ are partitioned into at most $O(\tau^7)$ different detours.

Proof. By definition, by the end of the $i_Q - 1$’th iteration all the vertices of $Q$ are unassigned. We first consider the case where by the end of $i_Q - 1$’th iteration some vertex $v \in Q$ is inactive. It holds that $v$ belongs to some detour $D_j$. As all the vertices of $Q$ are unassigned, necessarily $Q \subseteq D_j$. In particular, all the vertices of $Q$ belong to a single detour. This property will not change till the end of the algorithm, thus the lemma follows.

---

\( ^{16} \)For ease of notation we will denote $v_{-1} = t$ and $v_{\gamma + 1} = t'$. 

---
Next, we consider the case where by the end of the \(i_Q - 1\)th iteration all the vertices of \(Q\) are active. The algorithm at iteration \(i_Q\) creates an \((1, \tau, \Delta_{i_Q})\)-scattering partition \(\mathcal{P}_{i_Q}\). The length of \(Q\) is bounded by
\[
L(Q)^{(3.1)} \leq c_{\text{int}} \cdot D(Q)^{(3.3)} \leq c_{\text{int}} \cdot \frac{3}{2} \cdot \frac{1}{1 - c_{\text{int}}} \cdot 2^{i_Q} = \frac{1}{4} \cdot 2^{i_Q} < \Delta_{i_Q}
\]
Hence \(Q\) is partitioned by \(\mathcal{P}_{i_Q}\) to \(\tau' \leq \tau\) clusters \(C_1, \ldots, C_{\tau'} \in \mathcal{P}_{i_Q}\). It follows that by the end of the \(i_Q\)th iteration, the inactive vertices in \(Q\) are partitioned to at most \(\tau\) detours. If all the vertices in \(Q\) become inactive, then we are done, as the number of detours covering \(Q\) can only decrease further in the algorithm (as a result of detour nullification). Hence we will assume that some of \(Q\) vertices remain active.

A slice is a maximal sub-interval \(S \subseteq Q\) of active vertices. The active vertices in \(Q\) are partitioned to at most \(\tau + 1\) slices \(S_1, S_2, \ldots, S_{\tau+1}\). By the end of the \(i_Q + 1\) iteration, according to Claim 10 all \(Q\) vertices will be assigned, and in particular belong to some detour. The algorithm creates a \((\Delta_{i_Q+1}, \tau, 1)\)-scattering partition \(\mathcal{P}_{i_Q+1}\) of the unassigned vertices. By equation (3.4) the length of every slice \(S\) is bounded by \(L(S) \leq L(Q) \leq \frac{1}{4} \cdot 2^{i_Q} \leq \Delta_{i_Q+1}\). Therefore the vertices \(S\) intersect at most \(\tau\) clusters of \(\mathcal{P}_{i_Q+1}\), and thus will be partitioned to at most \(\tau\) detours. Some detours might get nullified, however in the worst case, by the end of the \(i_Q + 1\) iteration, the vertices in \(S_i\) are partitioned to at most \(\tau \cdot (\tau + 1)\) detours. In particular all the vertices in \(Q\) are partitioned to at most \(O(\tau^2)\) detours. As the number of detours covering \(Q\) can only decrease further in the algorithm, the lemma follows.

By the end of algorithm, we will charge the intervals for the detours. Consider the detour \(D_j = \{a_j, \ldots, b_j\}\) of \(t_j\). Let \(Q_j \in Q\) be the interval containing \(a_j\). We will charge \(Q_j\) for the detour \(D_j\). Denote by \(X(Q)\) the number of detours for which the interval \(Q\) is charged for.

By Lemma 11, \(X(Q) = O(\tau^2)\) for every interval \(Q \in Q\).

Recall that by the end of the algorithm, all the vertices of \(P_{t,t'}\) are partitioned to consecutive disjoint detours \(D_{t_1}, \ldots, D_{t_s}\), where \(D_{t_j} = \{a_{t_j}, \ldots, b_{t_j}\}\) and \(a_{t_j}, b_{t_j}\) belong to the cluster of \(t_j\). In particular \(t_t = t\) and \(t_{t'} = t'\), as each terminal belongs to the cluster of itself. Moreover, for every \(j < s\), there is an edge \(\{b_{t_j}, a_{t_{j+1}}\}\) in \(G\) between the cluster of \(t_j\) to that of \(t_{j+1}\). Therefore, in the minor induced by the partition there is an edge between \(t_t\) to \(t_{t_{j+1}}\). We conclude
\[
d_M(t, t') \leq \sum_{j=1}^{s-1} d_G(t_{t_j}, t_{t_{j+1}}) \leq \sum_{j=1}^{s-1} \left[ d_G(a_{t_j}, a_{t_{j+1}}) + d_G(a_{t_{j+1}}, t_{t_{j+1}}) \right] \leq \sum_{j=1}^{s-1} d_G(a_{t_j}, a_{t_{j+1}}) + 2 \sum_{j=1}^{s} d_G(t_{t_j}, a_{t_j}) .
\]
Note that \(\sum_{j=1}^{s-1} d_G(a_{t_j}, a_{t_{j+1}}) \leq d_G(t, t')\) as \(P_{t,t'}\) is a shortest path. Denote by \(Q_{t_j}\) the interval containing \(a_{t_j}\). By Corollary 8,
\[
d_G(t_{t_j}, a_{t_j}) = d_G(a_{t_j}, f(a_{t_j})) \leq O(\tau) \cdot D(a_{t_j})^{(3.2)} \leq O(\tau) \cdot D(Q_{t_j})^{(3.1)} \leq O(\tau) \cdot L^+ (Q_{t_j}) .
\]
By changing the order of summation we get
\[
\sum_{j=1}^{s} d_G(t_{t_j}, a_{t_j}) = O(\tau) \cdot \sum_{Q \in Q} X(Q) \cdot L^+ (Q) = O(\tau^3) \cdot \sum_{Q \in Q} L^+ (Q) .
\]
Finally, note that \(\sum_{Q \in Q} L^+ (Q) \leq 2 \cdot d_G(t, t')\) as every edge in \(P_{t,t'}\) is counted at most twice. We conclude \(d_M(t, t') \leq O(\tau^3) \cdot d_G(t, t')\). Theorem 2 now follows.

\footnote{Actually, as at least one \(Q\) vertex remained active, at the beginning of the \(i_Q + 1\) iteration the inactive vertices of \(Q\) partitioned to at most \(\tau - 1\) detours. Therefore the maximal number of slices is \(\tau\).}
Discussion and Open Problems

In this paper we defined scattering partitions, and showed how to apply them in order to construct solutions to the SPR problem. We proved an equivalence between sparse partitions and sparse covers. Finally, we constructed many sparse and scattering partitions for different graph families (and lower bounds), implying new results for the SPR, UST, and UTSP problems. An additional contribution of this paper is a considerable list of (all but question (5)) new intriguing open questions and conjectures.

1. Planar graphs: The SPR problem is most fascinating and relevant for graph families which are closed under taking a minor. Note that already for planar graphs (or even treewidth 2 graphs), the best upper bound for the SPR problem is $O(\log k)$ (same as general graphs), while the only lower bound is 8. The most important open question coming out of this paper is the following conjecture:

$\blacktriangleright$ **Conjecture 1.** Every graph family excluding a fixed minor is $(O(1), O(1))-scatterable.\)

Note that proving this conjecture for a family $\mathcal{F}$, will imply a solution to the SPR problem with constant distortion. Proving the conjecture for planar graphs will be fascinating. However, it is already open for outerplanar graphs, and graphs with treewidth 2.

2. Scattering Partitions for General Graphs: While we provide almost tight upper and lower bounds for sparse partitions, for scattering partitions, the story is different.

$\blacktriangleright$ **Conjecture 2.** Consider an $n$ vertex weighted graph $G$ such that between every pair of vertices there is a unique shortet path. Then $G$ is $(1, O(\log n))-scatterable.\) Furthermore, this is tight.

In the full version [31], we provide some evidence that Conjecture 2 cannot be pushed further. However, any nontrivial lower bound will be interesting. Furthermore, every lower bound larger than 8 for the general SPR problem will be intriguing.

3. Doubling graphs: While we constructed strong sparse partition for doubling graphs (which imply scattering), it has no implication for the SPR problem. This is due to the fact that Theorem 2 required scattering partition for every induced subgraph. As induced subgraphs of a doubling graph might have unbounded doubling dimension, the proof fails to follow through. We leave the required readjustments to future work.

4. Sparse Covers: We classify various graph families according to the type of partitions/covers they admit. We currently lack any example of a graph family that admits weak sparse covers but does not admit strong sparse covers. It will be interesting to find such an example, or even more so to prove that every graph that admits weak sparse cover, also has strong sparse cover with (somewhat) similar parameters.
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Abstract
In the $(1 + \varepsilon, r)$-approximate near-neighbor problem for curves (ANNC) under some similarity measure $\delta$, the goal is to construct a data structure for a given set $\mathcal{C}$ of curves that supports approximate near-neighbor queries: Given a query curve $Q$, if there exists a curve $C \in \mathcal{C}$ such that $\delta(Q, C) \leq r$, then return a curve $C' \in \mathcal{C}$ with $\delta(Q, C') \leq (1 + \varepsilon)r$. There exists an efficient reduction from the $(1 + \varepsilon)$-approximate nearest-neighbor problem to ANNC, where in the former problem the answer to a query is a curve $C \in \mathcal{C}$ with $\delta(Q, C) \leq (1 + \varepsilon) \cdot \delta(Q, C^*)$, where $C^*$ is the curve of $\mathcal{C}$ most similar to $Q$.

Given a set $\mathcal{C}$ of $n$ curves, each consisting of $m$ points in $d$ dimensions, we construct a data structure for ANNC that uses $n \cdot O(\frac{1}{\varepsilon})^m d$ storage space and has $O(md)$ query time (for a query curve of length $m$), where the similarity measure between two curves is their discrete Fréchet or dynamic time warping distance. Our method is simple to implement, deterministic, and results in an exponential improvement in both query time and storage space compared to all previous bounds.

Further, we also consider the asymmetric version of ANNC, where the length of the query curves is $k \ll m$, and obtain essentially the same storage and query bounds as above, except that $m$ is replaced by $k$. Finally, we apply our method to a version of approximate range counting for curves and achieve similar bounds.
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1 Introduction

Nearest neighbor search is a fundamental and well-studied problem that has various applications in machine learning, data analysis, and classification. This important task also arises in applications where the recorded instances are trajectories or polygonal curves modeling, for example, epigenetic and surgical processes, market value fluctuations, population growth, the number of the requests per hour received at some web-page, and even the response of a football player in a given situation.

Let $C$ be a set of $n$ curves, each consisting of at most $m$ points in $d$ dimensions, and let $\delta$ be some distance measure for curves. In the nearest-neighbor problem for curves, the goal is to construct a data structure for $C$ that supports nearest-neighbor queries, that is, given a query curve $Q$ of length at most $m$, return the curve $C^* \in C$ closest to $Q$ (according to $\delta$). The approximation version of this problem is the $(1 + \varepsilon)$-approximate nearest-neighbor problem, where the answer to a query $Q$ is a curve $C \in C$ with $\delta(Q, C) \leq (1 + \varepsilon)\delta(Q, C^*)$. We study a decision version of this approximation problem, which is called the $(1 + \varepsilon, r)$-approximate near-neighbor problem for curves (ANNC). Here, if there exists a curve in $C$ that lies within distance $r$ of the query curve $Q$, one has to return a curve in $C$ that lies within distance $(1 + \varepsilon)r$ of $Q$. Note that there exists a reduction from the $(1 + \varepsilon)$-approximate nearest-neighbor problem to the $(1 + \varepsilon, r)$-approximate near-neighbor problem [14, 22, 13], at the cost of an additional logarithmic factor in the query time and an $O(\log^2 n)$ factor in the storage space.

In practice, it is often the case that the query curves are significantly shorter than the input curves (e.g., Google-search queries). Thus, we also study the asymmetric setting of $(1 + \varepsilon, r)$-ANNC, where each of the input curves has complexity at most $m$, while each query curve has complexity at most $k \ll m$.

There are many methods that are used in real-world applications for comparing curves, and one of the most prevalent is the (discrete) Fréchet distance (DFD for short), which is often described by the following analogy. Two frogs are hopping from vertex to vertex along two polygonal curves. At each step, one of the frogs or both frogs may advance to the next vertex on its curve. The discrete Fréchet distance is defined as the smallest maximum distance between the frogs that can be achieved in such a joint sequence of hops. Another useful distance measure for curves or time series is the dynamic time warping distance (DTW for short), in which instead of taking the smallest maximum distance we take the smallest sum of distances.

In the last several years, a series of papers have been written investigating the approximate near-neighbor problem for curves (ANNC) and its variants under the Fréchet distance [15, 6, 10, 7, 1, 12, 2] (see Table 1), and several different approaches and sophisticated methods were utilized in order to provide efficient data structures. Up to now, all data structures for ANNC under DFD have either an exponential in $m$ query time, or an infeasible storage space bound. In this paper, for the first time, we manage to remove the exponential factor from the query time, while also significantly reducing the space consumption. Our approach consists of a discretization of space based on the input curves, which allows us to prepare a small set of curves that captures all possible queries approximately.

Indyk [15] was the first to give a deterministic near-neighbor data structure for curves under DFD. The data structure achieves an approximation factor of $O((\log m + \log \log n)^{t-1})$ given some trade-off parameter $t > 1$. Its space consumption is very high, $O(m^2|X|)^{t/(t-1)}n^2t$, where $|X|$ is the size of the domain on which the curves are defined, and the query time is $(m \log n)^{O(1)}$. In Table 1 we set $t = 1 + o(1)$ to obtain a constant approximation factor.
Later, Driemel and Silvestri [10] presented a locality-sensitive-hashing scheme for curves under DFD, improving the result of Indyk for short curves. Their data structure uses $O(2^{md} \log n)$ space and answers queries in $O(2^{md} \log n)$ time with an approximation factor of $O(d^{3/2})$. They also provide a trade-off between approximation quality and computational performance: for $d = O(1)$, and given a parameter $k \in [m]$, a data structure of size $O(2^{mk^{-1}} \log n + mn)$ is constructed that answers queries in $O(2^{mk} \log n)$ time with an approximation factor of $O(m/k)$. They also show that this result can be applied to DTW, but only for the extreme of the trade-off which gives an $O(m)$ approximation.

Recently, Emiris and Psarros [12] presented near-neighbor data structures for curves under both DFD and DTW. Their algorithm provides an approximation factor of $(1 + \varepsilon)$, at the expense of increased space usage and preprocessing time. They use the idea that for a fixed alignment between two curves (i.e., a given sequence of hops of the two frogs), the problem can be reduced to the near-neighbor problem for points in $\ell_\infty$ product of $\ell_2$ spaces. Their basic idea is to construct a data structure for every possible alignment. Once a query is given, they query all these data structures and return the closest curve found. This approach is responsible for the $2^m$ factor in their query time. Furthermore, they generalize this approach using randomized projections of $\ell_p$-products of Euclidean metrics (for any $p \geq 1$), and define the $\ell_p$-distance for curves (for $p \geq 1$), which is exactly DFD when $p = \infty$, and DTW when $p = 1$ (see Section 2). The space used by their data structure is $\tilde{O}(n) \cdot (2 + \frac{d \log m}{\log n})^{O(m^2 + \varepsilon \log(1/\varepsilon))}$ with query $\tilde{O}(dm^{1+1/\varepsilon} \cdot 2^{4m} \log n)$ for DFD and $\tilde{O}(n) \cdot \frac{1}{\varepsilon}^{O(md)}$ space and $\tilde{O}(d \cdot 2^{4m} \log n)$ query for DTW.

**Subsequent work.** In a recent manuscript, Driemel, Psarros, and Schmidt [9], study the asymmetric setting of $(1 + \varepsilon, r)$-ANN under DFD. They follow our approach of preparing in advance the answers to all relevant queries on a discretization of the space, to construct a randomized data structure with space in $n \cdot O\left(\left(\frac{kd^{3/2}}{\varepsilon}\right)^d\right)$ and query time in $O(dk)$. They also show how to derandomize their data structure, at the cost of increasing the space to $d^{3/2}nk^{-1} \cdot O\left(\left(\frac{kd^{3/2}}{\varepsilon}\right)^d\right)$, and the query time to $O(d^{5/2}k^{2}\varepsilon^{-1}(\log n + kd\log \frac{kd}{\varepsilon}))$. This provides additional evidence that our approach to ANNC, although quite simple and easy to implement, seems to produce more efficient data structures than those obtained using tools such as LSH and randomized projections. Moreover, in this version of our manuscript we show how to improve upon the results in [9] for the asymmetric setting.

**Our results.** We present a data structure for the $(1 + \varepsilon, r)$-approximate near-neighbor problem using a bucketing method. We construct a relatively small set of curves $\mathcal{I}$ such that given a query curve $Q$, if there exists some curve in $\mathcal{C}$ within distance $r$ of $Q$, then one of the curves in $\mathcal{I}$ must be very close to $Q$. The points of the curves in $\mathcal{I}$ are chosen from a simple discretization of space, thus, while it is not surprising that we get the best query time, it is surprising that we achieve a better space bound. Moreover, while the analysis of the space bounds is rather involved, the implementation of our data structures remain simple in practice.

See Table 1 for a summary of our results. In the table, we do not state our result for the general $\ell_p$-2-distance. Instead, we state our results for the two most important cases, i.e. DFD and DTW, and compare them with previous work. Note that our results substantially improve the current state of the art for any $p \geq 1$. In particular, we remove the exponential dependence on $m$ in the query bounds and significantly improve the space bounds.
Our results for the asymmetric setting, where the query curve $Q$ has complexity $k \ll m$, are summarized in Table 2. We show that in the asymmetric setting for DFD, our data structure can be slightly modified in order to achieve query time and storage space independent of $m$. Moreover, the storage space and query time matches those of the symmetric setting, by replacing $m$ with $k$.

We also apply our methods to an approximation version of range counting for curves (for the general $\ell_p, 2$ distance) and achieve bounds similar to those of our ANNC data structure. Moreover, at the cost of an additional $O(n)$-factor in the space bound, we can also answer the corresponding approximation version of range searching, thus answering a question of Afshani and Driemel [1], with respect to DFD.

We note that our approach with obvious modifications works also in a dynamic setting, that is, we can construct an efficient dynamic data structure for ANNC as well as for other related problems such as range counting and range reporting for curves.

Another significant advantage of our approach is that, unlike some of the previous solutions, our data structure always returns an answer, and never returns a curve at distance greater than $(1 + \varepsilon)r$ from the query curve, i.e., there are no false positives. This is an important property of our solution, due to the fact that verifying the validity of the answer (i.e., computing the distance between two curves) cannot be done in strongly subquadratic time (assuming SETH, see [4]), which is already more than our query time (for $d < m$).

**Table 1** Our approximate near-neighbor data structure under DFD and DTW compared to the previous results.

<table>
<thead>
<tr>
<th></th>
<th>Space</th>
<th>Query</th>
<th>Approx.</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>DFD</td>
<td>$O(m^2</td>
<td>X</td>
<td>m^{1-\varepsilon} \cdot n^{2+o(1)})$</td>
<td>$(m \log n)^{O(1)}$</td>
</tr>
<tr>
<td></td>
<td>$O(2^{4md} n \log n)$</td>
<td>$O(2^{4md} \log n)$</td>
<td>$O(d^{3/2})$</td>
<td>randomized, using LSH [10]</td>
</tr>
<tr>
<td></td>
<td>$O(n) \cdot (2 + \frac{1}{md}) O(m^{1+1/\varepsilon} d \log (\frac{1}{\varepsilon}))$</td>
<td>$O(md^{1+1/\varepsilon} 2^{4md} \log n)$</td>
<td>$1 + \varepsilon$</td>
<td>randomized, [12]</td>
</tr>
<tr>
<td></td>
<td>$n \cdot O(\frac{1}{\varepsilon})^{md}$</td>
<td>$O(md)$</td>
<td>$1 + \varepsilon$</td>
<td>deter. (rand. construction), Theorem 9</td>
</tr>
<tr>
<td>DTW</td>
<td>$O(n \log n + mn)$</td>
<td>$O(m \log n)$</td>
<td>$O(m)$</td>
<td>randomized, using LSH, $d = O(1)$, [10]</td>
</tr>
<tr>
<td></td>
<td>$\tilde{O}(n) \cdot \frac{1}{\varepsilon} O(md)$</td>
<td>$\tilde{O}(d \cdot 2^{4m} \log n)$</td>
<td>$1 + \varepsilon$</td>
<td>randomized, [12]</td>
</tr>
<tr>
<td></td>
<td>$n \cdot O(\frac{1}{\varepsilon})^{m(d+1)}$</td>
<td>$O(md)$</td>
<td>$1 + \varepsilon$</td>
<td>deter. (rand. construction), Theorem 15</td>
</tr>
</tbody>
</table>

**More related work.** De Berg, Gudmundsson, and Mehrabi [7] described a dynamic data structure for approximate nearest neighbor for curves (which can also be used for other types of queries such as range reporting), under the (continuous) Fréchet distance. Their data structure uses $n \cdot O(\frac{1}{\varepsilon})^{2m}$ space and has $O(m)$ query time, but with an additive error of $\varepsilon \cdot \text{reach}(Q)$, where $\text{reach}(Q)$ is the maximum distance between the start vertex of the query curve $Q$ and any other vertex of $Q$. Furthermore, their query procedure might fail when the distance to the nearest neighbor is relatively large.

Afshani and Driemel [1] studied (exact) range searching under both the discrete and continuous Fréchet distance. In this problem, the goal is to preprocess $C$ such that given a query curve $Q$ of length $m_q$ and a radius $r$, all the curves in $C$ that are within distance $r$ from
Theorem 11

Table 2 Summary of previous and current results for the asymmetric approximate near-neighbor data structure for curves. All the results in the table are w.r.t. DFD. The approximation ratio is $1 + \varepsilon$ for $\varepsilon \in (0, 1)$, and our data structures always succeed. Historic note: [9] is a subsequent work to the first version of this paper arXiv:1902.07562. In this second version we also apply our counting techniques to the asymmetric cases.

<table>
<thead>
<tr>
<th>Space</th>
<th>Query</th>
<th>Deterministic construction?</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n \cdot \left( O(\frac{2^{d/2}}{\varepsilon}) \right)^{kd}$</td>
<td>$O(kd)$</td>
<td>no</td>
<td>[9]</td>
</tr>
<tr>
<td>$n \cdot \left( O(\frac{2^{d/2}}{\varepsilon})^{kd+1} \right)$</td>
<td>$O(\varepsilon'^{d/3} (\log n + kd log(\frac{kd}{\varepsilon'})))$</td>
<td>yes</td>
<td>[9]</td>
</tr>
<tr>
<td>$n \cdot O(\frac{1}{\varepsilon})^{kd}$</td>
<td>$O(kd)$</td>
<td>no</td>
<td>Theorem 11</td>
</tr>
<tr>
<td>$n \cdot O(\frac{1}{\varepsilon})^{kd}$</td>
<td>$O(kd log(\frac{nd}{\varepsilon}))$</td>
<td>yes</td>
<td>Theorem 18</td>
</tr>
</tbody>
</table>

$Q$ can be found efficiently. For DFD, their data structure uses $O(n(\log \log n)^{n-1})$ space and has $O(n^{1 - \frac{1}{d}} \cdot log^{O(m)} n \cdot m_q^{O(d)})$ query time, where $m_q$ is limited to $\log^{O(1)} n$. Additionally, they provide a lower bound in the pointer model, stating that every data structure with $Q(n) + O(k)$ query time, where $k$ is the output size, has to use roughly $\Omega((n/Q(n))^2)$ space in the worst case (even for $m_q = 1$). Afshani and Driemel conclude their paper by asking whether more efficient data structures might be constructed if one allows approximation.

De Berg, Cook IV, and Gudmundsson [6], considered the following range counting problem under the continuous Fréchet distance. Given a polygonal curve $C$ with $m$ vertices, they show how to preprocess it into a data structure of size $O(k \cdot \text{polylog}(m))$, so that, given a query segment $s$, one can return a constant approximation of the number of subcurves of $C$ that lie within distance $r$ of $s$ in $O(\frac{m}{\varepsilon} \cdot \text{polylog}(m))$ time, where $k$ is a parameter between $m$ and $m^2$.

Aronov et al. [2] managed to obtain practical bounds for two cases of the asymmetric $(1 + \varepsilon, r)$-ANN C under DFD: (i) when $Q$ is a line segment (i.e., $k = 2$), or (ii) when $C$ consists of line segments (i.e., $m = 2$). The bounds on the size of the data structure and query time are nearly linear in the size of the input and query curve, respectively. Specifically, for the case where $k = 2$, they achieve query time $O(\log^4(\frac{\varepsilon}{r}))$ and storage space $O(n \frac{1}{\varepsilon^2} \log^4(\frac{\varepsilon}{r}))$.

They also provide efficient data structures for several other variants of the problem: the (exact) NNC where $\ell_{\infty}$ is used for interpoint distances, and the case where the location of the input curves is only fixed up to translation.

1.1 Technical ideas

We use a discretization of the space, by laying a $d$-dimensional uniform grid with edge length $\frac{\varepsilon}{\sqrt{d}}$. The main ingredient in our data structure is then a relatively small set $I$ of curves defined by grid points, which represents all possible queries. For each curve in $I$ we store an index of a close enough curve from the input set $C$. Given a query $Q$ sufficiently close to some curve in $C$, we find a representative $Q'$ in $I$ by simply rounding $Q$’s vertices and return the index of the curve stored for $Q'$.

Given a point $x \in \mathbb{R}^d$, the number of grid points that are within distance $(1 + \varepsilon)r$ from $x$ is bounded by $O(\frac{1}{\varepsilon})^d$ (Corollary 7). Thus, given a curve $C$ of length $m$, the total number of grid points that are within distance $(1 + \varepsilon)r$ from one of its vertices is $m \cdot O(\frac{1}{\varepsilon})^d$. Naively, the number of curves needed to represent all possible queries of length $m$ within distance
$r$ of $C$ is bounded by the number of ways to choose $m$ points with repetitions from a set of grid points of size $m \cdot O(\frac{1}{r})^d$, which is bounded by $m^m \cdot O(\frac{1}{r})^{md}$. This infeasible bound on the storage space might be the reason why more sophisticated solutions for ANNC have been suggested throughout the years.

One of the main technical contributions of this paper is an analysis leading to a significantly better bound, if we store only candidate curves that are within distance $(1 + \varepsilon)r$ from $C$. Actually, in Section 3 we show that for the case of DFD, it is sufficient to store a set of representative curves of size only $O(\frac{1}{r})^{md}$ for each input curve. The basic idea is to bound the number of representatives that can be obtained by some fixed alignment between $C$ and the candidate curve (see Claim 8).

For the general case of $\ell_{p,2}$-distance (including DTW), we are minimizing the sum of distances instead of the maximum distance (as in DFD). Thus, we have to use a more dense grid (with edge length $\frac{er}{(2m)^{d}\sqrt{d}}$), and the situation becomes more complicated. First, unlike DFD, the triangle inequality does not hold for $\ell_{p,2}$-distance in general (including DTW). Second, since DFD is a min-max measure, the choice of different vertices for a representative curve is “independent” in a sense, whereas for $\ell_{p,2}$-distance in general, the choice of different vertices depends on their sum of distances from the input curve. Using more careful counting arguments and analysis of the alignment between two curves, we are able to show that in this case the number of representative curves that our data structure has to store per input curve is bounded by $O(\frac{1}{2})^{m(d+1)}$ (see Claim 13).

To store the set $C$ we simply use a dictionary, which can be implemented using a hash table and guarantees a query time linear in the size of the query. To obtain a fully deterministic solution, one can use a search tree instead. However, a naive implementation using a binary search tree results in an additional factor of $O(m^d d^2 \log(\frac{r}{\varepsilon}))$ to the query time, i.e., in a query time of $O(m^d d^2 \log(\frac{r}{\varepsilon})).$ We show how to implement the dictionary using a prefix tree, exploiting the fact that the vertices of the curves in $C$ are from a relatively small set of grid points, which improves the query time to $O(md \log(\frac{md}{\varepsilon})).$

For the asymmetric setting (where the length of a query is $k \ll m$), we use simplifications of the input curves in order to obtain bounds that are independent of $m$. Given a curve $C$ of length $m$, a simplification $\Pi$ of $C$ is a curve of length $k \ll m$ that is relatively close to $C$. Simplifications were used in order to provide approximate solutions in several asymmetric versions of problems on curves, such as clustering [5], and distance oracles [8, 9].

By the triangle inequality for DFD, every query curve $Q$ within distance $r$ from an input curve $C$ is at distance at most $2r$ from the simplification $\Pi$ (where $\Pi$ is within distance $r$ from $C$). Thus, it is enough to prepare for query curves at distance at most $2r$ from $\Pi$, which follows from previous arguments. Note that the query time and storage space are independent of $m$.

# 2 Preliminaries

To simplify the presentation, we assume throughout the paper that all the input curves have exactly the same size, $m$, and all the query curves have exactly the same size, either $m$ or $k$, depending on whether we are considering the standard or the asymmetric version. This assumption can be easily removed (see Remark 16 at the end of Section 5).

Let $C$ be a set of $n$ curves, each consisting of $m$ points in $d$ dimensions, and let $\delta$ be some distance measure for curves.

**Problem 1** ((1 + $\varepsilon$)-approximate nearest-neighbor for curves). Given a parameter $0 < \varepsilon \leq 1$, preprocess $C$ into a data structure that given a query curve $Q$, returns a curve $C' \in C$, such that $\delta(Q, C') \leq (1 + \varepsilon) \cdot \delta(Q, C)$, where $C$ is the curve in $C$ closest to $Q$. 
Problem 2 (\((1 + \varepsilon, r)\)-approximate near-neighbor for curves). Given a parameter \(r\) and \(0 < \varepsilon \leq 1\), preprocess \(\mathcal{C}\) into a data structure that given a query curve \(Q\), if there exists a curve \(C_i \in \mathcal{C}\) such that \(\delta(Q, C_i) \leq r\), returns a curve \(C_j \in \mathcal{C}\) such that \(\delta(Q, C_j) \leq (1 + \varepsilon)r\).

Problem 3 (Asymmetric \((1 + \varepsilon, r)\)-approximate near-neighbor for curves). Given parameters \(r, k, \) and \(0 < \varepsilon \leq 1\), preprocess \(\mathcal{C}\) into a data structure that given a query curve \(Q\) of length \(k\), if there exists a curve \(C_i \in \mathcal{C}\) such that \(\delta(Q, C_i) \leq r\), returns a curve \(C_j \in \mathcal{C}\) such that \(\delta(Q, C_j) \leq (1 + \varepsilon)r\).

Curve alignment. Given two integers \(m_1, m_2\), let \(\tau := ((i_1, j_1), \ldots, (i_t, j_t))\) be a sequence of pairs where \(i_1 = j_1 = 1, i_t = m_1, j_t = m_2\), and for each \(1 < k \leq t\), one of the following conditions holds:

(i) \(i_k = i_{k-1} + 1\) and \(j_k = j_{k-1}\).
(ii) \(i_k = i_{k-1}\) and \(j_k = j_{k-1} + 1\), or
(iii) \(i_k = i_{k-1} + 1\) and \(j_k = j_{k-1} + 1\).

We call such a sequence \(\tau\) an alignment of two curves.

Let \(P = (p_1, \ldots, p_{m_1})\) and \(Q = (q_1, \ldots, q_{m_2})\) be two curves of lengths \(m_1\) and \(m_2\), respectively, in \(d\) dimensions. We say that an alignment \(\tau\) w.r.t. \(P\) and \(Q\) matches \(p_i\) and \(p_j\) if \((i, j) \in \tau\).

Discrete Fréchet distance (DFD). The Fréchet cost of an alignment \(\tau\) w.r.t. \(P\) and \(Q\) is \(\sigma_{DF}(\tau(P, Q)) := \max_{(i, j) \in \tau} \|p_i - q_j\|_2\). The discrete Fréchet distance is defined over the set \(\mathcal{T}\) of all alignments as

\[d_{DF}(P, Q) = \min_{\tau \in \mathcal{T}} \sigma_{DF}(\tau(P, Q)).\]

Dynamic time wrapping (DTW). The time warping cost of an alignment \(\tau\) w.r.t. \(P\) and \(Q\) is \(\sigma_{DTW}(\tau(P, Q)) := \sum_{(i, j) \in \tau} \|p_i - q_j\|_2\). The DTW distance is defined over the set \(\mathcal{T}\) of all alignments as

\[d_{DTW}(P, Q) = \min_{\tau \in \mathcal{T}} \sigma_{DTW}(\tau(P, Q)).\]

\(\ell_{p, 2}\)-distance for curves. The \(\ell_{p, 2}\)-cost of an alignment \(\tau\) w.r.t. \(P\) and \(Q\) is \(\sigma_{p, 2}(\tau(P, Q)) := \left(\sum_{(i, j) \in \tau} \|p_i - q_j\|_2^p\right)^{1/p}\). The \(\ell_{p, 2}\)-distance between \(P\) and \(Q\) is defined over the set \(\mathcal{T}\) of all alignments as

\[d_{p, 2}(P, Q) = \min_{\tau \in \mathcal{T}} \sigma_{p, 2}(\tau(P, Q)).\]

Notice that \(\ell_{p, 2}\)-distance is a generalization of DFD and DTW, in the sense that \(\sigma_{DF} = \sigma_{\infty, 2}\) and \(d_{DF} = d_{\infty, 2}\), \(\sigma_{DTW} = \sigma_{1, 2}\) and \(d_{DTW} = d_{1, 2}\). Also note that DFD satisfies the triangle inequality, but DTW and \(\ell_{p, 2}\)-distance for \(p \neq \infty\) do not (see Section 5 for details).

Emiris and Psarros [12] showed that the number of all possible alignments of two curves is in \(O(m \cdot 2^m)\). We reduce this bound by counting only alignments that can determine the \(\ell_{p, 2}\)-distance between two curves.\footnote{Since our storage space is already in \(O(1)^{md}\) and \(m \cdot 2^m \leq 2^m\) is in \(O(1)^{md}\), we could have used this larger upper bound. However, in Lemma 4 we show a tight upper bound on the number of relevant alignments, which may be useful for other applications.} More formally, let \(\tau\) be an alignment. If there
exists an alignment $\tau'$ such that $\tau' \subset \tau$, then clearly $\sigma_{p,2}(\tau'(P,Q)) \leq \sigma_{p,2}(\tau(P,Q))$, for any $1 \leq p \leq \infty$ and for any two curves $P$ and $Q$. In this case, we say that $\tau$ cannot determine the $\ell_{p,2}$-distance between two curves.

\begin{lemma}
The number of different alignments that can determine the $\ell_{p,2}$-distance between two $m$-curves (for any $1 \leq p \leq \infty$) is at most $O(\frac{2^m}{\sqrt{m}})$.
\end{lemma}

\begin{proof}
Let $\tau = \langle (i_1,j_1), \ldots, (i_t,j_t) \rangle$ be an alignment. Notice that $m \leq t \leq 2m - 1$. By definition, $\tau$ has 3 types of (consecutive) subsequences of length two:

(i) $\langle (i_k,j_k), (i_k + 1,j_k) \rangle$,

(ii) $\langle (i_k,j_k), (i_k,j_k + 1) \rangle$, and

(iii) $\langle (i_k,j_k), (i_k + 1,j_k + 1) \rangle$.

Denote by $T_1$ the set of all alignments that do not contain any subsequence of type (iii). Then, any $\tau_1 \in T_1$ is of length exactly $2m - 1$. Moreover, $\tau_1$ contains exactly $2m - 2$ subsequences of length two, of which $m - 1$ are of type (i) and $m - 1$ are of type (ii). Therefore, $|T_1| = (2m-2) = O(\frac{2^m}{\sqrt{m}})$.

Assume that an alignment $\tau$ contains a subsequence of the form $(i_k, j_k - 1), (i_k, j_k), (i_k + 1, j_k)$, for some $1 < k \leq t - 1$. Notice that removing the pair $(i_k, j_k)$ from $\tau$ results in a legal alignment $\tau'$, such that $\sigma_{p,2}(\tau'(P,Q)) \leq \sigma_{p,2}(\tau(P,Q))$, for any $1 \leq p \leq \infty$ and two curves $P, Q$. We call the pair $(i_k, j_k)$ a redundant pair. Similarly, if $\tau$ contains a subsequence of the form $(i_k - 1, j_k), (i_k, j_k), (i_k, j_k + 1)$, for some $1 < k \leq t - 1$, then the pair $(i_k, j_k)$ is also a redundant pair. Therefore we only care about alignments that do not contain any redundant pairs. Denote by $T_2$ the set of all alignments that do not contain any redundant pairs, then any $\tau_2 \in T_2$ contains at least one subsequence of type (iii).

We claim that for any alignment $\tau_2 \in T_2$, there exists a unique alignment $\tau_1 \in T_1$. Indeed, if we add the redundant pair $(i_t, j_t + 1)$ between $(i_t, j_t)$ and $(i_t + 1, j_t + 1)$ for each subsequence of type (iii) in $\tau_2$, we obtain an alignment $\tau_1 \in T_1$. Moreover, since $\tau_2$ does not contain any redundant pairs, the reverse operation on $\tau_1$ results in $\tau_2$. Thus we obtain $|T_2| \leq |T_1| = O(\frac{2^m}{\sqrt{m}})$.
\end{proof}

**Points and balls.** Given a point $x \in \mathbb{R}^d$ and a real number $R > 0$, we denote by $B_p^d(x,R)$ the $d$-dimensional ball under the $\ell_p$ norm with center $x$ and radius $R$, i.e., a point $y \in \mathbb{R}^d$ is in $B_p^d(x,R)$ if and only if $\|x - y\|_p \leq R$, where $\|x - y\|_p = \left(\sum_{i=1}^{d} |x_i - y_i|^p\right)^{1/p}$. Let $B_p^d(R) = B_p^d(0,R)$, and let $V_p^d(R)$ be the volume (w.r.t. Lebesgue measure) of $B_p^d(R)$, then $V_p^d(R) = \frac{2^d \Gamma(1 + 1/p)^d}{\Gamma(1 + d/p)} R^d$.

where $\Gamma(\cdot)$ is Euler’s Gamma function (an extension of the factorial function). For $p = 2$ and $p = 1$, we get $V_2^d(R) = \frac{\pi^{d/2}}{\Gamma(1 + d/2)} R^d$ and $V_1^d(R) = \frac{2^d}{d^d} R^d$.

Our approach consists of a discretization of the space using lattice points, i.e., points from $\mathbb{Z}^d$.

\begin{lemma}
The number of lattice points in the $d$-dimensional ball of radius $R$ under the $\ell_p$ norm (i.e., in $B_p^d(R)$) is bounded by $V_p^d(R + d^{1/p})$.
\end{lemma}
Proof. With each lattice point \( z = (z_1, z_2, \ldots, z_d) \), \( z_i \in \mathbb{Z} \), we match the \( d \)-dimensional lattice cube \( C(z) = [z_1, z_1+1] \times [z_2, z_2+1] \times \cdots \times [z_d, z_d+1] \). Notice that \( z \in C(z) \), and the \( \ell_p \)-diameter of a lattice cube is \( d^{1/p} \). Therefore, the number of lattice points in the \( \ell_p \)-ball of radius \( R \) is bounded by the number of lattice cubes that are contained in a \( \ell_p \)-ball with radius \( R + d^{1/p} \). This number is bounded by \( V_p(R, d^{1/p}) \) divided by the volume of a lattice cube, which is \( 1^d = 1 \).

\[ \text{Remark 6.} \text{ In general, in all our data structures we do not assume any bound on the dimension } d. \text{ However, using dimension reduction techniques, we may assume that } d \leq O\left(\frac{\log(nm)}{\epsilon^2}\right). \text{ See Section 9 for details.} \]

### 3 Discrete Fréchet distance (DFD)

Consider the infinite \( d \)-dimensional grid with edge length \( \frac{\epsilon}{\sqrt{d}} \). Given a point \( x \) in \( \mathbb{R}^d \), by rounding one can find in \( O(d) \) time the grid point \( x' \) closest to \( x \), and \( \|x - x'\|_2 \leq \frac{\epsilon}{\sqrt{d}} \). Let \( G(x, R) \) denote the set of grid points that are contained in \( B_d(x, R) \).

\[ \text{Corollary 7.} \|G(x, (1 + \epsilon)r)\| = O\left(\frac{d}{\epsilon}\right)^d. \]

Proof. We scale our grid so that the edge length is 1, hence we are looking for the number of lattice points in \( B_d(x, \frac{r}{1 + \epsilon}) \). By Lemma 5 we get that this number is bounded by the volume of the \( d \)-dimensional ball of radius \( \frac{1 + \epsilon}{\epsilon} \sqrt{d} + \sqrt{d} \leq \frac{3 \sqrt{d}}{\epsilon} \). Using Stirling’s formula we conclude that

\[ V_d\left(\frac{3 \sqrt{d}}{\epsilon}\right) = \frac{\pi^{\frac{d}{2}}}{\Gamma\left(\frac{d}{2} + 1\right)} \left(\frac{3 \sqrt{d}}{\epsilon}\right)^d \leq \left(\frac{\alpha}{\epsilon}\right)^d, \]

where \( \alpha \) is a constant. For example, if \( d \) is even, then

\[ V_d\left(\frac{3 \sqrt{d}}{\epsilon}\right) = \frac{\pi^{\frac{d}{2}}}{(\frac{d}{2})!} \left(\frac{3 \sqrt{d}}{\epsilon}\right)^d \leq \frac{\pi^{\frac{d}{2}}}{\sqrt{2\pi(d/2)^{d/2}e^{-d/2}}} \left(\frac{3 \sqrt{d}}{\epsilon}\right)^d \leq \left(\frac{12.4}{\epsilon}\right)^d = O\left(\frac{d}{\epsilon}\right)^d. \]

Denote by \( p_j \) the \( j \)’th point of \( C_i \), and let \( G_i = \bigcup_{1 \leq j \leq m} G(p_j, (1 + \epsilon)r) \) and \( G = \bigcup_{1 \leq i \leq n} G_i \), then by the above corollary we have \( |G_i| = m \cdot O\left(\frac{d}{\epsilon}\right)^d \) and \( |G| = mn \cdot O\left(\frac{d}{\epsilon}\right)^d \). Let \( I_i \) be the set of all curves \( Q = (x_1, x_2, \ldots, x_m) \) with points from \( G_i \), such that \( d_{DF}(C_i, Q) \leq (1 + \frac{c}{\epsilon})r \).

\[ \text{Claim 8.} \ |I_i| = O\left(\frac{d}{\epsilon}\right)^{md} \text{ and it can be computed in } O\left(\frac{d}{\epsilon}\right)^{md} \text{ time.} \]

Proof. Let \( Q \in I_i \), and let \( \tau \) be an alignment with \( \sigma_{DF}(\tau(C_i, \overline{Q})) \leq (1 + \frac{\epsilon}{\eps})r \). For each \( 1 \leq k \leq m \) let \( j_k \) be the smallest index such that \( (j_k, k) \in \tau \). In other words, \( j_k \) is the smallest index that is matched to \( k \) by the alignment \( \tau \). Since \( d_{DF}(C_i, \overline{Q}) \leq (1 + \frac{\epsilon}{\eps})r \), we have \( x_k \in B_d(p_{j_k}, (1 + \frac{\epsilon}{\eps})r) \), for \( k = 1, \ldots, m \). This means that for any curve \( Q \in I_i \) such that \( \sigma_{DF}(\tau(C_i, \overline{Q})) \leq (1 + \frac{\epsilon}{\eps})r \), we have \( x_k \in G(p_{j_k}, (1 + \frac{\epsilon}{\eps})r) \), for \( k = 1, \ldots, m \). By Corollary 7, the number of ways to choose a grid point \( x_k \) from \( G(p_{j_k}, (1 + \frac{\epsilon}{\eps})r) \) is bounded by \( O\left(\frac{d}{\epsilon}\right)^d \).

We conclude that given an alignment \( \tau \), the number of curves \( Q \) with \( m \) points from \( G_i \) such that \( \sigma_{DF}(\tau(C_i, \overline{Q})) \leq (1 + \frac{\epsilon}{\eps})r \) is bounded by \( O\left(\frac{d}{\epsilon}\right)^{md} \). Finally, by Lemma 4, the total number of curves in \( I_i \) is bounded by \( 2^{2m} \cdot O\left(\frac{d}{\epsilon}\right)^{md} = O\left(\frac{d}{\epsilon}\right)^{md} \).

To construct \( I_i \), we compute, for each of the \( O\left(\frac{d}{\epsilon}\right)^{md} \) candidates, its discrete Fréchet distance to \( C_i \). Thus, we construct \( I_i \) in total time \( O\left(\frac{d}{\epsilon}\right)^{md} \cdot O(m^2) = O\left(\frac{d}{\epsilon}\right)^{md} \cdot O(m^2) = O\left(\frac{d}{\epsilon}\right)^{md} \cdot O(m^2) \). (The latter equality is true, since clearly \( (\frac{d}{\epsilon})^{md} \cdot O(m^2) \leq (\frac{d}{\epsilon})^{md} \cdot O(m^2) \), i.e., \( O(m^2) \leq O(m^2) \), where \( \alpha \) is the constant from Corollary 7 and \( c > 1 \) is a sufficiently large constant.)
The data structure. Denote \( \mathcal{I} = \bigcup_{1 \leq i \leq n} \mathcal{I}_i \), so \( |\mathcal{I}| \leq n \cdot O \left( \frac{1}{\varepsilon} \right)^{md} \). Next, we would like to store the set \( \mathcal{I} \) in a dictionary (a hash table or a lookup table) \( \mathcal{D} \), such that given a query curve \( Q \), one can find \( Q \) in \( \mathcal{D} \) (if it exists) in \( O(md) \) time. We use Cuckoo Hashing \([21]\) to construct a (dynamic) dictionary of linear space, constant worst-case query and deletion time, and constant expected amortized insertion time.

We insert the curves of \( \mathcal{I} \) into the dictionary \( \mathcal{D} \) as follows. For each \( 1 \leq i \leq n \) and curve \( \overline{Q} \in \mathcal{I}_i \), if \( \overline{Q} \notin \mathcal{D} \), insert \( \overline{Q} \) into \( \mathcal{D} \), and set \( C(\overline{Q}) \leftarrow C_i \). The storage space required for \( \mathcal{D} \) is \( O(|\mathcal{I}|) \), and to construct it we perform \( |\mathcal{I}| \) insertions and look-up operations which take in total \( O(|\mathcal{I}| \cdot md) = O(|\mathcal{I}|) \) expected time.

The query algorithm. Let \( Q = (q_1, \ldots, q_m) \) be the query curve. The query algorithm is as follows: For each \( 1 \leq k \leq m \) find the grid point \( q_k' \) (not necessarily from \( \mathcal{G} \)) closest to \( q_k \). This can be done in \( O(md) \) time by rounding. Then, search for the curve \( Q' = (q_1', \ldots, q_m') \) in the dictionary \( \mathcal{D} \). If \( Q' \) is in \( \mathcal{D} \), return \( C(Q') \), otherwise, return NO. The total query time is then \( O(md) \).

Correctness. Consider a query curve \( Q = (q_1, \ldots, q_m) \). Assume that there exists a curve \( C_i \in \mathcal{C} \) such that \( d_{DF}(C_i, Q) \leq r \). We show that the query algorithm returns a curve \( C' \) with \( d_{DF}(C', Q) \leq (1 + \varepsilon)r \).

Consider a point \( q_k \in Q \). Denote by \( q_k' \in \mathcal{G} \) the grid point closest to \( q_k \), and let \( Q' = (q_1', \ldots, q_m') \). We have \( \|q_k - q_k'\|_2 \leq \frac{\varepsilon r}{2} \), so \( d_{DF}(Q, Q') \leq \frac{\varepsilon r}{2} \). By the triangle inequality,

\[
d_{DF}(C_i, Q') \leq d_{DF}(C_i, Q) + d_{DF}(Q, Q') \leq r + \frac{\varepsilon r}{2} = (1 + \frac{\varepsilon}{2})r,
\]

so \( Q' \) is in \( \mathcal{I}_i \subseteq \mathcal{I} \). This means that \( \mathcal{D} \) contains \( Q' \) with a curve \( C(Q') \in \mathcal{C} \) such that \( d_{DF}(C(Q'), Q') \leq (1 + \frac{\varepsilon}{2})r \), and the query algorithm returns \( C(Q') \). Now, again by the triangle inequality,

\[
d_{DF}(C(Q'), Q) \leq d_{DF}(C(Q'), Q') + d_{DF}(Q', Q) \leq (1 + \varepsilon \frac{\varepsilon r}{2} + (1 + \varepsilon)r.
\]

We obtain the following theorem.

**Theorem 9.** There exists a data structure for the \((1 + \varepsilon, r)\)-ANN under \( DF_D \), with \( n \cdot O(\frac{1}{\varepsilon}^{md}) \) space, \( n \cdot O(\frac{1}{\varepsilon}^{md}) \) expected preprocessing time, and \( O(md) \) query time.

<table>
<thead>
<tr>
<th>m</th>
<th>Reference</th>
<th>Space</th>
<th>Query</th>
<th>Approx.</th>
</tr>
</thead>
<tbody>
<tr>
<td>log ( n )</td>
<td>[10]</td>
<td>( O(n^{3d+1} \log n) )</td>
<td>( \tilde{O}(n^{3d}) )</td>
<td>( d\sqrt{d} )</td>
</tr>
<tr>
<td></td>
<td>[12]</td>
<td>( n^{O(d \log n)} )</td>
<td>( \tilde{O}(dn^4) )</td>
<td>1 + ( \varepsilon )</td>
</tr>
<tr>
<td>Theorem 9</td>
<td></td>
<td>( n^{O(d)} )</td>
<td>( O(d \log n) )</td>
<td>1 + ( \varepsilon )</td>
</tr>
<tr>
<td>( O(1) )</td>
<td>[10]</td>
<td>( 2^{O(d)n} \log n )</td>
<td>( 2^{O(d)} \cdot \log n )</td>
<td>( d\sqrt{d} )</td>
</tr>
<tr>
<td></td>
<td>[12]</td>
<td>( d^{O(d)} \tilde{O}(n) )</td>
<td>( O(d \log n) )</td>
<td>1 + ( \varepsilon )</td>
</tr>
<tr>
<td>Theorem 9</td>
<td></td>
<td>( 2^{O(d)N} )</td>
<td>( O(d) )</td>
<td>1 + ( \varepsilon )</td>
</tr>
</tbody>
</table>

Table 3 Comparing our ANN data structure to previous structures, for a fixed \( \varepsilon \) (say \( \varepsilon = 1/2 \)).
4 The asymmetric setting under DFD

In this section, we show how to easily adapt our data structure to the asymmetric setting, by using simplifications of length at most $k$ instead of the original input curves.

Bereg et al. [3] showed that given a curve $C$ consisting of $m$ points in 3D, and a parameter $r > 0$, there is an algorithm that runs in $O(m \log m)$ time and returns a simplification $\Pi$ with minimum number of vertices such that $d_{DF}(C, \Pi) \leq r$. Their algorithm generalizes to higher dimensions, using an approximation algorithm for the minimum enclosing ball problem (see Kumar et al. [17]). In this section, we use the following generalization of their original approach ([3], Theorem 1). More details are given in Section 8.

Lemma 10. Let $C$ be a curve consisting of $m$ points in $\mathbb{R}^d$. Given parameters $k \leq m$, $r > 0$, and $\varepsilon \in (0, 1]$, there is an algorithm that runs in $O \left( \frac{d m \log m}{\varepsilon} + m \cdot \text{poly}\left( \frac{1}{\varepsilon} \right) \right)$ time that either returns a simplification $\Pi$ consisting of $k$ points such that $d_{DF}(C, \Pi) \leq (1 + \varepsilon)r$, or declares that for every simplification $\Pi$ with $k$ points, it holds that $d_{DF}(C, \Pi) > r$.

For each $C_i \in C$, using Lemma 10 with parameter $\varepsilon = 1$, we find a curve $\Pi_i$ of length $k$ such that $d_{DF}(C_i, \Pi_i) \leq 2r$. If we fail to find such a curve, then we can ignore $C_i$, because it means that $d_{DF}(Q, C_i) > r$ for any curve $Q$ of length $k$.

To reduce the space consumption of our data structure, we only store candidate curves of length $k$ that are close enough to the simplifications $\Pi_i$. However, since the distance between the simplification $\Pi_i$ and the input curve $C_i$ could be up to $2r$, storing the answers for the set of candidate curves that are within distance $(1 + \frac{\varepsilon}{2})r$ from $\Pi_i$ is not enough, because a query $Q$ that is within distance $(1 + \varepsilon)r$ from $C_i$ might be as far as $(3 + \varepsilon)r$ from $\Pi_i$. Thus, instead, we insert into our data structure all the curves that are within distance $4r$ from $\Pi_i$. This allows us to capture all query curves that are within distance $r$ from $C_i$.

The data structure. We construct our data structure for the original (symmetric) version, with the following modifications. The set of input curves is $\mathcal{P} = \{\Pi_1, \ldots, \Pi_n\}$ (instead of $C$), and the radius parameter is $4r$ (instead of $r$), but the grid edge length remains $\frac{r}{\sqrt{d}}$. In addition, we let $\mathcal{I}_i'$ be the set of all curves $\mathcal{Q}$ with $k$ points from $G_i$, such that $d_{DF}(\mathcal{Q}, \Pi_i) \leq 4r$, and $\mathcal{I}_i$ will be the set of all curves $\mathcal{Q} \in I_i'$ such that $d_{DF}(\mathcal{Q}, C_i) \leq (1 + \frac{\varepsilon}{2})r$. We insert the curves in $\mathcal{I}_i$ into the database $\mathcal{D}$ as before: For each $\mathcal{Q} \in \mathcal{I}_i$, if $\mathcal{Q} \notin \mathcal{D}$, insert $\mathcal{Q}$ into $\mathcal{D}$ and set $C(\mathcal{Q}) \leftarrow C_i$.

Notice that using $4r$ instead of $r$, increases the ratio between the radius and the grid edge length by only a factor of 4, and therefore the bound on $|\mathcal{I}_i'|$ does not change, except that $m$ is replaced by $k$. Therefore, the bounds on the storage space and query time are similar to those of the original data structure, where $m$ is replaced by $k$. Thus, the storage space is in $n \cdot O(\frac{1}{\varepsilon}^{kd})$ and the query time is in $O(kd)$. As for the preprocessing time, we get an additional term of $O(n m d \log m)$ for computing the simplifications $\Pi_1, \ldots, \Pi_n$. We also need to compute the distances $d_{DF}(C_i, \mathcal{Q})$ in the construction of $\mathcal{I}_i$, for $1 \leq i \leq n$, which takes $n \cdot O(\frac{1}{\varepsilon}^{kd}) \cdot O(m kd) = nm \cdot O(\frac{1}{\varepsilon}^{kd})$ time in total (as $kd \leq 2^{kd}$). Thus the total expected preprocessing time is $O(n m d \log m) + nm \cdot O(\frac{1}{\varepsilon}^{kd}) = nm \cdot (O(d \log m) + O(\frac{1}{\varepsilon}^{kd}))$.

Correctness. Consider a query curve $Q$, and assume that there exists a curve $C_i \in C$ such that $d_{DF}(C_i, Q) \leq r$. Then, $\Pi_i$ is a curve of length $k$ and $d_{DF}(C_i, \Pi_i) \leq 2r$. As in the previous section, let $Q'$ be the curve computed by the query algorithm, then $d_{DF}(Q', Q) \leq \frac{r}{2}$. By the triangle inequality, we have $d_{DF}(Q', C_i) \leq d_{DF}(Q', Q) + d_{DF}(Q, C_i) \leq (1 + \frac{\varepsilon}{2})r$, and $d_{DF}(Q', \Pi_i) \leq d_{DF}(Q', C_i) + d_{DF}(C_i, \Pi_i) \leq (1 + \frac{\varepsilon}{2})r + 2r \leq 4r$. 

ICALP 2020
Therefore our data structure contains $Q'$, and the query algorithm returns $C(Q')$, where $d_{df}(C(Q'), Q') \leq (1 + \frac{\varepsilon}{2})r$. Finally, again by the triangle inequality, we have

$$d_{df}(C(Q'), Q) \leq d_{df}(C(Q'), Q') + d_{df}(Q', Q) \leq (1 + \frac{\varepsilon}{2})r + \frac{\varepsilon r}{2} = (1 + \varepsilon)r.$$

We obtain the following theorem.

$\triangleright$ **Theorem 11.** There exists a data structure for the asymmetric $(1 + \varepsilon, r)$-ANN under $D_F$, with $n \cdot O(\frac{1}{\varepsilon} \cdot 2^k)$ space, $nm \cdot (O(d \log m) + O(\frac{1}{\varepsilon} \cdot 2^k))$ expected preprocessing time, and $O(k d)$ query time.

## 5 $\ell_{p,2}$-distance of polygonal curves

For the near-neighbor problem under the $\ell_{p,2}$-distance, we use the same basic approach as in Section 3, but with two small modifications. The first is that we set the grid’s edge length to $\frac{r}{(2m)^{1/r} \sqrt{d}}$, and redefine $G(x, R)$, $G_i$, and $G$, as in Section 3 but with respect to the new edge length of our grid. The second modification is that we redefine $I_i$ to be the set of all curves $\mathcal{Q} = (x_1, x_2, \ldots, x_m)$ with points from $G$, such that $d_{p,2}(C_i, \mathcal{Q}) \leq (1 + \frac{\varepsilon}{2})r$.

We assume without loss of generality from now and to the end of this section that $r = 1$ (we can simply scale the entire space by $1/r$), so the grid’s edge length is $\frac{r}{(2m)^{1/r} \sqrt{d}}$. The following corollary is respective to Corollary 7.

$\triangleright$ **Corollary 12.** $|G(x, R)| = O \left(1 + \frac{m^{1/p}}{\varepsilon} R\right)^d$.

**Proof.** We scale our grid so that the edge length is 1, hence we are looking for the number of lattice points in $B_2^d(x, \frac{(2m)^{1/p}}{\varepsilon} \sqrt{d})$. By Lemma 5 we get that this number is bounded by the volume of the $d$-dimensional ball of radius $(1 + \frac{(2m)^{1/p}}{\varepsilon} \sqrt{d})$. Using Stirling’s formula we conclude,

$$V_d \left(1 + \frac{(2m)^{1/p}}{\varepsilon} R\right) \sqrt{d} = \frac{\pi^{d/2}}{\Gamma(d/2 + 1)} \left(1 + \frac{(2m)^{1/p}}{\varepsilon} R\right) \sqrt{d} = 2^d \left(1 + \frac{m^{1/p}}{\varepsilon} R\right)^d$$

where $\alpha$ is a constant (approximately $4.13 \cdot 2^{l/p}$).

In the following claim we bound the size of $I_i$, which, surprisingly, is independent of $p$.

$\triangleright$ **Claim 13.** $|I_i| = O(\frac{1}{\varepsilon})^{m(d+1)}$ and it can be computed in $O(\frac{1}{\varepsilon})^{m(d+1)}$ time.

**Proof.** Let $\mathcal{Q} = (x_1, x_2, \ldots, x_m) \in I_i$, and let $\tau$ be an alignment with $\sigma_{p,2}(\tau(C_i, \mathcal{Q})) \leq (1 + \frac{\varepsilon}{2})$. For each $1 \leq k \leq m$ let $j_k$ be the smallest index such that $(j_k, k) \in \tau$. In other words, $j_k$ is the smallest index that is matched to $k$ by the alignment $\tau$.

Set $R_k = \|x_k - p^i_{j_k}\|_2$, then we have $\|(R_1, \ldots, R_m)\|_p \leq \sigma_{p,2}(\tau(C_i, \mathcal{Q})) \leq (1 + \frac{\varepsilon}{2})$.

Let $\alpha_k = \left[\frac{m^{1/p}}{\varepsilon} R_k\right]$. By triangle inequality,

$$\|(\alpha_1, \alpha_2, \ldots, \alpha_m)\|_p \leq \frac{m^{1/p}}{\varepsilon} \|(R_1, R_2, \ldots, R_m)\|_p + m^{1/p} \leq \frac{m^{1/p}}{\varepsilon} \left(1 + \frac{\varepsilon}{2}\right) + m^{1/p} < \left(\frac{2 + \frac{\varepsilon}{2}}{\varepsilon}\right) m^{1/p}.$$ 

Clearly, $x_k \in B_2^d(p^i_{j_k}, \alpha_k \frac{r}{(2m)^{1/r} \sqrt{d}})$.
We conclude that for each curve $\overline{Q} = (x_1, x_2, \ldots, x_m) \in \mathcal{I}_i$ there exists an alignment $\tau$ such that $d_{p, 2}(\tau(C_i, \overline{Q})) \leq 1 + \frac{2}{\epsilon}$, and a sequence of integers $(\alpha_1, \ldots, \alpha_m)$ such that $\|\{(\alpha_1, \alpha_2, \ldots, \alpha_m)\|_p \leq (2 + \frac{1}{2})m^{1/p}$ and $x_k \in B^m_\epsilon(p^i_{j_k}, \alpha_k \frac{\tau}{m^{1/p}})$, for $k = 1, \ldots, m$. Therefore, the number of curves in $\mathcal{I}_i$ is bounded by the multiplication of three numbers:

1. The number of alignments that can determine the distance, which is at most $2^{2m}$ by Lemma 4.
2. The number of ways to choose a sequence of $m$ positive integers $\alpha_1, \ldots, \alpha_m$ such that $\|\{(\alpha_1, \alpha_2, \ldots, \alpha_m)\|_p \leq (2 + \frac{1}{2})m^{1/p}$, which is bounded by the number of lattice points in $B^m_\epsilon((2 + \frac{1}{2})m^{1/p})$ (the $m$-dimensional $l_p$-ball of radius $(2 + \frac{1}{2})m^{1/p}$). By Lemma 5, this number is bounded by

$$V^m_p((2 + \frac{1}{2})m^{1/p} + m^{1/p}) = V^m_p\left(\frac{4m^{1/p}}{\epsilon}\right) = \frac{2^m \Gamma(1 + 1/p)^m}{\Gamma(1 + m/p)} \left(\frac{4m^{1/p}}{\epsilon}\right)^m = O\left(\frac{1}{\epsilon}\right)^m,$$

where the last equality follows as $\frac{1}{\Gamma(1 + m/p)} = O(1)^m$.

3. The number of ways to choose a curve $(x_1, x_2, \ldots, x_m)$, such that $x_k \in G(p^i_{j_k}, \alpha_k \frac{\tau}{m^{1/p}})$, for $k = 1, \ldots, m$. By Corollary 12, the number of grid points in $G(p^i_{j_k}, \alpha_k \frac{\tau}{m^{1/p}})$ is $O(1 + \alpha_k)^d$, so the number of ways to choose $(x_1, x_2, \ldots, x_m)$ is at most $\Pi_{k=1}^m O(1 + \alpha_k)^d = O(1)^md (\Pi_{k=1}^m (1 + \alpha_k))^d$. By the inequality of arithmetic and geometric means we have

$$\left(\Pi_{k=1}^m (1 + \alpha_k)^p\right)^{1/p} \leq \left(\frac{\sum_{k=1}^m (1 + \alpha_k)^p}{m}\right)^{m/p} = \left(\frac{\|\{(1 + \alpha_1, \ldots, 1 + \alpha_m)\|_p}{m^{1/p}}\right)^m \leq \left(\frac{\|x\|_p}{m^{1/p}} + \frac{(2 + \frac{1}{2})m^{1/p}}{m^{1/p}}\right)^m = O\left(\frac{1}{\epsilon}\right)^m,$$

so $\Pi_{k=1}^m O(1 + \alpha_k)^d = O(1)^md O(\frac{1}{\epsilon})^md = O\left(\frac{1}{\epsilon}\right)^md$.

Finally, $|\mathcal{I}_i| \leq 2^{2m} \cdot O\left(\frac{1}{\epsilon}\right)^m \cdot O\left(\frac{1}{\epsilon}\right)^md \leq O\left(\frac{1}{\epsilon}\right)^m(d+1)$. 

The data structure and query algorithm are similar to those we described for DFD, and the size of $\mathcal{I}_i$ and $\mathcal{I}$ is roughly the same (here there is an additional $O\left(\frac{1}{\epsilon}\right)^m$ factor in the space bound). Therefore, the query time, storage space, and preprocessing time are roughly similar, but we still need to show that the algorithm is correct.

**Correctness.** Consider a query curve $Q = (q_1, \ldots, q_m)$. Assume that there exists a curve $C_i \in \mathcal{C}$ such that $d_{p, 2}(C_i, Q) \leq 1$. We will show that the query algorithm returns a curve $C^*$ with $d_{p, 2}(C^*, Q) \leq 1 + \epsilon$.

Consider a point $q_k \in Q$. Denote by $q_k' \in \mathcal{G}$ the grid point closest to $q_k$, and let $Q' = (q_1', \ldots, q_m')$. We have $\|q_k - q_k'\|_2 \leq \frac{\epsilon}{2(2m)^{1/p}}$. Let $\tau$ be an alignment such that the $l_p$-cost of $\tau$ w.r.t. $C_i$ and $Q$ is at most 1. Unlike the Fréchet distance, $l_p$-distance for curves does not satisfy the triangle inequality. However, by the triangle inequality under $l_2$ and $l_p$, we get that the $l_p$-cost of $\tau$ w.r.t. $C_i$ and $Q'$ is
\[ \sigma_{p,2}(\tau(C_i, Q')) = \left( \sum_{(j,t) \in \tau} \|p_j^t - q_t^t\|_2^p \right)^{1/p} \leq \left( \sum_{(j,t) \in \tau} (\|p_j^t - q_t^t\|_2 + \|q_t^t - q_t^\prime\|_2)^p \right)^{1/p} \]
\[ \leq \left( \sum_{(j,t) \in \tau} \|p_j^t - q_t^\prime\|_2^p \right)^{1/p} + \left( \sum_{(j,t) \in \tau} \|q_t^\prime - q_t^t\|_2^p \right)^{1/p} \]
\[ \leq 1 + \left( 2m \left( \frac{\varepsilon}{2(2m)^{1/p}} \right)^p \right)^{1/p} \leq 1 + \frac{\varepsilon}{2}. \]

So \( d_{p,2}(C_i, Q') \leq 1 + \frac{\varepsilon}{2} \), and thus \( Q' \) is in \( I_i \subseteq \mathcal{I} \). This means that \( \mathcal{T} \) contains \( Q' \) with a curve \( C(Q') \in \mathcal{C} \) such that \( d_{p,2}(C(Q'), Q') \leq 1 + \frac{\varepsilon}{2} \), and the query algorithm returns \( C(Q') \).

Now, again by the same argument (using an alignment with \( \ell_{p,2} \)-cost at most \( 1 + \frac{\varepsilon}{2} \) w.r.t. \( C(Q') \) and \( Q' \)), we get that \( d_{p,2}(C(Q'), Q) \leq 1 + \frac{\varepsilon}{2} + \left( 2m \left( \frac{\varepsilon}{2(2m)^{1/p}} \right)^p \right)^{1/p} = 1 + \varepsilon. \)

We obtain the following theorem.

**Theorem 14.** There exists a data structure for the \((1 + \varepsilon, r)\)-ANNC under \( \ell_{p,2} \)-distance, with \( n \cdot O(\frac{1}{\varepsilon})^{m(d+1)} \) space, \( n \cdot O(\frac{1}{\varepsilon})^{m(d+1)} \) expected preprocessing time, and \( O(md) \) query time.

As mentioned in the preliminaries section, the DTW distance between two curves equals to their \( \ell_{1,2} \)-distance, and therefore we obtain the following theorem.

**Theorem 15.** There exists a data structure for the \((1 + \varepsilon, r)\)-ANNC under DTW, with \( n \cdot O(\frac{1}{\varepsilon})^{m(d+1)} \) space, \( n \cdot O(\frac{1}{\varepsilon})^{m(d+1)} \) expected preprocessing time, and \( O(md) \) query time.

**Remark 16 (Dealing with query curves and input curves of varying size).** For the case of DFD, our assumption that all query curves are of length exactly \( k \) can be easily removed, by constructing \( k \) data structures \( \mathcal{D}_1, \ldots, \mathcal{D}_k \), where \( \mathcal{D}_i \) is our data structure constructed for query curves of length \( i \) (instead of \( k \)), for \( 1 \leq i \leq k \). Clearly, the query time does not change. The storage space is multiplied by \( k \), so in the case of DFD we have storage space \( nk \cdot O(\frac{1}{\varepsilon})^{kd} \), but \( k < 2^{kd} \), so the storage space remains \( n \cdot O(\frac{1}{\varepsilon})^{kd} \).

For the case of \( d_{p,2} \) we can deal with queries of all sizes up to \( m \). Our construction in Section 5 can be modified in a straightforward manner to deal with queries of size \( k \), the space guarantee however will depend on \( m \), upper bounded by \( n \cdot O(\frac{1}{\varepsilon})^{m(d+1)} \), as in Theorem 14. From here, we can use the same approach as above.

### 6 A deterministic construction using a prefix tree

When implementing the dictionary \( \mathcal{D} \) as a hash table, the construction of the data structure is randomized and thus in the worst case we might get higher preprocessing time. To avoid this, we can implement \( \mathcal{D} \) as a prefix tree.

#### 6.1 Discrete Fréchet distance

In this section we describe the implementation of \( \mathcal{D} \) as a prefix tree in the case of ANNC under DFD.

We can construct a prefix tree \( \mathcal{T} \) for the curves in \( \mathcal{I} \), where any path in \( \mathcal{T} \) from the root to a leaf corresponds to a curve that is stored in it. For each \( 1 \leq i \leq n \) and curve \( \mathcal{Q} \in \mathcal{I}_i \), if \( \mathcal{Q} \notin \mathcal{T} \), insert \( \mathcal{Q} \) into \( \mathcal{T} \), and set \( C(\mathcal{Q}) \leftarrow C_i \).
Each node \( v \in T \) corresponds to a grid point from \( \mathcal{G} \). Denote the set of \( v \)'s children by \( N(v) \). We store with \( v \) a multilevel search tree on \( N(v) \), with a level for each coordinate. The points in \( \mathcal{G} \) are the grid points contained in \( nm \) balls of radius \((1 + \varepsilon)r\). Thus when projecting these points to a single dimension, the number of 1-dimensional points is at most \( nm \cdot \frac{\sqrt{d} (1 + \varepsilon)^2 r}{\varepsilon} = O\left(\frac{nm \sqrt{d}}{\varepsilon}\right) \). So in each level of the search tree on \( N(v) \) we have \( O\left(\frac{nm \sqrt{d}}{\varepsilon}\right) \) 1-dimensional points, so the query time is \( O(d \log(\frac{nmd}{\varepsilon})) \).

Inserting a curve of length \( m \) to the tree \( T \) takes \( O(md \log(\frac{nm}{\varepsilon})) \) time. Since \( T \) is a compact representation of \( |I| = n \cdot O\left(\frac{1}{\varepsilon}\right)dm \) curves of length \( m \), the number of nodes in \( T \) is \( n \cdot |I| = nm \cdot O\left(\frac{1}{\varepsilon}\right)dm \). Each node \( v \in T \) contains a search tree for its children of size \( O(d \cdot |N(v)|) \), and \( \sum_{v \in T} |N(v)| = nm \cdot O\left(\frac{1}{\varepsilon}\right)dm \) so the total space complexity is \( O(nmd) \cdot O\left(\frac{1}{\varepsilon}\right)^{md} = n \cdot O(\frac{1}{\varepsilon})^{md} \). Constructing \( T \) takes \( O(|I| \cdot md \log(\frac{nm}{\varepsilon})) = n \log(\frac{nm}{\varepsilon}) \cdot O\left(\frac{1}{\varepsilon}\right)^{md} \) time.

**Theorem 17.** There exists a data structure for the \((1 + \varepsilon, r)\)-ANNC under DFD, with \( n \cdot O\left(\frac{1}{\varepsilon}\right)dm \) space, \( n \cdot \log(\frac{1}{\varepsilon}) \cdot O\left(\frac{1}{\varepsilon}\right)^{md} \) preprocessing time, and \( O(md \log(\frac{nm}{\varepsilon})) \) query time.

Similarly, for the asymmetric case we obtain the following theorem.

**Theorem 18.** There exists a data structure for the asymmetric \((1 + \varepsilon, r)\)-ANNC under DFD, with \( n \cdot O\left(\frac{1}{\varepsilon}\right)^{dk} \) space, \( nm \log(\frac{1}{\varepsilon}) \cdot (O(d \log m) + O\left(\frac{1}{\varepsilon}\right)^{kd}) \) preprocessing time, and \( O(kd \log(\frac{nm}{\varepsilon})) \) query time.

### 6.2 \( \ell_{p,2} \)-distance

For the case of ANNC under \( \ell_{p,2} \)-distance, the total number of curves stored in the tree \( T \) is roughly the same as in the case of DFD. We only need to show that for a given node \( v \) of the tree \( T \), the upper bound on the size and query time of the search tree associated with it are similar.

The grid points corresponding to the nodes in \( N(v) \) are from \( n \) sets of \( m \) balls with radius \((1 + \varepsilon)\). When projecting the grid points in one of the balls to a single dimension, the number of 1-dimensional points is at most \( \frac{nm^{1+\frac{1}{p}} \sqrt{d}}{\varepsilon} (1 + \varepsilon) \), so the total number of projected points is at most \( \frac{nm^{1+\frac{1}{p}} \sqrt{d}}{\varepsilon} (1 + \varepsilon) \).

Thus in each level of the search tree of \( v \) we have \( O\left(\frac{nm^{\frac{p}{2}} \sqrt{d}}{\varepsilon}\right) \) 1-dimensional points, so the query time is \( O(d \log(\frac{nm}{\varepsilon})) \), and inserting a curve of length \( m \) into the tree \( T \) takes \( O(md \log(\frac{nm}{\varepsilon})) \) time. Note that the size of the search tree of \( v \) remains \( O(d \cdot |N(v)|) \).

We conclude that the total space complexity is \( O\left(\frac{nm^{\frac{p}{2}} \sqrt{d}}{\varepsilon}\right) \cdot O\left(\frac{1}{\varepsilon}\right)^{md_1} = n \cdot O\left(\frac{1}{\varepsilon}\right)^{md_1} \), constructing \( T \) takes \( O(|I| \cdot md \log(\frac{nm}{\varepsilon})) = n \log(\frac{nm}{\varepsilon}) \cdot O\left(\frac{1}{\varepsilon}\right)^{md_1} \) time, and the total query time is \( O(md \log(\frac{nm}{\varepsilon})) \).

**Theorem 19.** There exists a data structure for the \((1 + \varepsilon, r)\)-ANNC under \( \ell_{p,2} \)-distance, with \( n \cdot O\left(\frac{1}{\varepsilon}\right)^{md_1} \) space, \( n \cdot \log(\frac{1}{\varepsilon}) \cdot O\left(\frac{1}{\varepsilon}\right)^{md_1} \) preprocessing time, and \( O(md \log(\frac{nm}{\varepsilon})) \) query time.

### 7 Approximate range counting

In the range counting problem for curves, we are given a set \( \mathcal{C} \) of \( n \) curves, each consisting of \( m \) points in \( d \) dimensions, and a distance measure for curves \( \delta \). The goal is to preprocess \( \mathcal{C} \) into a data structure that given a query curve \( Q \) and a threshold value \( r \), returns the number of curves that are within distance \( r \) from \( Q \).
Approximate Nearest Neighbor for Curves

In this section we consider the following approximation version of range counting for curves, in which \( r \) is part of the input (see Remark 22). Note that by storing pointers to curves instead of just counters, we can obtain a data structure for the approximate range searching problem (at the cost of an additional \( O(n) \)-factor to the storage space).

**Problem 20** \(((1 + \varepsilon, r)\)-approximate range-counting for curves). Given a parameter \( r \) and \( 0 < \varepsilon \leq 1 \), preprocess \( C \) into a data structure that given a query curve \( Q \), returns the number of all the input curves whose distance to \( Q \) is at most \( r \) plus possibly additional input curves whose distance to \( Q \) is greater than \( r \) but at most \((1 + \varepsilon)r\).

We construct the dictionary \( D \) (implemented as a dynamic hash table, or a prefix tree) for the curves in \( I \) as in Section 5, as follows. For each \( 1 \leq i \leq n \) and curve \( \overline{Q} \in I_i \), if \( \overline{Q} \) is not in \( D \), insert it into \( D \) and initialize \( C(\overline{Q}) \leftarrow 1 \). Otherwise, if \( \overline{Q} \) is in \( D \), update \( C(\overline{Q}) \leftarrow C(\overline{Q}) + 1 \). Notice that \( C(\overline{Q}) \) holds the number of curves from \( C \) that are within distance \((1 + \frac{\varepsilon}{2})r\) to \( \overline{Q} \). Given a query curve \( Q \), we compute \( Q' \) as in Section 5. If \( Q' \) is in \( D \), we return \( C(Q') \), otherwise, we return 0.

Clearly, the storage space, preprocessing time, and query time are similar to those in Section 5. We claim that the query algorithm returns the number of curves from \( C \) that are within distance \( r \) to \( Q \) plus possibly additional input curves whose distance to \( Q \) is greater than \( r \) but at most \((1 + \varepsilon)r\). Indeed, let \( C_i \) be a curve such that \( d_{DF}(C_i, Q) \leq r \). As shown in Section 5 we get \( d_{p,2}(C_i, Q') \leq (1 + \frac{\varepsilon}{2})r \), so \( Q' \) is in \( I_i \) and \( C_i \) is counted in \( C(Q') \). Now let \( C_i \) be a curve such that \( d_{p,2}(C_i, Q) > (1 + \varepsilon)r \). If \( d_{p,2}(C_i, Q') \leq (1 + \frac{\varepsilon}{2})r \), then by a similar argument (switching the rolls of \( Q \) and \( Q' \)) we get that \( d_{p,2}(C_i, Q') \leq (1 + \varepsilon)r \), a contradiction. So \( d_{p,2}(C_i, Q') > (1 + \frac{\varepsilon}{2})r \), and thus \( C_i \) is not counted in \( C(Q') \).

We obtain the following theorem.

**Theorem 21.** There exists a data structure for the \((1 + \varepsilon, r)\)-approximate range-counting for curves under \( l_{p,2} \)-distance, with \( n \cdot O(\frac{1}{\varepsilon})^{m(d+1)} \) space, \( n \log(\frac{2}{\varepsilon}) \cdot O(\frac{1}{\varepsilon})^{m(d+1)} \) preprocessing time, and \( O(md\log(\frac{mn(d+1)}{\varepsilon}))) \) query time. (Under \( DFD \), the exponent in the bounds for the space and preprocessing time is \( md \) rather than \( m(d + 1) \).)

**Remark 22.** When the threshold parameter \( r \) is part of the query, we call the problem the \((1 + \varepsilon)\)-approximate range-counting problem. Note that the reduction from \((1 + \varepsilon)\)-approximate nearest-neighbor to \((1 + \varepsilon, r)\)-approximate near-neighbor can be easily adapted to a reduction from \((1 + \varepsilon)\)-approximate range-counting to \((1 + \varepsilon, r)\)-approximate range-counting, more details will be given in a full version of this paper.

8 Simplification in \( d \)-dimensions

The algorithm of Bereg et al. [3] receives as an input a curve \( C \) consisting of \( m \) points in \( \mathbb{R}^3 \), and a parameter \( r > 0 \). In \( O(m \log m) \) time, it returns a curve \( \Pi \) such that \( d_{DF}(C, \Pi) \leq r \), and \( \Pi \) has the minimum number of vertices among all curves within distance \( r \) from \( C \). The algorithm is operating in a greedy manner, by repeatedly executing Megiddo’s [19] minimum enclosing ball (MEB) algorithm for points in \( \mathbb{R}^3 \), which takes linear time.

We generalize the algorithm of Bereg et al. for curves in \( \mathbb{R}^d \), by using an algorithm presented by Kumar et al. [17] for approximated minimum enclosing ball (AMEB) in \( \mathbb{R}^d \). Formally, given a set \( A \) of \( n \) points in \( \mathbb{R}^d \) and a parameter \( \varepsilon \in (0, 1] \), the goal is to find an enclosing ball of \( A \) with radius \( r > 0 \), where the minimum enclosing ball of \( A \) has radius at least \( \frac{1}{1+\varepsilon}r \). The algorithm of [17] can find an AMEB in \( O(\frac{mn}{\varepsilon^2} + \varepsilon^{-4.3} \log \frac{1}{\varepsilon}) \) time. In particular, given an additional parameter \( r > 0 \), this algorithm either returns an enclosing ball of \( A \) with radius \((1 + \varepsilon)r\), or declares that the minimum enclosing ball of \( A \) has radius larger than \( r \).
Next, we describe our modified algorithm. Consider a curve $C = (x_1, \ldots, x_m)$, and denote $C[i, j] = (x_i, \ldots, x_j)$. The following sub-procedure takes as an input a curve $A$ and returns a point $y$ and an index $s$, such that the ball with radius $(1 + \varepsilon)r$ centered at $y$ covers the prefix $A[1, s]$, and (if $s < |A|$) the minimum enclosing ball of $A[1, s + 1]$ has radius larger than $r$.

1. By iterative probing, using an algorithm for AMEB, find some $t$ such that $A[1, 2^t]$ can be covered by a ball of radius $(1 + \varepsilon)r$, while $A[1, 2^{t+1}]$ cannot be covered by a ball of radius $r$. If all the points in $A$ can be enclosed by a single ball of radius $(1 + \varepsilon)r$ centered at $y$, simply return $y$ and $|A|$.

2. By binary search, again using an algorithm for AMEB, find some $s \in [2^t, 2^{t+1})$ such that $A[1, s]$ can be covered by a ball of radius $(1 + \varepsilon)r$, and $A[1, s + 1]$ cannot be covered by a ball of radius $r$. Let $y \in \mathbb{R}^d$ be the center of this ball. Return $y$ and $s$.

Starting from the input $A = C'[1, m]$, repeat the above sub-procedure such that in each step the input is the suffix of $C$ that was not yet covered by the previous steps (i.e. $A[s + 1, m]$).

Let $(y_1, \ldots, y_q)$ be the sequence of output points.

Lemma 10 is an easy corollary of the following lemma.

**Lemma 23.** Let $C$ be a curve consisting of $m$ points in $\mathbb{R}^d$. Given parameters $r > 0$, and $\varepsilon \in (0, 1]$, the algorithm above runs in $O\left(\frac{d m \log m}{\varepsilon} + m \cdot \varepsilon^{-4.5} \log \frac{1}{\varepsilon}\right)$ time and returns a curve $\Pi = (y_1, \ldots, y_q)$ such that $d_{AF}(C, \Pi) \leq (1 + \varepsilon)r$. Furthermore, for every curve $\Pi'$ with less than $q$ points, it holds that $d_{AF}(C, \Pi') > r$.

**Proof sketch.** We start by analyzing the running time for a single iteration of the sub-procedure, when using the algorithm of [17] to find an AMEB. The total time for the first step of the sub-procedure (finding $t$) is

$$\sum_{i=1}^{t+1} O\left(\frac{2^i \cdot d}{\varepsilon} + \varepsilon^{-4.5} \log \frac{1}{\varepsilon}\right) = O\left(\frac{2^t \cdot d}{\varepsilon} + t \cdot \varepsilon^{-4.5} \log \frac{1}{\varepsilon}\right).$$

In the second step, there are $O(t)$ executions of [17] on a set of size at most $2^{t+1}$, so the total time for this step is $t \cdot O\left(\frac{2^{t+1} \cdot d}{\varepsilon} + \varepsilon^{-4.5} \log \frac{1}{\varepsilon}\right)$.

Let $m_i$ be the length of the subcurve covered by the point $y_i$ that was found in the $i$th iteration of the sub-procedure. The total time spent for finding $y_i$ is therefore $\log m_i \cdot O\left(\frac{m_i \cdot d}{\varepsilon} + \varepsilon^{-4.5} \log \frac{1}{\varepsilon}\right)$, and the total running time of the algorithm is

$$\sum_{i=1}^{q} \log m_i \cdot O\left(\frac{m_i \cdot d}{\varepsilon} + \varepsilon^{-4.5} \log \frac{1}{\varepsilon}\right) = O\left(\frac{d \cdot m \log m}{\varepsilon} + m \cdot \varepsilon^{-4.5} \log \frac{1}{\varepsilon}\right),$$

where we used the the concavity of the log function, and the fact $\sum_{i=1}^{q} m_i = m$.

Next we argue the correctness. Clearly, $d_{AF}(C, \Pi) \leq (1 + \varepsilon)r$. Let $s_0 = 0, s_1, \ldots, s_q = m$ be the sequence of indices (of vertices in $C$) found during the execution of the algorithm, such that the ball of radius $(1 + \varepsilon)r$ around $y_i$ covers $C[s_{i-1} + 1, s_i]$. It follows by a straightforward induction that every curve $\Pi'$ with less that $i$ points will be at distance greater than $r$ from $C[1, s_{i-1} + 1]$. The lemma now follows.

**Remark on dimension reduction**

In general, when the dimension $d$ is large, i.e. $d \gg \log(nm)$, one can use dimension reduction (using the celebrated Johnson-Lindenstrauss lemma [16]) in order to achieve a better running time, at the cost of inserting randomness in the prepossessing and query procedure. However,
such an approach can work only against an oblivious adversary, as it will necessarily fail for some curves. Recently Narayanan and Nelson [20] (improving [11, 18]) proved a terminal version of the JL-lemma. Given a set $K$ of $k$ points in $\mathbb{R}^d$ and $\varepsilon \in (0, 1)$, there is a dimension reduction function $f : \mathbb{R}^d \to \mathbb{R}^{O(\frac{\log k}{\varepsilon^2})}$ such that for every $x \in K$ and $y \in \mathbb{R}^d$ it holds that

$$\|x - y\|_2 \leq \|f(x) - f(y)\|_2 \leq (1 + \varepsilon) \cdot \|x - y\|_2.$$ 

This version of dimension reduction can be used such that the query remains deterministic and always succeeds. The idea is to take all the $nm$ points from all the input curves to be the terminals, and let $f$ be the terminal dimension reduction. We transform each input curve $P = (p_1, \ldots, p_m)$ into $f(P) = (f(p_1), \ldots, f(p_m))$, a curve in $\mathbb{R}^{O(\frac{\log nm}{\varepsilon^2})}$. Given a query $Q = (q_1, \ldots, q_m)$ we transform it to $f(Q) = (f(q_1), \ldots, f(q_m))$. Since the pairwise distances between every query point to all input points are preserved, so is the distance between the curves. Specifically, the $d_{p, 2}$ distance w.r.t. any alignment $\tau$ is preserved up to a $1 + \varepsilon$ factor, and therefore we can reliably use the answer received using the transformed curves.
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1 Introduction

The Hadwiger number $h(G)$ of a graph $G$ is the largest number $h$ for which the complete graph $K_h$ is a minor of $G$. Equivalently, $h(G)$ is the maximum size of the largest complete graph that can be obtained from $G$ by contracting edges. It is named after Hugo Hadwiger, who conjectured in 1943 that the Hadwiger number of $G$ is always at least as large as its chromatic number. According to Bollobás, Catlin, and Erdős, this conjecture remains “one of the deepest unsolved problems in graph theory” [4].

The Hadwiger number of an $n$-vertex graph $G$ can be easily computed in time $n^{O(n)}$ by brute-forcing through all possible partitions of the vertex set of $G$ into connected sets, contracting each set into one vertex and checking whether the resulting graph is a complete graph. The question whether the Hadwiger number of a graph can be computed in single-exponential $2^{O(n)}$ time was previously asked in [1, 6, 13]. Our main result provides a negative answer to this open question.

Theorem 1. Unless the Exponential Time Hypothesis (ETH) is false, there does not exist an algorithm computing the Hadwiger number of an $n$-vertex graph in time $n^{o(n)}$.

The interest in the complexity of the Hadwiger number is naturally explained by the recent developments in the area of exact exponential algorithms, that is, algorithms solving intractable problems significantly faster than the trivial exhaustive search, though still in exponential time [8]. Within the last decade, significant progress on upper and lower bounds of exponential algorithms has been achieved. Drastic improvements over brute-force algorithms were obtained for a number of fundamental problems like Graph Coloring [3] and Hamiltonicity [2]. On the other hand, by making use of the ETH, lower bounds could be obtained for 2-CSP [15] or for Subgraph Isomorphism and Graph Homomorphism [6].

Graph Minor (deciding whether a graph $G$ contains a graph $H$ as a minor) is a fundamental problem in graph theory and graph algorithms. Graph Minor could be seen as special case of a general graph embedding problem where one wants to embed a graph $H$ into graph $G$. In what follows we will use $n$ to denote the number of vertices in $G$ and $h$ to denote the number of vertices in $H$. By the theorem of Robertson and Seymour [14], there exists a computable function $f$ and an algorithm that, for given graphs $G$ and $H$, checks in time $f(h) \cdot n^3$ whether $H$ is a minor of $G$. Thus the problem is fixed-parameter tractable (FPT) being parameterized by $H$. On the other hand, Cygan et al. [6] proved that unless the ETH fails, this problem cannot be solved in time $n^{o(n)}$ even in the case when $|V(G)| = |V(H)|$. Other interesting embedding problems that are strongly related to Graph Minor include the following problems.

- **Subgraph Isomorphism**: Given two graphs $G$ and $H$, decide whether $G$ contains a subgraph isomorphic to $H$. This problem cannot be solved in time $n^{o(n)}$ when $|V(G)| = |V(H)|$, unless the ETH fails [6]. In the special case called Clique, when $H$ is a clique, a brute-force algorithm checking for every vertex subset of $G$ whether it is a clique of size $h$ solves the problem in time $n^{O(h)}$. The same algorithm also runs in single-exponential time $O(2^hn^2)$. It is also known that Clique is W[1]-hard parameterized by $h$ and cannot be solved in time $f(h) \cdot n^{o(h)}$ for any function $f$ unless the ETH fails [7, 5].

- **Graph Homomorphism**: Given two graphs $G$ and $H$, decide whether there exists a homomorphism from $G$ to $H$. (A homomorphism $G \to H$ from an undirected graph $G$ to an undirected graph $H$ is a mapping from the vertex set of $G$ to that of $H$ such that the image of every edge of $G$ is an edge of $H$.) This problem is trivially solvable in time $h^{O(n)}$, and an algorithm of running time $h^{o(n)}$ for this problem would yield the failure of
the ETH [6]. However, for the special case of $H$ being a clique, **Graph Homomorphism** is equivalent to $h$-**Coloring** (deciding whether the chromatic number of $G$ is at most $h$), and thus is solvable in single-exponential time $2^h \cdot n^{O(1)}$ [3, 12]. When the graph $G$ is a complete graph, the problem is equivalent to finding a clique of size $n$ in $H$, and then is solvable in time $2^h \cdot n^{O(1)}$.

**Topological Graph Minor**: Given two graphs $G$ and $H$, decide whether $G$ contains $H$ as a topological minor. (We say that a graph $H$ is a subdivision of a graph $G$ if $G$ can be obtained from $H$ by contracting only edges incident with at least one vertex of degree two. A graph $H$ is called a topological minor of a graph $G$ if a subdivision of $H$ is isomorphic to a subgraph of $G$.) This problem is, perhaps, the closest “relative” of **Graph Minor**. Grohe et al. [11] gave an algorithm of running time $f(h) \cdot n^3$ for this problem for some computable function $f$. Similar to **Graph Minor** and **Subgraph Isomorphism**, this problem cannot be solved in time $n^{o(n)}$ when $|V(G)| = |V(H)|$, unless the ETH fails [6]. However for the special case of the problem with $H$ being a complete graph, Lingas and Wahlen [13] gave a single-exponential algorithm solving the problem in time $2^{O(n)}$.

Thus all the above graph embedding “relatives” of **Graph Minor** are solvable in single-exponential time when graph $H$ is a clique. However, from the perspective of exact exponential algorithms, Theorem 1 implies that finding the largest clique minor is the most difficult problem out of them all. This is why we find the lower bound provided by Theorem 1 surprising. Moreover, from the perspective of parameterized complexity, finding a clique minor of size $h$, which is FPT, is actually easier than finding a clique (as a subgraph) of size $h$, which is W[1]-hard, as well as from finding an $h$-coloring of a graph, which is para-NP-hard.

Theorem 1 also answers another question of Cygan et al. [6], who asked whether deciding if a graph $H$ can be obtained from a graph $G$ only by edge contractions, could be resolved in single-exponential time. By Theorem 1, the existence of such an algorithm is highly unlikely even when the graph $H$ is a complete graph. Moreover, the technique developed to prove Theorem 1, appears to be extremely useful to rule out the existence of $n^{o(n)}$-time algorithms for various contraction problems. We formalize our results with the following $\mathcal{F}$-**Contraction** problem. Let $\mathcal{F}$ be a graph class. Given a graph $G$ and $t \in \mathbb{N}$, the task is to decide whether there exists a subset $F \subseteq E(G)$ of size at most $t$ such that $G/F \in \mathcal{F}$ (where $G/F$ is the graph obtained from $G$ by contracting the edges in $F$). We prove that in each of the cases of $\mathcal{F}$-**Contraction** where $\mathcal{F}$ is the family of chordal graphs, interval graphs, proper interval graphs, threshold graphs, trivially perfect graphs, split graphs, complete split graphs and perfect graphs, unless the ETH fails, $\mathcal{F}$-**Contraction** is not solvable in time $n^{o(n)}$. For lack of space, some of these results are relegated to the full version of this paper (see [9]).

**Technical Details.** A summary of the reductions presented in this paper is given in Fig. 1. To prove our lower bounds, we first revisit the proof of Cygan et al. [6] for the ETH-hardness of a problem called **List Subgraph Isomorphism**. Informally, in this problem we are given two graphs $G$ and $H$ on the same number of vertices, as well as a list of vertices in $H$ for each vertex in $G$, and we need to find a copy of $G$ in $H$ so that each vertex $u$ in $G$ is mapped to a vertex $v$ in $H$ that belongs to its list (i.e. $v$ belongs to the list of $u$). We prove that the instances produced by the reduction (after some modification) of [6] have a very useful property that we crucially exploit later. Specifically, we construct a proper coloring of $G$ as well as a proper coloring of $H$, and show that every vertex $v$ in $H$ that belongs to the list of some vertex $u$ is, in fact, of the same color as $u$. 
Having proved the above, we turn to prove the ETH-hardness of a special case of CLIQUE CONTRACTION where the input graph is highly structured. To this end, we introduce an intermediate problem called CROSS MATCHING. Informally, in this problem we are given a graph $L$ with a partition $(A, B)$ of its vertex set, and need to find a perfect matching between $A$ and $B$ whose contraction gives a clique. To see the connection between this problem and LIST SUBGRAPH ISOMORPHISM, think of the subgraph of $L$ induced by one side of the partition – say, $A$ – as a representation of the complement of $G$, and the subgraph of $L$ induced by the other side of the partition as a representation of $H$. Then, the edges that go across $A$ and $B$ in a perfect matching can be thought of as a mapping of the vertices of $G$ to the vertices of $H$. The crossing edges of $L$ are easily defined such that necessarily a vertex of $G$ can only be matched to a vertex in its list. In particular, we would like to enforce that every “non-edge” of the complement of $G$ (which corresponds to an edge of $G$) would have to be mapped to an edge of $H$ in order to obtain a clique. However, the troublesome part is that non-edges of the complement of $G$ may also be “filled” (to eventually get a clique) using crossing edges rather than only edges of $H$. To argue that this critical issue does not arise, we crucially rely on the proper colorings of $G$ and $H$.

Now, for the connection between CROSS MATCHING and CLIQUE CONTRACTION, note that a solution to an instance of CROSS MATCHING is clearly a solution to the instance of CLIQUE CONTRACTION defined by the same graph, but the other direction is not true. By adding certain vertices and edges to the graph of an instance of CROSS MATCHING, we enforce all solutions to be perfect matchings between $A$ and $B$. In particular, we construct the instances of CLIQUE CONTRACTION in a highly structured manner that allows us to derive not only the ETH-hardness of CLIQUE CONTRACTION itself, but to build upon them and further derive ETH-hardness for a wide variety of other contraction problems. In particular, we show that the addition of “noise” (that is, extra vertices and edges) to any structured instance of CLIQUE CONTRACTION has very limited effect. Roughly speaking, we show that the edges in the “noise” and the edges going across the “noise” and core of the graph (that is, the original vertices corresponding to the structured instance of CLIQUE CONTRACTION) are not “helpful” when trying to create a clique on the core (i.e. it is not helpful to try to use these edges in order to fill non-edges between vertices in the core). Depending on the contraction problem at hand, the noise is slightly different, but the proof technique stays the same – first showing that the core must yield a clique, and then using the argument above (in fact, in all cases but that of perfect graphs, we are able to invoke the argument as a black box) to show that the noise is, in a sense, irrelevant.
Preliminaries. As we only use standard notations, we present them only in the full version of this paper.

2 Lower Bound: Prop-Colored List Subgraph Isomorphism

In this section we build upon the work of Cygan et al. [6] and show a lower bound for a problem called Properly Colored List Subgraph Isomorphism (Prop-Col LSI). Intuitively, Prop-Col LSI is a variant of Spanning Subgraph Isomorphism where given two graphs $G$ and $H$, we ask whether $G$ is isomorphic to some spanning subgraph of $H$. The input to the variant consists also of proper colorings of $G$ and $H$ and an additional labeling of vertices in $G$ by subsets of vertices in $H$ of the same color, so that each vertex in $G$ can be mapped only to vertices in $H$ contained in its list. Formally, it is defined as follows.

\textbf{Properly Colored List Subgraph Isomorphism (Prop-Col LSI)}

\textbf{Input}: Graphs $G$ and $H$ with proper colorings $c_G : V(G) \to \{1, \ldots, k\}$ and $c_H : V(H) \to \{1, \ldots, k\}$ for some $k \in \mathbb{N}$, respectively, and a function $\ell : V(G) \to 2^{V(H)}$ such that for every $u \in V(G)$ and $v \in \ell(u)$, $c_G(u) = c_H(v)$.

\textbf{Question}: Does there exist a bijective function $\varphi : V(G) \to V(H)$ such that (i) for every $\{u, v\} \in E(G)$, $\{\varphi(u), \varphi(v)\} \in E(H)$, and (ii) for every $u \in V(G)$, $\varphi(u) \in \ell(u)$?

Notice that as the function $\varphi$ above is bijective rather than only injective, we seek a spanning subgraph. Our objective is to prove the following statement.

\textbf{Lemma 2}. Unless the ETH is false, there does not exist an algorithm that solves Prop-Col LSI in time $n^{o(n)}$ where $n = |V(G)|$.

In [6], the authors considered the two problems defined below. Intuitively, the second is defined as Prop-Col LSI when no proper colorings of $H$ and $G$ are given (and hence the labeling of vertices in $G$ is not restricted accordingly); the first is defined as the second when we seek a homomorphism rather than an isomorphism (i.e., the sought function $\varphi$ may not be injective) and also $|V(G)|$ may not be equal to $|V(H)|$ (thus $\varphi$ may neither be onto).

\textbf{List Subgraph Homomorphism (LSH)}

\textbf{Input}: Graphs $G$ and $H$, and a function $\ell : V(G) \to 2^{V(H)}$.

\textbf{Question}: Does there exist a function $\varphi : V(G) \to V(H)$ such that (i) for every $\{u, v\} \in E(G)$, $\{\varphi(u), \varphi(v)\} \in E(H)$, and (ii) for every $u \in V(G)$, $\varphi(u) \in \ell(u)$?

\textbf{List Subgraph Isomorphism (LSI)}

\textbf{Input}: Graphs $G$ and $H$ where $|V(G)| = |V(H)|$, and a function $\ell : V(G) \to 2^{V(H)}$.

\textbf{Question}: Does there exist a bijective function $\varphi : V(G) \to V(H)$ such that (i) for every $\{u, v\} \in E(G)$, $\{\varphi(u), \varphi(v)\} \in E(H)$, and (ii) for every $u \in V(G)$, $\varphi(u) \in \ell(u)$?

The proof of hardness of LSI consists of two parts:

- Showing ETH-hardness of LSH.
- Giving a fine-grained reduction from LSH to LSI.

We cannot use the hardness of LSI as a black box because Prop-Col LSI is a special case of LSI. Nevertheless, we will prove that the instances generated by the reduction (with a minor crucial modification) of Cygan et al. [6] have the additional properties required to make them instances of our special case.
Lower Bound: Properly Colored Subgraph Homomorphism. Adapting the scheme of Cygan et al. [6] to our purpose, we will first show that finding a homomorphism remains hard if it has to preserve a given proper coloring:

**Properly Colored List Subgraph Homomorphism (Prop-Col LSH)**

**Input:** Graphs $G$ and $H$ with proper colorings $c_G : V(G) \to \{1, \ldots, k\}$ and $c_H : V(H) \to \{1, \ldots, k\}$ for some $k \in \mathbb{N}$, respectively, and a function $\ell : V(G) \to 2^{V(H)}$ such that for every $u \in V(G)$ and $v \in \ell(u)$, $c_G(u) = c_H(v)$.

**Question:** Does there exist a function $\varphi : V(G) \to V(H)$ such that (i) for every $\{u, v\} \in E(G)$, $\{\varphi(u), \varphi(v)\} \in E(H)$, and (ii) for every $u \in V(G)$, $\varphi(u) \in \ell(u)$?

In [6], the authors gave a reduction from the 3-COLORING problem on $n$-vertex graphs of degree 4 (which is known not to be solvable in time $2^{o(n)}$ unless the ETH fails), which generates equivalent instances $(G', H', \ell)$ of LSH where both $|V(G')|$ and $|V(H')|$ are bounded by $\mathcal{O}(n^{10g \log n})$. This proves that LSH is not solvable in time $n^{o(n)}$ where $n = \max\{|V(G)|, |V(H)|\}$ unless the ETH fails. For their reduction, Cygan et al. [6] considered the notion of a grouping (also known as quotient graph) $\tilde{G}$ of a graph $G$ is a graph with vertex set $V(\tilde{G}) = \{B_1, B_2, \ldots, B_t\}$ where $(B_1, B_2, \ldots, B_t)$ is a partition of $V(G)$ for some $t \in \mathbb{N}$ and for any distinct $i, j \in \{1, \ldots, t\}$, the vertices $B_i$ and $B_j$ are adjacent in $\tilde{G}$ if and only if there exist $u \in B_i$ and $v \in B_j$ that are adjacent in $G$. Specifically, they computed a grouping with a coloring having specific properties as stated in the following lemma (see also Fig. 2.).
Lemma 3 (Lemma 3.2 in [6]). For any constant \( d \geq 1 \), there exist positive integers \( \lambda = \lambda(d) \), \( n_0 = n_0(d) \) and a polynomial time algorithm that for a given graph \( G \) on \( n \geq n_0 \) vertices of maximum degree \( d \) and a positive integer \( r \leq \sqrt{2n} \), finds a grouping \( \tilde{G} \) of \( G \) and a coloring \( \tilde{c} : V(\tilde{G}) \to [\lambda r] \) with the following properties:

1. \( |V(\tilde{G})| \leq |V(G)|/r; \)
2. The coloring \( \tilde{c} \) is a proper coloring of \( \tilde{G} \);\(^1\)
3. Each vertex of \( \tilde{G} \) is an independent set in \( G \);
4. For any edge \( \{B_i, B_j\} \in E(\tilde{G}) \), there exists exactly one pair \( (u, v) \in B_i \times B_j \) such that \( \{u, v\} \in E(G) \).

Now, we describe the reduction of [6]. Here, without loss of generality, it is assumed that \( G \) has no isolated vertices, else they can be removed. An explanation of the intuition behind this somewhat technical definition is given below it.

Definition 4. For any instance \( G \) of 3-COLORING where \( G \) has degree \( d \) and a positive integer \( r = o(\sqrt{|V(G)|}) \), the instance \( \text{reduce}(G) = (\tilde{G}, \tilde{H}, \ell) \) of LSH is defined as follows.

- **The graph** \( \tilde{G} \). Let \( \tilde{G} \) and \( \tilde{c} : V(\tilde{G}) \to \{1, 2, \ldots, L\} \) be the grouping and coloring given by Lemma 3 where \( L = \lambda(d)r \). Additionally, for each \( B \in V(\tilde{G}) \), define \( \phi_B : \{1, 2, \ldots, L\} \to B \cup \{0\} \) as follows: for any \( i \in \{1, 2, \ldots, L\} \), if there exists \( (u, B') \) such that \( u \in B \) and \( v \in B' \), \( \{u, v\} \in E(G) \) and \( \tilde{c}(B') = i \), then \( \phi_B(i) = u \), and otherwise \( \phi_B(i) = 0 \).\(^2\)

- **The graph** \( \tilde{H} \). Let \( V(\tilde{H}) = \{(R, l) : R \in \{0, 1, 2, 3\}^L, l \in L\} \), and \( E(\tilde{H}) = \{((R, l), (R', l')) : R[l'] \neq R'[l]\} \).

- **The labeling** \( \ell \). For any \( B \in V(\tilde{G}) \), let \( \ell(B) \) contain all vertices \( (R, l) \in V(\tilde{H}) \) such that \( \tilde{c}(B) = l \), and there exists \( f : B \to \{1, 2, 3\} \) such that for all \( i \in \{1, 2, \ldots, L\} \), either \( \phi_B(i) = R[i] = 0 \) or both \( \phi_B(i) \neq 0 \) and \( f(\phi_B(i)) = R[i] \).

Intuitively, for every vertex \( B \in V(\tilde{G}) \), the function \( \phi_B \) can be interpreted as follows. It is the assignment, for every possible color \( i \in \{1, \ldots, L\} \), of the unique vertex \( u \) within the vertex set identified with \( B \) itself that is adjacent to some vertex in the vertex subset identified with some vertex \( B' \in V(\tilde{G}) \) colored \( i \), if such a vertex \( u \) exists (else the assignment is of 0). In a sense, \( B \) thus stores the information on the identity of each vertex within it that is adjacent (in \( \tilde{G} \)) to some vertex outside of it, where each such internal vertex is uniquely accessed by specifying the color of the vertex in \( \tilde{G} \) whose identified vertex set contains the neighbor. With respect to the graph \( \tilde{H} \) and labeling \( \ell \), we interpret each vertex \( (R, l) \in V(\tilde{H}) \) as a “placeholder” (i.e. potential assignment of the sought function \( \phi \)) for any vertex \( B \in V(\tilde{G}) \) that “complies with the pattern encoded by the pair \( (R, l) \)” as follows. First and straightforwardly, \( B \) must be colored \( l \). Here, we remind that the colors of vertices in \( \tilde{G} \) belong to \( \{1, \ldots, L\} \), while vertices in \( G \) are colored 1, 2 or 3 only. Then, the second requirement is that we can recolor (by \( f \)) the vertices in \( B \) so that the color of each vertex in \( B \) that is adjacent (in \( G \)) to some vertex outside \( B \) is as encoded by the vector \( R \) – that is, for each color \( i \in \{1, \ldots, L\} \), if the vertex \( \phi_B(i) \) is defined (i.e., \( \phi_B(i) \neq 0 \)), then its color (which is 1, 2 or 3) must be equal to the \( i \)-th entry of \( R \). (More intuition is given in Fig. 2.)

Now, we state the correctness of the reduction.

---

1 The square \( G^2 \) of a graph \( G \) is the graph on vertex set \( V(G) \) and edge set \( \{\{u, v\} : \{u, v\} \in E(G) \} \) or there exists \( w \in V(G) \) with \( \{u, w\}, \{v, w\} \in E(G) \} \).
2 The uniqueness of \( u \) (if it exists), and thus the validity of \( \phi_B \), follows from Properties 2 and 4 in Lemma 3.
3 That is, \( R \) is a vector with \( L \) entries where each entry is 0, 1, 2 or 3.
Lemma 5 (Lemma 3.3 in [6]). For any instance $G$ of 3-COLORING where $G$ is an $n$-vertex graph of degree $d$, and a positive integer $r = o(\sqrt{|V(G)|})$, the instance reduce($G$) = ($\tilde{G}, \tilde{H}, \ell$) is computable in time polynomial in the sizes of $G, \tilde{G}$ and $\tilde{H}$, and has the following properties.

- $G$ is a Yes-instance of 3-COLORING if and only if ($\tilde{G}, \tilde{H}, \ell$) is a Yes-instance of LSH.
- $|V(\tilde{G})| \leq n/r$, and $|V(\tilde{H})| \leq \gamma(d)^r$ where $\gamma$ is some computable function of $d$.

We next prove that we can add colorings to the instance reduce($G$) = ($\tilde{G}, \tilde{H}, \ell$) of LSH in order to cast it as an instance of PROP-Col LSH while making a minor mandatory modification to the graph $\tilde{H}$.

Lemma 6. Given an instance reduce($G$) = ($\tilde{G}, \tilde{H}, \ell$) of LSH, an equivalent instance ($\tilde{G}, \tilde{H}', c_{\tilde{G}}, c_{\tilde{H}}, \ell$) of PROP-Col LSH, where $\tilde{H}'$ is a subgraph of $\tilde{H}$, is computable in polynomial time.

Proof. Define $c_{\tilde{G}} = \tilde{c}$ where $\tilde{c}$ is the coloring of $\tilde{G}$ in Definition 4. Additionally, let $\tilde{H}'$ be the subgraph of $\tilde{H}$ induced by the vertex set $\{(R, l) \in V(\tilde{H}) : \text{there exists } B \in V(\tilde{G}) \text{ such that } (R, l) \in \ell(B)\}$. Then, define $c_{\tilde{H}'} : V(\tilde{H}') \to \{1, 2, \ldots, L\}$ as follows: for any $(R, l) \in V(\tilde{H}')$, define $c_{\tilde{H}'}((R, l)) = l$. Notice that, by the definition of $V(\tilde{H}')$, every set assigned by $\ell$ is subset of $V(\tilde{H}')$.

First, we assert that ($\tilde{G}, \tilde{H}', c_{\tilde{G}}, c_{\tilde{H}}, \ell$) is an instance of PROP-Col LSH. To this end, we need to verify that the three following properties hold.

1. $c_{\tilde{G}}$ is a proper coloring of $\tilde{G}$.
2. $c_{\tilde{H}'}$ is a proper coloring of $\tilde{H}'$.
3. For every $B \in V(\tilde{G})$ and $(R, l) \in \ell(B)$, it holds that $c_{\tilde{G}}(B) = c_{\tilde{H}'}((R, l))$.

By the definition of $c_{\tilde{G}}$, it is a proper coloring of $\tilde{G}$, which is a supergraph of $\tilde{G}$. Thus, $c_{\tilde{G}}$ is a proper coloring of $\tilde{G}$.

Now, we argue that $c_{\tilde{H}'}$ is a proper coloring of $\tilde{H}'$. To this end, consider some edge $\{(R, l), (R', l')\} \in E(\tilde{H}')$. We need to show that $c_{\tilde{H}'}((R, l)) \neq c_{\tilde{H}'}((R', l'))$. By the definition of $c_{\tilde{H}'}$, we have that $c_{\tilde{H}'}((R, l)) = l$ and $c_{\tilde{H}'}((R', l')) = l'$, and therefore it suffices to show that $l \neq l'$. By the definition of $E(\tilde{H}')$ (which is a superset of $E(\tilde{H}')$), we have that $R[l'] \neq R'[l]$. Thus, necessarily at least one among $R[l]$ and $R'[l]$ is not 0, and so we suppose w.l.o.g. that $R[l]$ is not 0. Furthermore, since $(R, l) \in V(\tilde{H}')$, we have that there exists $B \in E(\tilde{G})$ such that $(R, l) \in \ell(B)$. Thus, $\tilde{c}(B) = l$.

There exists $f : B \to \{1, 2, 3\}$ such that for all $i \in \{1, 2, \ldots, L\}$, either $\phi_B(i) = R[i] = 0$ or both $\phi_B(i) \neq 0$ and $f(\phi_B(i)) = R[i]$. From the second property, and because $R[l'] \neq 0$, we necessarily have that both $\phi_B(l') \neq 0$ and $f(\phi_B(l')) = R[l']$. In particular, by the definition of $\phi_B$, having $\phi_B(l') \neq 0$ means that there exists $(u, v, B')$ such that $u \in B$, $v \in B'$, and $\tilde{c}(B') = l'$. By the definition of $\tilde{G}$ as a grouping of $G$, having $u \in B$, $v \in B'$, and $(u, v) \in E(G)$ implies that $(B, B') \in E(\tilde{G})$. Because $\tilde{c}$ is a proper coloring of $\tilde{G}$, this means that $\tilde{c}(B) \neq \tilde{c}(B')$. Since $\tilde{c}(B) = l$ and $\tilde{c}(B') = l'$, we derive that $l \neq l'$. Hence, $c_{\tilde{H}'}$ is indeed a proper coloring of $\tilde{H}'$.

To conclude that ($\tilde{G}, \tilde{H}', c_{\tilde{G}}, c_{\tilde{H}}, \ell$) is indeed an instance of PROP-Col LSH, it remains to assert that for every $B \in V(\tilde{G})$ and $(R, l) \in \ell(B)$, it holds that $c_{\tilde{G}}(B) = c_{\tilde{H}'}((R, l))$. To this end, consider some $B \in V(\tilde{G})$ and $(R, l) \in \ell(B)$. By the definition of $\ell$ (recall Definition 4), $(R, l) \in \ell(B)$ implies that $\tilde{c}(B) = l$. As $c_{\tilde{G}} = \tilde{c}$, we have that $c_{\tilde{G}}(B) = l$. Moreover, the definition of $c_{\tilde{H}'}$, directly implies that $c_{\tilde{H}'}((R, l)) = l$. Thus, $c_{\tilde{G}}(B) = c_{\tilde{H}'}((R, l))$. 
Finally, we argue that \((G, \tilde{H}, \ell)\) is a Yes-instance of LSH if and only if \((G, \tilde{H}', c_{\tilde{G}}, c_{\tilde{H}'}, \ell)\) is a Yes-instance of Prop-Col LSH. In one direction, because \(\tilde{H}'\) is a subgraph of \(\tilde{H}\), it is immediate that if \((G, \tilde{H}', c_{\tilde{G}}, c_{\tilde{H}'}, \ell)\) is a Yes-instance of Prop-Col LSH, then so is \((G, \tilde{H}, \ell)\).

For the other direction, suppose that \((G, \tilde{H}, \ell)\) is a Yes-instance of LSH. Thus, there exists a function \(\varphi : V(\tilde{G}) \rightarrow V(\tilde{H})\) such that (i) for every \(\{B, B'\} \in E(\tilde{G})\), \(\{\varphi(B), \varphi(B')\} \in E(\tilde{H})\), and (ii) for every \(B \in V(\tilde{G})\), \(\varphi(B) \in \ell(B)\). In particular, directly by the definition of \(V(\tilde{H}')\), the second condition implies that for every \(B \in V(\tilde{G})\), it holds that \(\varphi(B) \in V(\tilde{H}')\). Thus, because \(\tilde{H}'\) is an induced subgraph of \(\tilde{H}\), it holds that for every \(\{B, B'\} \in E(\tilde{G})\), \(\{\varphi(B), \varphi(B')\} \in E(\tilde{H}')\). Therefore, \(\varphi\) witnesses that \((G, \tilde{H}', c_{\tilde{G}}, c_{\tilde{H}'}, \ell)\) is a Yes-instance of Prop-Col LSH.

We are now ready to assert the hardness of Prop-Col LSH. The proof, based on Lemmas 3, 5 and 6, can be found in the full version of this paper.

\[\text{Lemma 7. Unless the ETH is false, there does not exist an algorithm that solves Prop-Col LSH in time } n^{o(n)} \text{ where } n = \max(\lvert V(G) \rvert, \lvert V(H) \rvert).\]

From Graph Homomorphism to Subgraph Isomorphism. In this part, we observe that the reduction of [6] from LSH to LSI can be essentially used as is to serve as a reduction from Prop-Col LSH to Prop-Col LSI. For the sake of completeness, we give the full details (and the conclusion of the proof of Lemma 2) in the full version of this paper.

### 3 Lower Bound for the Cross Matching Problem

In this section, towards the proof of a lower bound for Clique Contraction, we prove a lower bound for an intermediate problem called Cross Matching that somewhat resembles Clique Contraction, and which is defined as follows.

**Cross Matching**

**Input:** A graph \(G\) with a partition \((A, B)\) of \(V(G)\) where \(\lvert A \rvert = \lvert B \rvert\).

**Question:** Does there exist a perfect matching \(M\) in \(G\) such that every edge in \(M\) has one endpoint in \(A\) and the other in \(B\), and \(G/M\) is a clique?

Our objective is to prove the following statement.

\[\text{Lemma 8. Unless the ETH is false, there does not exist an algorithm that solves Cross Matching in time } n^{o(n)} \text{ where } n = \lvert A \rvert.\]

**Proof.** Towards a contradiction, suppose that there exists an algorithm, denoted by MatchAlg, that solves Cross Matching in time \(n^{o(n)}\) where \(n\) is the number of vertices in the set \(A\) in the input. We will show that this implies the existence of an algorithm, denoted by LSIAlg, that solves Prop-Col LSI in time \(n^{o(n)}\) where \(n\) is the number of vertices in the input graph \(G\), thereby contradicting Lemma 2 and hence completing the proof.

We define the execution of LSIAlg as follows. Given an instance \((G, H, c_G, c_H, \ell)\) of Prop-Col LSI, LSIAlg constructs an instance \((L, A, B)\) of Cross Matching as follows (see Fig. 3):

- \(V(L) = V(G) \cup V(H)\).
- \(E(L) = E(G) \cup E(H) \cup \{\{u, v\} : u \in V(G), v \in L(u)\}\).
- \(A = V(G)\) and \(B = V(H)\).
Lemma 3.1. Unless the ETH is false, there does not exist an algorithm that solves Prop-Col-LSI in time $n^{o(n)}$, so does LSIAlg.

For the correctness of the algorithm, first suppose that $(G, H, c_G, c_H, \ell)$ is a Yes-instance of Prop-Col LSI. This means that there exists a bijective function $\varphi : V(G) \to V(H)$ such that (i) for every $\{u, v\} \in E(G)$, $\{\varphi(u), \varphi(v)\} \in E(H)$, and (ii) for every $u \in V(G)$, $\varphi(u) \in L(u)$. Having $\varphi$ at hand, we will show that $(L, A, B)$ is a Yes-instance, which will imply that the call to MatchingAlg with $(L, A, B)$ as input returns Yes, and hence LSIAlg returns Yes.

Based on $\varphi$, we define a subset $M \subseteq E(L)$ as follows: $M = \{\{u, \varphi(u)\} : u \in A\}$. Notice that the containment of $M$ in $E(L)$ follows from the definition of $E(L)$ and Condition (ii) above. Moreover, by the definition of $A$, $B$ and because $\varphi$ is bijective, it further follows that $M$ is a perfect matching in $L$ such that every edge in $M$ has one endpoint in $A$ and the other in $B$. Thus, to conclude that $(L, A, B)$ is a Yes-instance, it remains to argue that $L/M$ is a clique. To this end, we consider two arbitrary vertices $x$ and $y$ of $L/M$, and prove that they are adjacent in $L/M$. Necessarily $x$ is a vertex that replaced two vertices $u \in A$ and $u' \in B$ such that $\{u, u'\} \in M$, and $y$ is a vertex that replaced two vertices $v \in A \setminus \{u\}$ and $v' \in B \setminus \{u'\}$ such that $\{v, v'\} \in M$. By the definition of contraction, to show that $x$ and $y$ are adjacent in $L/M$, it suffices to show that $u$ and $v$ are adjacent in $L$ or $u'$ and $v'$ are adjacent in $L$ (or both). To this end, suppose that $u$ and $v$ are not adjacent in $L$, else we are done. By the definition of $E(L)$, this means that $\{u, v\} \notin E(G)$ and hence $\{u, v\} \in E(G)$. By Condition (i) above, we derive that $\{\varphi(u), \varphi(v)\} \in E(H)$. By the definition of $M$, we know that $u' = \varphi(u)$ and $v' = \varphi(v)$, therefore $\{u', v'\} \in E(H)$. In turn, by the definition of $E(L)$, we get that $\{u', v'\} \in E(L)$. Thus, the proof of the forward direction is complete.

Now, suppose that LSIAlg returns Yes, which means that the call to MatchingAlg with $(L, A, B)$ returns Yes. Thus, $(L, A, B)$ is a Yes-instance, which means that there exists a perfect matching $M$ in $G$ such that every edge in $M$ has one endpoint in $A$ and the other in $B$, and $G/M$ is a clique. We define a function $\varphi : A \to B$ as follows. For every $u \in V(G)$, let $\varphi(u) = v$ where $v$ is the unique vertex in $B$ such that $\{u, v\} \in M$; the existence and uniqueness of $v$ follows from the supposition that $M$ is a perfect matching such that every edge in $M$ has one endpoint in $A$ and the other in $B$. Furthermore, by the definition of $A, B$ and the edges in $E(L)$ with one endpoint in $A$ and the other in $B$, it directly follows that $\varphi$ is a bijective mapping between $V(G)$ and $V(H)$ such that for every $u \in V(G)$, it holds that $\varphi(u) \in L(u)$. Thus, it remains to argue that for every edge $\{u, v\} \in E(G)$, it holds that $\{\varphi(u), \varphi(v)\} \in E(H)$. To this end, consider some arbitrary edge $\{u, v\} \in E(G)$, and denote $u' = \varphi(u)$ and $v' = \varphi(v)$. Because $L/M$ is a clique and $M$ is a matching that, by the definition of $\varphi$, necessarily contains both $\{u, u'\}$ and $\{v, v'\}$, we derive that at least one of the following four conditions must be satisfied: (i) $\{u, v\} \in E(L)$; (ii) $\{u', v'\} \in E(L)$; (iii)

![Figure 3](image-url) The construction of an instance of CROSS MATCHING in the proof of Lemma 8.
\{u, v'\} \in E(L); (iv) \{v, u'\} \in E(L). Because \{u, v\} \in E(G), we have that \{u, v\} \not\in E(\overline{G}) and therefore \{u, v\} \not\in E(L). Thus, we are left with Conditions (ii), (iii) and (iv). Now, we will crucially rely on the proper colorings of \(G\) and \(H\) to rule out the satisfaction of Conditions (iii) and (iv).

\begin{itemize}
\item Claim 9. For any two edges \(\{x, x'\}, \{y, y'\} \in E(L)\) such that \(\{x, y\} \in E(G)\) and \(x', y' \in V(H)\), it holds that neither \(\{x, y'\}\) nor \(\{y, x'\}\) belongs to \(E(L)\).
\end{itemize}

\begin{proof}
Because \(c_G\) is a proper coloring of \(G\) and \(\{x, y\} \in E(G)\), it holds that \(c_G(x) \neq x_G(y)\). Because \(\{x, x'\}, \{y, y'\} \in E(L)\), \(x, y \in V(G)\) and \(x', y' \in V(H)\), and by the definition of \(E(L)\), it holds that \(x' \in L(x)\) and \(y' \in L(y)\), and therefore \(c_G(x) = c_H(x')\) and \(c_G(y) = c_H(y')\). Thus, \(c_G(x) \neq c_H(y')\) and \(c_G(y) \neq c_H(x')\), implying that \(y' \not\in L(x)\) and \(x' \not\in L(y)\). In turn, by the definition of \(E(L)\), this means that neither \(\{x, y'\}\) nor \(\{y, x'\}\) belongs to \(E(L)\). This completes the proof of the claim.
\end{proof}

We now return to the proof of the lemma. By Claim 9, we are only left with Condition (ii), that is, \(\{u', v'\} \in E(L)\). However, by the definition of \(E(L)\), this means that \(\{u', v'\} \in E(H)\). As argued earlier, this completes the proof of the reverse direction.

\section{Lower Bounds: Clique Contraction and Hadwiger Number}

In this section, we prove a lower bound for Clique Contraction and consequently for Hadwiger Number, defined as follows.

\begin{center}
\begin{tabular}{|l|}
\hline
\textbf{Clique Contraction} \\
\textbf{Input:} A graph \(G\) and \(t \in \mathbb{N}\). \\
\textbf{Question:} Is there a subset \(F \subseteq E(G)\) of size at most \(t\) such that \(G/F\) is a clique? \\
\hline
\end{tabular}
\end{center}

\begin{center}
\begin{tabular}{|l|}
\hline
\textbf{Hadwiger Number} \\
\textbf{Input:} A graph \(G\) and \(h \in \mathbb{N}\). \\
\textbf{Question:} Is the Hadwiger number of \(G\) at least as large as \(h\)? \\
\hline
\end{tabular}
\end{center}

Our objective is to prove the following statement, where the analogous statement for Hadwiger Number (called Theorem 1 in the introduction) will follow as a corollary.

\begin{itemize}
\item Theorem 10. Unless the ETH is false, there does not exist an algorithm that solves Clique Contraction in time \(n^{o(n)}\) where \(n = |V(G)|\).
\end{itemize}

To make our approach adaptable to extract analogous statements for other contraction problems, we will first define a new problem called Noisy Structured Clique Contraction (which will arise in Section 5) along with a special case of it that is also a special case of Clique Contraction. Then, we will prove a crucial property of instances of Noisy Structured Clique Contraction, and afterwards we will use this property to prove Theorem 10 and its corollary. The definition of the new problem is as follows (see Fig. 4).
To make our approach adaptable to extract analogous statements for other contraction properties, which will be crucial in the proof of Theorem 10 as well as results in Section 5.

Lemma 11. Let $F$ be a solution to an instance $(G, A, B, C, D, N, n)$ of Noisy Structured Clique Contraction. Then, $F$ is a matching of size $n$ in $G$ such that each edge in $F$ has one endpoint in $A$ and the other in $B$.

Proof. We first argue that every vertex in $A \cup B$ is incident to at least one edge in $F$. Targeting a contradiction, suppose that there exists a vertex $u \in A \cup B$ that is not incident to any edge in $F$. Because $|A \cup B \cup C \cup D| = 6n$, $|F| \leq n$ and $G[A \cup B \cup C \cup D \cup X]/F$ is a clique (where the last two properties follow from the supposition that $F$ is a solution), it holds that $G[A \cup B \cup C \cup D \cup X]/F$ is a clique on at least $5n + |X|$ vertices. Hence, the degree of every vertex in $G[A \cup B \cup C \cup D \cup X]/F$, and in particular of $u$, should be $5n - 1 + |X|$ in $G[A \cup B \cup C \cup D \cup X]/F$. However, because no vertex in $A$ is adjacent to any vertex in $D$ and no vertex in $B$ is adjacent to any vertex in $C$, the degree of any vertex in $A \cup B$, and in particular of $u$, is at most $|A \cup B| - 1 + |C \cup D|/2 + |X| = 4n - 1 + |X|$ in $G[A \cup B \cup C \cup D \cup X]$. Because $u$ is not incident to any edge in $F$, its degree in $G[A \cup B \cup C \cup D \cup X]/F$ is at most its degree in $G[A \cup B \cup C \cup D \cup X]$. This is a contradiction, thus we get that indeed every vertex in $A \cup B$ is incident to at least one edge in $F$. From this, because $|F| \leq n$ and $|A \cup B| = 2n$, we derive that $F$ is a perfect matching in $G[A \cup B]$. 

![Figure 4](image-url) An instance of Noisy Structured Clique Contraction where dashed lines represent non-edges.
Our objective is to prove the following statement, where the analogous statement for a contradiction, suppose that there exists a vertex $v$ such that $N(v) = \{a, a', b, b', c, c', d, d', n\}$, where $\deg_{G}(a) = 2n$, $\deg_{G}(b) = 2n$, $\deg_{G}(c) = 2n$, $\deg_{G}(d) = 2n$, and $\deg_{G}(n) = 2n$. Because $v$ is adjacent to a vertex in $V\setminus B$, this means that there exist two vertices $a, a' \in A$ such that $\{a, a'\} \in E$. By the definition of Noisy Structured Clique Contraction, neither $a$ nor $a'$ is adjacent to any vertex in $N(v)$. Moreover, note that $D' \subseteq V(G[H \cup B \cup C \cup D \cup X]/F)$. In particular, the vertex of $G[H \cup B \cup C \cup D \cup X]/F$ yielded by the contraction of $\{a, a'\}$ is adjacent to any vertex of $D$ in $G[H \cup B \cup C \cup D \cup X]/F$. However, this is a contradiction because $G[H \cup B \cup C \cup D \cup X]/F$ is a clique.

We now prove a lower bound for Structured Clique Contraction. Because it is a special case of Clique Contraction, this will directly yield the correctness of Theorem 10.

**Lemma 12.** Unless the ETH is false, there does not exist an algorithm that solves Structured Clique Contraction in time $n^{o(n)}$ where $n = |V(G)|$.

**Proof.** Targeting a contradiction, suppose that there exists an algorithm, denoted by CliConAlg, that solves Structured Clique Contraction in time $n^{o(n)}$ where $n$ is the number of vertices in the input graph. We will show that this implies the existence of an algorithm, denoted by MatchingAlg, that solves Cross Matching in time $n^{o(n)}$ where $n$ is the size of the set $A$ in the input, thereby contradicting Lemma 8 and hence completing the proof.

We define the execution of MatchingAlg as follows. Given an instance $(G, A, B)$ of Cross Matching, MatchingAlg constructs an instance $(H, A, B, C, D, n)$ of Structured Clique Contraction as follows (see Fig. 5):

- Let $n = |A|$, and $K$ be a clique on $4n$ new vertices. Let $(C, D)$ be a partition of $V(K)$ such that $|C| = |D|$.
- $V(H) = V(G) \cup V(K)$.
- $E(H) = E(G) \cup E(K) \cup \{\{a, c\} : a \in A, c \in C\} \cup \{\{b, d\} : b \in B, d \in D\}$.

Then, MatchingAlg calls CliConAlg with $(H, A, B, C, D, n)$ as input, and returns the answer.

First, note that by construction, $|V(H)| = 6n$. Thus, because CliConAlg runs in time $|V(H)|^{o(|V(H)|)} \leq n^{o(n)}$, it follows that MatchingAlg runs in time $n^{o(n)}$.

For the correctness of the algorithm, first suppose that $(G, A, B)$ is a Yes-instance of Cross Matching. This means that there exists a perfect matching $M$ in $G$ such that every edge in $M$ has one endpoint in $A$ and the other in $B$, and $G/M$ is a clique. By the definition of $E(H)$, $M \subseteq E(H)$. We will show that $H/M$ is a clique. As $|M| = n$, this will mean that $(H, A, B, C, D, n)$ is a Yes-instance of Structured Clique Contraction, which will mean, in turn, that the call to CliConAlg with $(H, A, B, C, D, n)$ as input returns Yes, and hence MatchingAlg returns Yes.
Note that $V(H/M) = V(K) \cup V(G/M)$. To show that $H/M$ is a clique, we consider two arbitrary vertices $u, v \in V(H/M)$, and show that they are adjacent in $H/M$. If $u, v \in V(K)$, then because $K$ is a clique, it is clear that $\{u, v\} \in E(H/M)$. Moreover, if $u, v \in G/M$, then because $G/M$ is a clique, it is clear that $\{(u, v)\} \in E(H/M)$. Thus, one of the vertices $u$ and $v$ belongs to $V(G/M)$ and the other belongs to $V(K)$. We suppose w.l.o.g. that $u \notin V(K)$.

Because $M$ is a perfect matching in $G$ such that every edge in $M$ has one endpoint in $A$ and the other in $B$, it follows that $u$ resulted from the contraction of the edge between some $a \in A$ and some $b \in B$. If $v \in C$, then $\{(a, v)\} \in E(H)$, and otherwise $v \in D$ and so $\{(b, v)\} \in E(H)$. Thus, by the definition of contraction, we conclude that $\{u, v\} \in E(H/M)$. This completes the proof of the forward direction.

Now, suppose that MatchingAlg returns Yes, which means that the call to CliConAlg with $(H, A, B, C, D, n)$ returns Yes. Thus, $(H, A, B, C, D, n)$ is a $Yes$-instance, which means that there exists a subset $F \subseteq E(H)$ of size at most $n$ such that $H/F$ is a clique. We will show that $F$ is a perfect matching in $G$ such that every edge in $F$ has one endpoint in $A$ and the other in $B$. Because $H/F$ is a clique, this will imply that $G/F$ is a clique and thus that $(G, A, B)$ is a $Yes$-instance of Cross Matching. To achieve this, notice that by Lemma 11, For the correctness of the algorithm, first observe that if $G$ is not connected, then no sequence of edge contractions can yield a clique, and hence it is correct to return $No$. Thus, now assume that $G$ is connected. First, suppose that $(G, t)$ is a $Yes$-instance of CliContraction. This means that there exists a sequence of at most $t$ edge contractions that transforms $G$ into a clique. In particular, this clique must have at least $|V(G)| - t$ vertices, and therefore the Hadwiger number of $G$ is at least as large as $|V(G)| - t$. By the correctness of HadwigerAlg, its call with $(G, |V(G)| - t)$ returns $Yes$, and therefore CliConAlg returns $Yes$.

Now, suppose that CliConAlg returns $Yes$, which means that the call to HadwigerAlg with $(G, |V(G)| - t)$ returns $Yes$. By the correctness of HadwigerAlg, the clique $K_h$ for $h = |V(G)| - t$ is a minor of $G$. This means that there is a sequence of vertex deletions, edge deletions and edge contractions that transforms $G$ into $K_h$. In particular, this sequence can contain at most $t$ vertex deletions and edge contractions in total. Furthermore, by replacing each vertex deletion for a vertex $v$ by an edge contraction for some edge $e$ incident to $v$ (which exists because $G$ is connected) and dropping all edge deletions, we obtain another sequence that transforms $G$ into $K_h$. Because this sequence contains only edge contractions, and at most $n$ of them, we conclude that $(G, t)$ is a $Yes$-instance of CliContraction.

\[\text{Corollary 13. Unless the ETH is false, there does not exist an algorithm that solves Hadwiger Number in time } n^{o(n)} \text{ where } n = |V(G)|.\]

\textbf{Proof.} Targeting a contradiction, suppose that there exists an algorithm, denoted by HadwigerAlg, that solves Hadwiger Number in time $n^{o(n)}$ where $n$ is the number of vertices in the input graph. We will show that this implies the existence of an algorithm, denoted by CliConAlg, that solves CliContraction in time $n^{o(n)}$ where $n$ is the number of vertices in the input graph, thereby contradicting Theorem 10 and hence completing the proof.

We define the execution of CliConAlg as follows. Given an instance $(G, t)$ of CliContraction, if $G$ is not connected, then CliConAlg returns $No$, and otherwise it returns $Yes$ if and only if HadwigerAlg returns $Yes$ when called with $(G, |V(G)| - t)$ as input. Because the call to HadwigerAlg with input $(G, |V(G)| - t)$ runs in time $n^{o(n)}$ where $n = |V(G)|$, we have that CliConAlg runs in time $n^{o(n)}$ as well.

For the correctness of the algorithm, first observe that if $G$ is not connected, then no sequence of edge contractions can yield a clique, and hence it is correct to return $No$. Thus, now assume that $G$ is connected. First, suppose that $(G, t)$ is a $Yes$-instance of CliContraction. This means that there exists a sequence of at most $t$ edge contractions that transforms $G$ into a clique. In particular, this clique must have at least $|V(G)| - t$ vertices, and therefore the Hadwiger number of $G$ is at least as large as $|V(G)| - t$. By the correctness of HadwigerAlg, its call with $(G, |V(G)| - t)$ returns $Yes$, and therefore CliConAlg returns $Yes$.

Now, suppose that CliConAlg returns $Yes$, which means that the call to HadwigerAlg with $(G, |V(G)| - t)$ returns $Yes$. By the correctness of HadwigerAlg, the clique $K_h$ for $h = |V(G)| - t$ is a minor of $G$. This means that there is a sequence of vertex deletions, edge deletions and edge contractions that transforms $G$ into $K_h$. In particular, this sequence can contain at most $t$ vertex deletions and edge contractions in total. Furthermore, by replacing each vertex deletion for a vertex $v$ by an edge contraction for some edge $e$ incident to $v$ (which exists because $G$ is connected) and dropping all edge deletions, we obtain another sequence that transforms $G$ into $K_h$. Because this sequence contains only edge contractions, and at most $t$ of them, we conclude that $(G, t)$ is a $Yes$-instance of CliContraction.
5 Lower Bounds for Contraction to Graph Classes Problems

In this section, we prove lower bounds for several cases of the \( \mathcal{F} \)-CONTRACTION problem, defined as follows. Here, \( \mathcal{F} \) is a (possibly infinite) family of graphs.

\[
\text{\( \mathcal{F} \)-Contraction} \\
\text{Input: A graph } G \text{ and } t \in \mathbb{N}. \\
\text{Question: Does there exist a subset } F \subseteq E(G) \text{ of size at most } t \text{ such that } G/F \in \mathcal{F}? \\
\]

Notice that Clique Contraction is the case of \( \mathcal{F} \)-Contraction where \( \mathcal{F} \) is the family of cliques. In this section, we consider the cases of \( \mathcal{F} \)-Contraction where \( \mathcal{F} \) is the family of chordal graphs, interval graphs, proper interval graphs, threshold graphs, trivially perfect graphs, split graphs, complete split graphs and perfect graphs, also called Chordal Contraction, Interval Contraction, Proper Interval Contraction, Threshold Contraction, Trivially Perfect Contraction, Split Contraction, Complete Split Contraction and Perfect Contraction, respectively. Before we define these classes formally, it will be more enlightening to first define only the class of chordal graphs as well as somewhat artificial classes of graphs that will help us prove lower bounds for many of the classes above in a unified manner.

\begin{definition}[Chordal Graphs] A graph is chordal if it does not contain \( C_\ell \) for all \( \ell \geq 4 \) as an induced subgraph. \end{definition}

Our first class of graphs is defined as follows (see Fig. 6).

\begin{definition}[Two-Cliques Graphs] A two-cliques graph is a graph \( G \) such that there exist \( A, B \subseteq V(G) \) such that \( A \cup B = V(G) \), \( G[A] \) and \( G[B] \) are cliques, and there do not exist vertices \( a \in A \setminus B \) and \( b \in B \setminus A \) such that \( \{a, b\} \in E(G) \). The two-cliques class is the class of all two-cliques graphs. \end{definition}

It should be clear that the two-cliques class is a subclass of the class of chordal graphs. Now, we further define a family of classes of graphs as follows.

\begin{definition}[Non-Trivial Chordal Class] We say that a class of graphs \( \mathcal{F} \) is non-trivial chordal if it is a subclass of the class of chordal graphs, and a superclass of the two-cliques class. \end{definition}

Clearly, the class of cliques is not a non-trivial chordal class, and the class of chordal graphs is a non-trivial chordal class. The rest of this section is divided as follows. First, in Section 5, we prove a lower bound for any non-trivial chordal class. Then, in Section 5, we prove a lower bound for some graph classes that are not non-trivial chordal.

Non-Trivial Chordal Graph Classes. Here, our objective is to prove the following theorem. Afterwards, we will derive lower bounds for several known graph classes as corollaries.
Theorem 17. Let $\mathcal{F}$ be any non-trivial chordal graph class. Unless the ETH is false, there does not exist an algorithm that solves $\mathcal{F}$-CONTRACTION in time $n^{o(n)}$ where $n = |V(G)|$.

For the proof of this theorem, the following well-known property of chordal graphs will come in handy. This property is a direct consequence of the alternative characterization of the class of chordal graphs as the class of graphs that admit clique-tree decompositions, see [10].

Proposition 18. Let $G$ be a chordal graph, and let $u$ and $v$ be two non-adjacent vertices in $G$. Then, $G[N(u) \cap N(v)]$ is a clique.

We are now ready to prove Theorem 17.

Proof of Theorem 17. Targeting a contradiction, suppose that there exists an algorithm, denoted by $\text{NonTrivChordAlg}$, that solves $\mathcal{F}$-CONTRACTION in time $n^{o(n)}$ where $n$ is the number of vertices in the input graph. We will show that this implies the existence of an algorithm, denoted by $\text{CliConAlg}$, that solves STRUCTURED CLIQUE CONTRACTION in time $n^{o(n)}$ where $n$ is the number of vertices in the input graph, thereby contradicting Lemma 12 and hence completing the proof.

We define the execution of $\text{CliConAlg}$ as follows. Given an instance $(G, A, B, C, D, n)$ of STRUCTURED CLIQUE CONTRACTION, $\text{CliConAlg}$ constructs an instance $(H, n)$ of $\mathcal{F}$-CONTRACTION as follows (see Fig. 7):

- Let $n = |A|$. Moreover, let $K$ and $K'$ be two cliques, each on $2n$ new vertices.
- $V(H) = V(G) \cup V(K) \cup V(K')$.
- $E(H) = E(G) \cup E(K) \cup E(K') \cup \{u, v : u \in V(G), v \in V(K) \cup V(K')\}$.

Then, $\text{CliConAlg}$ calls $\text{NonTrivChordAlg}$ with $(H, n)$ as input, and returns the answer of this call.

First, note that by construction, $|V(H)| = 10n$. Thus, because $\text{NonTrivChordAlg}$ runs in time $|V(H)|^{o(|V(H)|)} \leq n^{o(n)}$, it follows that $\text{CliConAlg}$ runs in time $n^{o(n)}$.

For the correctness of the algorithm, first suppose that $(G, A, B, C, D, n)$ is a Yes-instance of STRUCTURED CLIQUE CONTRACTION. This means that there exists a subset $F \subseteq E(G)$ of size at most $n$ such that $G/F$ is a clique. By the definition of $H$, we directly derive that $H/F$ is a two-cliques graphs, and therefore it belongs to $\mathcal{F}$. Thus, $(H, n)$ is a Yes-instance of $\mathcal{F}$-CONTRACTION, which means that the call to $\text{NonTrivChordAlg}$ with $(H, n)$ as input returns Yes, and hence $\text{CliConAlg}$ returns Yes.

Now, suppose that $\text{CliConAlg}$ returns Yes, which means that the call to $\text{NonTrivChordAlg}$ with $(H, n)$ returns Yes. Thus, $(H, n)$ is a Yes-instance of $\mathcal{F}$-CONTRACTION, which means that there exists a subset $F \subseteq E(H)$ of size at most $n$ such that $H/F \in \mathcal{F}$. In particular, $H/F$
is a chordal graph. Based on Proposition 18, we will first show that $H[A \cup B \cup C \cup D \cup X]/F$ is a clique, where $X = \{u \in V(K) \cup V(K') : \text{there exists a vertex } v \in A \cup B \cup C \cup D \text{ such that } u \text{ and } v \text{ belong to the same connected component of } H[F]\}$. 

Targeting a contradiction, suppose that $H[A \cup B \cup C \cup D \cup X]/F$ is not a clique, and therefore there exist two non-adjacent vertices $u$ and $v$ in this graph. By the definition of $X$, $H[A \cup B \cup C \cup D \cup X]/F$ is equal to the subgraph of $H/F$ induced by the set of vertices derived from connected components that contain at least one vertex from $A \cup B \cup C \cup D$. In particular, $u$ and $v$ are also non-adjacent vertices in $H/F$. By Proposition 18, this implies that $(H/F)[N_{H/F}(u) \cap N_{H/F}(v)]$ is a clique. Let $C_1$ (resp. $C_2$) be the set of connected components of $H[F]$ that contain at least one vertex from $V(K_1)$ (resp. $V(K_2)$). Because $|F| \leq n$ and $|V(K_1)| = |V(K_2)| = 2n$, there exists at least one component $C_1 \subseteq C_1$ (resp. $C_2 \subseteq C_2$) that does not contain any vertex from $A \cup B \cup C \cup D$. Let $c_1$ and $c_2$ be the vertices of $H/F$ yielded by the replacement of $C_1$ and $C_2$, respectively. As all vertices in $V(K_1) \cup V(K_2)$ are adjacent to all vertices in $A \cup B \cup C \cup D$, we have that $c_1, c_2 \in N_{H/F}(u) \cap N_{H/F}(v)$. However, there do not exist a vertex in $V(K_1)$ and a vertex in $V(K_2)$ that are adjacent in $H$, and for every vertex in $V(K_1) \cup V(K_2)$, its neighborhood outside this set is contained in $A \cup B \cup C \cup D$. Thus, $c_1$ and $c_2$ must be non-adjacent in $H/F$. However, this is a contradiction to the argument that $(H/F)[N_{H/F}(u) \cap N_{H/F}(v)]$ is a clique. From this, we derive that $H[A \cup B \cup C \cup D \cup X]/F$ is indeed a clique.

Now, notice that $(H, A, B, C, D, N, n)$ where $N = V(K_1) \cup V(K_2)$ is an instance of Noisy Structured Clique Contraction. Furthermore, since $|F| \leq n$ and we have already shown that $H[A \cup B \cup C \cup D \cup X]/F$ is a clique, we have that $F$ is a solution to this instance. Therefore, by Lemma 11, $F$ is a matching of size $n$ in $H$ such that each edge in $F$ has one endpoint in $A$ and the other in $B$. In particular, $F \subseteq E(G)$ and hence $X = \emptyset$. Because $G = H[A \cup B \cup C \cup D]$, we thus derive that $G/F$ is a clique. Thus, we conclude that $(G, A, B, C, D, n)$ is a Yes-instance of Structured Clique Contraction. This completes the proof of the reverse direction. 

Now, we give definitions for several classes of graphs for which lower bounds will follow from Theorem 18. First, a graph is an interval graph if there exists a set of intervals on the real line such that the vertices of the graph are in bijection with these intervals, and there exists edge between two vertices if and only if their intervals intersect. A graph is a proper interval graph if, in the former definition, we also add the constraint that all intervals must have the same length. A graph is a threshold graph if it can be constructed from a one-vertex graph by repeated applications of the following two operations: addition of a single isolated vertex to the graph; addition of a single vertex that is connected to all other vertices. A graph is trivially perfect if in each of its induced subgraphs, the maximum size of an independent set equals the number of maximal cliques.

It is well-known that every graph that is a (proper) interval graph, or a threshold graph, or a trivially perfect graph, is also a chordal graph (see [10]). Moreover, it is immediate to verify that the two-cliques class is a subclass of the classes of (proper) interval graphs, threshold graphs and trivially perfect graphs. Thus, these classes are non-trivial chordal graphs classes, and therefore Theorem 17 directly implies lower bounds for them:

Corollary 19. Unless the ETH is false, none of the following problems admits an algorithm that solves it in time $n^{o(n)}$ where $n = |V(G)|$: Chordal Contraction, Interval Contraction, Proper Interval Contraction, Threshold Contraction and Trivially Perfect Contraction.
Other Graph Classes. In Section 4, we proved a lower bound for a class of graphs that is not non-trivial chordal, namely, the class of cliques. In the full version of this paper, we show that our approach can yield lower bounds also for other classes of graphs that are not non-trivially chordal, including the classes of Split Graphs, Complete Split Graphs, and Perfect Graphs.
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In this work, we seek a more refined understanding of the complexity of local optimum computation for Max-Cut and pure Nash equilibrium (PNE) computation for congestion games with weighted players and linear latency functions. We show that computing a PNE of linear weighted congestion games is PLS-complete either for very restricted strategy spaces, namely when player strategies are paths on a series-parallel network with a single origin and destination, or for very restricted latency functions, namely when the latency on each resource is equal to the congestion. Our results reveal a remarkable gap regarding the complexity of PNE in congestion games with weighted and unweighted players, since in case of unweighted players, a PNE can be easily computed by either a simple greedy algorithm (for series-parallel networks) or any better response dynamics (when the latency is equal to the congestion). For the latter of the results above, we need to show first that computing a local optimum of a natural restriction of Max-Cut, which we call Node-Max-Cut, is PLS-complete. In Node-Max-Cut, the input graph is vertex-weighted and the weight of each edge is equal to the product of the weights of its endpoints. Due to the very restricted nature of Node-Max-Cut, the reduction requires a careful combination of new gadgets with ideas and techniques from previous work. We also show how to compute efficiently a $(1 + \varepsilon)$-approximate equilibrium for Node-Max-Cut, if the number of different vertex weights is constant.
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Introduction

Motivated by the remarkable success of local search in combinatorial optimization, Johnson et al. introduced [25] the complexity class Polynomial Local Search (PLS), consisting of local search problems with polynomially verifiable local optimality. PLS includes many natural complete problems (see e.g., [28, App. C]), with Circuit-Flip [25] and Max-Cut [33] among the best known ones, and lays the foundation for a principled study of the complexity of local optima computation. In the last 15 years, a significant volume of research on PLS-completeness was motivated by the problem of computing a pure Nash equilibrium of potential games (see e.g., [1, 34, 20] and the references therein), where any improving deviation by a single player decreases a potential function and its local optima correspond to pure Nash equilibria [29].

Computing a local optimum of Max-Cut under the flip neighborhood (a.k.a. Local-Max-Cut) has been one of the most widely studied problems in PLS. Given an edge-weighted graph, a cut is locally optimal if we cannot increase its weight by moving a vertex from one side of the cut to the other. Since its PLS-completeness proof by Schäffer and Yannakakis [33], researchers have shown that Local-Max-Cut remains PLS-complete for graphs with maximum degree five [9], is polynomially solvable for cubic graphs [31], and its smoothed complexity is either polynomial in complete [2] and sparse [9] graphs, or almost polynomial in general graphs [7, 10]. Moreover, due to its simplicity and versatility, Max-Cut has been widely used in PLS reductions (see e.g., [1, 20, 34]). Local-Max-Cut can also be cast as a game, where each vertex aims to maximize the total weight of its incident edges that cross the cut. Cut games are potential games (the value of the cut is the potential function), which has motivated research on efficient computation of approximate equilibria for Local-Max-Cut [3, 6]. To the best of our knowledge, apart from the work on the smoothed complexity of Local-Max-Cut (and may be that Local-Max-Cut is P-complete for unweighted graphs [33, Theorem 4.5]), there has not been any research on whether (and to which extent) additional structure on edge weights affects hardness of Local-Max-Cut.

A closely related research direction deals with the complexity of computing a pure Nash equilibrium (equilibrium or PNE, for brevity) of congestion games [32], a typical example of potential games [29] and among the most widely studied classes of games in Algorithmic Game Theory (see e.g., [15] for a brief account of previous work). In congestion games (or CGs, for brevity), a finite set of players compete over a finite set of resources. Strategies are resource subsets and players aim to minimize the total cost of the resources in their strategies. Each resource $e$ is associated with a (non-negative and non-decreasing) latency function, which determines the cost of using $e$ as a function of $e$’s congestion (i.e., the number of players including $e$ in their strategy). Researchers have extensively studied the properties of special cases and variants of CGs. Most relevant to this work are symmetric (resp. asymmetric) CGs, where players share the same strategy set (resp. have different strategy sets), network CGs, where strategies correspond to paths in an underlying network, and weighted CGs, where player contribute to the congestion with a different weight.
Fabrikant et al. [12] proved that computing a PNE of asymmetric network CGs or symmetric CGs is PLS-complete, and that it reduces to min-cost-flow for symmetric network CGs. About the same time [17, 30] proved that weighted congestion games admit a (weighted) potential function, and thus a PNE, if the latency functions are either affine or exponential (and [23, 24] proved that in a certain sense, this restriction is necessary). Subsequently, Ackermann et al. [1] characterized the strategy sets of CGs that guarantee efficient equilibrium computation. They also used a variant of local-max-cut, called threshold games, to simplify the PLS-completeness proof of [12] and to show that computing a PNE of asymmetric network CGs with (exponentially steep) linear latencies is PLS-complete.

On the other hand, the complexity of equilibrium computation for weighted CGs is not well understood. All the hardness results above carry over to weighted CGs, since they generalize standard CGs (where the players have unit weight). But on the positive side, we only know how to efficiently compute a PNE for weighted CGs on parallel links with general latencies [16] and for weighted CGs on parallel links with identity latency functions and asymmetric strategies [19]. Despite the significant interest in (exact or approximate) equilibrium computation for CGs (see e.g., [4, 5, 6, 27] and the references therein), we do not understand how (and to which extent) the complexity of equilibrium computation is affected by player weights. This is especially true for weighted CGs with linear latencies, which admit a potential function and their equilibrium computation is in PLS.

**Contributions.** We contribute to both research directions outlined above. In a nutshell, we show that equilibrium computation in linear weighted CGs is significantly harder than for standard CGs, in the sense that it is PLS-complete either for very restricted strategy spaces, namely when player strategies are paths on a series-parallel network with a single origin and destination, or for very restricted latency functions, namely when resource costs are equal to the congestion. Our main step towards proving the latter result is to show that computing a local optimum of node-max-cut, a natural and interesting restriction of max-cut where the weight of each edge is the product of the weights of its endpoints, is PLS-complete.

More specifically, using a tight reduction from local-max-cut, we first show, in Section 3.1, that equilibrium computation for linear weighted CGs on series-parallel networks with a single origin and destination is PLS-complete (Theorem 1). The reduction results in games where both the player weights and the latency slopes are exponential. Our result reveals a remarkable gap between weighted and standard CGs regarding the complexity of equilibrium computation, since for standard CGs on series-parallel networks with a single origin and destination, a PNE can be computed by a simple greedy algorithm [18].

Aiming at a deeper understanding of how different player weights affect the complexity of equilibrium computation in CGs, we show, in Section 3.2, that computing a PNE of weighted network CGs with asymmetric player strategies and identity latency functions is PLS-complete (Theorem 2). Again the gap to standard CGs is remarkable, since for standard CGs with identity latency functions, any better response dynamics converges to a PNE in polynomial time. In the reduction of Theorem 2, node-max-cut plays a role similar to that of threshold games in [1, Sec. 4]. The choice of node-max-cut seems necessary, in the sense that known PLS reductions, starting from not-all-equal satisfiability [12] or local-max-cut [1], show that equilibrium computation is hard due to the interaction of players on different resources (where latencies simulate the edge / clause weights), while in our setting, equilibrium computation is hard due to the player weights, which are the same for all resources in a player’s strategy.
**Node-Max-Cut and Equilibrium in Weighted Congestion Games**

Node-Max-Cut is a natural restriction of Max-Cut and settling the complexity of its local optima computation may be of independent interest, both conceptually and technically. Node-Max-Cut coincides with the restriction of Max-Cut shown (weakly) NP-complete on complete graphs in the seminal paper of Karp [26], while a significant generalization of Node-Max-Cut with polynomial weights was shown P-complete in [33].

A major part of our technical effort concerns reducing Circuit-Flip to Node-Max-Cut, thus showing that computing a local optimum of Node-Max-Cut is PLS-complete (Section 5). Since Node-Max-Cut is a very restricted special case of Max-Cut, we have to start from a PLS-complete problem lying before Local-Max-Cut on the “reduction paths” of PLS. The reduction is technically involved, due to the very restricted nature of the problem. In Node-Max-Cut, every vertex contributes to the cut value of its neighbors with the same weight, and differentiation comes only as a result of the different total weight in the neighborhood of each vertex. To deal with this restriction, we combine some new carefully constructed gadgets with the gadgets used by Schäffer and Yannakakis [33], Elsässer and Tscheuschner [9], and Gairing and Savani [20]. In general, as a very restricted special case of Max-Cut, Node-Max-Cut is a natural and convenient starting point for future PLS reductions, especially when one wants to show hardness of equilibrium computation for restricted classes of games that admit weighted potential functions (e.g., as that in [17]). So, our results may serve as a first step towards a better understanding of the complexity of (exact or approximate) equilibrium computation for weighted potential games.

We also show that a \((1+\varepsilon)\)-approximate equilibrium for Node-Max-Cut, where no vertex can switch sides and increase the weight of its neighbors across the cut by a factor larger than \(1+\varepsilon\), can be computed in time exponential in the number of different weights (Theorem 3). Thus, we can efficiently compute a \((1+\varepsilon)\)-approximate equilibrium for Node-Max-Cut, for any \(\varepsilon > 0\), if the number of different vertex weights is constant. Since similar results are not known for Max-Cut, Theorem 3 may indicate that approximate equilibrium computation for Node-Max-Cut may not be as hard as for Max-Cut. An interesting direction for further research is to investigate (i) the quality of efficiently computable approximate equilibria for Node-Max-Cut; and (ii) the smoothed complexity of its local optima.

**Related Work.** Existence and efficient computation of (exact or approximate) equilibria for weighted congestion games have received significant research attention. We briefly discuss here some of the most relevant previous work. There has been significant research interest in the convergence rate of best response dynamics for weighted congestion games (see e.g., [8, 4, 11, 13, 22]). Gairing et al. [19] presented a polynomial algorithm for computing a PNE for load balancing games on restricted parallel links. Caragiannis et al. [6] established existence and presented efficient algorithms for computing approximate PNE in weighted CGs with polynomial latencies (see also [14, 21]).

Bhalgat et al. [3] presented an efficient algorithm for computing a \((3+\varepsilon)\)-approximate equilibrium in Max-Cut games, for any \(\varepsilon > 0\). The approximation guarantee was improved to \(2+\varepsilon\) in [6]. We highlight that the notion of approximate equilibrium in cut games is much stronger than the notion of approximate local optimum of Max-Cut, since the former requires that no vertex can significantly improve the total weight of its incidence edges that cross the cut (as e.g., in [3, 6]), while the latter simply requires that the total weight of the cut cannot be significantly improved (as e.g., in [6]).

Johnson et al. [25] introduced the complexity class PLS and proved that Circuit-Flip is PLS-complete. Subsequently, Schäffer and Yannakakis [33] proved that Max-Cut is PLS-complete. From a technical viewpoint, our work is close to previous work by Elsässer and
Again the goal is to compute a cut weighted graph \( \text{cut} \) neighborhood. Then, they are referred to as \( \text{Max-Cut} \) both to compute an optimal cut \( \text{Max-Cut} \) algorithm that computes a local optimum of polynomial-time algorithm that computes a local optimum of every instance \( \phi \) instance \( \phi \) of \( \text{Max-Cut} \) and computing a PNE for hedonic games \( \text{Max-Cut} \) are PLS-completions.

2 Basic Definitions and Notation

Polynomial-Time Local Search (PLS). A polynomial-time local search (PLS) problem \( L \) [25, Sec. 2] is specified by a (polynomially recognizable) set of instances \( I_L \), a set \( S_L(x) \) of feasible solutions for each instance \( x \in I_L \), with \( |s| = O(|x|) \) for every solution \( s \in S_L(x) \), an objective function \( f_L(s,x) \) that maps each solution \( s \in S_L(x) \) to its value in instance \( x \), and a neighborhood \( N_L(s,x) \subseteq S_L(x) \) of feasible solutions for each \( s \in S_L(x) \). Moreover, there are three polynomial-time algorithms that for any given instance \( x \in I_L \): (i) the first generates an initial solution \( s_0 \in S_L(x) \); (ii) the second determines whether a given \( s \) is a feasible solution and (if \( s \in S_L(x) \)) computes its objective value \( f_L(s,x) \); and (iii) the third returns either that \( s \) is locally optimal or a feasible solution \( s' \in N_L(s,x) \) with better objective value than \( s \). If \( L \) is a maximization (resp. minimization) problem, a solution \( s \) is locally optimal if for all \( s' \in N_L(s,x) \), \( f_L(s,x) \geq f_L(s',x) \) (resp. \( f_L(s,x) \leq f_L(s',x) \)). If \( s \) is not locally optimal, the third algorithm returns a solution \( s' \in N_L(s,x) \) with \( f(s,x) < f(s',x) \) (resp. \( f(s,x) > f(s',x) \)). The complexity class PLS consists of all polynomial-time local search problems. By abuse of terminology, we always refer to polynomial-time local search problem simply as local search problems.

PLS Reductions and Completeness. A local search problem \( L \) is PLS-reducible to a local search problem \( L' \), if there are polynomial-time algorithms \( \phi_1 \) and \( \phi_2 \) such that (i) \( \phi_1 \) maps any instance \( x \in I_L \) of \( L \) to an instance \( \phi_1(x) \in I_{L'} \) of \( L' \); (ii) \( \phi_2 \) maps any (solution \( s' \) of instance \( \phi_1(x) \), instance \( x \)) pair, with \( s' \in S_{L'}(\phi_1(x)) \), to a solution \( s \in S_L(x) \); and (iii) for every instance \( x \in I_L \), if \( s' \) is locally optimal for \( \phi_1(x) \), then \( \phi_2(s',x) \) is locally optimal for \( x \).

By definition, if a local search problem \( L \) is PLS-reducible to a local search problem \( L' \), a polynomial-time algorithm that computes a local optimum of \( L' \) implies a polynomial time algorithm that computes a local optimum of \( L \). Moreover, a PLS-reduction is transitive. As usual, a local search problem \( Q \) is PLS-complete, if \( Q \in \text{PLS} \) and any local search problem \( L \in \text{PLS} \) is PLS-reducible to \( Q \).

Max-Cut and Node-Max-Cut. An instance of Max-Cut consists of an undirected edge-weighted graph \( G(V,E) \), where \( V \) is the set of vertices and \( E \) is the set of edges. Each edge \( e \) is associated with a positive weight \( w_e \). A cut of \( G \) is a vertex partition \( (S,V \setminus S) \), with \( \emptyset \neq S \neq V \). We usually identify a cut with one of its sides (e.g., \( S \)). We denote \( \delta(S) = \{ \{u,v\} \in E : u \in S \land v \notin S \} \) the set of edges that cross the cut \( S \). The weight (or the value) of a cut \( S \), denoted \( w(S) \), is \( w(S) = \sum_{e \in \delta(S)} w_e \). In Max-Cut, the goal is to compute an optimal cut \( S^* \) of maximum value \( w(S^*) \).

In Node-Max-Cut, each vertex \( v \) is associated with a positive weight \( w_v \) and the weight of each edge \( e = \{u,v\} \) is \( w_e = w_uw_v \), i.e. equal to the product of the weights of \( e \)’s endpoints. Again the goal is to compute a cut \( S^* \) of maximum value \( w(S^*) \). As optimization problems, both Max-Cut and Node-Max-Cut are NP-complete [26].

In this work, we study Max-Cut and Node-Max-Cut as local search problems under the flip neighborhood. Then, they are referred to as Local-Max-Cut and Local-Node-Max-Cut. The neighborhood \( N(S) \) of a cut \( (S,V \setminus S) \) consists of all cuts \( (S',V \setminus S') \) where \( S \) and
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S' differ by a single vertex. Namely, the cut S' is obtained from S by moving a vertex from one side of the cut to the other. A cut S is locally optimal if for all S' ∈ N(S), w(S) ≥ w(S').

In Local-Max-Cut (resp. Local-Node-Max-Cut), given an edge-weighted (resp. vertex-weighted) graph, the goal is to compute a locally optimal cut. Clearly, both Max-Cut and Node-Max-Cut belong to PLS. In the following, we abuse the terminology and refer to Local-Max-Cut and Local-Node-Max-Cut as Max-Cut and Node-Max-Cut, for brevity, unless we need to distinguish between the optimization and the local search problem.

Weighted Congestion Games. A weighted congestion game G consists of n players, where each player i is associated with a positive weight w_i, a set of resources E, where each resource e is associated with a non-decreasing latency function \( \ell_e : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \), and a non-empty strategy set \( \Sigma_i \subseteq 2^E \) for each player i. A game is linear if \( \ell_e(x) = a_e x + b_e \), for some \( a_e, b_e \geq 0 \), for all \( e \in E \). The identity latency function is \( \ell(x) = x \). The player strategies are symmetric, if all players share the same strategy set \( \Sigma \), and asymmetric, otherwise.

We focus on network weighted congestion games, where the resources E correspond to the edges of an underlying network \( G(V,E) \) and the player strategies are paths on \( G \). A network game is single-commodity, if \( G \) has an origin \( o \) and a destination \( d \) and the player strategies are all (simple) \( o - d \) paths. A network game is multi-commodity, if \( G \) has an origin \( o_i \) and a destination \( d_i \) for each player \( i \), and i's strategy set \( \Sigma_i \) consists of all (simple) \( o_i - d_i \) paths.

A single-commodity network G(V,E) is series-parallel, if it either consists of a single edge \( (o,d) \) or can be obtained from two series-parallel networks composed either in series or in parallel (see e.g., [35] for details on composition and recognition of series-parallel networks).

A configuration \( \vec{s} = (s_1, \ldots, s_n) \) consists of a strategy \( s_i \in \Sigma_i \) for each player \( i \). The congestion \( s_e \) of resource \( e \) in configuration \( \vec{s} \) is \( s_e = \sum_{i:e \in s_i} w_i \). The cost of resource \( e \) in \( \vec{s} \) is \( \ell_e(s_e) \). The individual cost (or cost) \( c_i(\vec{s}) \) of player \( i \) in configuration \( \vec{s} \) is the total cost for the resources in her strategy \( s_i \), i.e., \( c_i(\vec{s}) = \sum_{e \in s_i} \ell_e(s_e) \). A configuration \( \vec{s} \) is a pure Nash equilibrium (equilibrium or PNE, for brevity), if for every player \( i \) and every strategy \( s' \in \Sigma_i \), \( c_i(\vec{s}) \leq c_i(\vec{s}_i, s') \) (where \( (\vec{s}_i, s') \) denotes the configuration obtained from \( \vec{s} \) by replacing \( s_i \) with \( s' \)). Namely, no player can improve her cost by unilaterally switching her strategy.

Equilibrium Computation and Local Search. [17] shows that for linear weighted congestion games, with latencies \( \ell_e(x) = a_e x + b_e \), \( \Phi(\vec{s}) = \sum_{e \in E} (a_e s_e^2 + b_e s_e) + \sum_{i} w_i \sum_{e \in s_i} (a_e w_i + b_e) \) changes by \( 2w_i(c_i(\vec{s}) - c_i(\vec{s}_i, s')) \), when a player \( i \) switches from strategy \( s_i \) to strategy \( s' \) in \( \vec{s} \). Hence, \( \Phi \) is a weighted potential function, whose local optimal (wrt. single player deviations) correspond to PNE of the underlying game. Hence, equilibrium computation for linear weighted congestion games is in PLS. Specifically, configurations corresponds to solutions, the neighborhood \( N(\vec{s}) \) of a configuration \( \vec{s} \) consists of all configurations \( (\vec{s}_i, s') \) with \( s' \in \Sigma_i \), for some player \( i \), and local optimality is defined wrt. the potential function \( \Phi \).

Max-Cut and Node-Max-Cut as Games. Local-Max-Cut and Local-Node-Max-Cut can be cast as cut games, where players correspond to vertices of \( G(V,E) \), strategies \( \Sigma = \{0,1\} \) are symmetric, and configurations \( \vec{s} \in \{0,1\}^{V} \) correspond to cuts, e.g., \( S(\vec{s}) = \{ v \in V : s_v = 0 \} \). Each player \( v \) aims to maximize \( w_v(\vec{s}) = \sum_{e : u \in s_e, u \neq s_e} w_e \), that is the total weight of her incident edges that cross the cut. For Node-Max-Cut, this becomes \( w_v(\vec{s}) = \sum_{e : u \in \Sigma, u \neq s_u} w_u \), i.e., \( v \) aims to maximize the total weight of her neighbors across the cut. A cut \( \vec{s} \) is a PNE if for all players \( v \), \( w_v(\vec{s}) \geq w_v(\vec{s}_i, 1 - s_i) \). Equilibrium computation for cut games is equivalent to local optimum computation, and thus, is in PLS.
A cut $\vec{s}$ is a $(1 + \varepsilon)$-approximate equilibrium, for some $\varepsilon > 0$, if for all players $v$, $(1 + \varepsilon)w_v(\vec{s}) \geq w_v(\vec{s} - i, 1 - s_v)$. Note that the notion of $(1 + \varepsilon)$-approximate equilibrium is stronger than the notion of $(1 + \varepsilon)$-approximate local optimum, i.e., a cut $S$ such that for all $S' \in N(S)$, $(1 + \varepsilon)w(S) \geq w(S')$ (see also the discussion in [6]).

### 3 Hardness of Computing Equilibria in Weighted Congestion Games

We next show that computing a PNE in weighted congestion games with linear latencies is PLS-complete either for single-commodity series-parallel networks or for multi-commodity networks with identity latency functions.

#### 3.1 Weighted Congestion Games on Series-Parallel Networks

**Theorem 1.** Computing a pure Nash equilibrium in weighted congestion games on single-commodity series-parallel networks with linear latency functions is PLS-complete.

**Proof sketch.** Membership in PLS follows from the potential function argument of [17]. To show hardness, we present a reduction from LOCAL-MAX-CUT.

Let $H(V, A)$ be an instance of LOCAL-MAX-CUT with $n$ vertices and $m$ edges. Based on $H$, we construct a weighted congestion game on a single-commodity series-parallel network $G$ with $3n$ players, where for every $i \in [n]$, there are three players with weight $w_i = 16^i$. Network $G$ is a parallel composition of two identical copies of a simpler series-parallel network.

We refer to these copies as $G_1$ and $G_2$. Each of $G_1$ and $G_2$ is a series composition of $m$ simple series-parallel networks $F_{ij}$, each corresponding to an edge $\{i, j\} \in A$. Network $F_{ij}$ is depicted in Figure 1, where $D$ is assumed to be a constant chosen (polynomially) large enough. An example of the entire network $G$ is shown in Figure 2.

In each of $G_1$ and $G_2$, there is a unique path that contains all edges with latency functions $\ell_i(x) = Dx/4^i$, for each $i \in [n]$. We refer to these paths as $p_{u,i}$ for $G_1$ and $p_{l,i}$ for $G_2$. In addition to the edges with latency $\ell_i(x)$, $p_{u,i}$ and $p_{l,i}$ include all edges with latencies $\ell_{ij}(x) = \frac{w_i x}{w_i + w_j}$, which correspond to the edges incident to vertex $i$ in $H$.

Due to the choice of the player weights and the latency slopes, a player with weight $w_i$ must choose either $p_{u,i}$ or $p_{l,i}$ in any PNE. We can prove this claim by induction on the player weights. The players with weight $w_n = 16^n$ have a dominant strategy to choose either $p_{u,n}$ or $p_{l,n}$, since the slope of $\ell_n(x)$ is significantly smaller than the slope of any other latency $\ell_i(x)$. In fact, the slope of $\ell_n$ is so small that even if all other $3n - 1$ players choose one of $p_{u,n}$ or $p_{l,n}$, a player with weight $w_n$ would prefer either $p_{u,n}$ or $p_{l,n}$ over all other paths. Therefore, we
can assume that each of $p^u_n$ and $p^l_n$ are used by at least one player with weight $w_n$ in any PNE, which would increase their latency so much that no player with smaller weight would prefer them any more. The inductive argument applies the same reasoning for players with weights $w_{n-1}$, who should choose either $p^u_{n-1}$ or $p^l_{n-1}$ in any PNE, and subsequently, for players with weights $w_{n-2}, \ldots, w_1$. Hence, we conclude that for all $i \in [n]$, each of $p^u_i$ and $p^l_i$ is used by at least one player with weight $w_i$.

Moreover, we note that two players with different weights, say $w_i$ and $w_j$, go through the same edge with latency $\ell_{ij}(x) = \frac{w_{ij}x}{w_iw_j}$ in $G$ only if the corresponding edge $\{i, j\}$ is present in $H$. The correctness of the reduction follows the fact that a player with weight $w_i$ aims to minimize her cost through edges with latencies $\ell_{ij}$ in $G$ in the same way that in the MAX-CUT instance, we want to minimize the weight of the edges incident to a vertex $i$ and do not cross the cut. Formally, we next show that a cut $S$ is locally optimal for the MAX-CUT instance if and only if the configuration where for every $k \in S$, two players with weight $w_k$ use $p^u_k$ and for every $k \notin S$, two players with weight $w_k$ use $p^l_k$ is a PNE of the weighted congestion game on $G$.

Assume an equilibrium configuration and consider a player $a$ of weight $w_k$ that uses $p^u_k$ together with another player of weight $w_k$ (if this is not the case, vertex $k$ is not included in $S$ and we apply the symmetric argument for $p^l_k$). By the equilibrium condition, the cost of player $a$ on $p^u_k$ is at most her cost on $p^l_k$, which implies that

$$\sum_{k=1}^{m} \frac{2D16^k}{4^k} + \sum_{j: \{k,j\} \in A} \frac{w_{kj}(2 \cdot 16^k + x_j^u16^j)}{16^{k+j}} \leq \sum_{k=1}^{m} \frac{2D16^k}{4^k} + \sum_{j: \{k,j\} \in A} \frac{w_{kj}(2 \cdot 16^k + x_j^l16^j)}{16^{k+j}},$$

where $x_j^u$ (resp. $x_j^l$) is either 1 or 2 (resp. 2 or 1) depending on whether, for each vertex $j$ connected to vertex $k$ in $H$, one or two players (of weight $w_j$) use $p_j^u$. Simplifying the inequality above, we obtain that:

$$\sum_{j: \{k,j\} \in A} w_{kj}(x_j^u - 1) \leq \sum_{j: \{k,j\} \in A} w_{kj}(x_j^l - 1) \quad (1)$$

Let $S = \{i \in V : x_i^u = 2\}$. By hypothesis, $k \in S$ and the left-hand side of (1) corresponds to the total weight of the edges in $H$ that are incident to $k$ and do not cross the cut $S$. Similarly, the right-hand side of (1) corresponds to the total weights of the edges in $H$ that are incident to $k$ and cross the cut $S$. Therefore, (1) implies that we cannot increase the value of the cut $S$ by moving vertex $k$ from $S$ to $V \setminus S$. Since this or its symmetric condition holds for any vertex $k$ of $H$, the cut $(S, V \setminus S)$ is locally optimal. To conclude the proof, we argue along the same lines that any locally optimal cut of $H$ corresponds to a PNE in the weighted congestion game on $G$. ◀
3.2 Weighted Congestion Games with Identity Latency Functions

We next prove that computing a PNE in weighted congestion games on multi-commodity networks with identity latency functions is PLS-complete. Compared to Theorem 1, we allow for a significantly more general strategy space, but we significantly restrict the latency functions, only allowing for the player weights to be exponentially large.

**Theorem 2.** Computing a pure Nash equilibrium in weighted congestion games on multi-commodity networks with identity latency functions is PLS-complete.

**Proof sketch.** We use a reduction from Local-Node-Max-Cut, which as we show in Theorem 4, is PLS-complete. Our construction draws ideas from [1].

Let $H(V, A)$ be an instance of Node-Max-Cut. We construct a weighted congestion game on a multi-commodity network $G$ with identity latency functions $\ell_c(x) = x$ such that equilibria of the congestion game correspond to locally optimal cuts of $H$.

At the conceptual level, each player $i$ of the congestion game corresponds to vertex $i \in V$ and has weight $w_i$ (i.e., equal to the weight of vertex $i$ in $H$). The key step is to construct a network $G$ such that for every player $i \in [n]$, there are two paths, say $p_i^u$ and $p_i^l$, whose cost dominate the cost of any other path for player $i$. Therefore, in any equilibrium, player $i$ selects either $p_i^u$ or $p_i^l$ (which corresponds to vertex $i$ selecting one of the two sides of a cut).

For every edge $\{i, j\} \in A$, paths $p_i^u$ and $p_i^l$ (resp. paths $p_i^l$ and $p_i^u$) have an edge $e_{ij}^u$ (resp. $e_{ij}^l$) in common. Intuitively, the cost of $p_i^u$ (resp. $p_i^l$) for player $i$ is determined by the set of players $j$, with $j$ connected to $i$ in $H$, that select path $p_j^u$ (resp. $p_j^l$).

Let $s$ be any equilibrium configuration of the weighted congestion game. Each player $i \in [n]$ selects either $p_i^u$ or $p_i^l$ in $s$. Let $S = \{i \in [n] : \text{player } i \text{ selects } p_i^u \text{ in } s\}$. Applying the equilibrium condition, we next show that $S$ is a locally optimal cut.

We let $V_i = \{j : \{i, j\} \in A\}$ be the neighborhood of vertex $i$ in $H$. By the construction of $G$, the individual cost of a player $i$ on path $p_i^u$ (resp. $p_i^l$) in $s$ is equal to $K + |V_i| w_i + \sum_{j \in S \cap V_i} w_j$ (resp. $K + |V_i| w_i + \sum_{j \in V_i \setminus S} w_j$), where $K$ is a large constant that depends on the network $G$ only. Therefore, for any player $i \in S$, equilibrium condition for $s$ implies that

$$K + |V_i| w_i + \sum_{j \in S \cap V_i} w_j \leq K + |V_i| w_i + \sum_{j \in V_i \setminus S} w_j \Rightarrow \sum_{j \in S \cap V_i} w_j \leq \sum_{j \in V_i \setminus S} w_j$$

Multiplying both sides by $w_i$, we get that the total weight of the edges that are incident to $i$ and cross the cut $S$ is no less than the total weight of the edges that are incident to $i$ and do not cross the cut. By the same reasoning, we reach the same conclusion for any player $i \notin S$. Therefore, the cut $(S, V \setminus S)$ is locally optimal for the Node-Max-Cut instance $H(V, A)$.

To conclude the proof, we argue along the same lines that any locally optimal cut $S$ for the Node-Max-Cut instance $H(V, A)$ corresponds to an equilibrium in the network $G$, by letting a player $i$ select path $p_i^u$ if and only if $i \in S$. ▶

4 Computing Approximate Equilibria for Node-Max-Cut

We complement our PLS-completeness proof for Node-Max-Cut, in Section 5, with an efficient algorithm computing $(1 + \varepsilon)$-approximate equilibria for Node-Max-Cut, when the number of different vertex weights is a constant. We note that similar results are not known (and a similar approach fails) for Max-Cut. Investigating if stronger approximation guarantees are possible for efficiently computable approximate equilibria for Node-Max-Cut is beyond the scope of this work and an intriguing direction for further research.
Given a vertex-weighted graph $G(V, E)$ with $n$ vertices and $m$ edges, our algorithm, called BridgeGaps, computes a $(1 + \varepsilon)^3$-approximate equilibrium for a Node-Max-Cut, for any $\varepsilon > 0$, in $(m/\varepsilon)(n/\varepsilon)^O(D_e)$ time, where $D_e$ is the number of different vertex weights in $G$, when the weights are rounded down to powers of $1 + \varepsilon$. We next sketch the algorithm and the proof of Theorem 3.

For simplicity, we assume that $n/\varepsilon$ is an integer and that vertices are indexed in non-decreasing order of weight, i.e., $w_1 \leq w_2 \leq \cdots \leq w_n$. BridgeGaps first rounds down vertex weights to the closest power of $(1 + \varepsilon)$. Namely, each weight $w_i$ is replaced by weight $w'_i = (1 + \varepsilon)^{\lceil \log_{1+\varepsilon}(w_i) \rceil}$. Clearly, an $(1 + \varepsilon)^2$-approximate equilibrium for the new instance $G'$ is an $(1 + \varepsilon)^3$-approximate equilibrium for the original instance $G$. The number of different weights $D_e$, used in the analysis, is defined wrt. the new instance $G'$.

Then, BridgeGaps partitions the vertices of $G'$ into groups $g_1, g_2, \ldots$, so that the vertex weights in each group increase with the index of the group and the ratio of the maximum weight in group $g_j$ to the minimum weight in group $g_{j+1}$ is no less than $n/\varepsilon$. This can be performed by going through the vertices, in non-decreasing order of their weights, and assign vertex $i + 1$ to the same group as vertex $i$, if $w'_{i+1}/w'_i \leq n/\varepsilon$. Otherwise, vertex $i + 1$ starts a new group. The idea is that for an $(1 + \varepsilon)^2$-approximate equilibrium in $G'$, we only need to enforce the $(1 + \varepsilon)$-approximate equilibrium condition for each vertex $i$ only for $i$’s neighbors in the highest-indexed group (that includes some neighbor of $i$). To see this, let $g_j$ be the highest-indexed group that includes some neighbor of $i$ and let $\ell$ be the lowest indexed neighbor of $i$ in $g_j$. Then, the total weight of $i$’s neighbors in groups $g_1, \ldots, g_{j-1}$ is less than $\varepsilon w'_i$. This holds because $i$ has at most $n - 2$ neighbors in these groups and by definition, $w'_q \leq (\varepsilon/n)w'_i$, for any $i$’s neighbor $q$ in groups $g_1, \ldots, g_{j-1}$. Therefore, we can ignore all neighbors of $i$ in groups $g_1, \ldots, g_{j-1}$, at the expense of one more $1 + \varepsilon$ factor in the approximate equilibrium condition.

Since for every vertex $i$, we need to enforce its (approximate) equilibrium condition only for $i$’s neighbors in a single group, we can scale down vertex weights in the same group uniformly (i.e., dividing all the weights in each group by the same factor), as long as we maintain the key property in the definition of groups (i.e., that the ratio of the maximum weight in group $g_j$ to the minimum weight in group $g_{j+1}$ is no less than $n/\varepsilon$). Hence, we uniformly scale down the weights in each group so that (i) the minimum weight in group $g_1$ becomes $1$; and (ii) for each $j \geq 2$, the ratio of the maximum weight in group $g_{j-1}$ to the minimum weight in group $g_j$ becomes exactly $n/\varepsilon$. This results in a new instance $G''$ where the minimum weight is $1$ and the maximum weight is $(n/\varepsilon)^{D_e}$. Therefore, a $(1 + \varepsilon)$-approximate equilibrium in $G''$ can be computed, in a standard way, after at most $(m\varepsilon)(n/\varepsilon)^{2D_e}$-best response moves.

Putting everything together and using $\varepsilon' = \varepsilon/7$, so that $(1 + \varepsilon')^2 \leq 1 + \varepsilon$, for all $\varepsilon \in (0, 1]$, we obtain the following. We note that the running time of BridgeGaps is polynomial, if $D_e = O(1)$ (and quasipolynomial if $D_e = \text{poly}(\log n)$).

**Theorem 3.** For any vertex-weighted graph $G$ with $n$ vertices and $m$ edges and any $\varepsilon > 0$, BridgeGaps computes a $(1 + \varepsilon)$-approximate pure Nash equilibrium for Node-Max-Cut on $G$ in $(m/\varepsilon)(n/\varepsilon)^O(D_e)$ time, where $D_e$ denotes the number of different vertex weights in $G$, after rounding them down to the nearest power of $1 + \varepsilon$.

### 5 PLS-Completeness of Node-Max-Cut

In this section we sketch the proof of Theorem 4 and highlight the main differences of our reduction from known PLS reductions to Max-Cut [9, 20, 33].

**Theorem 4.** Local-Node-Max-Cut is PLS-complete.
As discussed in Section 2, the local search version of Node-Max-Cut is in PLS. To establish the PLS-hardness of Node-Max-Cut, we present a reduction from Circuit-Flip. We start with an outline of our construction and a brief discussion of its technical novelty. Then, in Section 5.1, we discuss our gadget constructions in more detail and present the key technical steps towards the proof of Theorem 4.

An Outline of the Construction. An instance of Circuit-Flip consists of a Boolean circuit $C$ with $n$ inputs and $m$ outputs (and wlog. only NOR gates). The value $C(s)$ of an $n$-bit input string $s$ is the integer corresponding to the $m$-bit output string. The neighborhood $N(s)$ of $s$ consists of all $n$-bit strings $s'$ at Hamming distance 1 to $s$ (i.e., $s'$ is obtained from $s$ by flipping one bit of $s$). The goal is to find a locally optimal input string $s$, i.e., an $s$ with $C(s) \geq C(s')$, for all $s' \in N(s)$. Circuit-Flip was the first problem shown to be PLS-complete in [25].

Given an instance $C$ of Circuit-Flip, we construct a vertex-weighted undirected graph $G(V,E)$ so that from any locally optimum cut of $G$, we can recover, in polynomial time, a locally optimal input of $C$. The graph $G$ consists of different gadgets (see Figure 3), which themselves might be regarded as smaller instances of Node-Max-Cut. Intuitively, each of these gadgets receives information from its “input” vertices, processes this information, while carrying it through its internal part, and outputs the results through its “output” vertices. Different gadgets are glued together through their “input” and “output” vertices.
Our construction follows the *flip-flop* architecture (Figure 3), previously used e.g., in [9, 20, 33], but requires more sophisticated implementations of several gadgets, so as to conform with the very restricted weight structure of *Node-Max-Cut*. Next, we outline the functionality of the main gadgets and how the entire construction works.

Given a circuit $C$, we construct two *Circuit Computing* gadgets $C_\ell$ ($\ell$ always stands for either $A$ or $B$), which are instances of *Node-Max-Cut* that simulate circuit $C$ in the following sense: Each $C_\ell$ has a set $I_\ell$ of $n$ “input” vertices, whose (cut) values correspond to the input string of circuit $C$, and a set $Val_\ell$ of $m$ “output” vertices, whose values correspond to the output string of $C$ on input $I_\ell$. There is also a set $Next_\ell$ of $n$ vertices whose values correspond to a $n$-bit string in the neighborhood of $I_\ell$ of circuit value larger than that of $I_\ell$ (if the values of $Next_\ell$ coincide with the values of $I_\ell$, $I_\ell$ is locally optimal). Lastly, there is a (set of) vertices $Control_\ell$ that control the behavior of the gadget.

The Circuit Computing gadgets operate in two different modes, determined by $Control_\ell$: the *write mode*, when $Control_\ell = 0$, and the *compute mode*, when $Control_\ell = 1$. If $C_\ell$ operates in write mode, the input values of $I_\ell$ can be updated to the values of the complementary $Next_\ell$ set (i.e., $I_A$ is updated to $Next_B$, and vice versa). When, $C_\ell$ operates in the compute mode, $C_\ell$ simulates the computation of circuit $C$ and the values of $Next_\ell$ and $Val_\ell$ are updated to the corresponding values produced by $C$. Throughout the proof, we let $Real-Val(I_\ell)$ denote the output string of circuit $C$ on input $I_\ell$ (i.e., the input of $C$ takes the cut values of the vertices in $I_\ell$), and let $Real-Next(I_\ell)$ denote a neighbor of $I_\ell$ with circuit value larger than the circuit value of $I_\ell$. If $I_\ell$ is locally optimal, $Real-Next(I_\ell) = I_\ell$.

Our Circuit Computing gadgets $C_A$ and $C_B$ are based on the gadgets of Schäffer and Yannakakis [33] (see also Figure 4 for an abstract description of them). Their detailed construction is described in the next section and their properties are summarized in Theorem 5.

The *Comparator* gadget compares $Val_A$ with $Val_B$, which are intended to be $Real-Val(I_A)$ and $Real-Val(I_B)$, respectively, and outputs 1, if $Val_A \leq Val_B$, and 0, otherwise. The result of the Comparator is stored in the value of the $Flag$ vertex. If $Flag = 1$, the Circuit Computing gadget $C_A$ enters its write mode and the input values in $I_A$ are updated to the neighboring solution of $I_B$, currently stored in $Next_B$ (everything operates symmetrically, if $Flag = 0$). Then, in the next “cycle”, the input in $I_A$ leads $C_A$ to a $Val_A > Val_B$ (and to a better neighboring solution at $Next_A$), $Flag$ becomes 0, and the values of $I_B$ are updated to $Next_A$. When we reach a local optimum, $I_A$ and $I_B$ are stabilized to the same values.

The workflow above is implemented by the *Copy* and the *Equality* gadgets. The *CopyB* (resp. *CopyA*) gadget updates the values of $I_A$ (resp. $I_B$) to the values in $Next_B$ (resp. $Next_A$), if $Val_A \leq Val_B$ and $Flag = 1$ (resp. $Val_A > Val_B$ and $Flag = 0$). When $Flag = 1$, the vertices in $T_B$ take the values of the vertices in $Next_B$. If the values of $I_A$ and $Next_B$ are different, the Equality gadget sets the value of $Control_A$ to 0. Hence, the Circuit Computing gadget $C_A$ enters its write mode and the vertices in $I_A$ take the values of the vertices in $Next_B$. Next, $Control_A$ becomes 1, because the values of $I_A$ and $Next_B$ are now identical, and $C_A$ enters its compute mode. As a result, the vertices in $Val_A$ and $Next_A$ take the values of $Real-Val(I_A)$ and $Real-Next(I_A)$, and we proceed to the next cycle.

A key notion used throughout the reduction is the bias that a vertex $i$ experiences from a vertex subset. The bias of vertex $i$ from (or wrt.) $V' \subseteq V$ is $|\sum_{j \in V' \cap \gamma V_i} w_j - \sum_{j \in V' \cap \gamma \overline{V}_i} w_j|$, where $V_i'$ (resp. $V_i''$) denotes the set of $i$’s neighbors on the 1 (resp. 0) side of the cut.

**Technical Novelty.** Next, we briefly discuss the points where our reduction needs to deviate substantially from known PLS reductions to *Max-Cut*. Our discussion is unavoidably technical and assumes familiarity with (at least one of) the reductions in [9, 20, 33].
Our Circuit Computing gadgets are based on similar gadgets used e.g., in [33]. A key difference is that our Circuit Computing gadgets are designed to operate with \( w_{\text{Control}} \) (i.e., weight of the Control vertex) arbitrarily smaller than the weight of any other vertex in the Circuit Computing gadget. Hence, the Control vertex can achieve a very small bias wrt. the Circuit Computing gadget (see Theorem 5, Case 3), which in turn, allows us to carefully balance the weights in the Equality gadget. The latter weights should be large enough, so as to control the write and compute modes of \( C_L \), and at the same time, small enough, so as to avoid interference with the values of the input vertices \( I_L \). The second important reason for setting \( w_{\text{Control}} \) sufficiently small is that we need the Control vertex to follow the “output” of the Equality gadget, and not the other way around.

The discussion above highlights a key difference between \textsc{Max-Cut} and \textsc{Node-Max-Cut}. Previous reductions to \textsc{Max-Cut} (see e.g., the reduction in [33]) implement Control’s functionality using different weights for its incident edges. More specifically, Control is connected with edges of appropriately large weight to the vertices of the circuit gadget, so that it can control the gadget’s mode, and with edges of appropriately small weight to vertices outside the circuit gadget, so that its does not interfere with its other neighbors.

For \textsc{Node-Max-Cut}, we need to achieve the same desiderata with a single vertex weight. We manage to do so by introducing a \textit{Leverage} gadget. Our \textit{Leverage} gadget reduces the influence of a vertex with large weight to a vertex with small weight and is used internally in the Circuit Computing gadget. Hence, we achieve that Control has small bias wrt. the circuit gadget and weight comparable to the weights of the circuit gadget’s internal vertices.

Another important difference concerns the implementation of the \textit{red marks} (denoting the information flow) between Flag and the Copy gadgets, in Figure 3. They indicate that the value of Flag should agree with the output of the Comparator gadget. This part of the information flow is difficult to implement, because the Comparator gadget and the Copy gadgets receive input from \text{NextA}, \text{Val}_A and \text{Val}_B, where the vertex weights are comparable to the weights of the output vertices in the Circuit Computing gadgets. As a result, the weights of the vertices inside the Comparator gadget cannot become sufficiently larger than the weights of the vertices inside the Copy gadgets. [33, 20, 9] connect Flag to the Copy gadgets with edges of sufficiently small weight, which makes the bias of Flag from the Copy gadgets negligible compared against its bias from Comparator. Again, the \textit{Leverage} gadget comes to our rescue. We use it internally in the Copy gadgets, in order to decrease the influence of the vertices inside the Copy gadgets to Flag. As a result, Flag’s bias from the Copy gadgets becomes much smaller than its bias from Comparator (see Lemma 10).

Another key technical difference concerns the design of the Comparator gadget. As stated in Lemma 10 and explained below, the Comparator gadget manages to compute the result of the comparison \( \text{Real-Val}(I_A) \leq \text{Real-Val}(I_B) \), even if some input vertices may have inconsistent values. In previous work [33, 20, 9], the Comparator guarantees correctness of the values in both \text{NextB} and \text{Val}_B using appropriately chosen edge weights. With the correctness of the input values guaranteed, the comparison is not hard to implement. It is not clear if this decoupled architecture of the Comparator gadget can be implemented in \textsc{Node-Max-Cut}, due to the special structure of edge weights. Instead, we implement a new \textit{all at once Comparator}, which ensures correctness to a subset of its input values enough to perform the comparison correctly (see also the discussion after Lemma 11 on this point).

### 5.1 A Technical Overview of the Proof of Theorem 4

In this section, we outline the gadget constructions and the key technical claims used in the proof of Theorem 4. As shown in Figure 3, our \textsc{Node-Max-Cut} instance consists of the following gadgets:
The Circuit Computing gadgets. The dashed circles, labeled $I$ and $O$, represent all input and output vertices, respectively.

1. Two Circuit Computing gadgets that calculate the values and next neighbors of solutions.
2. Two Copy gadgets that transfer the solution of one circuit to the other, and vice versa.
3. Two Equality gadgets that determine the (write or compute) mode in which the Circuit Computing gadgets operate.

Unlike previous similar reductions in the literature (see e.g., [33, 20, 9]), we introduce each gadget separately rather than through types of diminishing weight. This is because in Node-Max-Cut, weights are associated with vertices and each vertex may be part of multiple gadgets.

The Circuit Computing Gadgets. The Circuit Computing gadgets $C_A$ and $C_B$ are the basic primitives of our reduction. They are based on the gadgets introduced by Schäffer and Yannakakis [33] to establish PLS-completeness of Max-Cut. This type of Circuit Computing gadgets can be constructed so as to simulate any Boolean circuit $C$.

The most important vertices are those corresponding to the input and the output of the simulated circuit $C$. Another important vertex is Control, which allows the gadget to switch between the write and the compute mode of operation. Figure 4 is an abstract depiction of the Circuit Computing gadgets. Theorem 5 describes the local optimum behavior of the input vertices $I_\ell$ and output vertices $\text{Real-Next}_\ell$, $\text{Real-Val}_\ell$ of the Circuit Computing gadgets $C_\ell$.

**Theorem 5.** At any local optimum of the Node-Max-Cut instance in Figure 3, the following hold:

1. If $\text{Control}_\ell = 1$ and the vertices in $\text{Next}_\ell$, $\text{Val}_\ell$ experience 0 bias from any other gadget beyond $C_\ell$, then $\text{Next}_\ell = \text{Real-Next}_\ell(I_\ell)$ and $\text{Val}_\ell = \text{Real-Val}_\ell(I_\ell)$.
2. If $\text{Control}_\ell = 0$, then each vertex in $I_\ell$ experiences 0 bias from the internal vertices of $C_\ell$.
3. $\text{Control}_\ell$ experiences $w_{\text{Control}_\ell}$ bias from the internal vertices of $C_\ell$.

Case 1 of Theorem 5 describes the compute mode of the Circuit Computing gadgets. At any local optimum with $\text{Control}_A = 1$ and with the output vertices of $C_A$ being indifferent wrt. other gadgets, $C_A$ computes its output correctly. Case 2 of Theorem 5 describes the write mode. If at a local optimum $\text{Control}_A = 0$, the vertices in $I_A$ have 0 bias from the $C_A$ gadget. As a result, their value is determined by the biases of the CopyB gadget and the Equality gadget. Case 3 of Theorem 5 bounds the bias that the Equality gadget poses to the Control vertices, so as to make the computing gadget flip from one mode to the other.

The Copy and Equality Gadgets. The Copy and Equality gadgets are responsible for transferring the output of one Circuit Computing gadget to the other. More specifically, the Equality gadget takes as input the nodes $I_A, I_B, T_A, T_B$ and assures that the Control vertices
always have the correct values. Recall that as shown in Theorem 5, Case 3, the bias that the Equality gadget exerts is enough to dominate the values of the Control nodes. Using that, we can prove the following lemma:

▶ **Lemma 6.** For any local optimum of the \textit{Node-Max-Cut} instance in Figure 3, we have that \( \text{Control}_A = (I_A = T_B) \) and \( \text{Control}_B = (I_B = T_A) \).

The Copy gadget transfers the values of the \text{NextB} and \text{NextA} to \( I_A \) and \( I_B \), respectively, when each gadget is in its \textit{write mode}. This behavior is summarized by the following:

▶ **Lemma 7.** At any local optimum point of the \textit{Node-Max-Cut} instance in Figure 3, the following hold:

1. If \( \text{Flag} = 1 \), i.e., \text{NextB} writes on \( I_A \), then (i) \( T_B = \text{NextB} \), and (ii) if \( \text{Control}_A = 0 \), then \( I_A = T_B = \text{NextB} \).
2. If \( \text{Flag} = 0 \) i.e., \text{NextA} writes on \( I_B \), then (i) \( T_A = \text{NextA} \), and (ii) if \( \text{Control}_B = 0 \), then \( I_B = T_A = \text{NextA} \).

Additionally, the Copy gadget has the property of leaving the \text{NextB} and \text{NextA} vertices unbiased, when \text{Flag} has certain values. This is necessary so that whenever a Circuit Computing gadget is about to compute, the second condition of Theorem 5, Case 1, can apply and allow the computation to take place.

▶ **Lemma 8.** At any local optimum of the \textit{Node-Max-Cut} instance in Figure 3:

- If \( \text{Flag} = 1 \), then any vertex in \text{NextA} experiences 0 bias from the CopyA gadget.
- If \( \text{Flag} = 0 \), then any vertex in \text{NextB} experiences 0 bias from the CopyB gadget.

Having established the above properties of the Copy and Equality gadgets, we can show the following theorem which asserts that at an local optimum, one of the two circuits has taken the other’s output as input.

▶ **Theorem 9.** At any a local optimum of the \textit{Node-Max-Cut} instance in Figure 3, the following hold:

- If \( \text{Flag} = 1 \), then \( I_A = \text{NextB} \).
- If \( \text{Flag} = 0 \), then \( I_B = \text{NextA} \).

\textbf{Proof of Theorem 9.} Let a local optimum in which \( \text{Flag} = 1 \). Let us assume that \( I_A \neq \text{NextB} \). Then, by Case 1 of Lemma 7, \( T_B = \text{NextB} \). As a result, \( I_A \neq T_B \), which implies that \( \text{Control}_A = 0 \), by Lemma 6. Now, by Lemma 7, Case 1.ii, we have that \( I_A = \text{NextB} \), which is a contradiction. The same analysis can be applied in case where \( \text{Flag} = 0 \). \hfill \( \blacksquare \)

\textbf{The Comparator Gadget.} The last important gadget in our reduction is the Comparator, whose construction is technically involved. We first recall that \( \text{Next}_\ell \) and \( \text{Val}_\ell \) denote the actual values that the corresponding vertices have in our construction, while \( \text{Real-Next}(I_\ell) \) and \( \text{Real-Val}(I_\ell) \) denote the values that these vertices are supposed to have, assuming that the Circuit Computing gadgets operate correctly. We also recall that when \( \text{Flag} = 1 \) (resp. \( \text{Flag} = 0 \)), the Circuit Computing gadget \( C_A \) (resp. \( C_B \)) recomputes its output values, based on the (possibly incorrect) outputs of the other Circuit Computing gadget \( C_B \) (resp. \( C_A \)).

The construction of the Comparator gadget and the following lemmas ensure that at any local optimum of the \textit{Node-Max-Cut} instance in Figure 3, the actual values of the vertices in \text{Next}_\ell and \text{Val}_\ell are identical to \( \text{Real-Next}(I_\ell) \) and \( \text{Real-Val}(I_\ell) \).

First, connecting certain internal vertices of the Circuit Computing gadgets with the vertices in \text{NextA} and \text{NextB} and in the Comparator, we obtain the following pair of lemmas.
Lemma 10. At any local optimum of the NODE-MAX-CUT instance in Figure 3, the following hold:

- If Flag = 1, NextA = Real-Next(I_A), Val_A = Real-Val(I_A) and NextB = Real-Next(I_B), then Real-Val(I_A) ≤ Real-Val(I_B).
- If Flag = 0, NextB = Real-Next(I_B), Val_B = Real-Val(I_B) and NextA = Real-Next(I_A), then Real-Val(I_B) ≤ Real-Val(I_A).

Lemma 11. At any local optimum of the NODE-MAX-CUT instance in Figure 3:

- If Flag = 1, then NextB = Real-Next(I_B).
- If Flag = 0, then NextA = Real-Next(I_A).

We should highlight that in the proofs of Lemma 10 and Lemma 11, in the first case where Flag = 1 (the case where Flag = 0 is symmetric), the correctness of values of the output vertices NextB (i.e., that NextB = Real-Next(I_B), in the first case of Lemma 11) is not guaranteed by Theorem 5 (as it happens with the correctness of the values of the output vertices NextA and Val_A in the hypothesis of the first case in Lemma 10), but from the construction of the Comparator gadget. We should also highlight that Lemma 11 does not imply anything about the correctness of the Val_B values, as this cannot be guaranteed in our construction. Hence, (the first case of) Lemma 10 does not assume anything about Val_B (in particular, it does not assume that Val_B = Real-Val(I_B), as one might have expected). However, the Comparator gadget manages to output the right outcome of the comparison Real-Val(I_A) ≤ Real-Val(I_B), even if Val_B ≠ Real-Val(I_B). The connections from internal vertices of the Circuit Computing gadgets to the vertices in NextA and NextB and in the Comparator, in Figure 3, are crucial towards establishing this property. So, Lemma 10 ensures the robustness of the outcome of the Comparator, even with possibly inconsistent values in the output vertices Val_B. This property of the Comparator gadget is among the key technical steps (and novelties) in our reduction and is indicative of the difficulty of showing that LOCAL-NODE-MAX-CUT is PLS-hard.

Furthermore, similarly to the Copy gadget, the Comparator gadget leaves the vertices of the Circuit Computing gadgets unbiased wrt. certain values of the Flag vertex.

Lemma 12. At any local optimum of the instance of NODE-MAX-CUT in Figure 3:

- If Flag = 1, then all vertices of C_A experience 0 bias from the Comparator gadget.
- If Flag = 0, then all vertices of C_B experience 0 bias from the Comparator gadget.

Now using Lemma 8 and Lemma 12, we can prove the correctness of the output vertices NextA and Val_A, when Flag = 1, and of the output vertices NextB and Val_B, when Flag = 0.

Lemma 13. At any local optimum of the instance of NODE-MAX-CUT of Figure 3:

- If Flag = 1, then NextA = Real-Next(I_A) and Val_A = Real-Val(I_A).
- If Flag = 0, then NextB = Real-Next(I_B) and Val_B = Real-Val(I_B).

Proof. We only consider the case where Flag = 1 (the same analysis applies to the case where Flag = 0). By Theorem 9, I_A = NextB, and by Lemma 7, T_B = NextB. As a result, I_A = T_B, and by Lemma 6, Control_A = 1. Then, Lemmas 8 and 12 ensure that the vertices in NextA and Val_A of the Computing Gadget C_A experience 0 bias from all the other gadgets. Therefore, since Control_A = 1, we can apply Theorem 5, Case 1, and conclude that Val_A = Real-Val(I_A) and that NextA = Real-Next(I_A).
Concluding the Proof of Theorem 4. The technical lemmas above are summarized by the following key technical claim:

► Theorem 14. At any local optimum of the instance of \textsc{Node-Max-Cut} of Figure 3:
- If Flag = 1, then (i) Real-Val(I_A) ≤ Real-Val(I_B), and (ii) NextB = Real-Next(I_B).
- If Flag = 0, then (i) Real-Val(I_B) ≤ Real-Val(I_A), and (ii) NextA = Real-Next(I_A).

Proof of Theorem 14. We consider a local optimum of the instance in Figure 3 with Flag = 1 (the same argument applies when Flag = 0). By Lemma 11, NextB = Real-Next(I_B), and thus, (ii) is established. Moreover by Lemma 13, NextA = Real-Next(I_A) and Val_A = Real-Val(I_A). Consequently, by Lemma 10, we conclude Real-Val(I_A) ≤ Real-Val(I_B).

Proof of Theorem 4. For a given circuit C of \textsc{Circuit-Flip}, we construct in polynomial time the instance of \textsc{Node-Max-Cut} in Figure 3. We next consider any local optimum of this instance. Without loss of generality, we assume that Flag = 1. Then, by Theorem 9 and Theorem 14, \( I_A = \text{NextB}, \text{NextB} = \text{Real-Next}(I_B) \) and Real-Val(I_A) ≤ Real-Val(I_B). Hence, we obtain that

\[
\text{Real-Val}(I_B) \geq \text{Real-Val}(I_A) = \text{Real-Val}(\text{NextB}) = \text{Real-Val}(\text{Real-Next}(I_B)).
\]

If \( I_B \neq \text{Real-Next}(I_B) \), then Real-Val(I_B) > Real-Val(Real-Next(I_B)), which is a contradiction. Therefore, \( I_B = \text{Real-Next}(I_B) \), meaning that the binary string defined by the values of \( I_B \) is a locally optimal solution for \textsc{Circuit-Flip}.

\( \triangleright \)

6 Conclusions and Future Work

In this work, we showed that equilibrium computation in linear weighted congestion games is PLS-complete either on single-commodity series-parallel networks or on multi-commodity networks with identity latency functions, where computing an equilibrium for (unweighted) congestion games is known to be easy. The key step for the latter reduction is to show that local optimum computation for \textsc{Node-Max-Cut}, a natural and significant restriction of \textsc{Max-Cut}, is PLS-complete. The reductions in Section 3 are both tight [33], thus preserving the structure of the local search graph. In particular, for the first reduction, we have that (i) there are instances of linear weighted congestion games on single-commodity series-parallel networks such that any best response sequence has exponential length; and (ii) that the problem of computing the equilibrium reached from a given initial state is PSPACE-hard.

However, our reduction of \textsc{Circuit-Flip} to \textsc{Node-Max-Cut} is not tight. Specifically, our \textit{Copy} and \textit{Equality} gadgets allow that the \textit{Circuit Computing} gadget might enter its \textit{compute} mode, before the entire input has changed. Thus, we might “jump ahead” and reach an equilibrium before \textsc{Circuit-Flip} would allow, preventing the reduction from being tight.

Our work leaves several interesting directions for further research. A natural first step is to investigate the complexity of equilibrium computation for weighted congestion games on series-parallel (or extension-parallel) networks with identity latency functions. An intriguing research direction is to investigate whether our ideas (and gadgets) in the PLS-reduction for \textsc{Node-Max-Cut} could lead to PLS-hardness results for approximate equilibrium computation for standard and weighted congestion games (similarly to the results of Skopalik and Vöcking [34], but for latency functions with non-negative coefficients). Finally, it would be interesting to understand better the quality of efficiently computable approximate equilibria for \textsc{Node-Max-Cut} and the smoothed complexity of its local optima.
References


The Online Min-Sum Set Cover Problem

Dimitris Fotakis
National Technical University of Athens, Greece
fotakis@cs.ntua.gr

Loukas Kavouras
National Technical University of Athens, Greece
lukaskavouras@gmail.com

Grigoris Koumoutsos
Université libre de Bruxelles, Belgium
gregkoumoutsos@gmail.com

Stratis Skoulakis
Singapore University of Technology and Design, Singapore
efstratios@sutd.edu.sg

Manolis Vardas
ETH Zurich, Switzerland
evardas@student.ethz.ch

Abstract

We consider the online Min-Sum Set Cover (MSSC), a natural and intriguing generalization of the classical list update problem. In Online MSSC, the algorithm maintains a permutation on $n$ elements based on subsets $S_1, S_2, \ldots$ arriving online. The algorithm serves each set $S_t$ upon arrival, using its current permutation $\pi_t$, incurring an access cost equal to the position of the first element of $S_t$ in $\pi_t$. Then, the algorithm may update its permutation to $\pi_{t+1}$, incurring a moving cost equal to the Kendall tau distance of $\pi_t$ to $\pi_{t+1}$. The objective is to minimize the total access and moving cost for serving the entire sequence. We consider the $r$-uniform version, where each $S_t$ has cardinality $r$. List update is the special case where $r = 1$.

We obtain tight bounds on the competitive ratio of deterministic online algorithms for MSSC against a static adversary, that serves the entire sequence by a single permutation. First, we show a lower bound of $(r+1)(1 - \frac{1}{2r})$ on the competitive ratio. Then, we consider several natural generalizations of successful list update algorithms and show that they fail to achieve any interesting competitive guarantee. On the positive side, we obtain a $O(r)$-competitive deterministic algorithm using ideas from online learning and the multiplicative weight updates (MWU) algorithm.

Furthermore, we consider efficient algorithms. We propose a memoryless online algorithm, called Move-All-Equally, which is inspired by the Double Coverage algorithm for the $k$-server problem. We show that its competitive ratio is $\Omega(r^2)$ and $\Omega(\sqrt{\log n \cdot \log r})$, and conjecture that it is $f(r)$-competitive. We also compare Move-All-Equally against the dynamic optimal solution and obtain (almost) tight bounds by showing that it is $\Omega(r \sqrt{n})$ and $O(r^{3/2} \sqrt{n})$-competitive.
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1 Introduction

In Min-Sum Set Cover (MSSC), we are given a universe $U$ on $n$ elements and a collection of subsets $S = \{S_1, \ldots, S_m\}$, with $S_t \subseteq U$, and the task is to construct a permutation (or list) $\pi$ of elements of $U$. The cost $\pi(S_t)$ of covering a set $S_t$ (a.k.a. the cover time of $S_t$) with a permutation $\pi$ is the position of the first element of $S_t$ in $\pi$, i.e., $\pi(S_t) = \min\{i \mid \pi(i) \in S_t\}$. The goal is to minimize the overall cost $\sum_t \pi(S_t)$ of covering all subsets of $S$.

The MSSC problem generalizes various NP-hard problems such as Min-Sum Vertex Cover and Min-Sum Coloring and it is well-studied. Feige, Lovasz and Tetali [25] showed that the greedy algorithm, which picks in each position the element that covers the most uncovered sets, is a 4-approximation (this was also implicit in [11]) and that no $(4 - \epsilon)$-approximation is possible, unless $P = NP$. Several generalizations have been considered over the years with applications in various areas (we discuss some of those problems and results in Section 1.2).

Online Min-Sum Set Cover. In this paper, we study the online version of Min-Sum Set Cover. Here, the sets arrive online; at time step $t$, the set $S_t$ is revealed. An online algorithm is charged the access cost of its current permutation $\pi_t(S_t)$; then, it is allowed to change its permutation to $\pi_{t+1}$ at a moving cost equal to the number of inversions between $\pi_t$ and $\pi_{t+1}$, known as the Kendall tau distance $d_{KT}(\pi_t, \pi_{t+1})$. The goal is to minimize the total cost, i.e., $\sum_t (\pi_t(S_t) + d_{KT}(\pi_t, \pi_{t+1}))$. This is a significant generalization of the classic list update problem, which corresponds to the special case where $|S_t| = 1$ for all sets $S_t \in S$.

Motivation. Consider a web search engine, such as Google. Each query asked might have many different meanings depending on the user. For example, the query “Python” might refer to an animal, a programming language or a movie. Given the pages related to “Python”, a goal of the search engine algorithm is to rank them such that for each user, the pages of interest appear as high as possible in the ranking (see e.g., [23]). Similarly, news streams include articles covering different reader interests each. We want to rank the articles so that every reader finds an article of interest as high as possible. The MSSC problem serves as a theoretical model for practical problems of this type, where we want to aggregate disjunctive binary preferences (expressed by the input sets) into a total order. E.g., for a news stream, the universe $U$ corresponds to the available articles and the sets $S_t$ correspond to different user types. The cost of a ranking (i.e., permutation on $U$) for a user type is the location of the first article of interest. Clearly, in such applications, users arrive online and the algorithm might need to re-rank the stream (i.e., change the permutation) based on user preferences.

Benchmarks. For the most part, we evaluate the performance of online algorithms by comparing their cost against the cost of an optimal offline solution that knows the input in advance and chooses an optimal permutation $\pi$. Note that this solution is static, in the
sense that it does not change permutations over time. This type of analysis, called static optimality, is typical in online optimization and online learning. It was initiated in the context of adaptive data structures by the landmark result of Sleator and Tarjan [44], who showed that splay trees are asymptotically as fast as any static tree. Since then, it has been an established benchmark for various problems in this area (see e.g., [13,30]): it is also a standard benchmark for several other problems in online optimization (e.g., online facility location [26,37], minimum metric matching [28,33,39], Steiner tree [38], etc.).

A much more general benchmark is the dynamic Min-Sum Set Cover problem, where the algorithm is compared against an optimal solution allowed to change permutations over time. This problem has not been studied even in the offline case. In this work, we define the problem formally and obtain first results for the online case.

We remark that the online dynamic MSSC problem belongs to a rich class of problems called Metrical Task Systems (MTS) [15]. MTS is a far-reaching generalization of several fundamental online problems and provides a unified framework for studying online problems (we discuss this in more detail in Section 1.2). Indeed, our results suggest that solving the online dynamic MSSC requires the development of powerful generic techniques for online problems, which might have further implications for the broader setting of MTS.

Throughout this paper, whenever we refer to online problems, like Min-Sum Set Cover or list update, we assume the static case, unless stated otherwise.

Previous Work on List Update. Prior to our work, the only version of online MSSC studied is the special case where $|S_t| = 1$ for all sets; this is the celebrated list update problem and it has been extensively studied (an excellent reference is [14]). It is known that the deterministic competitive ratio is at least $2 - \frac{2}{n+1}$ and there are several 2-competitive algorithms known; most notably, the Move-to-Front (MTF) algorithm, which moves the (unique) element of $S_t$ to the first position of the permutation, and the Frequency Count algorithm, which orders the elements in decreasing order according to their frequencies.

The dynamic list update problem has also been extensively studied. MTF is known to be 2-competitive [43] and there are several other 2-competitive algorithms [1,24].

1.1 Our Results

In this work, we initiate a systematic study of the online Min-Sum Set Cover problem. We consider the $r$-uniform case, where all request sets have the same size $|S_t| = r$. This is without loss of generality, as we explain in Section 1.3.

The first of our main results is a tight bound on the deterministic competitive ratio of Online MSSC. We show that the competitive ratio of deterministic algorithms is $\Omega(r)$.

**Theorem 1.** Any deterministic online algorithm for the Online Min-Sum Set Cover problem has competitive ratio at least $(r + 1)(1 - \frac{r}{n+1})$.

Note that for $r = 1$, this bound evaluates to $2 - \frac{2}{n+1}$, which is exactly the best known lower bound for the list update problem.

We complement this result by providing a matching (up to constant factors) upper bound.

**Theorem 2.** There exists a $(5r + 2)$-competitive deterministic online algorithm for the Online Min-Sum Set Cover problem.

Interestingly, all prior work on the list update problem (case $r = 1$) does not seem to provide us with the right tools for obtaining an algorithm with such guarantees! As we discuss in Section 2, virtually all natural generalizations of successful list update algorithms...
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(e.g., Move-to-Front, Frequency Count) end up with a competitive ratio way far from the desired bound. In fact, even for $r = 2$, most of them have a competitive ratio depending on $n$, such as $\Omega(\sqrt{n})$ or even $\Omega(n)$. This suggests that online MSSC has a distinctive combinatorial structure, very different from that of list update, whose algorithmic understanding calls for significant new insights. The main reason has to do with the disjunctive nature of the definition of the access cost $\pi(S_t)$. In list update, where $r = 1$, the optimal solution is bound to serve a request $S_t$ by its unique element. The only question is how fast an online algorithm should upgrade it (and the answer is “as fast as possible”). In MSSC, the hard (and crucial) part behind the design of any competitive algorithm is how to ensure that the algorithm learns fast enough about the element $e_t$ used by the optimal solution to serve each request $S_t$. This is evident in the highly adaptive nature of the deceptively simple greedy algorithm of [25] and in the adversarial request sequences for generalizations of Move-to-Front, in Section 2.

To obtain the asymptotically optimal ratio of Theorem 2, we develop a rounding scheme and use it to derandomize the multiplicative weights update (MWU) algorithm. Our analysis bounds the algorithm’s access cost in terms of the optimal cost, but it does not account for the algorithm’s moving cost. We then refine our approach, by performing lazy updates to the algorithm’s permutation, and obtain a competitive algorithm for online MSSC.

Memoryless Algorithms. While the bounds of Theorems 1 and 2 are matching, our algorithm from Theorem 2 is computationally inefficient since it simulates the MWU algorithm, which in turn, maintains a probability distribution over all $n!$ permutations. This motivates the study of trade-offs between the competitive ratio and computational efficiency. To this end, we propose a memoryless algorithm, called Move-All-Equally (MAE), which moves all elements of set $S_t$ towards the beginning of the permutation at the same speed until the first reaches the first position. This is inspired by the Double Coverage algorithm from $k$-server [20,21]. We believe that MAE achieves the best guarantees among all memoryless algorithms. We show that this algorithm can not match the deterministic competitive ratio.

**Theorem 3.** The competitive ratio of the Move-All-Equally algorithm is $\Omega(r^2)$.

Based on Theorem 3, we conjecture that an $O(r)$ guarantee cannot be achieved by a memoryless algorithms. We leave as an open question whether MAE has a competitive ratio $f(r)$, or a dependence on $n$ is necessary. To this end, we show that the competitive ratio of MAE is at most $2^{O(\sqrt{\log n \log r})}$ (see Section 4 for details).

Dynamic Min-Sum Set Cover. We also consider the dynamic version of online MSSC. Dynamic MSSC is much more general and the techniques developed for the static case do not seem adequately powerful. This is not surprising, since the MWU algorithm is designed to perform well against the best static solution. We investigate the performance of the MAE algorithm. First, we obtain an upper bound on its competitive ratio.

**Theorem 4.** The competitive ratio of the Move-All-Equally algorithm for the dynamic online Min-Sum Set Cover problem is $O(r^{3/2} \sqrt{n})$.

Although this guarantee is not very strong, we show that, rather surprisingly, it is essentially tight and no better guarantees can be shown for this algorithm.
Theorem 5. For any $r \geq 3$, the competitive ratio of the Move-All-Equally algorithm for the dynamic online Min-Sum Set Cover problem is $\Omega(r \sqrt{n})$.

This lower bound is based on a carefully crafted adversarial instance; this construction reveals the rich structure of this problem and suggests that more powerful generic techniques are required in order to achieve any $f(r)$ guarantees. In fact, we conjecture that the lower bound of Theorem 1 is the best possible (ignoring constant factors) even for the dynamic problem and that using a work-function based approach such a bound can be obtained.

1.2 Further Related Work

Multiple Intents Re-ranking. This is a generalization of MSSC where for each set $S_t$, there is a covering requirement $K(S_t)$, and the cost of covering a set $S_t$ is the position of the $K(S_t)$-th element of $S_t$ in $\pi$. The MSSC problem is the special case where $K(S_t) = 1$ for all sets $S_t$. Another notable special case is the Min-Latency Set Cover problem, which corresponds to the other extreme case where $K(S_t) = |S_t|$ [29]. Multiple Intents Re-ranking was first studied by Azar et. al. [5], who presented a $O(\log r)$-approximation; later $O(1)$-approximation algorithms were obtained [10,32,42]. Further generalizations have been considered, such as the Submodular Ranking problem, studied by Azar and Gamzu [4], which generalizes both Set Cover and MSSC, and the Min-Latency Submodular Cover, studied by Im et.al [31].

Prediction from Expert Advice and Randomized MSSC. In prediction from expert advice, there are $N$ experts and expert $i$ incurs a cost $c^t_i$ in each step. A learning algorithm decides which expert $i_t$ to follow (before the cost vector $c^t$ is revealed) and incurs a cost of $c^t_{i_t}$. The landmark technique for solving this problem is the multiplicative weights update (MWU - a.k.a. Hedge) algorithm. For an in-depth treatment of MWU, we refer to [3,27,35].

In the classic online learning setting, there is no cost for moving probability mass between experts. However, in a breakthrough result, Blum and Burch [12] showed that MWU is $(1 + \epsilon)$-competitive against the best expert, even if there is a cost $D$ for moving probability mass between experts. By adapting this result to online MSSC (regarding permutations as experts), we can get an (inefficient) randomized algorithm with competitive ratio $(1 + \epsilon)$, for any constant $\epsilon \in (0, 1/4)$. A detailed description is deferred to the full version of this paper.

Metrical Task Systems and Online Dynamic MSSC. The online dynamic Min-Sum Set Cover problem belongs to a rich family of problems called Metrical Task Systems (MTS). In MTS, we are given a set of $N$ states and a metric function $d$ specifying the cost of moving between the states. At each step, a task arrives; the cost of serving the task at state $i$ is $c_i$. An algorithm has to choose a state to process the task. If it switches from state $i$ to state $j$ and processes the task there, it incurs a cost $d(i,j) + c_j$. Given an initial state and a sequence of requests, the goal is to process all tasks at minimum cost.

It is easy to see that the online version of dynamic MSSC problem is a MTS, where the states correspond to permutations, thus $N = n!$, and the distance between two states is their Kendall tau distance. For a request set $S_t$, the request is a vector specifying the cost $\pi(S_t)$ for every permutation $\pi$.

Several other fundamental online problems (e.g., $k$-server, convex body chasing) are MTS. Although there has been a lot of work on understanding the structure of MTS problems [2,8,9,15,16,22,34,40,41], there is not a good grasp on how the structure relates to the hardness of MTS problems. Getting a better understanding on this area is a long-term goal, since it would lead to a systematic framework for solving online problems.
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1.3 Preliminaries

Notation. Given a request sequence \( S = \{S_1, \ldots, S_n\} \), for any algorithm ALG we denote \( \text{Cost}(\text{ALG}(S)) \) or simply \( \text{Cost}(\text{ALG}) \) the total cost of ALG on \( S \). Similarly we denote \( \text{AccessCost}(\text{ALG}) \) the total access cost of ALG and \( \text{MovingCost}(\text{ALG}) \) the total movement cost of ALG. For a particular time step \( t \), an algorithm using permutation \( \pi_t \) incurs an access cost \( \text{AccessCost}(\text{ALG}(t)) = \pi_t(S_t) \). We denote by \( \pi_t[j] \) the position of element \( j \in U \) in the permutation \( \pi_t \).

Online Min-Sum Set Cover. We focus on the \( r \)-uniform case, i.e., when all sets \( S_t \) have size \( r \ll n \). This is essentially without loss of generality, because we can always let \( r = \max_i |S_t| \) and add the \( r - |S_t| \) last unrequested elements in the algorithm’s permutation to any set \( S_t \) with \( |S_t| < r \). Assuming that \( r \leq n/2 \), this modification cannot increase the optimal cost and cannot decrease the online cost by more than a factor of 2.

2 Lower Bounds on the Deterministic Competitive Ratio

We start with a lower bound on the deterministic competitive ratio of online MSSC.

Theorem 1. Any deterministic online algorithm for the Online Min-Sum Set Cover problem has competitive ratio at least \((r + 1)(1 - \frac{1}{n+1})\).

For the proof, we employ an averaging argument, similar to those in lower bounds for list update and \( k \)-server [36, 43]. In each step, the adversary requests the last \( r \) elements in the algorithm’s permutation. Hence, the algorithm’s cost is at least \((n - r + 1)\). Using a counting argument, we show that for any fixed set \( S_t \) of size \( r \) and any \( i \in [n-r+1] \), the number of permutations \( \pi \) with access cost \( \pi(S_t) = i \) is \((n-r)!r!(n-r)!\). Summing up over all permutations and dividing by \( n! \), we get that the average access cost for \( S_t \) is \((n+1)!r!(n-r)!n! = \frac{n+1}{r+1} \). Therefore, the cost of the optimal permutation is a most \( \frac{(n+1)!}{r+1} \), and the competitive ratio of the algorithm at least \( \frac{(n-r+1)(r+1)}{n+1} \). The details can be found in the full version of this paper.

Lower Bounds for Generalizations of Move-to-Front. For list update, where \( r = 1 \), simple algorithms like Move-to-Front (MTF) and Frequency Count achieve an optimal competitive ratio. We next briefly describe several such generalizations of them and show that their competitive ratio depends on \( n \), even for \( r = 2 \). Missing details can be found in the full version.

MTF\text{first}: Move to the first position (of the algorithm’s permutation) the element of \( S_t \) appearing first in \( \pi_t \). This algorithm is \( \Omega(n) \)-competitive when each request \( S_t \) consists of the last two elements in \( \pi_t \). Then, the last element in the algorithm’s permutation never changes and is used by the optimal permutation to serve the entire sequence!

MTF\text{last}: Move to the first position the element of \( S_t \) appearing last in \( \pi_t \).

MTF\text{all}: Move to the first \( r \) positions all elements of \( S_t \) (in the same order as in \( \pi_t \)).

MTF\text{random}: Move to the first position an element of \( S_t \) selected uniformly at random.

MTF\text{last}, MTF\text{all} and MTF\text{random} have a competitive ratio of \( \Omega(n) \) when each request \( S_t \) consists of a fixed element \( e \) (always the same) and the last element in \( \pi_t \), because they all incur an (expected for MTF\text{random}) moving cost of \( \Theta(n) \) per request.

The algorithms seen so far fail for the opposite reasons: MTF\text{first} cares only about the first element and ignores completely the second, and the others are very aggressive on using the second (\text{r}th) element. A natural attempt to balance those two extremes is the following.
MTF$_{\text{relative}}$: Let $i$ be the position of the first element of $S_t$ in $\pi_t$. Move to the first positions of the algorithm’s permutation (keeping their relative order) all elements of $S_t$ appearing up to the position $c \cdot i$ in $\pi_t$, for some constant $c$. The bad instance for this algorithm is when each request $S_t$ consists of the last element and the element at position $\lfloor n/c \rfloor - 1$ in $\pi_t$; it never uses the $n$th element and the adversary serves all requests with it at a cost of 1.

All generalizations of MTF above are memoryless and they all fail to identify the element by which optimal serves $S_t$. The following algorithm tries to circumvent this by keeping memory and in particular the frequencies of requested elements.

MTF$_{\text{count}}$: Move to the first position the most frequent element of $S_t$ (i.e., the element of $S_t$ appearing in most requested sets so far).

This algorithm behaves better in easy instances, however with some more work we can show a lower bound of $\Omega(\sqrt{n})$ on its competitive ratio. Let $e_1, \ldots, e_n$ be the elements indexed according to the initial permutation $\pi_0$ and $b = \sqrt{n}$. The request sequence proceeds in $m/n$ phases of length $n$ each. The first $n - b$ requests of each phase are $\{e_1, e_2\}, \{e_1, e_3\}, \ldots, \{e_1, e_{n-b}\}$, and the last $b$ requests consist of $e_{n-b+1}, \ldots, e_n$ and the element at position $n - b$ at the current algorithm’s permutation, for $i = 1, \ldots, b$. An optimal solution can cover all the requests by the elements $e_1, e_{n-b+1}, \ldots, e_n$ with total cost $\Theta(m + n\sqrt{n})$. The elements $e_{n-b+1}, \ldots, e_n$ are never upgraded by MTF$_{\text{count}}$. Hence, the algorithm’s cost is $\Theta(m\sqrt{n})$.

## 3 An Algorithm with Asymptotically Optimal Competitive Ratio

Next, we present algorithm Lazy-Rounding (Algorithm 2) and analyze its competitive ratio. The following is the main result of this section:

**Theorem 2.** Deterministic online algorithm Lazy-Rounding, presented in Algorithm 2, is $(5r + 2)$-competitive for the static version of the Online Min-Sum Set Cover problem.

The remainder of this section is devoted to the proof of Theorem 2. At a high-level, our approach is summarized by the following three steps:

1. We use as black-box the multiplicative weights update (MWU) algorithm with learning rate $1/n^3$. Using standard results from learning theory, we show that its expected access cost is within a factor $5/4$ of $\text{OPT}$, i.e., $\text{AccessCost(MWU)} \leq \frac{5}{4} \text{Cost(OPT)}$ (Section 3.1).

2. We develop an online rounding scheme, which turns any randomized algorithm $A$ into a deterministic one, denoted Derand($A$), with access cost at most $2r \cdot E[\text{AccessCost}(A)]$ (Section 3.2). However, our rounding scheme does not provide any immediate guarantee on the moving cost of Derand($A$).

3. Lazy-Rounding is a lazy version of Derand(MWU) that updates its permutation only if MWU’s distribution has changed a lot. A phase corresponds to a time interval that Lazy-Rounding does not change its permutation. We show that during a phase:

   (i) The upper bound on the access cost increases, compared to Derand(MWU), by a factor of at most 2, i.e., $\text{AccessCost(Lazy-Rounding)} \leq 4r \cdot E[\text{AccessCost(MWU)}]$ (Lemma 11).

   (ii) The (expected) access cost of MWU is at least $n^2$. Since our algorithm moves only once per phase, its movement cost is at most $n^2$. Thus we get that (Lemma 12):

\[
\text{MovingCost(Lazy-Rounding)} \leq E[\text{AccessCost(MWU)}].
\]
For the upper bound on the moving cost above, we relate how much MWU’s distribution changes during a phase, in terms of the total variation distance, to the cost of MWU and the cost of our algorithm.

Based on the above properties, we compare the access and the moving cost of Lazy-Rounding against the access cost of MWU and to get the desired competitive ratio:

\[
\text{Cost(Lazy-Rounding)} \leq (4r + 1) \mathbb{E}[\text{AccessCost(MWU)}] \leq (5r + 2) \text{Cost(OPT)}.
\]

Throughout this section we denote by \(d_{TV}(\delta, \delta')\) the total variation distance of two discrete probability distributions \(\delta, \delta' : [N] \to [0, 1]\), defined as \(d_{TV}(\delta, \delta') = \sum_{i=1}^{N} \max\{0, \delta(i) - \delta'(i)\}\).

### 3.1 Using Multiplicative Weights Update in Online Min-Sum Set Cover

In this section, we explain how the well-known MWU algorithm [27,35] is used in our context.

**The MWU Algorithm.** Given \(n!\) permutations of elements of \(U\), the algorithm has a parameter \(\beta \in [0, 1]\) and a weight \(w_{\pi}\) for each permutation \(\pi \in [n!]\), initialized at 1. At each time step the algorithm chooses a permutation according to distribution \(P^t_\pi = w^t_\pi / (\sum_{\pi \in [n!]} w^t_\pi)\). When request \(S_t\) arrives, MWU incurs an expected access cost of

\[
\mathbb{E}[\text{AccessCost(MWU)}] = \sum_{\pi \in [n!]} P^t_\pi \cdot \pi(S_t)
\]

and updates its weights \(w^{t+1}_\pi = w^t_\pi \cdot \beta^{\pi(S_t)}\), where \(\beta = e^{-1/n^3}\); this is the so-called learning rate of our algorithm. Later on, we discuss the reasons behind choosing this value.

**On the Access Cost of MWU.** Using standard results from learning theory [27,35] and adapting them to our setting, we get that the (expected) access cost of MWU is bounded by \(\text{Cost(OPT)}\). This is formally stated in Lemma 6 (and is proven in the full version).

▶ **Lemma 6.** For any request sequence \(\sigma = (S_1, \ldots, S_m)\) we have that

\[
\mathbb{E}[\text{AccessCost(MWU)}] \leq \frac{5}{4} \cdot \text{Cost(OPT)} + 2n^3 \ln n.
\]

**On the Distribution of MWU.** We now relate the expected access cost of the MWU algorithm to the total variation distance among MWU’s distributions. More precisely, we show that if the total variation distance between MWU’s distributions at times \(t_1\) and \(t_2\) is large, then MWU has incurred a sufficiently large access cost. The proof of the following makes a careful use of MWU’s properties and is deferred to the full version of this paper.

▶ **Lemma 7.** Let \(P^t\) be the probability distribution of the MWU algorithm at time \(t\). Then,

\[
d_{TV}(P^t, P^{t+1}) \leq \frac{1}{n^3} \cdot \mathbb{E}[\text{AccessCost(MWU)}(t)].
\]

The following is useful for the analysis of Lazy-Rounding. Its proof follows from Lemma 7 and the the triangle inequality and is deferred to the full version of this paper.

▶ **Lemma 8.** Let \(t_1\) and \(t_2\) two different time steps such that \(d_{TV}(P^{t_1}, P^{t_2}) \geq 1/n\). Then,

\[
\sum_{t=t_1}^{t_2-1} \mathbb{E}[\text{AccessCost(MWU)}(t)] \geq n^2.
\]
3.2 Rounding

Next, we present our rounding scheme. Given as input a probability distribution \( \delta \) over permutations, it outputs a fixed permutation \( \rho \) such that for each possible request set \( S \) of size \( r \), the cost of \( \rho \) on \( S \) is within a \( O(r) \) factor of the expected cost of the distribution \( \delta \) on \( S \). For convenience, we assume that \( n/r \) is an integer. Otherwise, we use \( \lceil n/r \rceil \).

**Algorithm 1** Greedy-Rounding (derandomizing probability distributions over the permutations).

**Input:** A probability distribution \( \delta \) over \([n!]\).

**Output:** A permutation \( \rho \in [n!] \).

1. \( R \leftarrow U \)
2. for \( i = 1 \) to \( n/r \) do
   3. \( S^i \leftarrow \arg \min_{S \in \{R\}^r} E_{\pi \sim \delta}[\pi(S)] \)
   4. Place the elements of \( S^i \) (arbitrarily) from positions \( (i-1) \cdot r + 1 \) to \( i \cdot r \) of \( \rho \).
   5. \( R \leftarrow R \setminus S^i \)
3. end for
4. return \( \rho \)

Our rounding algorithm is described in Algorithm 1. At each step, it finds the request \( S \) with minimum expected covering cost under the probability distribution \( \delta \) and places the elements of \( S \) as close to the beginning of the permutation as possible. Then, it removes those elements from set \( R \) and iterates. The main claim is that the resulting permutation has the following property: any request \( S \) of size \( r \) has covering cost at most \( O(r) \) times of its expected covering cost under the probability distribution \( \delta \).

**Theorem 9.** Let \( \delta \) be a distribution over permutations and let \( \rho \) be the permutation output by Algorithm 1 on \( \delta \). Then, for any set \( S \), with \( |S| = r \),

\[
\rho(S) \leq 2r \cdot \mathbb{E}_{\pi \sim \delta}[\pi(S)].
\]

**Proof Sketch.** The key step is to show that if the element used by \( \rho \) to serve the request \( S \) was picked during the \( k \)th iteration of the rounding algorithm, then \( \mathbb{E}_{\pi \sim \delta}[\pi(S)] \geq k/2 \).

Clearly, \( \rho(S) \leq k \cdot r \) and the theorem follows. Full proof is in the full version.

---

3.3 The Lazy Rounding Algorithm

Lazy-Rounding, presented in Algorithm 2, is essentially a lazy derandomization of MWU. At each step, it calculates the distribution on permutations maintained by MWU. At the beginning of each phase, it sets its permutation to that given by Algorithm 1. Then, it sticks to the same permutation for as long as the total variation distance of MWU’s distribution at the beginning of the phase to the current MWU distribution is at most \( 1/n \). As soon as the total variation distance exceeds \( 1/n \), Lazy-Rounding starts a new phase.

The main intuition behind the design of our algorithm is the following. In Section 3.2 we showed that Algorithm 1 results in a deterministic algorithm with access cost no larger than \( 2r \mathbb{E}[\text{AccessCost}(\text{MWU})] \). However, such an algorithm may incur an unbounded moving cost; even small changes in the distribution of MWU could lead to very different permutations after rounding. To deal with that, we update the permutation of Lazy-Rounding only if there are substantial changes in the distribution of MWU. Intuitively, small changes in MWU’s distribution should not affect much the access cost (this is formalized in Lemma 10). Moreover, Lazy-Rounding switches to a different permutation only if it is really required, which we use to bounds Lazy-Rounding’s moving cost.
Bounding the Access Cost. We first show that the access cost of Lazy-Rounding is within a factor of $4r$ from the expected access cost of MWU (Lemma 11). To this end, we first show that if the total variation distance between two distributions is small, then sampling from those distributions yields roughly the same expected access cost for any request $S$. The proof of the following is based on the optimal coupling lemma and can be found in the full version of this paper.

Lemma 10. Let $\delta$ and $\delta'$ be two probability distributions over permutations. If that $d_{TV}(\delta, \delta') \leq 1/n$, for any request set $S$ of size $r$, we have that

$$\mathbb{E}_{\pi \sim \delta} [\pi(S)] \leq 2 \cdot \mathbb{E}_{\pi \sim \delta'} [\pi(S)].$$

We are now ready to upper bound the access cost of our algorithm.

Lemma 11. AccessCost(Lazy-Rounding) $\leq 4r \cdot \mathbb{E}[\text{AccessCost(MWU)}].$

Proof. Consider a phase of Lazy-Rounding starting at time $t_1$. We have that at any round $t \geq t_1$, $\pi_t \sim \text{Greedy-Rounding}(P^{t_1})$, as long as $d_{TV}(P^t, P^{t_1}) \leq 1/n$. By Theorem 9 and Lemma 10, we have that,

$$\text{AccessCost(Lazy-Rounding}(t)) = \pi_t(S_t) \leq 2r \cdot \mathbb{E}_{\pi \sim P^{t_1}} [\pi(S_t)] \leq 4r \cdot \mathbb{E} [\pi(S_t)].$$

Overall we get, AccessCost(Lazy-Rounding) $\leq \sum_{t=1}^m \pi_t(S_t) \leq 4r \mathbb{E}[\text{AccessCost(MWU)}].$ □

Bounding the Moving Cost. We now show that the moving cost of Lazy-Rounding is upper bounded by the expected access cost of MWU.

Lemma 12. MovingCost(Lazy-Rounding) $\leq \mathbb{E}[\text{AccessCost(MWU)}].$

Proof. Lazy-Rounding moves at the end of a phase incurring a cost of at most $n^2$. Let $t_1$ and $t_2$ be the starting times of two consecutive phases. By the definition of Lazy-Rounding, $d_{TV}(P^{t_1}, P^{t_2}) > 1/n$. By Lemma 8, we have that the access cost of MWU during $t_1$ and $t_2$ is at least $n^2$. We get that

$$\frac{\text{MovingCost(ALG)}}{\mathbb{E}[\text{AccessCost(MWU)}]} \leq \frac{n^2 \# \text{ different phases}}{n^2 \# \text{different phases}} = 1.$$

Theorem 2 follows from lemmas 11, 12 and 6. The details can be found in the full version.

Algorithm 2 Lazy Rounding.

Input: Sequence of requests $(S_1, \ldots, S_m)$ and the initial permutation $\pi_0 \in [n!].$

Output: A permutation $\pi_t$ at each round $t$, which serves request $S_t$.

1: start-phase $\leftarrow 1$
2: $P^1 \leftarrow$ uniform distribution over permutations
3: for each round $t \geq 1$ do
4: if $d_{TV}(P^t, P^{\text{start-phase}}) \leq 1/n$ then
5: $\pi_t \leftarrow \pi_{t-1}$
6: else
7: $\pi_t \leftarrow \text{Greedy-Rounding}(P^t)$
8: start-phase $\leftarrow t$
9: end if
10: Serve request $S_t$ using permutation $\pi_t$.
11: $w_{x}^{t+1} = w_x^t \cdot e^{-S_t/n},$ for all permutations $\pi \in [n!]$.
12: $P^{t+1} \leftarrow$ Distribution on permutations of MWU, $P^{t+1}_\pi = w_x^t / (\sum_{\pi \in [n!]} w_x^t)$. 
13: end for
**Algorithm 3** Move-All-Equally.

**Input:** A request sequence \((S_1, \ldots, S_m)\) and the initial permutation \(\pi_0 \in [n!]\)

**Output:** A permutation \(\pi_t\) at each round \(t\).

1. for each round \(t \geq 1\) do
2. \(k_t \leftarrow \min \{i \mid \pi_{t-1}[i] \in S_t\}\)
3. Decrease the index of all elements of \(S_t\) by \(k_t - 1\).
4. end for

**Remark.** Note that to a large extent, our approach is generic and can be used to provide static optimality for a wide range of online problems. The only requirement is that there is a maximum access cost \(C_{\text{max}}\) and a maximum moving cost \(D\); then, we should use MWU with learning rate \(1/(D \cdot C_{\text{max}})\) and move when \(d_{TV} \geq 1/C_{\text{max}}\). Here we used \(D = n^2\) and \(C_{\text{max}} = n\). The only problem-specific part is the rounding of Section 3.2. We believe it is an interesting direction to use this technique for generalizations of this problem, like multiple intents re-ranking or interpret known algorithms for other problems like the BST problem using our approach.

4 A Memoryless Algorithm

In this section we focus on memoryless algorithms. We present an algorithm, called Move-All-Equally (MAE), which seems to be the “right” memoryless algorithm for online MSSC. MAE decreases the index of all elements of the request \(S_t\) at the same speed until one of them reaches the first position of the permutation (see Algorithm 3). Note that MAE belongs to the Move-to-Front family, i.e., it is a generalization of the classic MTF algorithm for the list update problem. MAE admits two key properties that substantially differentiate it from the other algorithms in the Move-to-Front family presented in Section 2.

(i) Let \(e_t\) denote the element used by OPT to cover the request \(S_t\). MAE always moves the element \(e_t\) towards the beginning of the permutation.

(ii) It balances moving and access costs: if the access cost at time \(t\) is \(k_t\), then the moving cost of MAE is roughly \(r \cdot k_t\) (see Algorithm 3). The basic idea is that the moving cost of MAE can be compensated by the decrease in the position of element \(e_t\). This is why it is crucial all the elements to be moved with the same speed.

**Lower Bound.** First, we show that this algorithm, besides its nice properties, fails to achieve a tight bound for the online MSSC problem.

▶ **Theorem 3.** The competitive ratio of the Move-All-Equally algorithm is \(\Omega(r^2)\).

In the lower bound instance, the adversary always requests the last \(r\) elements of the algorithm’s permutation. Since MAE moves all elements to the beginning of the permutation, we end up in a request sequence where \(n/r\) disjoint sets are repeatedly requested. Thus the optimal solution incurs a cost of \(\Theta(n/r)\) per request, while MAE incurs a cost of \(\Omega(n \cdot r)\) per request (the details are in the full version). Note that in such a sequence, MAE loses a factor of \(r\) by moving all elements, instead of one. However, this extra movement seems to be the reason that MAE outperforms all other memoryless algorithms and avoids poor performance in trivial instances, like other MTF-like algorithms.
Upper Bounds. Let $L$ denote the set of elements used by the optimal permutation on a request sequence such that $|L| = \ell$. That means, OPT has those $\ell$ elements in the beginning of its permutation, and it never uses the remaining $n - \ell$ elements. Consider a potential function $\Phi(t)$ being the number of inversions between elements of $L$ and $U \setminus L$ in the permutation of MAE (an inversion occurs when an element of $L$ is behind an element of $U \setminus L$). Consider the request $S_t$ at time $t$ and let $k_t$ be the access cost of MAE.

Let $e_t$ be the element used by OPT to serve $S_t$. Clearly, in the permutation of MAE, $e_t$ passes (i.e., changes relative order w.r.t.) $k_t - 1$ elements. Among them, let $L$ be the set of elements of $L$ and $R$ the elements of $U \setminus L$. Clearly, $|L| + |R| = k_t - 1$ and $|L| \leq |L| = \ell$. We get that the move of $e_t$ changes the potential by $-|R|$. The moves of all other elements increase the potential by at most $(r - 1) \cdot \ell$. We get that

$$k_t + \Phi(t) - \Phi(t - 1) \leq |L| + |R| - |R| + (r - 1) \cdot \ell \leq |L| + (r - 1) \cdot \ell \leq r \cdot \ell.$$ 

Since the cost of MAE at step $t$ is no more than $(r + 1) \cdot k_t$, we get that the amortized cost of MAE per request is $O(r^2 \cdot \ell)$. This implies that for all sequences such that OPT uses all elements of $L$ with same frequencies (i.e., the OPT pays on average $\Omega(\ell)$ per request), MAE incurs a cost within $O(r^2)$ factor from the optimal. Recall that all other MTF-like algorithms are $O(\sqrt{n})$ competitive even in instances where OPT uses only one element!

While this simple potential gives evidence that MAE is $O(r^2)$-competitive, it is not enough to provide satisfactory competitiveness guarantees. We generalize this approach and define the potential function $\Phi(t) = \sum_{j=1}^n \alpha_j \cdot \pi_t(j)$, where $\pi_t(j)$ is the position of element $j$ at round $t$ and $\alpha_j$ are some non-negative coefficients. The potential we described before is the special case where $\alpha_j = 1$ for all elements of $L$ and $\alpha_j = 0$ for elements of $U \setminus L$.

By refining further this approach and choosing coefficients $\alpha_j$ according to the frequency that OPT uses element $j$ to serve requests (elements of high frequency are “more important” so they should have higher values $\alpha_j$), we get an improved upper bound.

\begin{theorem}
The competitive ratio of MAE algorithm is at most $2^{O(\sqrt{\log n \log r})}$.
\end{theorem}

Note that this guarantee is $o(n^r)$ and $\omega(\log n)$. The proof is based on the ideas sketched above but the analysis is quite involved and is deferred to the full version of this paper.

## 5 Dynamic Online Min-Sum Set Cover

In this section, we turn our attention to the dynamic version of online MSSC. In online dynamic MSSC, the optimal solution maintains a trajectory of permutations $\pi^*_0, \pi^*_1, \ldots, \pi^*_t, \ldots$, and use permutation $\pi^*_t$ to serve each request $S_t$. The cost of the optimal dynamic solution is $OPT_{\text{dynamic}} = \sum_t (\pi^*_t(S_t) + d_{\text{CT}}(\pi^*_t(S_t), \pi^*_t(S_{t-1})))$, where $\{\pi^*_t\}_t$ denotes the optimal permutation trajectory for the request sequence that minimizes the total access and moving cost.

We remark that the ratio between the optimal static solution and the optimal dynamic solution can be as high as $\Omega(n)$. For example, in the sequence of requests $\{1\}^b \{2\}^b \ldots \{n\}^b$, the optimal static solution pays $\Theta(n^2b)$, whereas the optimal dynamic solution pays $\Theta(n^2 + n \cdot b)$ by moving the element that covers the next $n \cdot b$ requests to the first position and then incurring access cost $1$. The above example also reveals that although Algorithm 2 is $\Theta(r)$-competitive against the optimal static solution, its worst-case ratio against a dynamic solution can be $\Omega(n)$.

**MAE Algorithm.** As a first study of the dynamic problem, we investigate the competitive ratio of Move-All-Equally (MAE) algorithm from Section 4. We begin with an upper bound.

\begin{theorem}
The competitive ratio of the Move-All-Equally algorithm for the dynamic online Min-Sum Set Cover problem is $O(r^{3/2} \sqrt{n})$.
\end{theorem}
The approach for proving Theorem 4 is generalizing that exhibited in Section 4 for the static case. We use a generalized potential function \( \Phi(t) = \sum_{j=1}^{n} \alpha_j^t \cdot \pi_j(j) \); i.e., the multipliers \( \alpha_j \) may change over time so as to capture the moves of \( OPT_{\text{dynamic}} \). To select coefficients \( \alpha_j \) we apply a two-level approach. We observe that there is always a 2-approximate optimal solution that moves an element of \( S_t \) to the front (similar to classic MTF in list update). We call this MTF\(_{OPT}\). We compare the permutation of the online algorithm with the permutation maintained by this algorithm; at each time, elements the beginning of the offline permutation are considered to be “important” and have higher coefficients \( \alpha_1^t \). The formal proof is in the full version.

Next, we show an almost matching lower bound.

\textbf{Theorem 5.} For any \( r \geq 3 \), the competitive ratio of the Move-All-Equally algorithm for the dynamic online Min-Sum Set Cover problem is \( \Omega(r \sqrt{n}) \).

\textbf{Sketch of the Construction.} The lower bound is based on a complicated adversarial request sequence; we sketch the main ideas. Let \( k \) be an integer. During a phase we ensure that:

\begin{enumerate}[(i)]
  \item There are \( 2k \) “important” elements used by \( OPT \); we call them \( e_1, \ldots, e_{2k} \). In the beginning of the phase, those elements are ordered in the start of the optimal permutation \( \pi^* \), i.e., \( \pi^*[e_j] = j \). The phase contains \( k \) consecutive requests to each of them, in order; thus the total number of requests is \( \approx 2k^2 \). \( OPT \) brings each element \( e_i \) at the front and uses it for \( k \) consecutive requests; thus the access cost of \( OPT \) is \( 2k^2 \) (1 per request) and the total movement cost of \( OPT \) of order \( \Theta(k^2) \). Over a phase of \( 2k^2 \) requests, \( OPT \) incurs an overall cost \( \Theta(k^2) \), i.e., an average of \( O(1) \) per request.
  \item The first \( k + r - 2 \) positions of the online permutation will be always occupied by the same set of “not important” elements; at each step the \( r - 2 \) last of them will be part of the request set and MAE will move them to the front. Thus the access cost will always be \( k + 1 \) and the total cost more than \( (r + 1) \cdot k \).
\end{enumerate}

The two properties above are enough to provide a lower bound \( \Omega(r \cdot k) \); the optimal cost is \( O(1) \) per request and the online cost \( O(r \cdot k) \). The goal of an adversary is to construct a request sequence with those two properties for the largest value of \( k \) possible.

The surprising part is that although MAE moves all requested elements towards the beginning of the permutation, it never manages to bring any of the “important” elements in a position smaller than \( r + k - 2 \). While the full instance is complex and described in the full version, at a high-level, we make sure that whenever a subsequence of \( k \) consecutive requests including element \( e_j \) begins, \( e_j \) is at the end of the online permutation, i.e., \( \pi_t[e_j] = n \). Thus, even after \( k \) consecutive requests where MAE moves it forward by distance \( k \), it moves by \( k^2 \) positions; by making sure that \( n - k^2 > r + k - 2 \) (which is true for some \( k = \Omega(\sqrt{n}) \)), we can make sure that \( e_j \) does not reach the first \( r + k - 2 \) positions of the online permutation.

\section{Concluding Remarks}

Our work leaves several intriguing open questions. For the (static version of) Online MSSC, it would be interesting to determine the precise competitive ratio of the MAE algorithm; particularly whether it depends only on \( r \) or some dependency on \( n \) is really necessary. More generally, it would be interesting to determine the best possible performance of memoryless algorithms and investigate trade-offs between competitiveness and computational efficiency.

For the online dynamic MSSC problem, the obvious question is whether a \( f(r) \)-competitive algorithm is possible. Here, we showed that techniques developed for the list update problem seem to be too problem-specific and are not helpful in this direction. This calls for the
use of more powerful and systematic approaches. For example, the online primal-dual method [18] has been applied successfully for solving various fundamental problems [6, 7, 17, 19]. Unfortunately, we are not aware of a primal-dual algorithm even for the special case of list update: the only attempt we are aware of is [45], but this analysis basically recovers known (problem-specific) algorithms using dual-fitting. Our work gives further motivation for designing a primal-dual algorithm for list-update: this could be a starting point towards solving the online dynamic MSSC.

In a broader context, the online MSSC is the first among a family of poorly understood online problems such as the multiple intents re-ranking problem described in Section 1.2. In this problem, when a set $S_t$ is requested, we need to cover it using $s \leq r$ elements; MSSC is the special case $s = 1$. It is natural to expect that the lower bound of Theorem 1 can be generalized to $\Omega(r/s)$, i.e., as $s$ grows, we should be able to achieve a better competitive ratio. It will be interesting to investigate this and the applicability of our technique to obtain tight bounds for this problem.
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Abstract

Let $M = (m_{ij})$ be a symmetric matrix of order $n$ and let $G$ be the graph with vertex set $\{1, \ldots, n\}$ such that distinct vertices $i$ and $j$ are adjacent if and only if $m_{ij} \neq 0$. We introduce a dynamic programming algorithm that finds a diagonal matrix that is congruent to $M$. If $G$ is given with a tree decomposition $T$ of width $k$, then this can be done in time $O(k|T| + k^2n)$, where $|T|$ denotes the number of nodes in $T$.
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1 Introduction and main result

Two matrices $M$ and $N$ are said to be congruent, which is denoted $M \cong N$, if there exists a nonsingular matrix $P$ for which $N = P^T M P$. Matrix congruence naturally appears when studying Gram matrices associated with a quadratic form on a finite-dimensional vector space; finding a diagonal matrix $D$ that is congruent to a symmetric matrix $M$ allows us to classify the quadratic form.

In a different direction, finding a diagonal matrix that is congruent to $M$ allows us to determine the number of eigenvalues of $M$ in a given real interval. Indeed, fix real numbers $c < d$. Let $D_c \cong N = M - cI$ and $D_d \cong M - dI$ be diagonal matrices. By Sylvester’s Law of Inertia [16, p. 568], the number $n_1$ of eigenvalues of $M$ greater than $c$ equals the number of positive entries in $D_c$. Moreover, the number of eigenvalues equal to $c$, or less than $c$, are given by the number of zero diagonal entries, or by the number of negative entries in $D_c$, respectively. As a consequence, if $n_2$ is the number of positive entries in $D_d$, then $n_1 - n_2$ is the number of eigenvalues of $M$ in the interval $(c,d]$.

Given a symmetric matrix $M = (m_{ij})$ of order $n$, we may associate it with a graph $G$ with vertex set $[n] = \{1, \ldots, n\}$ such that distinct vertices $i$ and $j$ are adjacent if and only if $m_{ij} \neq 0$. We say that $G$ is the underlying graph of $M$. This allows us to employ structural decompositions of graph theory to deal with the nonzero entries of $M$ in an efficient way.
One such decomposition is the tree decomposition, which has been extensively studied since the seminal paper of Robertson and Seymour [18]. The graph parameter associated with this decomposition is the treewidth.

A tree decomposition of a graph $G = (V, E)$ is a tree $T$ with nodes $1, \ldots, m$, where each node $i$ is associated with a bag $B_i \subseteq V$, satisfying the following properties: (1) $\bigcup_{i=1}^{m} B_i = V$; (2) For every edge $\{v, w\} \in E$, there exists $B_i$ containing $v$ and $w$; (3) For any $v \in V$, the subgraph of $T$ induced by the nodes that contain $v$ is connected.

The width of the tree decomposition $T$ is defined as $\max_i (|B_i| - 1)$ and the treewidth $tw(G)$ of graph $G$ is the smallest $k$ such that $G$ has a tree decomposition of width $k$. Clearly, it is always the case that $tw(G) < |V|$, and for connected graphs, $tw(G) = 1$ if and only if $G$ is a tree on two or more vertices. Even though computing the treewidth of a graph is hard, this is a widely studied parameter and tree decompositions with bounded width are known for several graph classes. Moreover, there is an extensive literature on approximation algorithms for this problem. For instance, Fomin et al. [9] devised an algorithm such that, given an $n$-vertex graph and an integer $k$, runs in time $O(k^7n \log n)$ and either correctly reports that the treewidth of $G$ is larger than $k$, or constructs a tree decomposition of $G$ of width $O(k^2)$.

Often, graph widths have been used to design algorithms for NP-complete or even harder problems that are efficient on graphs of bounded width, by which we mean that their running time is equal to $O(f(k)n^c)$ for a constant $c$ and an arbitrary computable function $f$, where $k$ is the width of the graph. Problems that can be solved with such a running time are called fixed parameter tractable (FPT). For more information, interested readers are referred to [5, 7, 8, 17], and to the references therein.

On the other hand, graph widths may be quite useful for polynomial time solvable problems. Indeed, treewidth has a strong connection to the solution of sparse linear systems and Gaussian elimination. For a long time heuristics have been designed to maintain sparsity throughout Gaussian elimination. The goal is to minimize the fill-in, defined as the set of matrix positions that were initially 0, but have received nonzero values during the computation. Fill-in minimization has been analyzed as a graph problem in the case of symmetric [19] as well as asymmetric [20] matrices. As in our paper, a nonzero matrix entry $a_{ij}$ is interpreted as an edge (or arc) from vertex $i$ to vertex $j$. However, unlike here, it was assumed that the matrix was diagonally dominant, so that all the pivots could be chosen in the diagonal.

A major source of applications are symmetric positive definite matrices due to their prevalence. When the $i$th diagonal pivot is chosen in the symmetric case, then the fill-in consists of all missing edges between those neighbors of vertex $i$ that have not yet been eliminated. The minimum $k$ over all elimination orders of the maximal number of higher numbered neighbors is precisely the treewidth of the graph associated with a symmetric matrix [2]. When such an optimal elimination order or, equivalently, a tree decomposition of width $k$ is given, then Gaussian elimination can trivially be done in time $O(k^2n)$, if the pivot can always be chosen in the diagonal. This is clearly the case for symmetric positive definite matrices. On the other hand, it long seemed impossible to get an efficient algorithm when off-diagonal pivots have to be chosen. Note that, if the graph corresponding to a symmetric matrix has treewidth $k$, then you can always find a diagonal element with at most $k$ off-diagonal nonzero elements in its row and column. But if this diagonal element is zero, and the pivot is chosen somewhere else in its row, then there can be an arbitrary number of nonzero elements in the pivot’s column. The main contribution of this paper is an algorithm that deals with these diagonal elements.
The paper of Bodlaender et al. [2] is dedicated to the approximation of treewidth, pathwidth, and minimum elimination tree height. (Pathwidth is defined by tree decompositions where the tree is required to be a path.) In this context, they discuss the important matrix tasks of Cholesky factorization ($A = LL^T$) and Gaussian elimination for sparse matrices. These tasks have efficient FPT algorithms parameterized by treewidth or pathwidth, while their parallel complexity is determined by the minimum elimination tree height.

A recent paper of Fomin et al. [9] explores topics very similar to ours. For a matrix with a given tree decomposition of width $k$, these authors present various efficient algorithms. In time $O(k^3n)$ they solve systems of linear equations, compute the determinant and the rank of a matrix. These problems are also solved by our approach, in the case of symmetric matrices. They also solve various matching and flow problems and compute an $O(k^2)$ approximation to treewidth in $k^{O(1)} n \log^{O(1)} n$ time.

Here, we design a dynamic programming algorithm with running time $O(k^2n)$ to find a diagonal matrix that is congruent to an input symmetric matrix $M$ of order $n$, provided that a tree decomposition of width $k$ for the underlying graph $G$ is part of the input. In particular, for bounded treewidth, we find a linear-time solution to this problem. To achieve our goal, we were inspired by an algorithm with the same purpose for graphs with small clique-width (clique-width is defined based on another structural decomposition introduced by Courcelle and Olariu [4]). This algorithm was proposed by Jacobs and the current authors [12].

Astonishingly, the problem with the treewidth parameter turned out to be more challenging. This is somewhat counterintuitive and unusual, because graphs of bounded treewidth are also of bounded clique-width. Clearly, there is no direct implication. There are graphs whose clique-width is exponentially bigger than their treewidth [3]. However the implication of a running time of $2^{O(k)n}$ for a polynomially solvable problem is rather unimpressive and useless. The conclusion in the current paper is stronger. It is also much more useful, because practical examples of sparse matrices often have small treewidth, while a pattern of large minors with the same entry, typical of bounded clique-width matrices, is rather unusual.

As [9] and [12], the current paper fits into the recent trend “FPT within P”, which investigates fundamental problems that are solvable in polynomial time, but for which a lower exponent may be achieved using an FPT algorithm that is also polynomial in terms of the parameter $k$ (see [14]). For our problem, it does not seem that $O(\text{poly}(k)n)$ algorithms are possible for graphs of fusion-width or multi-clique-width $k$ [10, 11]. For some problems, like the independent set problem, there are algorithms whose running time as a function of these parameters is not worse than as a function of the clique-width, even though the clique-width can be exponentially larger. An $O(k^2n)$ algorithm for multi-clique-width $k$ would imply the same time bound when $k$ is the clique-width or the tree-width.

Theorem 1. Given a symmetric matrix $M$ of order $n$ and a tree decomposition $\mathcal{T}$ of width $k$ for the underlying graph of $M$, algorithm CongruentDiagonal (see Sect. 3) produces a diagonal matrix $D$ congruent to $M$ in time $O(k|\mathcal{T}|+k^2n)$.

Naturally, we assume throughout this paper, that the input matrix $M$ is given in a compact form because, in standard form, just reading $M$ would already take quadratic time. A possible representation could be a list of triples $(i,j,m_{ij})$ containing all nonzero entries. For convenience, we assume the value $m_{uv}$ for $u \neq v$ is just attached to the edge $uv$ in the given tree decomposition. Likewise the value $m_{uu}$ is attached to the vertex $u$. This representation could be obtained efficiently from the list representation. We will not discuss

\[1\] The matrices in [9] are not necessarily symmetric (in fact, not necessarily square), and they associate an $m \times n$-matrix with a bipartite graph whose partition classes have size $m$ and $n$. 
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such a transformation even though it is not trivial. An interesting discussion by Bodlaender et al. [1] shows how a data structure of size $O(kn)$ enables an $O(k)$ test whether two given vertices are adjacent, a detail that had previously often been overlooked.

Our paper is organized as follows. In Section 2, we define the concept of an edge-explicit tree decomposition and state auxiliary results about it. We then describe our algorithm in Section 3 and justify why it works as claimed, ending with an example.

## 2 Edge-explicit tree decomposition

In this paper, we consider graph decompositions based on the concept of nice tree decomposition, introduced by Kloks [15]. The current variation is due to Fürer and Yu [13], and to distinguish it from the original version, we call it an edge-explicit tree decomposition. (Nice tree decompositions with explicit nodes to introduce edges have been considered by Cygan et al. [6] before.) A rooted tree decomposition $T$ of a graph $G$ whose nodes are associated with bags $B_1, \ldots, B_m$ is edge-explicit if each node $i$ is of one of the following types:

(a) (Leaf) The node $i$ is a leaf of $T$;

(b) (Introduce Vertex) The node $i$ introduces vertex $v$ if it has a single child $j$, $v \notin B_j$ and $B_i = B_j \cup \{v\}$.

(c) (Introduce Edges) The node $i$ introduces edges if it has a single child $j$ and $|B_i| = |B_j|$. This node is labelled by a vertex $v \in B_i$ and inserts all edges $\{u, v\}$ of $E(G)$ such that $u \in B_i$.

(d) (Forget) The node $i$ forgets vertex $v$ if it has a single child $j$, $v \notin B_i$ and $B_j = B_i \cup \{v\}$;

(e) (Join) The node $i$ is a join if it has two children $j$ and $\ell$, where $B_i = B_j \cup B_\ell$.

Unlike the other operations, the vertex $v$ whose adjacencies are introduced by an Introduce Edges node must be given as part of the operation. We assume that every edge $uv \in E$ is introduced exactly once. In fact, for every edge $uv$, we will further suppose that, if $j$ is the node that introduces the edge $uv$ and it is labelled by vertex $v$, then the parent of $j$ forgets $v$.

Another assumption that will simplify our discussion is that $B_r = \emptyset$ for the root $r$ of the tree, so that every vertex will be forgotten.

For constant $k$, Kloks [15] shows how to construct a nice tree decomposition of size at most $4n$ from a $k$-tree in time $O(n)$. We want to construct an edge-explicit tree decomposition from an arbitrary tree decomposition efficiently. With the help of the given tree decomposition of $G$ of width $k$, we could embed $G$ into a $k$-tree, apply the algorithm of Kloks, and finally add the Introduce Edges nodes. For our application, we want to analyze the dependence of the time on $k$ precisely. For this purpose, we do a direct construction avoiding the $k$-trees.

▶ Lemma 2. From a tree decomposition of width $k$ and $m$ nodes, an edge-explicit tree decomposition of the same width $k$ with less than $5n$ nodes can be computed in time $O((k(m+n)))$.

**Proof.** We assume that all bags are given by a sorted list of their vertices. If these lists were unsorted, we could trivially sort them all in time $O((k \log k)m)$, or in a more sophisticated manner in time $O(km)$. As an additional preprocessing step, we produce a new node with empty bag and declare it to be the root. It is connected to an arbitrary node of the original tree decomposition.

Now we modify the tree decomposition in a sequence of depth-first tree traversals. Some of these traversals could be combined, but obviously without improving the asymptotic running time. During the first traversal, every node whose bag is contained in the bag of its parent is merged with the parent. Initially, the number of nodes $m$ is not bounded by any function of the number of vertices $n$, because many subtrees could represent the same subgraph. From our argument below, it follows that the tree has a size less than $4n$ after this step.
In four more depth-first traversals, we produce an edge-explicit tree decomposition. In the second traversal, whenever the bag of a node has size less than the size of the bag of its parent, we add some nodes from the parent until both bags have the same size. This is a crucial step. Avoiding it, could increase the number of nodes in the fourth depth-first traversal to $\Omega(kn)$.

In the third traversal, all nodes with more than one child are replaced by binary trees with identical bags such that the original children appear as children of their leaves. In the fourth traversal, for any node $i$ with a single child $j$, if necessary, some new nodes are inserted such that the bags only change by one vertex in each step. This is done from $j$ to $i$ by a sequence of nodes alternating between Forget nodes and Introduce Vertex nodes possibly followed by more Forget nodes. Now we have a nice tree decomposition, which we will show to have at most $4n$ nodes. Finally, in the fifth depth-first traversal, immediately below every Forget node of a vertex $v$, we insert an Introduce Edges node introducing the edges to $v$, to make the nice tree decomposition edge-explicit.

Now we count the nodes. Note that the root and the Leaf nodes are incident with a single edge, the Join nodes are incident with three edges and the other nodes are incident with two edges. As a consequence, there is one less Join node than Leaf node. Every vertex can be forgotten only once. Thus the number of Forget nodes is at most $n$. Between every Leaf node and the first Join node above it in the tree, there is at least one Forget node, otherwise, the the leaf would have been merged with its parent in the first traversal. Thus there are at most $n$ Leaf nodes and at most $n-1$ Join nodes. The single child of every Introduce Vertex node is a Forget node. The same is true for the parent of every Introduce Edges node. Therefore, the number of Introduce Vertex nodes and and the number of Introduce Edges nodes are at most $n$ each.

**Remark 3.** The somewhat wasteful second traversal could be avoided. Its effect is to push Introduce Vertex nodes down the tree in order to avoid some of them when the corresponding vertices are introduced in leaves. This guarantees a bound of $O(n)$ rather than $O(kn)$ on the number of Introduce Vertex nodes.

Without changing the asymptotic running time nor the treewidth, a tree decomposition with typically many smaller bags could be obtained by allowing Introduce Vertex nodes introducing many vertices at once. For our application, this would work, because handling a node introducing many vertices could still be done in time $O(k^2)$.

For later use, we state an auxiliary result that records facts about an edge-explicit tree decomposition. We do not include a proof, as it follows directly from the definition of this concept. Let $G = (V,E)$ be a graph with tree decomposition $T$, whose bags are $B_1, \ldots, B_m$. For every $v \in V$ and a node $j$ of $T$, let $T(v)$ and $T_j$ be the subtree of $T$ induced by the nodes containing $v$ and the branch of $T$ rooted at $j$, respectively.

**Lemma 4.** In an edge-explicit tree decomposition $T$ of a graph $G = (V,E)$, the following statements hold.

(a) Every $v \in V$ is forgotten exactly once in $T$.

(b) Let $uv \in E$ and let $i$ be the node that introduces the edge $uv$. If $\ell$ is an ancestor of $i$ and $\ell$ is a join or a node that introduces a vertex, then $\{u,v\} \not\subseteq B_{\ell}$.

(c) For every $v \in V$, the subtree $T(v)$ of $T$ is rooted at the child of the node that forgets $v$. Moreover, the leaves of $T(v)$ are precisely the leaves of $T$ that contain $v$ and the nodes of $T$ that introduce $v$.

(d) Suppose $i$ forgets vertex $v$ and $j$ is its child. If $w \not\in B_i$ and $T(v) \cap T(w) \neq \emptyset$, then $T(w)$ is a subtree of $T_j$. In particular, $T(v)$ is a subtree of $T_j$. 
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3 The Algorithm

We now describe our diagonalization algorithm, which we call CongruentDiagonal. Let $M$ be a symmetric matrix of order $n$ and let $G = (V, E)$ be the underlying graph with vertex set $V = [n]$ associated with it. We wish to find a diagonal matrix congruent to $M$. Let $T$ be an edge-explicit tree decomposition of $G$ of width $k$. The algorithm works bottom-up in the rooted tree $T$, so we order the nodes $1, \ldots, m$ of $T$ in post-order and operate on a node $i$ after its children have been processed. It is well-known that two matrices are congruent if we can obtain one matrix from the other by a sequence of pairs of elementary operations, each pair consisting of a row operation followed by the same column operation. In our algorithm we only use congruence operations that permute rows and columns or add a multiple of a row and column to another row and column respectively. To achieve linear-time we must operate on a sparse representation of the graph associated with $M$, rather than on the matrix itself.

We start with a high-level description of the algorithm, which is summarized below. Each node $i$ in the tree produces a pair of matrices $(N_i^{(1)}, N_i^{(2)})$, which may be combined into a symmetric matrix $N_i$ of order at most $2(k+1)$. The algorithm traverses the tree decomposition from the leaves to the root so that, at node $i$, the algorithm either initializes a pair $(N_i^{(1)}, N_i^{(2)})$, or it produces $(N_i^{(1)}, N_i^{(2)})$ based on the matrices produced by its children, transmitting the pair to its parent. During this step, the algorithm may also produce diagonal elements of a matrix congruent to $M$. These diagonal elements are not transmitted by a node to its parent, but are appended to a global array as they are produced. At the end of the algorithm, the array consists of the diagonal elements of a diagonal matrix $D$ that is congruent to $M$.

Algorithm 1 High level description of the algorithm CongruentDiagonal.

\[
\text{CongruentDiagonal}(M) \\
\text{input: an edge-explicit tree decomposition } T \text{ of the underlying graph } G \text{ associated with } M \text{ of width } k \text{ and the nonzero entries of } M \\
\text{output: diagonal entries in } D \cong M \\
\text{Order the nodes of } T \text{ as } 1, 2, \ldots, m \text{ in post order} \\
\text{for } i \text{ from } 1 \text{ to } m \text{ do} \\
\quad \text{if is-Leaf}(i) \text{ then construct } (N_i^{(1)}, N_i^{(2)})=\text{LeafBox}(B_i) \\
\quad \text{if is-IntroduceVertex}(i) \text{ then construct } (N_i^{(1)}, N_i^{(2)})=\text{IntroVertexBox}(B_i) \\
\quad \text{if is-IntroduceEdge}(i) \text{ then construct } (N_i^{(1)}, N_i^{(2)})=\text{IntroEdgesBox}(B_i) \\
\quad \text{if is-Join}(i) \text{ then construct } (N_i^{(1)}, N_i^{(2)})=\text{JoinBox}(B_i) \\
\quad \text{if is-Forget}(i) \text{ then construct } (N_i^{(1)}, N_i^{(2)})=\text{ForgetBox}(B_i) \\
\]

In the remainder, we shall describe each operation in detail and justify that the algorithm CongruentDiagonal yields the desired output. Step $i$ of the algorithm refers to the $i$th iteration of the loop above, and we assume that Step $i$ processes the node $i$. To describe the matrix produced by each node, we need the concept of a matrix $M = (m_{ij})$ in row echelon form. This means that $m_{ij} = 0$ for all $j < i$. Moreover, let the pivot of row $i$ be the first $j$ such that $m_{ij} \neq 0$, if such an element exists. We require that distinct rows have different pivots.

Each matrix $N_i$ produced by a node on the tree has the form

\[
N_i = \begin{bmatrix}
N_i^{(0)} & N_i^{(1)} \\
N_i^{(1)*} & N_i^{(2)}
\end{bmatrix}
\]  

(1)
where \( N_i^{(0)} \) is a matrix of dimension \( k_i' \times k_i' \) whose entries are zero, \( N_i^{(2)} \) is a symmetric matrix of dimension \( k_i'' \times k_i'' \) and \( N_i^{(1)} \) is a \( k_i' \times k_i'' \) matrix in row echelon form. Moreover, \( 0 \leq k_i' \leq k_i'' \leq k + 1 \). Observe that \( k_i' \) can be zero, in which case we regard \( N_i^{(0)} \) and \( N_i^{(1)} \) as empty. An important fact about \( N_i \) is that each of its rows (and the corresponding column) is associated with a vertex of \( G \) (equivalently, a row of \( M \)). Let \( V(N_i) \) denote the set of vertices of \( G \) associated with the rows of \( N_i \). We say that the \( k_i' \) rows in \( N_i^{(0)} \) have type-i and the \( k_i'' \) rows of \( N_i^{(2)} \) have type-ii. This is represented by the partition \( V(N_i) = V_1(N_i) \cup V_2(N_i) \), where \( V_1(N_i) \) and \( V_2(N_i) \) are the vertices of type-i and type-ii, respectively. As it turns out, the vertices of type-ii are precisely the vertices in \( B_i \). When proving facts about the algorithm, we shall often refer to the matrix \( N_i \) as the result of processing \( B_i \), even if the actual output is the pair \( (N_i^{(1)}, N_i^{(2)}) \).

The structure of the matrix \( N_i \) is described by the following lemma.

**Lemma 5.** For all \( i \in [m] \), the matrix \( N_i \) defined in terms of the pair \( (N_i^{(1)}, N_i^{(2)}) \) produced by node \( i \) satisfies the following properties:

(a) \( 0 \leq k_i' \leq k_i'' \leq k + 1 \).

(b) \( N_i^{(1)} \) is a matrix in row echelon form.

(c) \( V_2(N_i) = B_i \).

To give an intuition about how the algorithm works, consider that we are trying to apply the strategy for Gaussian elimination described in the introduction. Vertices of type-ii would represent the rows that have never been used to eliminate elements of other rows, while vertices of type-i would be the nonzero rows that have already been used to eliminate elements in other rows, but for which the basic strategy of using the diagonal element as a pivot failed because it was equal to 0. The algorithm keeps these rows in a temporary buffer, which is maintained in row echelon form to make sure that its size \( k' \) satisfies \( k' \leq k + 1 \). In the process of maintaining row echelon form, some of these rows become diagonalized. In our algorithm, to preserve congruence, we perform the same Gaussian operations on rows and columns. Any row \( v \) of the input matrix \( M \) begins as a type-ii row. It can either be diagonalized during the application of ForgetBox to the node that forgets \( v \), or it becomes a type-i row at this step, and finally becomes diagonalized in a later application of JoinBox or ForgetBox. Finally, we discuss the content of the boxes. Let \( \tilde{M}(i) \) be the matrix that would be obtained by performing all row and column operations performed by the algorithm up to step \( i \) to the original matrix \( M \). It turns out that, for a type-i row \( u \) in \( N_i \) and any row \( v \) in the matrix, the entries \( uv \) and \( vu \) in \( \tilde{M}(i) \) and \( N_i \) coincide, if \( v \in V(N_i) \), and the entries \( uv \) and \( vu \) in \( \tilde{M}(i) \) are equal to 0, if \( v \notin V(N_i) \). This is consistent with the intuition that rows of type-i have already been partially diagonalized and that their diagonal elements are 0. However, this connection does not hold in general for the entries of \( \tilde{M}(i) \) and \( N_i^{(2)} \), as \( N_i^{(2)} \) can only capture changes the operations made for nodes in its branch of the tree decomposition, but vertices of type-ii could simultaneously lie in many different branches. This needs to be dealt with when looking at the effect of JoinBox.

To record the diagonal entries produced by the algorithm, let \( D_i \) be the set of all pairs \( (v, d_v) \), where \( v \) is a vertex of \( G \) (equivalently, a row of \( M \)) and \( d_v \) is the diagonal entry associated with it, produced up to the end of step \( i \). Let \( \pi_1(D_i) \) and \( \pi_2(D_i) \) be the projections of \( D_i \) onto their first and second coordinates, respectively, so that \( \pi_1(D_i) \) is the set of rows that have been diagonalized up to the end of step \( i \) and \( \pi_2(D_i) \) is the (multi)set of diagonal elements found up to this step. Note that, if we only require the algorithm to produce the diagonal entries of a diagonal matrix that is congruent to the input matrix, it is not necessary to actually keep track of the particular pairs in \( D_i \).
Let $M_0$ be the input matrix $M$. Let $\tilde{M}(i)$ be the matrix that is congruent to $M$ obtained by performing the row and column operations performed by the algorithm up to step $i$. Let $\tilde{M}_i$ be the matrix obtained from $M$ by replacing by $0$ any entry $m_{uv}$ such that $u \neq v$ and the edge $uv$ has not been introduced in $T_i$, or such that $u = v$ and $T(v) \cap T_i = \emptyset$. Let $\tilde{M}_i$ be the matrix that is congruent to $\tilde{M}_i$ produced by performing the row and column operations performed by the algorithm for all nodes in $T_i$, in the order in which they have been performed. We only keep track of the matrices $\tilde{M}(i)$, $\tilde{M}_i$ and $\tilde{M}_i$ to prove the correctness of the algorithm, they are not stored by the algorithm. In what follows, given $S \subset V$ and a matrix $Q$ whose rows and columns are indexed by $V$, we write $Q[S]$ for the principal submatrix of $M$ indexed by $S$. Moreover, if $u, v \in V$, $Q[u, v]$ denotes the entry $uv$ in $Q$.

Our main technical lemmas control the relationship between $N_i$ and the diagonal elements produced in step $i$ with the matrices $M_i$, $\tilde{M}_i$ and $\tilde{M}(i)$. At the start of the algorithm, we set $\tilde{M}(-1) = \tilde{M}(0) = M$, $D_{-1} = D_0 = \emptyset$, $T_0 = \emptyset$ and $V(N_0) = \emptyset$. The matrices $N_0$, $M_0$ and $\tilde{M}_0$ are empty.

**Lemma 6.** The following facts hold for all $i \in \{0, \ldots, m\}$.

(a) $\tilde{M}(i)$ and $\tilde{M}_i$ are symmetric matrices congruent to $M$ and $M_i$, respectively.

(b) $D_{i-1} \subseteq D_i$.

(c) If a multiple of row (or column) $v$ has been added to a row (or column) $u$ in step $i$, then $v \in \pi_1(D_i \setminus D_{i-1}) \cup V_i(N_i)$ and $u \in \pi_1(D_i \setminus D_{i-1}) \cup V(N_i)$.

The second lemma relates subtrees $T_i(v)$ with the matrices produced by the algorithm.

**Lemma 7.** The following facts hold for all $i \in \{0, \ldots, m\}$.

(a) If $v \in \pi_1(D_i) \cup V_i(N_i)$ and $T_i \cap T(v) \neq \emptyset$, then $T(v)$ is a subtree of $T_i$.

(b) Let $v$ be such that $T(v) \cap T_i \neq \emptyset$. Then $v \in V(N_i) \cup \pi_1(D_i)$.

(c) If $v \in \pi_1(D_i \setminus D_{i-1}) \cup V(N_i)$, then $T_i \cap T(v) \neq \emptyset$.

The third result relates the entries of the matrices $N_i$ and the set $D$ produced by the algorithm with the entries of $\tilde{M}(i)$ and $\tilde{M}_i$.

** Lemma 8.** The following facts hold for all $i \in \{0, \ldots, m\}$.

(a) If $T(v) \cap T(w) = \emptyset$ and $\tilde{M}(i)[v, w] \neq 0$, then $v, w \in V(N_j)$, where $j \leq i$ is the largest index for which $T(v) \cap T_j \neq \emptyset$ or $T(w) \cap T_j \neq \emptyset$. For $\tilde{M}_i$, $\tilde{M}_i[v, w] \neq 0$ only if $v, w \in V(N_i)$.

(b) If $(v, d_v) \in D_i$, the row (and column) associated with $v$ in $\tilde{M}(i)$, consists of zeros, with the possible exception of the $d_v$th entry, which is equal to $d_v$. If $T_i \cap T(v) \neq \emptyset$, then the row (and column) associated with $v$ in $\tilde{M}_i$ satisfy the same property.

(c) If $v \in V_i(N_i)$, then the row (and column) associated with $v$ in $\tilde{M}_i$ coincides with the row (and column) associated with $v$ (restricted to the elements of $u \in V(N_i)$) in $\tilde{M}(i)$. The entries $uv$ and $vu$ are equal to $0$ if $u \notin B_i$ and are equal to the corresponding entries in $N_i$ if $u \in B_i$. Moreover, the entries $uv$ and $vu$ of $\tilde{M}(i)$ for $u \notin V(N_i)$ are equal to $0$.

(d) Assume that $u, v \in B_i$. The entry $uv$ of $\tilde{M}_i$ is equal to the entry $uv$ of $N_i^{(2)}$.

The proof of Lemmas 6, 7 and 8 is by induction on $i$. As $M_0 = M$, Lemma 6(a) is obviously true for $i = 0$, while Lemma 8(a) holds by definition of tree decomposition. The remaining items are vacuously true.

Before detailing each step of the algorithm, we show that, if the above lemmas hold for $i = m$, where $m$ is the number of nodes in the tree decomposition, then Algorithm CongruentDiagonal correctly computes a diagonal matrix congruent to $M$. To see why this is true, by Lemma 6(a), we know that $M$ is congruent to $\tilde{M}(m)$. Moreover, by Lemma 8(b),
if \((v, d_v) \in D_m\), then the row (and column) associated with \(v\) in \(\bar{M}(m)\) consists of zeros, 
with the possible exception of the \(\alpha\) entry. It remains to prove that 
\(\pi_1(D) = V\). To this end, let \(v \in V\) and let \(i\) be the node that forgets \(v\) given by Lemma 4(a). 
Let \(j\) be its child. Since \(v \in B_j\), we have \(T(v) \cap T_i \neq \emptyset\), so that \(v \in V_i(N_i) \cup \pi_1(D_i)\) by 
Lemma 7(b) (we are using that \(v \notin B_i = V_2(N_i)\), a consequence of Lemma 5(c)). Then 
\(T(v) \subset T_i\) by Lemma 7(a). If \(v \in \pi_1(D_i)\) we are done, so assume that \(v \in V_i(N_i)\). Let \(\ell\) be 
the parent of \(i\). By Lemma 7(b), \(v \in V_1(N_\ell) \cup \pi_1(D_\ell)\). We would again be done if \(v \in \pi_1(D_\ell)\), 
otherwise we repeat the argument to show that \(v \in V(N_p)\), where \(p\) is the parent of \(\ell\). This 
argument may be repeated inductively. The result now follows from the fact that the root \(m\) 
of the tree satisfies \(B_m = \emptyset\), which implies that \(V_2(N_m) = \emptyset\) by Lemma 5(c). This implies 
that \(V_i(N_m) = \emptyset\) by Lemma 5(a), as required.

We now describe each step of Algorithm **CongruentDiagonal**. When the node is a leaf 
corresponding to a bag \(B_i\) of size \(b_i\), then we apply procedure **LeafBox**. This procedure only 
initializes a matrix \(N_i\) to be transmitted up the tree. The matrix \(N_i\) is such that \(k' = 0\) and 
\(k'' = b_i\), where \(N_i(2)\) is the diagonal matrix such that, for every \(v \in B_i\), the entry \(vv\) is given 
by the element \(vv\) in \(M\). Observe that no off-diagonal entries appear in this initialization, as 
the edges involving vertices in \(B_i\) have yet to be introduced.

**LeafBox**\((B_i)\)

**input:** a set \(B_i\) of size \(b_i\)

**output:** a matrix \(N_i = (N_i^{(1)}, N_i^{(2)})\)

Set \(N_i^{(1)} = \emptyset\)

\(N_i^{(2)}\) is a diagonal matrix of order \(b_i\)

for each vertex \(v \in B_i\) set entry \(vv\) of \(N_i^{(2)}\) as \(m_{vv}\).

**Figure 1** Procedure **LeafBox**.

By construction, the matrix \(N_i\) defined by **LeafBox** satisfies the properties of Lemma 5. 
It is not hard to show that, if Lemmas 6, 7 and 8 hold up to the end of step \(i - 1\) and step \(i\) 
processes a leaf \(B_i\), the lemmas must also hold at the end of step \(i\).

Next, we explain the procedures associated with nodes of type **IntroduceVertex** and 
**IntroduceEdge**. For vertices, the input is the set \(B_i\), the vertex \(v\) that has been introduced 
and the matrix \(N_i = (N_i^{(1)}, N_i^{(2)})\) obtained after processing the child \(B_j\) of \(B_i\). The matrix 
\(N_i\) is obtained from \(N_j\) by adding a new type-ii row/column corresponding to vertex \(v\) (this 
becomes the last row/column of the matrix). This row is zero everywhere with the exception of 
the diagonal entry \(vv\), which is equal to \(m_{vv}\).

For edges, the input is the set \(B_i\), a vertex \(v \in B_i\), the set \(\Gamma_{B_i}(v)\) of neighbors of \(v\) in \(B_i\) 
and the matrix \(N_j = (N_j^{(1)}, N_j^{(2)})\) produced after processing the child \(B_j\) of \(B_i\). The matrix 
\(N_i\) is obtained from \(N_j\) by replacing the entries \(vw\) and \(vu\) in \(N_j^{(2)}\), which are equal to some 
value \(\alpha\), by \(\alpha + \beta\), where \(\beta\) is the entry \(vw\) in \(M\).

It is obvious that the matrices \(N_i\) produced by **IntroVertexBox** and **IntroEdgesBox** 
satisfy the properties of Lemma 5. In both cases, no row/column operation is performed, 
\(M(i) = M(i-1)\) and \(D_i = D_{i-1}\).

We now address the operation associated with nodes of type join. Let \(i\) be a node of 
type join and let \(N_j\) and \(N_k\) be the matrices transmitted by its children, where \(j < \ell < i\). 
By Lemma 5(c) and the definition of the join operation, we have \(V_2(N_j) = V_2(N_k)\). By 
Lemma 7(a), we have \(V_1(N_j) \cap V_1(N_k) = \emptyset\).
IntroVertexBox($B_i, v, N_j$)

**input:** a node $i$ with bag $B_i$, child $j$, $B_j = B_i - v$, and $N_j = (N_j^{(1)}, N_j^{(2)})$

**output:** a matrix $N_i = (N_i^{(1)}, N_i^{(2)})$

- $N_i^{(1)} = N_j^{(1)}$
- $N_i^{(2)} = N_j^{(2)}$

Add zero row and zero column $v$ to $N_i^{(2)}$

Add diagonal element $vv$ to $N_i^{(2)}$ as $m_{vv}$

Add zero column $v$ to $N_i^{(1)}$

**Figure 2** Procedure IntroVertexBox.

IntroEdgesBox($B_i, v, \Gamma_{B_i}(v), N_j$)

**input:** $v \in B_i$, $\Gamma_{B_i}(v)$ and a matrix $N_j = (N_j^{(1)}, N_j^{(2)})$

**output:** a matrix $N_i = (N_i^{(1)}, N_i^{(2)})$

- $N_i^{(1)} = N_j^{(1)}$
- $N_i^{(2)} = N_j^{(1)}$

For all $u \in \Gamma_{B_i}(v)$, set entries $uv$ and $vu$ of $N_i^{(2)}$ as $N_i^{(2)}[uv] + m_{uv}$

**Figure 3** Procedure IntroEdgesBox.

The JoinBox operation first creates a matrix $N_i^*$ whose rows and columns are labelled by $V_1(N_j) \cup V_2(N_j)$ with the structure below. Assume that $|V_1(N_j)| = r$, $|V_2(N_j)| = s$ and $|B_i| = t$.

$$
N_i^* = \begin{pmatrix}
0_{r \times r} & 0_{r \times s} & N_i^{(1)} \\
N_i^{(1)T} & N_i^{(2)T}
\end{pmatrix}
$$

(2)

where $N_i^{(2)} = N_j^{(2)} + N_i^{(2)} - M_i[B_i]$. We observe that, at this point, $M_i[B_i]$ is a diagonal matrix, as no edges with both endpoints in $B_i$ may have been introduced by Lemma 4(b).

Note that the matrix

$$
N_i^{*(1)} = \begin{pmatrix}
N_i^{(1)} \\
N_i^{(1)T}
\end{pmatrix}
$$

is an $(r + s) \times t$ matrix consisting of two matrices in row echelon form on top of each other. We perform row and column operations on $N_i^*$ involving rows with $V_1(N_j)$ (the left rows) and $V_2(N_j)$ (the right rows) to turn $N_i^*$ into a matrix $N_i^{*(1)}$ in row echelon form.

To do this, we proceed by steps in which we always add a multiple of a left or right row (and the corresponding column) to a right row (and the corresponding column): to choose the next operation, at each step we look at the pivots of the right rows and select the leftmost such pivot that coincides with a pivot of a left row or with the pivot of another right row (say $w$ and $v$ are the right and left/right rows that satisfy this, and $j$ is the pivot). At the first step, $v$ is always a left row). If $R_w$ and $C_w$ are the row and column corresponding to $w$, while $\alpha_j = R_w(j) = C_w(j)$ and $\beta_j = R_w(j) = C_v(j)$, we define

$$
R_w \leftarrow R_w - \frac{\alpha_j}{\beta_j} R_v, C_w \leftarrow C_w - \frac{\alpha_j}{\beta_j} C_v.
$$
JoinBox($B_i, N_j, N_t$)

**input:** a node $i$ with bag $B_i$ and matrices $N_j, N_t$ associated with its two children

**output:** a matrix $N_i = (N_i^{(1)}, N_i^{(2)})$

$N_i^{(2)} = N_j^{(2)} + N_t^{(2)}$

For every $v \in B_i$, set the entry $vv$ of $N_i^{(2)}$ as $N_i^{(2)}[v,v] = m_{vv}$

Construct $N_i^{(1)*} = \begin{bmatrix} N_i^{(1)} \\ N_i^{(1)} \end{bmatrix}$

Do row and column operations on $N_i^{(1)*}$, putting it in row echelon form

For each zero row of $N_i^{(1)*}$ (indexed by a vertex $u$), add $(u,0)$ to $D_i$

$N_i^{(1)}$ is $N_i^{(1)*}$ with zero row/columns removed

**Figure 4** Procedure JoinBox.

This eliminates the pivot of row $w$. Note that the entries in $N_i^{(2)}$ are not affected by these operations. Moreover, for all $u, v \in V_j(N_j) \cup V_t(N_t)$, the entry $uv$ in $N_i^{(2)}$ is equal to 0.

As we do this, we may create rows and columns (associated with the right rows) whose entries are all zero (for instance, this will certainly happen if $r + s > t$). If $Z_i$ denotes the set of vertices associated with rows whose entries are all zero, where $|Z_i| = z$, we let $D_i = D_{i-1} \cup \{(v,0) : v \in Z_i\}$, we remove the rows and columns associated with vertices in $Z_i$ from $N_i^{(1)*}$ to produce the matrix

$$N_i = \begin{bmatrix} 0_{k' \times k'} & N_i^{(1)} \\ N_i^{(1)*} & N_i^{(2)} \end{bmatrix}$$

where $k' = r + s - z$, $k'' = t$ and $N_i^{(1)}$ is a matrix of dimension $k' \times k''$ in row echelon form and $N_i^{(2)} = N_i^{(2)}$. We observe that $N_i$ satisfies the properties of Lemma 5. Items (b) and (c) are satisfied by construction. For (a), the inequality $k' \leq k''$ is a consequence of the fact that $N_i^{(1)}$ is in row echelon form, while $k'' \leq k + 1$ follows from $k'' = |B_i|$. Proving that Lemmas 6, 7 and 8 hold after step $i$ uses induction and the properties discussed above.

To conclude the description of the algorithm, we describe ForgetBox. Assume that $i$ forgets vertex $v$ and let $j$ be its child, so that $B_i = B_j \setminus \{v\}$. By Lemma 4(c), we know that $\mathcal{T}(v)$ is a subtree of $\mathcal{T}_j$, and therefore all edges incident with $v$ have been introduced. This procedure starts with $N_i^* = N_j$ and produces a new matrix $N_i$ so that $v \in V_j(N_i)$ or $v \in \pi_1(D_i \setminus D_{i-1})$.

We look at $N_i^*$ in the following way:

$$N_i^* = \begin{bmatrix} d_v & x_v & y_v \\ x_v^T & 0_{k' \times k'} & N_i^{(1)} \\ y_v^T & N_i^{(2)} & N_i^{(2)} \end{bmatrix}$$

Here, the first row and column represent the row and column in $N_j$ associated with $v$, while $N_i^{(1)}$ and $N_i^{(2)}$ are given by the submatrices of $N_j^{(1)}$ and $N_j^{(2)}$ obtained by removing the row and/or column associated with $v$. In particular $x_v$ and $y_v$ are row vectors of size $k_j'$ and $k_j' - 1$, respectively.
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Case 1: When all such entries have been eliminated, we add

\[ \text{This is done until the pivot of the row associated with } v \text{ becomes zero.} \]

\[ \text{For each element } u \in B_i \text{ such that the component } \alpha_v \text{ of } y_v \text{ associated with } u \text{ is nonzero, we perform} \]

\[ R_u \leftarrow R_u - \frac{\alpha_v}{d_v} R_v, \quad C_u \leftarrow C_u - \frac{\alpha_v}{d_v} C_v. \]

When all such entries have been eliminated, we add \((d_v, v)\) to \(D_i\) and we let \(N_i\) be the remaining matrix. Observe that, in this case, \(N_i^{(1)} = N_i^{(2)}\), only the elements of \(N_i^{(2)}\) are modified to generate \(N_i^{(2)}\).
Case 2: $x_v$ is nonempty and $x_v \neq [0 \ldots 0]$.

Let $u$ be the vertex associated with the rightmost nonzero component of $x_v$. Let $\alpha_j$ be this component. We use this element to eliminate all the other nonzero entries in $x_v$, from right to left. Let $w$ be the vertex associated with the entry $\alpha_r$. We perform

$$R_w \leftarrow R_w - \frac{\alpha_r}{\alpha_j} R_u, \quad C_w \leftarrow C_w - \frac{\alpha_r}{\alpha_j} C_u.$$ 

A crucial fact is that the entries corresponding to the matrix $N_i^{(1)}$ in the matrix produced by these operations is still in row echelon form and has the same pivots as $N_i^{(1)}$. If $d_v \neq 0$, we still use $R_u$ to eliminate this element:

$$R_v \leftarrow R_v - \frac{d_v}{2\alpha_j} R_u, \quad C_v \leftarrow C_v - \frac{d_v}{2\alpha_j} C_u.$$ 

At this point, the only nonzero entries in the $(k' + 1) \times (k' + 1)$ left upper corner of the matrix obtained after performing these operations are in positions $uv$ and $vu$ (and are equal to $\alpha_j$). We perform the operations

$$R_u \leftarrow R_u + \frac{1}{2} R_v, \quad C_u \leftarrow C_u + \frac{1}{2} C_v, \quad R_v \leftarrow R_v - R_u, \quad C_v \leftarrow C_v - C_u$$

The relevant entries of the matrix are modified as follows:

$$\begin{pmatrix} 0 & \alpha_j \\ \alpha_j & 0 \end{pmatrix} \rightarrow \begin{pmatrix} 0 & \alpha_j \\ \alpha_j & \alpha_j \end{pmatrix} \rightarrow \begin{pmatrix} -\alpha_j & 0 \\ 0 & \alpha_j \end{pmatrix}. \quad (5)$$

We are now in the position to use the diagonal elements to diagonalize the rows associated with $v$ and $u$, as was done in Case 1, when $x_v = [0, \ldots, 0]$ and $d_v \neq 0$. At the end of the step, we add $(v, -\alpha_j)$ and $(u, \alpha_j)$ to $D_i$.

Finally, it is time to analyze the complexity of Algorithm $\text{CongruentDiagonal}$, and prove Theorem 1.

**Proof.** The correctness of Algorithm $\text{CongruentDiagonal}$ follows from the Lemmas and the justifications of every step of the algorithm as it is described throughout the paper. By Lemma 2, the time bound of $O(|T| + k^2 n)$ is sufficient to transform an arbitrary given tree decomposition into an edge-efficient tree decomposition.

For the running time of the main computation, we have to analyze the procedures done at each type of tree node. $\text{LeafBox}$ initializes a matrix in $O(k^2)$ trivial steps. $\text{IntroVertexBox}$ and $\text{IntroEdgesBox}$ use only $O(k)$ steps. For the other procedures, the main cost comes from row and column operations. As the matrices have order at most $k + 1$ each such operation costs $O(k)$. Regarding $\text{ForgetBox}$, when $v$ is forgotten, either $v$ is turned into a type-i vertex, or its row and column, and possibly the row and column of another vertex $u$, are diagonalized. The latter requires at most $O(k)$ row and column operations. If $v$ is turned into a type-i vertex, then inserting it into the matrix $N_i^{(1)}$ in row echelon form takes at most $k + 1$ row operations. $\text{JoinBox}$ can be most time consuming. To insert just one row vector into a matrix of order $k$ in row echelon form, and preserving this property by adding multiples of one vector to another, can require up to $k + 1$ row operations. Each such operation can be done in time $O(k)$. To combine two matrices in row echelon form into one such matrix, up to $k + 1$ row vectors are inserted. Thus the total time for this operation is $O(k^3)$. This immediately results in an upper bound of $O(k^3 n)$ for the whole computation.
To obtain an $O(k|T| + k^2 n)$ bound for the whole computation, we have to employ a different accounting scheme for the time spent to merge two matrices in row echelon form into one during the JoinBox procedure. We notice that every row operation in any $N_i^{(1)}$ creates at least one 0 entry in some row, meaning that its pivot moves at least one position to the right or creates a zero row. For every vertex $v$, its row is added at most once to some $N_i^{(1)}$, namely when $v$ is forgotten. Its pivot can move at most $k$ times and disappear at most once. Thus for all $n$ vertices together, at most $(k + 1)n$ row operations can occur in all $N_i^{(1)}$ together. This only uses time $O(k^2 n)$. Thus, while during a single join procedure, $\Omega(k^2)$ row operations might be needed, the average is $O(k)$ such operations per join procedure. 

4 Example

In this section, we illustrate how the algorithm acts on a concrete example. To this end, we consider the graph in Figure 6. An edge-explicit tree decomposition representing this graph may be seen in Figure 7.

Note that $G$ is the underlying graph of the symmetric matrix

$$
M = \begin{pmatrix}
1 & 1 & 1 & 0 & -1 \\
1 & 0 & 0 & 2 & 0 \\
1 & 0 & 1 & -1 & 0 \\
0 & 2 & -1 & 1 & 0 \\
-1 & 0 & 0 & 0 & -1
\end{pmatrix}.
$$

Suppose that we want to find the number of eigenvalues greater than 0 (and equal to and less than 0). We apply our algorithm with $c = 0$, that is, originally $M - cI = M$.

Assume that we have ordered the nodes of the tree in Figure 7 in post order so that the first five nodes are in the upper branch of Figure 7, followed by the five nodes on the lower branch and by the five nodes starting from the node of type join. When we start, the node
Leaf calls the LeafBox with bag of vertices \{1, 3, 4\} producing the matrix
\[ N_1 = \begin{pmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{pmatrix}, \]
whereas the node Introduce Edges labelled by vertex 3 introduces edges 13 and 34, leading to the matrix
\[ N_3 = \begin{pmatrix} 1 & 1 & 0 \\ 0 & 1 & 1 \\ 0 & -1 & 1 \end{pmatrix}. \]
The node Forget Vertex \( F_3 \) receives the matrix \( N_3 \) and, after exchanging rows and columns 1 and 2 (so that vertex 3 corresponds to first row), processes the matrix
\[ \begin{pmatrix} 1 & 1 & -1 \\ 1 & 0 & 0 \\ -1 & 1 & 1 \end{pmatrix}. \]

According to our description, we are in Case 1 of Procedure ForgetBox, with \( x_v \) empty and \( y_v = [1, -1] \neq [0, 0] \). Since \( d_v = 1 \), the algorithm diagonalizes the row/columns corresponding to \( v \). To this end, we perform the operations \( R_2 \leftarrow R_2 - R_1 \), followed by \( C_1 \leftarrow C_1 - C_2 \), producing the matrix
\[ N_3 = \begin{pmatrix} 1 & 0 & -1 \\ 0 & 0 & 1 \\ -1 & 1 & 1 \end{pmatrix}, \]
followed by the operations \( R_3 \leftarrow R_3 + R_1 \), followed by \( C_3 \leftarrow C_3 + C_1 \), giving
\[ \begin{pmatrix} 1 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 1 & 0 \end{pmatrix}. \]
We have diagonalized row 1, corresponding to vertex 3. Hence, the node \( F_3 \) sets the diagonal vector \( D = (v, d_v) = (3, 1) \) and transmits the matrix \( N_4 = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \), whose rows are indexed by vertices 1 and 4, respectively, to its parent. The node \( V_5 \) introduces vertex 5, producing the matrix
\[ N_5 = \begin{pmatrix} 0 & 1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & -1 \end{pmatrix}, \]
indexed by the vertices 1, 4 and 5, respectively. We notice that this matrix \( N \) is such that \( N_5^{(1)} \) is empty and \( N_5^{(2)} = N \).

Working on the lower branch of the tree of Figure 7 in a similar way, we arrive at node \( F_2 \), after exchanging the rows/columns, with the matrix
\[ N_9^* = \begin{pmatrix} 0 & 1 & 2 \\ 1 & 1 & 0 \\ 2 & 0 & 1 \end{pmatrix}, \]
indexing vertices 2, 1 and 4, respectively. This corresponds to Case 1 of Procedure ForgetBox, with empty \( x_v \) and \( y_v = [1, 2] \), but \( d_v = 0 \). We notice that, in this particular case, the matrix \( N_9^{(1)} = [1, 2] \) is already in row echelon form, so that \( N_9 = (N_9^{(1)}, N_9^{(2)}) \), \( N_9^{(2)} = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \), is transmitted by \( F_2 \) to its parent.
Now the Introduce Vertex node \( V_5 \) processes the matrix \( N_9 \) and produces matrix

\[
N_{10} = \begin{pmatrix}
0 & 1 & 2 & 0 \\
1 & 0 & 0 & 0 \\
2 & 0 & 1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix},
\]

where the rows are indexed by the vertices 2, 1, 4 and 5, respectively.

Now the JoinBox procedure will process the matrices \( N_5 \) and \( N_{10} \). We first do the operation \( N_{11} = N_{10}^{(2)} + N_5^{(2)} - M_D[1, 4, 5] \), where \( M_D[1, 4, 5] \) is the diagonal matrix whose rows and columns are indexed by 1, 4 and 5 such that each entry \( ii \) is given by \( m_{ii} \). We then merge \( N_5^{(2)} \) on top of \( N_{10}^{(2)} \). Since \( N_5^{(2)} \) is empty, these operation produce the matrix

\[
N_{11} = \begin{pmatrix}
0 & 1 & 2 & 0 \\
1 & 0 & 1 & 0 \\
2 & 1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix},
\]

whose rows index the vertices 2, 1, 4 and 5, respectively.

We now process node \( F_4 \) of the tree, where the vertex 4 is forgotten. We first exchange rows and columns so that the first row is indexed by 4. The matrix becomes

\[
N_{12}^* = \begin{pmatrix}
0 & 2 & 1 & 0 \\
2 & 0 & 1 & 0 \\
1 & 1 & 0 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix},
\]

whose rows index the vertices 4, 2, 1 and 5, respectively. We look at this matrix as in equation (4). We are in case 2 of Procedure ForgetBox with \( d_v = 0, x_v = [2], y_v = [1, 0], N_{12}^{(1)} = [1, 0] \) and \( N_{12}^{(2)} = \begin{pmatrix} 0 & 0 \\ 0 & -1 \end{pmatrix} \). Since \( x_v = [2] \), there is no operation to perform in order to put \( x_v \) in row echelon form. The goal now is to transform the left upper corner of the above matrix \( \begin{pmatrix} 0 & 2 \\ 2 & 0 \end{pmatrix} \) into a diagonal matrix. We perform the operations \( R_2 \leftarrow R_2 + \frac{1}{4} R_1, C_2 \leftarrow C_2 + \frac{1}{2} C_1 \) followed by \( R_1 \leftarrow R_1 - R_2 \) and \( C_1 \leftarrow C_1 - C_2 \), obtaining the matrix

\[
N_{12}^* = \begin{pmatrix}
-2 & 0 & -1/2 & 0 \\
0 & 2 & 3/2 & 0 \\
-1/2 & 2 & 2 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\]

We now use the nonzero pivots obtained in order to diagonalize rows 1 and 2. To achieve this, we perform the operations \( R_3 \leftarrow R_3 - \frac{1}{4} R_1, C_3 \leftarrow C_3 - \frac{1}{4} C_1 \), followed by \( R_3 \leftarrow R_3 - \frac{3}{4} R_2, C_3 \leftarrow C_3 - \frac{3}{4} C_2 \). This produces the matrix

\[
N_{12}^* = \begin{pmatrix}
-2 & 0 & 0 & 0 \\
0 & 2 & 0 & 0 \\
0 & 0 & -1 & 0 \\
0 & 0 & 0 & -1
\end{pmatrix}.
\]

At this point, the first two rows are diagonalized, corresponding to vertices 4 and 2. To the diagonal vector \( D = (v, d_v) \) we added the components \((4, -2)\) and \((2, 2)\). Node \( F_4 \) transmits the matrix \( N_{12} = \begin{pmatrix} -1 & 0 \\ 0 & -1 \end{pmatrix} \), corresponding the edges 1 and 5. The Introduce Edges node
E5 puts the edge 15, and the matrix returned by IntroduceEdgesBox is $N_{13} = \begin{pmatrix} -1 & -1 \\ -1 & -1 \end{pmatrix}$ in the form the Forget node F5 receives it. We see that $x_v$ is empty and $y_v = [-1]$ and $d_v = -1$, meaning that we are in case 2. Using $d_v$ as pivot we arrive at $N_{14}^* = \begin{pmatrix} -1 & 0 \\ 0 & 0 \end{pmatrix}$, adding to the diagonal vector $D$ the component $(v, d_v) = (5, -1)$, and returning the matrix $N_{14} = [0]$. The final node F1 forgets the vertex 1. Since the matrix received is [0] already in diagonal form, it adds to $D$ the component $(v, d_v) = (1, 0)$. The diagonal vector $D$ returned by the algorithm is

$$
\begin{pmatrix}
v \\
d_v
\end{pmatrix} = \begin{pmatrix} 3 & 4 & 2 & 5 & 1 \\ 1 & -2 & 2 & -1 & 0 \end{pmatrix},
$$

meaning that $M$ has 2 positive eigenvalues, 2 negative eigenvalues and 0 is an eigenvalue with multiplicity 1.
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Abstract

We give the first efficient algorithm to approximately count the number of solutions in the random $k$-SAT model when the density of the formula scales exponentially with $k$. The best previous counting algorithm was due to Montanari and Shah and was based on the correlation decay method, which works up to densities $(1 + o_k(1))^{\frac{\log k}{k^2}}$, the Gibbs uniqueness threshold for the model. Instead, our algorithm harnesses a recent technique by Moitra to work for random formulas with much higher densities. The main challenge in our setting is to account for the presence of high-degree variables whose marginal distributions are hard to control and which cause significant correlations within the formula.
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1 Introduction

Let $\Phi = \Phi(k, n, m)$ be a $k$-CNF formula on $n$ Boolean variables with $m$ clauses chosen uniformly at random where each clause has size $k \geq 3$. The random formula $\Phi$ shows an interesting threshold behaviour, where the asymptotic probability that $\Phi$ is satisfiable drops dramatically from 1 to 0 when the density $\alpha := m/n$ crosses a certain threshold $\alpha_*$. There has been tremendous progress on establishing this phase transition and pinpointing the
threshold \( \alpha_\ast \) [25, 19, 3, 4, 12, 15] guided by elaborate but non-rigorous methods in physics [28, 27]. The exact value of the threshold \( \alpha_\ast \) is established in [15] for sufficiently large \( k \); it is known that \( \alpha_\ast = 2^k \ln 2 - \frac{1}{2} (1 + \ln 2) + o_k(1) \) as \( k \to \infty \).

In contrast, the “average case” computational complexity of random \( k \)-CNF formulas remains elusive. It is a notoriously hard problem to design algorithms that succeed in finding a satisfying assignment when the density of the formula \( \Phi \) is close to (but smaller than) the satisfiability threshold \( \alpha_\ast \). The best polynomial-time algorithm to find a satisfying assignment of \( \Phi \) is due to Coja-Oghlan [8], which succeeds if \( \alpha < (1 - o_k(1)) \cdot 2^k \ln k/k \). It is known that beyond this density bound \( 2^k \ln k/k \) the solution space of the formula undergoes a phase transition and becomes severely more complicated [2], so local algorithms are bound to fail to find a satisfying assignment in polynomial time (see for example [24, 9, 11]).

It is also a natural question to determine the number of satisfying assignments to \( \Phi \), denoted by \( Z(\Phi) \), when the density is below the satisfying threshold. It has been shown that \( \frac{1}{k} \log Z(\Phi) \) is concentrated around its expectation [1, 13] for \( \alpha < (1 - o_k(1)) \cdot 2^k \ln k/k \). However, for the \( k \)-SAT model, there is no known formula for the expectation \( \mathbb{E} \frac{1}{n} \log Z(\Phi) \) (though see [35, 14] for progress along these lines for more symmetric models of random formulas). Regarding the algorithmic question, Montanari and Shah [31] have given an efficient algorithm to approximate \( \log Z(\Phi) \) if \( \alpha \leq \frac{2 \log k}{k}(1 + o_k(1)) \), based on the correlation decay method and the uniqueness threshold of the Gibbs distribution. Note that this only gives an approximation to \( Z(\Phi) \) within an exponential factor. Also, the threshold for \( \alpha \) is exponentially lower than the satisfiability threshold. No efficient algorithm was known to give a more precise approximation.

In this paper, we address the algorithmic counting problem by giving the first fully polynomial-time approximation scheme (FPTAS) for the number of satisfying assignments to random \( k \)-CNF formulas, if the density \( \alpha \) is less than \( 2^r k \), for sufficiently large \( k \) and some constant \( r > 0 \). Our bound is exponential in \( k \) and goes well beyond the uniqueness threshold of \( \frac{2 \log k}{k}(1 + o_k(1)) \) which is required by the correlation decay method.

Our result is related to other algorithmic counting results on random graphs such as counting colourings, independent sets, and other structures [33, 37, 16, 26] in random graphs. However, previous methods, such as Markov Chain Monte Carlo and Barvinok’s method, appear to be difficult to apply to random formulas. Instead, our algorithm is the first adaptation of Moitra’s method [30] to the random instance setting. We give a high level overview of the techniques in Section 1.2.

1.1 The model and the main result

For \( k \geq 3 \), let \( \Phi = \Phi(k, n, m) \) denote a \( k \)-SAT formula chosen uniformly at random from the set of all \( k \)-SAT formulas with \( n \) variables and \( m \) clauses. Specifically, \( \Phi \) has \( n \) variables \( v_1, v_2, \ldots, v_n \) and \( m \) clauses \( c_1, c_2, \ldots, c_m \). Each clause \( c_i \) has \( k \) literals \( \ell_{i,1}, \ell_{i,2}, \ldots, \ell_{i,k} \) and each literal \( \ell_{i,j} \) is chosen uniformly at random from \( 2n \) literals \( \{v_1, v_2, \ldots, v_n, \neg v_1, \neg v_2, \ldots, \neg v_n\} \). Note that each clause has exactly \( k \) literals (repetitions allowed), so there are \( (2n)^{km} \) possible formulas; we use \( \Pr(\cdot) \) to denote the uniform distribution on the set of all such formulas. Throughout, we will assume that \( m = \lfloor na \rfloor \), where \( a > 0 \) is the density of the formula. We say that an event \( E \) holds w.h.p. if \( \Pr(E) = 1 - o(1) \) as \( n \to \infty \).

For a \( k \)-SAT formula \( \Phi \), we let \( \Omega = \Omega(\Phi) \) denote the set of satisfying assignments of \( \Phi \).

Theorem 1. There is a polynomial-time algorithm \( A \) and there are two constants \( r > 0 \) and \( k_0 \geq 3 \) such that, for all \( k \geq k_0 \) and all \( \alpha < 2^r k \), the following holds w.h.p. over the choice of the random \( k \)-SAT formula \( \Phi = \Phi(k, n, \lfloor an \rfloor) \). The algorithm \( A \), given as input the formula \( \Phi \) and a rational \( \varepsilon > 0 \), outputs in time \( \text{poly}(n, 1/\varepsilon) \) a number \( Z \) that satisfies \( e^{-\varepsilon |\Omega(\Phi)|} \leq Z \leq e^{\varepsilon |\Omega(\Phi)|} \).
Throughout this paper, we will assume that $k \geq k_0$ where $k_0$ is a sufficiently large constant. We will also assume that the density $\alpha$ of the formula $\Phi$ satisfies $\alpha < 2^{k/300}/k^3$, so $r$ can be taken to be $1/301$ in Theorem 1. The constant 300 here is not optimised, but we do not expect to be able to use the current techniques to improve it substantially. Our main point is that for a density which is exponential in $k$, an FPTAS exists for random $k$-CNF formulas. Finally, we assume that $k^2\alpha \geq 1$, otherwise it is well-known (see, e.g., Theorem 3.6 in [34]) that w.h.p. every connected component of $\Phi$, viewed as a hypergraph where variables correspond to vertices and clauses correspond to hyperedges, is of size $O(\log n)$. In this case we can count the number of satisfying assignments by brute force.

### 1.2 Algorithm overview

We give a high-level overview of our algorithm here before giving the details. Approximately counting the satisfying assignments of a $k$-CNF formula has been a challenging problem using traditional algorithmic techniques, since the solution space (the set of satisfying assignments) is complicated and it is not connected, using the transitions of commonly-studied Markov chains. Recently some new approaches were introduced [30, 20]. Most notably, the breakthrough work of Moitra [30] gives the first (and so far the only) efficient deterministic algorithm that can approximately count the satisfying assignments of $k$-CNF formulas in which each variable appears in at most $d$ clauses, if, roughly, $d \lesssim 2^{k/60}$. Inspired by this, Feng et al. [18] have also given a MCMC algorithm which applies when $d \lesssim 2^{k/20}$.

As our goal is to count satisfying assignments of sparse random $k$-CNF formulas, where these degree bounds do not hold, but average degrees are small, it is natural to also choose Moitra’s method in the random instance setting. However, the first difficulty is that Moitra’s method relies on the fact that the marginal probability of each variable (the probability that the variable is true in a uniformly-chosen satisfying assignment) is nearly $1/2$. This is necessary because Moitra’s method involves solving a certain linear program (LP) and the size of this LP is polynomially-bounded only if a certain process couples quickly. The proof that the process couples quickly relies on the fact that the marginals are nearly $1/2$ (and certainly on the fact that they are bounded away from 0 and 1). In contrast, for a random $k$-CNF formula, although the *average* degree of variables is low, w.h.p. there are variables with degrees as high as $\Omega(\log n/\log \log n)$. In the presence of these high-degree variables, the marginal probabilities of the variables can be arbitrarily near 0 or 1, instead of $1/2$.

Our solution to this issue is to separate out high-degree variables, as well as those that are heavily influenced by high-degree variables. To do this, we define a process to recursively label “bad” variables. At the start, all high-degree variables are bad. Then, all clauses containing more than $k/10$ bad variables are labelled bad, as are all variables that they contain. We run this process until no more bad clauses are found. We call the remaining variables and clauses of the formula “good”. A key property is that all good variables have an upper bound on their degree and all good clauses contain at least $9k/10$ good variables; this allows us to show that the marginal probabilities of good variables are close to $1/2$.

The next step is to attempt to apply Moitra’s method. The goal of Moitra’s method is to compute more precise estimates for the marginal probabilities of the variables; given accurate estimates on the marginal probabilities, it is then relatively easy to approximate the number of satisfying assignments using refined self-reducibility techniques.

Of course, we need to modify the method to deal with the bad variables, which still appear in the formula. We first explain Moitra’s method and then proceed with our modifications. The first step is to mark variables, so that every clause contains a good fraction of marked variables and a good fraction of unmarked variables. Then, for a particular marked variable
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We set up an LP. As noted earlier, the variables of the LP correspond to the states of a certain coupling process which couples two distributions on satisfying assignments using the marked variables — the first distribution over satisfying assignments in which \( v \) is true, and the second distribution over satisfying assignments in which \( v \) is false. Solving the LP recovers the transition probabilities of the coupling process and yields enough information to approximate the marginal probability of \( v \).

In order to guarantee that the size of the LP is bounded by a polynomial in the size of the original CNF formula, we have to restrict the coupling process. The process can be viewed as a tree and it suffices to truncate this tree at a suitable level. Thus, a crucial part of the proof (both in Moitra’s case and in ours) is to show that the error caused by the truncation is sufficiently small. The reason that the error caused by the truncation is small is that, with high probability, branches of the coupling tree “die out” before reaching a large level. The reason for this is that the marginals of marked variables stay near \( 1/2 \), even when conditioning on partial assignments.

In our case where \( \Phi \) is a random formula, the marginals are not all near \( 1/2 \), even without any conditioning. But the good variables do have marginals near \( 1/2 \). So we only mark/unmark good variables and we “give up” on bad variables. Given that we don’t have any control over the bad variables, we have to modify the coupling process. Thus, whenever we meet a bad variable in the coupling process, we have to assume the worst case and treat this variable and all bad variables connected to it as if they all have failed the coupling, meaning that the disagreement spreads quickly over bad components.

The most important part of our analysis is to upper bound the size of connected bad components and how often we encounter them during the coupling process. Given these upper bounds, we are able to show that the coupling still dies out sufficiently quickly, so the error caused by the truncation is not too large. Solving the LP then allows us to estimate the marginals of the good variables. Given that the bad components have small size, this turns out to be enough information to estimate the number of satisfying assignments of the original formula (containing both good and bad clauses).

We conclude this summary by discussing the prospects for improving our work. Although we have given an efficient algorithm which works for densities that are exponentially large in \( k \), the densities that we can handle are still small compared to the satisfiability threshold or to the threshold under which efficient search algorithms exist. Perhaps a modest start towards obtaining comparable thresholds for approximate counting algorithms would be to consider models whose state spaces are connected. For example, for monotone \( k \)-CNF formulas where each variable appears in at most \( d \) clauses, Hermon et al. [23] showed that efficient randomised algorithms exist if \( d \leq 2^k / 2 \) for some constant \( c > 0 \), which is optimal up to the constant \( c \) due to complementing hardness results [6]. They also showed that the same algorithm works for random regular monotone \( k \)-CNF formulas, if the degree \( d \leq 2^k / k \) for some \( c > 0 \). It remains open whether an average case bound of the same order can be achieved for random monotone \( k \)-CNF formulas.

2 The coupling tree

2.1 Identifying bad variables

We start by identifying bad variables; the method that we use is inspired by [12].

Definition 2. Let \( \Phi \) be a \( k \)-SAT formula. We say that a variable \( v \) of \( \Phi \) is high-degree if \( \Phi \) contains at least \( \Delta := 2^k / 300 \) occurrences of literals involving the variable \( v \).
The reason that high-degree variables are harmful is that their marginal probabilities (when we sample uniformly from satisfying assignments) are not bounded away from 0 and 1. Also, any variable that shares clauses with high-degree variables may also have biased marginals. In our algorithm, we will not be able to control these high degree variables or other variables that are affected by them. This variables contribute to the “bad” part of the formula \( \Phi \). Formally, denote the set of clauses of \( \Phi \) by \( C \) and the set of variables by \( V \). For each \( c \in C \), let \( \text{var}(c) \) denote the set of variables in \( c \). For each subset \( C \) of \( C \), let \( \text{var}(C) := \bigcup_{c \in C} \text{var}(c) \). The bad variables and bad clauses of \( \Phi \) are identified as follows:

1. \( V_0 \) (the initial bad variables) \( \leftarrow \) the set of high-degree variables;
2. \( C_0 \leftarrow \) the set of clauses with at least \( k/10 \) variables in \( V_0 \);
3. \( i \leftarrow 0 \);
4. Do the following until \( V_i = V_{i-1} \):
   - \( i \leftarrow i + 1 \);
   - \( V_i \leftarrow V_{i-1} \cup \text{var}(C_{i-1}) \);
   - \( C_i \leftarrow \{ c \in C \mid \text{var}(c) \cap V_i \geq k/10 \} \);
5. \( C_{\text{bad}} \leftarrow C_i \) and \( V_{\text{bad}} \leftarrow V_i \);
6. \( C_{\text{good}} \leftarrow C \setminus C_i \) and \( V_{\text{good}} \leftarrow V \setminus V_i \).

\( \textbf{Observation 3.} \) \( \forall c \in C_{\text{good}}, \mid \text{var}(c) \cap V_{\text{bad}} \mid < k/10. \) \( \forall c \in C_{\text{bad}}, \mid \text{var}(c) \cap V_{\text{good}} \mid = 0. \)

### 2.2 Marking good variables and identifying a satisfying assignment

Apart from the fact that we only mark variables in \( V_{\text{good}} \), our marking follows the approach of Moitra [30]. Formally, a “marking” is an assignment from \( V_{\text{good}} \) to \{marked, unmarked\}. Using Observation 3 and applying the asymmetric version of the Lovász local lemma [17, 36, 22] and the algorithmic version of the local lemma by Moser and Tardos [32] it is easy to prove the following lemma.

\( \textbf{Lemma 8.} \) There exists a marking on \( V_{\text{good}} \) such that every good clause has at least \( 3k/10 \) marked variables and at least \( k/4 \) unmarked good variables. It has the property that there is a partial assignment of bad variables that satisfies all bad clauses. Furthermore, such a marking can be found in deterministic polynomial time.

We also use the Lovász local lemma to identify a partial assignment \( \Lambda^* \) that we will use to apply self-reducibility.

\( \textbf{Lemma 10.} \) Let \( \Phi = \Phi(k, n, m) \) and let \( v_1, v_2, \ldots, v_n \) be the variables of \( \Phi \). In each clause, order the literals in the order induced by the indices of their variables. Then there is a partial assignment \( \Lambda^* \) of truth values to some subset of \( V_{\text{marked}} \) with the property that every clause \( c \in C_{\text{good}} \) is satisfied by its first \( k/20 \) literals corresponding to marked variables. Moreover, \( \Lambda^* \) can be found in deterministic polynomial time.

### 2.3 The coupling tree

Fix a prefix \( \Lambda \) of the assignment \( \Lambda^* \) from Lemma 10. Let \( \Phi^\Lambda \) be the formula produced by simplifying \( \Phi \) under \( \Lambda \) (remove clauses that are satisfied under \( \Lambda \) and remove all false literals). \( C^\Lambda \) denotes the clauses of \( \Phi^\Lambda \) and \( V^\Lambda \) denotes the variables. We also define \( V_{\text{good}}^\Lambda = V_{\text{good}} \cap V^\Lambda \) and \( C_{\text{good}}^\Lambda = C_{\text{good}} \cap C^\Lambda \). \( \Omega^\Lambda \) denotes the set of satisfying assignments of \( \Phi^\Lambda \).

For a variable \( v^* \in V^\Lambda \), let \( \Omega^\Lambda_{v^*} \) be the set of assignments in \( \Omega^\Lambda \) in which \( v^* \) is true, and let \( \Omega^\Lambda_{\neg v^*} \) be the set of assignments in \( \Omega^\Lambda \) in which \( v^* \) is false. The algorithm estimates the marginal probability that \( v^* \) is true by solving a certain LP which allows it to estimate the
ratio $|\Omega_1^\tau|/|\Omega_2^\tau|$. The variables of the LP correspond to the states of a coupling process. The process couples the uniform distribution on $\Omega_1^\tau$ with the uniform distribution on $\Omega_2^\tau$. We can now describe process via its “coupling tree” $\Phi^\tau$.

For each node $\rho$ there is a partial assignment $A_1(\rho) \in \Omega_1^\tau$ and a partial assignment $A_2(\rho) \in \Omega_2^\tau$. The variables set in these partial assignments are $\Lambda \cup V_{\text{set}(\rho)}$. The set $V_{\text{f}}(\rho)$ contains “problematic” variables. The details will be clear later. Roughly, these include variables in $V_{\text{set}(\rho)}$ on which $A_1(\rho)$ and $A_2(\rho)$ disagree, variables contained in clauses that are not satisfied in some $A_1(\rho)$, even though all marked variables have already been set, and variables “affected” by bad variables during the coupling process. $C_{\text{rem}}(\rho)$ is the set of remaining clauses to consider at descendants of $\rho$ in the coupling.

The root of the coupling tree is the node $\rho^*$ with $V_{\text{set}}(\rho^*) = V_{\text{f}}(\rho^*) = \{v^*\}$. The assignment $A_1(\rho^*)$ sets $v^*$ to $T$ and the assignment $A_2(\rho^*)$ sets $v^*$ to $F$. $C_{\text{rem}}(\rho^*) = C^\Lambda$. Let $n = |V|$. In order to ensure that the size of the LP is bounded by a polynomial in $n$ we need to ensure that the size of the coupling tree is also bounded by a polynomial in $n$. To do this, we choose truncation depth $L := C_0(3k^2\Delta)[\log(n/\epsilon)]$ where $C_0$ is a sufficiently large constant. We then truncate the tree as follows.

**Definition 12.** A node $\rho$ of the coupling tree is a leaf if $|V_{\text{f}}(\rho)| \leq L$ and every $c \in C_{\text{rem}}(\rho)$ has the property that $\text{var}(c) \subseteq V_{\text{f}}(\rho) \cup V_{\text{set}}(\rho)$ or $\text{var}(c) \subseteq V^\Lambda \setminus (V_{\text{f}}(\rho) \cup V_{\text{set}}(\rho))$. If $|V_{\text{f}}(\rho)| > L$, then $\rho$ is a truncating node. We denote the set of leaves by $L^*$, the set of truncating nodes by $T$, and their union by $L^* := L \cup T$.

If $\rho$ is not in $L^*$ then we define its four children as follows. The “first clause” of $\rho$ is the first good clause $c$ with a variable in $V_{\text{f}}(\rho)$ and a variable in $V^\Lambda \setminus V_{\text{f}}(\rho)$. (The definitions imply that such a clause exists.) The “first variable” $u$ of $\rho$ is the first (good) variable in $\text{marked}(c) \setminus V_{\text{set}}(\rho)$. For each of the four pairs $(\tau_1, \tau_2)$ where $\tau_1$ and $\tau_2$ are assignments from $\{u\}$ to $\{T, F\}$, we create a child $\rho_{\tau_1, \tau_2}$ of $\rho$ using the following algorithm.

**Algorithm 1** Constructing the child $\rho_{\tau_1, \tau_2}$ of a non-truncating node $\rho$ of the coupling tree, where $\tau_1, \tau_2$ are assignments from $\{u\}$ to $\{T, F\}$, and $u$ is the first variable of $\rho$.

1: $V_{\text{set}}(\rho_{\tau_1, \tau_2}) \leftarrow V_{\text{set}}(\rho) \cup \{u\}$;
2: $A_1(\rho_{\tau_1, \tau_2}) \leftarrow \text{combine } A_1(\rho)$ with $\tau_1$;
3: $A_2(\rho_{\tau_1, \tau_2}) \leftarrow \text{combine } A_2(\rho)$ with $\tau_2$;
4: $(V_{\text{f}}, C_{\text{rem}}) \leftarrow (V_{\text{f}}(\rho), C_{\text{rem}}(\rho))$;
5: **if** $\tau_1(u) \neq \tau_2(u)$ **then**
6: $V_{\text{f}} \leftarrow V_{\text{f}} \cup \{u\}$;
7: **end if**
8: **for** $c' \in C_{\text{rem}}$ s.t. $c'$ is satisfied by both $A_1(\rho_{\tau_1, \tau_2})$ and $A_2(\rho_{\tau_1, \tau_2})$ **do**
9: $C_{\text{rem}} \leftarrow C_{\text{rem}} \setminus \{c'\}$;
10: **end for**
11: **while** $\exists c' \in C_{\text{rem}}$ with $\text{var}(c') \cap V_{\text{f}} \neq \emptyset$, $\text{var}(c') \cap (V^\Lambda \setminus V_{\text{f}}) \neq \emptyset$, and $\text{marked}(c') \setminus V_{\text{set}(\rho_{\tau_1, \tau_2})} = \emptyset$ **do**
12: $V_{\text{f}} \leftarrow V_{\text{f}} \cup (\text{var}(c') \setminus V_{\text{set}(\rho_{\tau_1, \tau_2}))$);
13: $C_{\text{rem}} \leftarrow C_{\text{rem}} \setminus \{c'\}$;
14: **end while**
15: **while** $\exists c' \in C_{\text{rem}} \cap C_{\text{bad}}$ with $\text{var}(c') \cap V_{\text{f}} \neq \emptyset$ **do**
16: $V_{\text{f}} \leftarrow V_{\text{f}} \cup (\text{var}(c') \setminus V_{\text{set}(\rho_{\tau_1, \tau_2}))$;
17: $C_{\text{rem}} \leftarrow C_{\text{rem}} \setminus \{c'\}$;
18: **end while**
19: $(V_{\text{f}}(\rho_{\tau_1, \tau_2}), C_{\text{rem}}(\rho_{\tau_1, \tau_2})) \leftarrow (V_{\text{f}}, C_{\text{rem}})$;
2.4 Key property of the coupling tree for a random formula

Recall that the variables of the LP which is used to estimate the marginal of the variable $v^*$ of $\Phi^\Lambda$ correspond to the states of the coupling on the coupling tree $\mathbb{T}^\Lambda$. We will define two LP variables $P_1,\rho$ and $P_2,\rho$ for each node $\rho$ of $\mathbb{T}^\Lambda$. In order to efficiently solve the LP, we need its size to be bounded by a polynomial in $n$, so we need the number of nodes of $\mathbb{T}^\Lambda$ to be bounded by a polynomial in $n$. For a random formula, this follows from the following key lemma, which is a main technical contribution of our work.

Lemma 14. W.h.p. over the choice of $\Phi$, for every prefix $\Lambda$ of $\Lambda^*$, every node $\rho$ in $\mathbb{T}^\Lambda$ has the property that $|V_{\text{set}}(\rho)| \leq 3k^3\alpha L + 1$.

To see that Lemma 14 implies that the size of the coupling tree is at most a polynomial in $n$, note that the depth of the tree does not exceed $\max_{\rho \in \mathbb{T}^\Lambda} |V_{\text{set}}(\rho)| \leq 3k^3\alpha L + 1 = O(\log \frac{n}{\epsilon})$. Also, each node has at most 4 children.

In the rest of this section, we sketch the proof of Lemma 14. We start by defining some graphs associated with $\Phi$. The formula $\Phi$ naturally corresponds to a bipartite “factor graph” where one side is variables and the other clauses (a variable has an edge to a clause in the factor graph if one of its literals is contained in the clause). We also use the following two graphs.

Definition 3. Let $G_{\Phi}$ be the graph with vertex set $C$ (the clauses of $\Phi$) in which two clauses $c$ and $c'$ are adjacent if and only if $\text{var}(c) \cap \text{var}(c') \neq \emptyset$. We say that a set $C \subseteq C$ of clauses is connected if the induced subgraph $G_{\Phi}[C]$ is connected.

Definition 4. Let $H_{\Phi}$ be the graph with vertex set $V$ (the variables of $\Phi$) in which two variables $v$ and $v'$ are adjacent if and only if there exists a clause $c \in C$ such that $v, v' \in \text{var}(c)$. We say that a set $V \subseteq V$ of variables is connected if the induced subgraph $H_{\Phi}[V]$ is connected.

Let $H_{\Phi,\text{bad}}$ be the graph with vertex set $V_{\text{bad}}$ in which two variables $v$ and $v'$ are adjacent if and only if there exists a bad clause $c \in C_{\text{bad}}$ such that $v, v' \in \text{var}(c)$. We say that a set $V \subseteq V$ of variables is a bad component if $V$ is a connected component in $H_{\Phi,\text{bad}}$.

For $V \subseteq V$, let $\Gamma_{H_{\Phi}}(V) = \cup_{v \in V} \Gamma_{H_{\Phi}}(v)$ be the neighbourhood of $V$ in $H_{\Phi}$. Let $\Gamma_{H_{\Phi}}^+(V) = V \cup \Gamma_{H_{\Phi}}(V)$ be the extended neighbourhood. The proof of Lemma 14 relies on the following rather abstract fact about random formulas.\footnote{We need a more general version in the full paper, but this suffices here. The variable names here are chosen to make the (single) application in this short version easy.}

Lemma 41. W.h.p. over the choice of $\Phi$, there do not exist sets $Y', Z$ of clauses and a set $V$ of variables such that $|Y'| \geq \log n$, $|V| \geq |Y'|$, $|Z| \geq 2k^2\alpha |V|$, $Y' \cap Z = \emptyset$, $G_{\Phi}[Y']$ is connected, $V \subseteq \text{var}(Y')$, and every clause in $Z$ contains at least one variable from $V$.

The lemma says that if you take any “large” set of clauses $Y'$ that are connected in $G_{\Phi}$ and any large set $V$ of the variables of $Y'$ then there aren’t many clauses outside of $Y'$ that contain variables in $V$. (There isn’t a large set $Z$ of such clauses.) Obviously, the lemma doesn’t apply to every $\Phi$, but is highly dependent on the random way in which $\Phi$ is chosen. The proof of Lemma 41 relies crucially on upper-bounding the probability that a set of clauses $Y'$ is connected in $G_{\Phi}$. To do this, we sum over possible trees connecting the clauses in $Y'$. We use the bound from Lemma 39 of the full version, which shows that the probability that any particular tree $T$ is connected in $G_{\Phi}$ is at most $(k^{2}/n)^{V(T)}-1$.\footnote{We need a more general version in the full paper, but this suffices here. The variable names here are chosen to make the (single) application in this short version easy.}
Proof of Lemma 14. Let \( \Lambda \) be a prefix of \( \Lambda^* \) and let \( \rho \) be a node in \( T^\Lambda \). Our goal is to prove \( |V_{set}(\rho)| \leq 3k^3\alpha L + 1 \). We first consider the case in which \( \rho \) is not a truncating node, so \( |V_I(\rho)| \leq L \) and we show \( |V_{set}(\rho)| \leq 3k^3\alpha L \). The proof has two parts.

Part 1. \( V_{set}(\rho) \subseteq \Gamma_{I_{H_0}}^+(V_I(\rho)). \)

To prove Part 1, we consider any \( u \in V_{set}(\rho) \setminus V_I(\rho) \) and show that there is a clause \( c \) containing \( u \) and containing a variable in \( V_I(\rho) \).

We first rule out the case that \( u = v^* \) by noting (from the construction of the coupling tree) that \( v^* \in V_I(\rho) \cap V_{set}(\rho) \).

So consider \( u \in V_{set}(\rho) \setminus V_I(\rho) \) and let \( \rho' \) be the ancestor of \( \rho \) in the coupling tree such that \( u \) is the first variable of \( \rho' \). The definition of the coupling tree guarantees that \( \rho' \) is uniquely defined and that it is a proper ancestor of \( \rho \) – the definition of “first variable” guarantees that \( u \notin V_{set}(\rho') \), but for all proper descendants \( \rho'' \) of \( \rho' \), \( u \in V_{set}(\rho'') \).

Let \( \rho'' \) be the child of \( \rho' \) on the path to \( \rho \). We will show that there is a clause \( c \) containing \( u \) and containing a variable in \( V_I(\rho'') \). Part 1 then follows from the fact that \( V_I(\rho'') \) contains \( V_I(\rho') \). The existence of such a clause \( c \) is immediate from the definition of “first variable” – indeed \( c \) is the “first clause” of \( \rho' \).

Part 2. W.h.p., the random formula \( \Phi \) is such that \( \forall \rho, |
\Gamma_{I_{H_0}}^+(V_I(\rho))| \leq 3k^3\alpha L \).

For Part 2, it is important that the set \( V_I(\rho) \) is connected in \( H_0 \) – this follows from the construction of the coupling tree. We show (this is Lemma 51) that, w.h.p. over the choice of \( \Phi \), every connected set of variables \( V \subseteq \mathcal{V} \) satisfies

\[
|\Gamma_{I_{H_0}}(V)| \leq 3k^3\alpha \max\{|V|, k \log n\},
\]

which establishes Part 2 since \( |V_I(\rho)| \leq L \).

The proof of (1) is as follows. Let \( V \) be a connected set of variables and let \( Y \) be the set of neighbours of \( V \) in the factor graph of \( \Phi \), i.e., \( Y = \{ c \in C \mid var(c) \cap V \neq \emptyset \} \). Clearly \( |\Gamma_{I_{H_0}}(V)| \leq k |Y| \) and hence it suffices to show that \( |Y| \leq 3k^2 \alpha \max\{|V|, k \log n\} \).

There are two cases depending on the size of \( V \).

\[ \begin{align*}
&\text{1. } |V| \geq k \log n. \text{ Since } V \text{ is a connected set of variables, there exists a set } Y' \subseteq Y \text{ such that } |V| / k \leq |Y'| \leq |V| \text{ and } V \cup Y' \text{ is connected in the factor graph of } \Phi. \text{ Hence, } Y' \text{ is a connected set of clauses and } |Y'| \geq \log n. \text{ Let } Z = Y \setminus Y'. \text{ If } |Z| \geq 2k^2 \alpha |V| \text{ then we obtain a contradiction to Lemma 41, which holds w.h.p. Thus, w.h.p., } |Z| \leq 2k^2 \alpha |V| \text{ which implies } |Y| = |Y'| + |Z| \leq 3k^2 \alpha |V|, \text{ as required.} \\
&\text{2. } |V| < k \log n. \text{ If } |\Gamma_{I_{H_0}}(V)| < [k \log n] \text{ then we are finished. Otherwise, consider an arbitrary connected } V' \supseteq V \text{ such that } |V'| = [k \log n]. \text{ By the argument of the previous case, the set of neighbours of } V' \text{ in the factor graph, denoted } Y'', \text{ satisfies that } |Y''| \leq 3k^2 \alpha |V'| \leq 3k^2 \alpha \log n. \text{ Thus, } |Y| \leq |Y''| \leq 3k^2 \alpha \log n. \text{ This completes the proof of (1), and hence Part 2.} 
\end{align*} \]

To finish, we consider the case where \( \rho \) is a truncating node. Let \( \rho' \) be the parent of \( \rho \). Parts 1 and 2 imply that \( |V_{set}(\rho')| \leq 3k^3 \alpha L \). The result follows since \( |V_{set}(\rho)| = |V_{set}(\rho')| + 1 \).

3 The linear program

Here we briefly list the constraints in the LP so that we can discuss its analysis. For a node \( \rho \) of the coupling tree, let \( C_I(\rho) \) be the set of clauses \( c \in C^\Lambda \) such that \( var(c) \subseteq V_I(\rho) \cup V_{set}(\rho) \). For \( r \in \{1, 2\} \), let \( N_r(\rho) \) be the number of assignments \( \tau \) to \( V_I(\rho) \setminus V_{set}(\rho) \) such that every clause in \( C_I(\rho) \) is satisfied by \( \tau \cup A_r(\rho) \). It turns out (see Lemma 15) that \( N_r(\rho) \neq 0 \) for \( i \in \{1, 2\} \), so we define \( r(\rho) = N_1(\rho) / N_2(\rho) \).
The LP relies on two constants \( r_{\text{lower}} \) and \( r_{\text{upper}} \). The algorithm that uses the LP will move these closer and closer together by binary search. For each node \( \rho \) of the coupling tree, we introduce two variables \( P_{1,\rho} \) and \( P_{2,\rho} \). The constraints are as follows. **Constraint Set 0:** For every node \( \rho \) of the coupling tree and every \( i \in \{1, 2\} \) we add the constraint 0 \( \leq P_{i,\rho} \leq 1 \). **Constraint Set 1:** If \( \rho \in \mathcal{L} \) then we add the constraint \( r_{\text{lower}} \) \( P_{2,\rho} \leq P_{1,\rho} r(\rho) \) and the constraint \( P_{1,\rho} r(\rho) \leq r_{\text{upper}} P_{2,\rho} \). **Constraint Set 2:** For the root \( \rho^* \) of the coupling tree, we add the constraints \( P_{1,\rho^*} = 1 \) and \( P_{2,\rho^*} = 1 \). For every node \( \rho \) of the coupling tree that is not in \( \mathcal{L}^* \), let \( u \) be the first variable of \( \rho \). For each \( X \in \{T, F\} \) add the constraints 
\[
P_{1,\rho} = P_{1,\rho u \rightarrow X, u \rightarrow 1} + P_{1,\rho u \rightarrow \sim X, u \rightarrow \sim 1} \quad \text{and} \quad P_{2,\rho} = P_{2,\rho u \rightarrow T, u \rightarrow X} + P_{2,\rho u \rightarrow \sim T, u \rightarrow \sim X}.
\]
**Constraint Set 3:** For every node \( \rho \) of the coupling tree that is not in \( \mathcal{L}^* \), every \( X \in \{T, F\} \), and every \( i \in \{1, 2\} \), let \( u \) be the first variable of \( \rho \) and add the constraint \( P_{i,\rho u \rightarrow X, u \rightarrow \sim X} \leq \frac{1}{2} P_{i,\rho} \).

4 Analysis of the linear program for a random formula and how it enables us to conclude Theorem 1

The key lemmas demonstrating the purpose of the linear program are as follows.

**Lemma 24.** Suppose \( r_{\text{lower}} \leq |\Omega_1^A| / |\Omega_2^A| \leq r_{\text{upper}} \). There is a set of variables \( P = \{P_{i,\rho}\} \) that satisfies all constraints of the LP.

**Lemma 34.** Fix \( r_{\text{lower}} \leq r_{\text{upper}} \). W.h.p. over the choice of \( \Phi \), the following holds. If the LP has a solution \( P \) using \( r_{\text{lower}} \) and \( r_{\text{upper}} \), then \( e^{-\varepsilon/(3n)} r_{\text{lower}} \leq |\Omega_1^A| / |\Omega_2^A| \leq e^{\varepsilon/(3n)} r_{\text{upper}} \).

The full version proves Theorem 1 using these two lemmas. Here we just give the main idea. First, consider the sub-goal of estimating \( |\Omega_1^A| / |\Omega_2^A| \) given \( \Phi \) and a partial assignment \( \Lambda \) of \( \Lambda^* \). We can do this with accuracy \( \exp(\pm \varepsilon / n) \) using the linear program. The proof of Lemma 57 in the full version uses the Lovász local lemma to establish values for \( r_{\text{lower}} \) and \( r_{\text{upper}} \) that meet the conditions in Lemma 24. Then, by binary search we bring \( r_{\text{lower}} \) and \( r_{\text{upper}} \) closer together until we achieve the desired accuracy (by Lemma 34). The initial values of \( r_{\text{lower}} \) and \( r_{\text{upper}} \) guarantee (see the proof of Lemma 57 for details) that the LP is run at most \( O(\log(n/\varepsilon)) \) times. Since we have already shown that the size of the LP is bounded by a polynomial in \( n/\varepsilon \) the algorithm runs in polynomial time.

Now consider the proof of Theorem 1. Using standard self-reducibility, we can use the estimates that we have just established to obtain an accurate estimate (within \( \exp(\pm \varepsilon) \)) of \( |\Omega^A| / |\Omega| \), which is the probability that a random satisfying assignment is consistent with \( \Lambda^* \).

To finish we need one last key ingredient – we need a method to estimate \( |\Omega^A| \). Since all good clauses are satisfied by \( \Lambda^* \), the set \( C^{\Lambda^*} \) of clauses of \( \Phi^{\Lambda^*} \) consists only of bad clauses. Now we need one more key lemma.

**Lemma 48.** W.h.p. over the choice of \( \Phi \), every bad component \( S \) has size at most 21600k log \( n \).

Lemma 48 implies that \( C^{\Lambda^*} \) can be divided into disjoint subsets where each subset of clauses contains \( O(\log n) \) variables. The algorithm can then compute the number of satisfying assignments of each subset by brute force in time \( \text{poly}(n) \). Then \( |\Omega^{\Lambda^*}| \) is the product of these numbers.

This concludes the sketch of the proof of Theorem 1 – the details are in the full version. In the rest of this short version, we briefly discuss the proof of the remaining key lemmas, Lemmas 24, 34, and 24.
We start with the proof of Lemma 48. This lemma, which bounds the size of bad components, is one of the main technical achievements allowing us to extend Moitra’s method to random CNFs with high density. Here we only have room for a very rough sketch. Recall that a bad component is a set $S$ of variables that is connected in $H_{\Phi,\text{bad}}$. Let $\text{HD}(S) = V_0 \cap S$ be the set of high-degree variables in $S$. We wish to show that w.h.p., over the choice of $\Phi$, every bad component $S$ has size at most $21600k \log n$. This follows from the following two lemmas, which give a contradiction for large bad components $S$.

**Lemma 42.** W.h.p. over the choice of $\Phi$, every connected set $U$ of variables with size at least $21600k \log n$ satisfies that $|\text{HD}(U)| \leq \frac{|U|}{1000}$.

**Lemma 47.** W.h.p. over the choice of $\Phi$, for any bad component $S$, $|S| \leq 60|\text{HD}(S)|$.

The proof of Lemma 42 is deferred to the full version. It uses Lemma 41 and studies trees in the factor graph of $\Phi$. The following proof sketch concludes the proof of Lemma 48.

**Proof Sketch of Lemma 47.** Consider the following process $P$ which we will use to work with bad components. The process, for every set $S$ of variables, defines a set of variables $\text{BC}(S)$.

1. Let $\text{BC}(S) = S$.
2. While there is a clause $c$ such that $|\text{var}(c) \cap \text{BC}(S)| \geq k/10$ and $\text{BC}(S) \setminus \text{var}(c) \neq \emptyset$
   
   $\text{BC}(S) := \text{BC}(S) \cup \text{var}(c)$

Note that $V_{\text{bad}} = \text{BC}(V_0)$, where $V_0$ is the set of high-degree variables. We show (Lemma 43) that for every bad component $S$, we have $S = \text{BC}(\text{HD}(S))$. Thus, the process $P$ can be viewed as a “local” process for identifying bad components.

Let $S$ be a bad component. If $S$ contains only an isolated variable, it must be a high-degree variable and hence $\text{HD}(S) = S$ (so we are finished). Otherwise, since a bad component is a connected component of variables in $H_{\Phi,\text{bad}}$, the definition of $H_{\Phi,\text{bad}}$ ensures that the bad component has at least $k/10$ high-degree variables.

Note that $|\text{HD}(S)| \leq |V_0|$. In Lemma 35 of the full version we use Poisson estimates for the degrees of the variables to show that, w.h.p., $|V_0| \leq n/2^{k^{10}}$.

The next step is to apply a counting argument to show that, w.h.p., for every set of variables $Y$ such that $2 \leq |Y| \leq n/2^k$, the number of clauses that contain at least $k/10$ variables from $Y$ is at most $\frac{30}{k} |Y|$. This is Corollary 38 of the full version. We apply the corollary with $Y = \text{HD}(S)$, so we find that there are at most $\frac{30}{k} |\text{HD}(S)|$ clauses that contain at least $k/10$ variables from $\text{HD}(S)$.

Now, we run the process $P$ starting with $\text{HD}(S)$. Take $Z$ to be the set of clauses that contain at least $k/10$ variables from $\text{HD}(S)$ (so, from above, we have $|Z| \leq \frac{30}{k} |\text{HD}(S)| \leq \frac{30}{k} \frac{n}{2^{k^{10}}}$).

The next step is to show that, w.h.p., the number of clauses $c$ such that $\text{var}(c) \subseteq \text{BC}(\text{HD}(S))$ is at most $2|Z|$ (which we have already shown to be at most $60|\text{HD}(S)|/k$). This analysis is contained in Corollary 45. It is essentially an analysis of the process $P$ which follows easily from a lemma of Coja-Oghlan and Frieze [10, Lemma 2.4]. The high-probability guarantees are universal over $Z$ (hence universal over $S$).

Since $S = \text{BC}(\text{HD}(S))$ and each variable in $S$ is contained in some bad clause, we have

$$|S| \leq \left| \bigcup_{c \in C_{\text{bad}} : \text{var}(c) \cap S \neq \emptyset} \text{var}(c) \right| \leq 60|\text{HD}(S)|,$$

as required. ▶
We now turn to the proof of Lemma 34. There are two kinds of errors which cause solutions of the LP to differ from the ratio \(|\Omega^A_1|/|\Omega^A_2|\). The first kind comes from so-called “\(\ell\)-wrong assignments” and the second kind comes from the truncation of the coupling tree. To define these more precisely, we need some graph-theoretic notation.

**Definition 25.** Given a graph \(G\) and any positive integer \(k\), let \(G^{\leq k}\) be the graph with vertex set \(V(G)\) in which vertices \(u\) and \(v\) are connected if there is a path from \(u\) to \(v\) in \(G\) of length at most \(k\).

The main combinatorial structure that we use is a set \(D(G_\varrho)\), which is based on Alon’s “2,3-tree” [5]. Similar structures were subsequently used in [30, 21]. The main difference between our definition and previous ones is that we take into account whether clauses are connected via good variables.

**Definition 26.** Given \(G_\varrho\), let \(D(G_\varrho)\) be the set of subsets \(T \subseteq V(G_\varrho)\) such that (1) For any \(c_1, c_2 \in T\), \(\varphi(c_1) \cap \varphi(c_2) \cap \forall \phi_{\text{good}} = \emptyset\); and (2) The graph \(G_\varrho^{\leq 4}[T]\), which is the subgraph of \(G_\varrho^{\leq 4}\) induced by \(T\), is connected.

**Definition 29.** An assignment \(\sigma \in \Omega_1^A\) is \(\ell\)-wrong if \(\exists\) a size-\(\ell\) set \(T \in D(G_\varrho)\) such that \(c^* \in T, \{T \cap C^A_\text{good}\} \geq 2 |T|/3\), and there is a size \([\ell/2]\) subset \(S\) of \(T \cap \varphi_{\text{good}}\) such that the restriction of \(\sigma\) to marked variables in clauses in \(S\) does not satisfy any clause in \(S\). Otherwise \(\sigma\) is \(\ell\)-correct.

**Proof Sketch of Lemma 34.** The constraints in **Constraint Set 2** guarantee (see Lemma 18 of the full version) that, for any \(i \in \{1, 2\}\) and \(\sigma \in \Omega^A_1\), \(\sum_{\rho \in L^{\ell}} c^* \cdot \sigma \in \Omega^{A^{\rho \cup A}_i} \rho A_1 \cdot P_1\rho = 1\). Thus, \(|\Omega^A_1| = \sum_{\sigma \in \Omega^A_1} = \sum_{\sigma \in \Omega^A_i} \sum_{\rho \in L^{\ell} : \forall \sigma \in \Omega^{A^{\rho \cup A}_i} \rho A_1} P_1\rho = 1\). We start by defining \(Z_i\), \(Z'_i\) and \(Z''_i\) as follows for \(i \in \{1, 2\}\).

\[
Z_i = \sum_{\sigma \in \Omega^A_1} \sum_{\rho \in L^{\ell} : \forall \sigma \in \Omega^{A^{\rho \cup A}_i} \rho A_1} P_1\rho, \\
Z'_i = \sum_{\sigma \in \Omega^A_1} \sum_{\rho \in L^{\ell} : \forall \sigma \in \Omega^{A^{\rho \cup A}_i} \rho A_1} P_1\rho, \\
Z''_i = \sum_{\sigma \in \Omega^A_1} \sum_{\rho \in T : \forall \sigma \in \Omega^{A^{\rho \cup A}_i} \rho A_1} P_1\rho.
\]

Thus \(Z_i \geq |\Omega^A_1| \geq Z_i + Z'_i + Z''_i\). The full version proves

\[
r_{\text{lower}} \leq Z_i/Z_2 \leq r_{\text{upper}}. \quad (2)
\]

\[
Z'_i/|\Omega^A_1| \leq (1 - e^{-\varepsilon/(3\eta)})/2 \quad \text{for } i \in \{1, 2\}. \quad (3)
\]

\[
Z''_i/|\Omega^A_1| \leq (1 - e^{-\varepsilon/(3\eta)})/2 \quad \text{for } i \in \{1, 2\}. \quad (4)
\]

The lemma follows easily from these. Combining (3) and (4) with the fact that \(Z_i \leq |\Omega^A_1| \leq Z_i + Z'_i + Z''_i\), we get \(e^{-\varepsilon/(3\eta)} \leq \frac{Z_i}{|\Omega^A_1|} \leq 1\). Plugging in (2) we obtain the result.

To prove (2) we exchange the order of summation in the definition of \(Z_i\) to get

\[
Z_i = \sum_{\rho \in L^{\ell}} \sum_{\sigma \in \Omega^A_1 : \forall \sigma \in \Omega^{A^{\rho \cup A}_i} \rho A_1} P_1\rho = \sum_{\rho \in L^{\ell}} P_1\rho \cdot |\Omega^{A^{\rho \cup A}_i} \rho A_1|.
\]

Since \(\rho \in L\), we prove (see Lemma 17) that \(r(\rho) = |\Omega^{A^{\rho \cup A}_2} \rho A_1|/|\Omega^{A^{\rho \cup A}_2} \rho A_1| = (\text{actually the point of } r(\rho))\). **Constraint Set 1** then guarantees that

\[
r_{\text{lower}} \leq \frac{P_1\rho \cdot |\Omega^{A^{\rho \cup A}_1} \rho A_1|}{P_2\rho \cdot |\Omega^{A^{\rho \cup A}_2} \rho A_1|} \leq r_{\text{upper}}, \quad \text{which suffices}.
\]
The main ingredient in the proof of (3) is Lemma 30, which shows that the fraction of assignments in \( \Omega_2^L \) that are \( \ell \)-wrong is at most \((k\Delta)^{-3\ell} \). The main ingredient in the proof of (4) is showing that, w.h.p., for every \( \ell \)-correct \( \sigma \in \Omega_2^L \), \( \sum_{\rho \in T, \sigma \in \Omega_1^L(\rho \cup \Lambda)} P_{1, \rho} \leq (k\Delta)^{-8\ell} \). This is handled in Lemmas 32 and 33.

To prove these lemmas (say for \( i = 1 \)) we consider a sampling procedure for choosing a node \( \rho \in L^* \) conditioned on some \( \sigma \in \Omega_1^L \). The probability that it reaches any node \( \rho \in L^* \) with \( \sigma \in \Omega_1^L(\rho \cup \Lambda) \) is designed to be \( P_{1, \rho} \) so the goal is to bound the probability that it reaches the set \( \Upsilon_\sigma = \{ \rho \in T \mid \sigma \in \Omega_1^L(\rho \cup \Lambda) \} \). This is where the combinatorial structures that we have defined come in. We use \( F(\rho) \) to denote the set of clauses that “fail” in the coupling process, contributing variables to \( V_I(\rho) \). Lemma 28 shows that w.h.p., for every node \( \rho \in \Upsilon_\sigma \), there is a set \( T \subseteq F(\rho) \) containing the first clause \( c^* \) such that \( T \in D(G_\Phi), |T| = \ell \) and \( |T \cap C_{\text{bad}}| \leq |T|/3 \). This implies that \( |T \cap C_{\text{good}}| \geq 2|T|/3 \). We therefore need to upper bound the probability that such a \( T \) is contained in \( F(\rho) \) when \( \rho \) is chosen from the sampling procedure. \( T \) has size \( \ell \) and contains \( c^* \) and contains enough good clauses. So it turns out that, since \( \sigma \) is \( \ell \)-correct, a lot of these failed clauses in \( F(\rho) \) must have failed due to disagreements in the coupling. Since \( T \in D(G_\Phi) \) these clauses do not share good variables. The constraints in Constraint Set 3 then imply that the probability of all of these simultaneous disagreements is unlikely.

That concludes the proof, apart from proving the key Lemma 28. This again relies on properties about bad components - in particular on Lemma 50, which says that, w.h.p., for every connected set of clauses \( Y \) such that \( \var(Y) \geq 21600k \log n \), it holds that \( |Y \cap C_{\text{bad}}| \leq |Y|/12 \). This is somewhat similar to the issues that we discussed regarding the proof of Lemma 48 – we defer the details to the full version.

\begin{proof}[Proof Sketch of Lemma 24] Suppose \( r_{\text{over}} \leq |\Omega_1^L|/|\Omega_2^L| \leq r_{\text{upper}} \). Our goal is to show that there is a set of variables \( P = \{ P_{1, \rho} \} \) that satisfies all constraints of the LP. Here is a suitable assignment. Let \( \rho \) be a node of the coupling tree with first variable \( u \). For \( X \in \{ T, F \} \), we use the notation \( \psi_{\rho, X, 1} := \{|A_1^{\rho}(\rho_{u \rightarrow x, u \rightarrow x}) \cup \Lambda|/|A_1^{\rho}(\rho) \cup \Lambda| = |A_1^{\rho}(\rho_{u \rightarrow x, u \rightarrow x}) \cup \Lambda|/|A_1^{\rho}(\rho) \cup \Lambda| \}. \) This is well-defined since \( A_1^{\rho}(\rho_{u \rightarrow x, u \rightarrow x}) = A_1^{\rho}(\rho_{u \rightarrow x, u \rightarrow x}) \). In other words, \( \psi_{\rho, X, 1} \) is the probability that \( u \) is assigned value \( X \) under the uniform distribution on \( \Omega_1^{\rho} \cup \Lambda \). We similarly define \( \psi_{\rho, X, 2} := |\Omega_2^{\rho}(\rho_{u \rightarrow x, u \rightarrow x}) \cup \Lambda|/|\Omega_2^{\rho}(\rho) \cup \Lambda| \).

We will next give an inductive definition of a function \( Q \) from nodes of the coupling tree to real numbers in \([0, 1] \). The way to think about this is as follows – we will implicitly define a probability distribution over paths from the root of the coupling tree to \( L^* \). For each node \( \rho \), \( Q(\rho) \) will be the probability that \( \rho \) is included in a path drawn from this distribution.

Any such path starts at the root, so we define \( Q(\rho^*) = 1 \). Once we have defined \( Q(\rho) \) for a node \( \rho \) that is not in \( L^* \) we can define \( Q(\cdot) \) on the children of \( \rho \) as follows. Let \( u \) be the first variable of \( \rho \) and consider the four children \( \rho_{u \rightarrow T, u \rightarrow T}, \rho_{u \rightarrow T, u \rightarrow F}, \rho_{u \rightarrow F, u \rightarrow T}, \rho_{u \rightarrow F, u \rightarrow F} \). Define the values of \( Q \) as follows: \( Q(\rho_{u \rightarrow T, u \rightarrow T}) := Q(\rho) \min\{Q(\rho_{u \rightarrow T, 1}), Q(\rho_{u \rightarrow T, 2})\} \), \( Q(\rho_{u \rightarrow F, u \rightarrow F}) := Q(\rho) \min\{Q(\rho_{u \rightarrow F, 1}), Q(\rho_{u \rightarrow F, 2})\} \), and \( Q(\rho_{u \rightarrow F, u \rightarrow T}) := Q(\rho)(1 - Q(\rho_{u \rightarrow T, 1})) \). Finally, we define \( P_{1, \rho} := Q(\rho)/|\Omega_1^L|/|A_1^{\rho} \cup \Lambda| \). In the full version, we prove that this assignment satisfies the constraints of the LP. Mostly, the LP is designed to make this true, though for example to establish the constraint \( P_{1, \rho_{u \rightarrow x, u \rightarrow x}} \leq P_{1, \rho} \) (Lemma 23) we need to prove that \( \psi_{\rho, X, 1} \) is around 1/2. Like Moitra, we prove this using the Lovász local lemma, so this why it is essential that we restrict the LP to good variables.
\end{proof}
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1 Introduction

In many graph optimization problems, the inputs are not known precisely and the algorithm is desired to perform well over a range of inputs. For instance, consider the following situations. Suppose we are planning the delivery route of a vehicle that must deliver goods to \( n \) locations. Due to varying traffic conditions, the exact travel times between locations are not known precisely, but a range of possible travel times is available from historical data. Can we design a tour that is nearly optimal for all travel times in the given ranges? Consider another situation where we are designing a telecommunication network to connect a set of locations. We are given cost estimates on connecting every two locations in the network but these estimates might be off due to unexpected construction problems. Can we design the network in a way that is nearly optimal for all realized construction costs?

These questions have led to the field of robust graph algorithms. Given a range of weights \([\ell_e, u_e]\) for every edge \( e \), the goal is to find a solution that minimizes regret, defined as the maximum difference between the algorithm’s cost and the optimal cost for any edge weights.
In other words, the goal is to obtain: \( \min_{\text{sol}} \max_{I} (\text{sol}(I) - \text{opt}(I)) \), where \( \text{sol}(I) \) (resp. \( \text{opt}(I) \)) denotes the cost of sol (resp. the optimal solution) in instance \( I \), sol ranges over all feasible solutions, and \( I \) ranges over all realizable inputs. We emphasize that sol is a fixed solution (independent of \( I \)) whereas the solution determining \( \text{opt}(I) \) is dependent on the input \( I \). The solution that achieves this minimum is called the minimum regret solution (MRS), and its regret is the minimum regret (MR). In many cases, however, minimizing regret turns out to be \( \text{NP} \)-hard, in which case one seeks an approximation guarantee. Namely, a \( \beta \)-approximation algorithm satisfies, for all input realizations \( I \), \( \text{sol}(I) - \text{opt}(I) \leq \beta \cdot \text{MR} \), i.e., \( \text{sol}(I) \leq \text{opt}(I) + \beta \cdot \text{MR} \).

It is known that minimizing regret is \( \text{NP} \)-hard for shortest path [34] and minimum cut [1] problems, and using a general theorem for converting exact algorithms to robust ones, 2-approximations are known for these problems [12, 23]. In some cases, better results are known for special classes of graphs, e.g., [24]. Robust minimum spanning tree (MST) has also been studied, although in the context of making exponential-time exact algorithms more practical [33]. Moreover, robust optimization has been extensively researched for other (non-graph) problem domains in the operations research community, and has led to results in clustering [5, 3, 6, 27], linear programming [21, 28], and other areas [4, 23]. More details can be found in the book by Kouvelis and Yu [26] and the survey by Aissi et al. [2].

To the best of our knowledge, all previous work in polynomial-time algorithms for minimizing regret in robust graph optimization focused on problems in \( \text{P} \). In this paper, we study robust graph algorithms for minimizing regret in \( \text{NP} \)-hard optimization problems. In particular, we study robust algorithms for the classical traveling salesman (TSP) and Steiner tree (STT) problems, that model e.g. the two scenarios described at the beginning of the paper. As a consequence of the \( \text{NP} \)-hardness, we cannot hope to show guarantees of the form: \( \text{sol}(I) \leq \text{opt}(I) + \beta \cdot \text{MR} \), since for \( \ell_e = u_e \) (i.e., \( \text{MR} = 0 \)), this would imply an exact algorithm for an \( \text{NP} \)-hard optimization problem. Instead, we give guarantees: \( \text{sol}(I) \leq \alpha \cdot \text{opt}(I) + \beta \cdot \text{MR} \), where \( \alpha \) is (necessarily) at least as large as the best approximation guarantee for the optimization problem. We call such an algorithm an \( (\alpha, \beta) \)-robust algorithm. If both \( \alpha \) and \( \beta \) are constants, we call it a constant-approximation to the robust problem. In this paper, our main results are constant approximation algorithms for the robust traveling salesman and Steiner tree problems. We hope that our work will lead to further research in the field of robust approximation algorithms, particularly for other \( \text{NP} \)-hard optimization problems in graph algorithms as well as in other domains.

1.1 Problem Definition and Results

We first define the Steiner tree (STT) and traveling salesman problems (TSP). In both problems, the input is an undirected graph \( G = (V, E) \) with non-negative edge costs. In Steiner tree, we are also given a subset of vertices called terminals and the goal is to obtain a minimum cost connected subgraph of \( G \) that spans all the terminals. In traveling salesman, the goal is to obtain a minimum cost tour that visits every vertex in \( V \). In the robust versions of these problems, the edge costs are ranges \([\ell_e, u_e]\) from which any cost may realize.

Our main results are the following:

\( \blacktriangleright \text{Theorem 1 (Robust Approximations). } \) There exist constant approximation algorithms for the robust traveling salesman and Steiner tree problems.

\[ \text{Opt} \]

There are two common and equivalent assumptions made in the TSP literature in order to achieve reasonable approximations. In the first assumption, the algorithms can visit vertices multiple times in the tour, while in the latter, the edges satisfy the metric property. We use the former in this paper.
Remark. The constants we are able to obtain for the two problems are very different: (4.5, 3.75) for TSP (in Section 3) and (2755, 64) for STT (in Section 4). While we did not attempt to optimize the precise constants, obtaining small constants for STT comparable to the TSP result requires new ideas beyond our work and is an interesting open problem.

We complement our algorithmic results with lower bounds. Note that if \( \ell_e = u_e \), we have MR = 0 and thus an \((\alpha, \beta)\)-robust algorithm gives an \( \alpha \)-approximation for precise inputs. So, hardness of approximation results yield corresponding lower bounds on \( \alpha \). More interestingly, we show that hardness of approximation results also yield lower bounds on the value of \( \beta \) (see Section 5 for details):

**Theorem 2** (APX-hardness). A hardness of approximation of \( \rho \) for TSP (resp., STT) under \( \mathsf{P} \neq \mathsf{NP} \) implies that it is \( \mathsf{NP} \)-hard to obtain \( \alpha \leq \rho \) (irrespective of \( \beta \)) and \( \beta \leq \rho \) (irrespective of \( \alpha \)) for robust TSP (resp., robust STT).

### 1.2 Our Techniques

We now give a sketch of our techniques. Before doing so, we note that for problems in \( \mathsf{P} \) with linear objectives, it is known that running an exact algorithm using weights \( \ell + u \) gives a \((1,2)\)-robust solution [12, 23]. One might hope that a similar result can be obtained for \( \mathsf{NP} \)-hard problems by replacing the exact algorithm with an approximation algorithm in the above framework. Unfortunately, there exists robust TSP instances where using a 2-approximation for TSP with weights \( \ell + u \) gives a solution that is not \((\alpha, \beta)\)-robust for any \( \alpha = o(n) \), \( \beta = o(n) \). More generally, a black-box approximation run on a fixed realization could output a solution including edges that have small weight relative to \( \mathsf{OPT} \) for that realization (so including these edges does not violate the approximation guarantee), but these edges could have large weight relative to MR and \( \mathsf{OPT} \) in other realizations, ruining the robustness guarantee. This establishes a qualitative difference between robust approximations for problems in \( \mathsf{P} \) considered earlier and \( \mathsf{NP} \)-hard problems being considered in this paper, and demonstrates the need to develop new techniques for the latter class of problems.

**LP relaxation.** We denote the input graph \( G = (V, E) \). For each edge \( e \in E \), the input is a range \([\ell_e, u_e]\) where the actual edge weight \( d_e \) can realize to any value in this range. The robust version of a graph optimization problem is then described by the LP

\[
\min \{ r : x \in P; \sum_{e \in E} d_e x_e \leq \mathsf{OPT}(d) + r, \forall d \},
\]

where \( P \) is the standard polytope for the optimization problem, and \( \mathsf{OPT}(d) \) denotes the cost of an optimal solution when the edge weights are \( d = \{d_e : e \in E\} \). That is, this is the standard LP for the problem, but with the additional constraint that the fractional solution \( x \) must have regret at most \( r \) for any realization of edge weights. We call the additional constraints the regret constraint set. Note that setting \( x \) to be the indicator vector of MR and \( r \) to MR gives a feasible solution to the LP; thus, the LP optimum is at most MR.

**Solving the LP.** We assume that the constraints in \( P \) are separable in polynomial time (e.g., this is true for most standard optimization problems including STT and TSP). So, designing the separation oracle comes down to separating the regret constraint set, which requires checking that:

\[
\max_{d} \left[ \sum_{e \in E} d_e x_e - \mathsf{OPT}(d) \right] = \\
\max_{\text{s.t.}} \left[ \sum_{e \in E} d_e x_e - \mathsf{SOL}(d) \right] = \max_{\text{s.t.}} \left[ \sum_{e \in E} d_e x_e - \mathsf{SOL}(d) \right] \leq r.
\]
Thus, given a fractional solution \( x \), we need to find an integer solution \( \text{sol} \) and a weight vector \( d \) that minimizes the regret of \( x \) given by \( \sum_{e \in E} d_e x_e - \text{sol}(d) \). Once \( \text{sol} \) is fixed, finding \( d \) that maximizes the regret is simple: If \( \text{sol} \) does not include an edge \( e \), then to maximize \( \sum_{e \in E} d_e x_e - \text{sol}(d) \), we set \( d_e = u_e \); else if \( \text{sol} \) includes \( e \), we set \( d_e = \ell_e \). Note that in these two cases, edge \( e \) contributes \( u_e x_e \) and \( \ell_e x_e - \ell_e \) respectively to the regret. The above maximization thus becomes:

\[
\max_{\text{sol}} \left[ \sum_{e \notin \text{sol}} u_e x_e + \sum_{e \in \text{sol}} (\ell_e x_e - \ell_e) \right] = \sum_{e \in E} u_e x_e - \min_{\text{sol} \in \text{sol}} \sum_{e \in \text{sol}} (u_e x_e - \ell_e x_e + \ell_e). \tag{1}
\]

Thus, \( \text{sol} \) is exactly the optimal solution with edge weights \( a_e := u_e x_e - \ell_e x_e + \ell_e \). (For reference, we define the derived instance of the problem as one with edge weights \( a_e \).)

Now, if we were solving a problem in \( \mathbf{P} \), we would simply need to solve the problem on the derived instance. Indeed, we will show later that this yields an alternative technique for obtaining robust algorithms for problems in \( \mathbf{P} \), and recover existing results in [23]. However, we cannot hope to find an optimal solution to an \( \mathbf{NP} \)-hard problem. Our first compromise is that we settle for an approximate separation oracle. More precisely, our goal is to show that there exists some fixed constants \( \alpha', \beta' \geq 1 \) such that if \( \sum_{e} d_e x_e > \alpha' \cdot \text{OPT}(d) + \beta' \cdot r \) for some \( d \), then we can find \( \text{sol}, d' \) such that \( \sum_{e} d'_e x_e > \text{sol}(d') + r \). Since the LP optimum is at most \( \text{MR} \), we can then obtain an \((\alpha', \beta')\)-robust fractional solution using the standard ellipsoid algorithm.

For TSP, we show that the above guarantee can be achieved by the classic MST-based 2-approximation on the derived instance. The details appear in Section 3 and the full paper. Although STT also admits a 2-approximation based on the MST solution, this turns out to be insufficient for the above guarantee. Instead, we use a different approach here. We note that the regret of the fractional solution against any fixed solution \( \text{sol} \) (i.e., the argument over which Eq. (1) maximizes) can be expressed as the following difference:

\[
\sum_{e \notin \text{sol}} (u_e x_e - \ell_e x_e + \ell_e) - \sum_{e \in \text{sol}} (\ell_e x_e - \ell_e) = \sum_{e \notin \text{sol}} a_e - \sum_{e \in \text{sol}} b_e, \quad \text{where } b_e := \ell_e - \ell_e x_e.
\]

The first term is the weight of edges in the derived instance that are \text{not} in \( \text{sol} \). The second term corresponds to a new STT instance with different edge weights \( b_e \). It turns out that the overall problem now reduces to showing the following approximation guarantees on these two STT instances (\( c_1 \) and \( c_2 \) are constants):

\[
(i) \sum_{e \in \text{ALG} \setminus \text{sol}} a_e \leq c_1 \sum_{e \in \text{sol} \setminus \text{ALG}} a_e \quad \text{and} \quad (ii) \sum_{e \in \text{ALG}} b_e \leq c_2 \sum_{e \in \text{sol}} b_e. \tag{2}
\]

Note that guarantee (i) on the derived instance is an unusual “difference approximation” that is stronger than usual approximation guarantees. Moreover, we need these approximation bounds to \textit{simultaneously} hold, i.e., hold for the same \text{ALG}. Obtaining these dual approximation bounds simultaneously forms the most technically challenging part of our work; a high level overview is given in Section 4 and technical details are deferred to the full paper.

**Rounding the fractional solution.** After applying our approximate separation oracles, we have a fractional solution \( x \) such that for all edge weights \( d \), we have \( \sum_{e} d_e x_e \leq \alpha' \cdot \text{OPT}(d) + \beta' \cdot \text{MR} \). Suppose that, ignoring the regret constraint set, the LP we are using has integrality gap at most \( \delta \) for precise inputs. Then a natural rounding approach is to search for an integer solution \text{ALG} that has minimum regret with respect to the specific solution \( \delta x \), i.e., \text{ALG} satisfies:

\[
\text{ALG} = \arg \min_{\text{sol}} \max_{d} \left[ \text{sol}(d) - \delta \sum_{e \in E} d_e x_e \right]. \tag{2}
\]
Since the integrality gap is at most $\delta$, we have $\delta \cdot \sum_{e \in E} d_e x_e \geq \text{OPT}(d)$ for any $d$. This implies that:

$$\text{MRS}(d) - \delta \cdot \sum_{e \in E} d_e x_e \leq \text{MRS}(d) - \text{OPT}(d) \leq \text{MR}.$$  

Hence, the regret of MRS with respect to $\delta x$ is at most MR. Since ALG has minimum regret with respect to $\delta x$, ALG’s regret is also at most MR. Note that $\delta x$ is a $(\delta \alpha', \delta \beta' + 1)$-robust solution. Hence, ALG is a $(\delta \alpha', \delta \beta')$-robust solution.

If we are solving a problem in $P$, finding ALG that satisfies Eq. (2) is easy. So, using an integral LP formulation (i.e., integrality gap of 1), we get a $(1,2)$-robust algorithm overall for these problems. This exactly matches the results in [23], although we are using a different set of techniques. Of course, for $NP$-hard problems, finding a solution ALG that satisfies Eq. (2) is $NP$-hard as well. It turns out, however, that we can design a generic rounding algorithm that gives the following guarantee:

**Theorem 3.** There exists a rounding algorithm that takes as input an $(\alpha, \beta)$-robust fractional solution to STT (resp. TSP) and outputs a $(\gamma \delta \alpha, \gamma \delta \beta + \gamma)$-robust integral solution, where $\gamma$ and $\delta$ are respectively the best approximation factor and integrality gap for (classical) STT (resp., TSP).

We remark that while we stated this rounding theorem for STT and TSP here, we actually give a more general version (Theorem 4) in Section 2 that applies to a broader class of covering problems including set cover, survivable network design, etc. and might be useful in future research in this domain.

1.3 Related Work

We have already discussed the existing literature in robust optimization for minimizing regret. Other robust variants of graph optimization have also been studied in the literature. In the robust combinatorial optimization model proposed by Bertsimas and Sim [7], edge costs are given as ranges as in this paper, but instead of optimizing for all realizations of costs within the ranges, the authors consider a model where at most $k$ edge costs can be set to their maximum value and the remaining are set to their minimum value. The objective is to minimize the maximum cost over all realizations. In this setting, there is no notion of regret and an approximation algorithm for the standard problem translates to an approximation algorithm for the robust problem with the same approximation factor.

In the data-robust model [13], the input includes a polynomial number of explicitly defined “scenarios” for edge costs, with the goal of finding a solution that is approximately optimal for all given scenarios. That is, in the input one receives a graph and a polynomial number of scenarios $d^{(1)}, d^{(2)} \ldots d^{(k)}$ and the goal is to find ALG whose maximum cost across all scenarios is at most some approximation factor times $\min_{sol} \max_{i \in [k]} \sum_{e \in sol} d^{(i)}_e$. In contrast, in this paper, we have exponentially many scenarios and look at the maximum of $\text{ALG}(d) - \text{OPT}(d)$ rather than $\text{ALG}(d)$. A variation of this is the recoverable robust model [9], where after seeing the chosen scenario, the algorithm is allowed to “recover” by making a small set of changes to its original solution.

Dhamdhere et al. [13] also studies the demand-robust model, where edge costs are fixed but the different scenarios specify different connectivity requirements of the problem. The algorithm now operates in two phases: In the first phase, the algorithm builds a partial solution $T'$ and then one of the scenarios (sets of terminals) $T_i$ is revealed to the algorithm. In the second phase, the algorithm then adds edges to $T'$ to build a solution $T$, but
must pay a multiplicative cost of $\sigma_e$ on edges added in the second phase. The demand-robust model was inspired by a two-stage stochastic optimization model studied in, e.g., [30, 29, 31, 13, 14, 25, 18, 19, 20, 8] where the scenario is chosen according to a distribution rather than an adversary.

Another related setting to the data-robust model is that of robust network design, introduced to model uncertainty in the demand matrix of network design problems (see the survey by Chekuri [10]). This included the well-known VPN conjecture (see, e.g., [17]), which was eventually settled in [15]. In all these settings, however, the objective is to minimize the maximum cost over all realizations, whereas in this paper, our goal is to minimize the maximum regret against the optimal solution.

2 Generalized Rounding Algorithm

We start by giving the rounding algorithm of Theorem 3, which is a corollary of the following, more general theorem:

Theorem 4. Let $P$ be an optimization problem defined on a set system $S \subseteq 2^E$ that seeks to find the set $S \in S$ that minimizes $\sum_{e \in S} d_e$, i.e., the sum of the weights of elements in $S$. In the robust version of this optimization problem, we have $d_e \in [\ell_e, u_e]$ for all $e \in E$.

Consider an LP formulation of $P$ (called $P$-LP) given by: $\{\min \sum_{e \in E} d_e x_e : x \in X, x \in [0, 1]^E\}$, where $X$ is a polytope containing the indicator vector $\chi_S$ of all $S \in S$ and not containing $\chi_S$ for any $S \notin S$. The corresponding LP formulation for the robust version (called $\mathcal{P}_{\text{robust}}$-LP) is given by: $\{\min r : x \in X, x \in [0, 1]^E, \sum_{e \in E} d_e x_e \leq \text{OPT}(d) + r \forall d\}$.

Now, suppose we have the following properties:

1. There is a $\gamma$-approximation algorithm for $P$.
2. The integrality gap of $P$-LP is at most $\delta$.
3. There is a feasible solution $x^*$ to $P$-LP that satisfies: $\forall d : \sum_{e \in E} d_e x_e^* \leq \alpha \cdot \text{OPT}(d) + \beta \cdot \text{MR}$.

Then, there exists an algorithm that outputs an integer solution $SOL$ for $P$ that satisfies:

$$\forall d : \text{SOL}(d) \leq (\gamma \delta + \gamma) \cdot \text{OPT}(d) + (\gamma \delta + \gamma) \cdot \text{MR}.$$  

Proof. The algorithm is as follows: Construct an instance of $P$ which uses the same set system $S$ and where element $e$ has weight $\max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^*$. Then, use the $\gamma$-approximation algorithm for $P$ on this instance to find an integral solution $S$, and output it.

Given a feasible solution $S$ to $P$, note that:

$$\max_d \left\{ \sum_{e \in S} d_e - \delta \sum_{e \in E} d_e x_e^* \right\} = \sum_{e \in S} \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} - \sum_{e \in S} \delta \ell_e x_e^*$$

$$= \sum_{e \in S} \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^* - \sum_{e \in E} \delta \ell_e x_e^*.$$  

Now, note that since $S$ was output by a $\gamma$-approximation algorithm, for any feasible solution $S'$:

$$\sum_{e \in S} \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^* \leq \gamma \sum_{e \in S'} \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^* \implies$$

$$\sum_{e \in S} \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^* - \gamma \sum_{e \in E} \delta \ell_e x_e^*$$
\[ \leq \gamma \sum_{e \in S'} \left[ \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^* \right] - \sum_{e \in E} \delta \ell_e x_e^* \]

\[ = \gamma \max_{d} \left[ \sum_{e \in S'} d_e - \delta \sum_{e \in E} d_e x_e^* \right]. \]

Since \( P\text{-LP} \) has integrality gap \( \delta \), for any fractional solution \( x \), \( \forall d : \text{OPT}(d) \leq \delta \sum_{e \in E} d_e x_e \).

Fixing \( S' \) to be the set of elements used in the minimum regret solution then gives:

\[ \max_{d} \left[ \sum_{e \in S'} d_e - \delta \sum_{e \in E} d_e x_e^* \right] \leq \max_{d} \left[ \text{MRS}(d) - \text{OPT}(d) \right] = \text{MR}. \]

Combined with the previous inequality, this gives:

\[ \sum_{e \in S} \left[ \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^* \right] - \gamma \sum_{e \in E} \delta \ell_e x_e^* \leq \gamma \text{MR} \implies \]

\[ \sum_{e \in S} \left[ \max\{u_e(1 - \delta x_e^*), \ell_e(1 - \delta x_e^*)\} + \delta \ell_e x_e^* \right] - \sum_{e \in E} \delta \ell_e x_e^* \leq \gamma \text{MR} + (\gamma - 1) \sum_{e \in E} \delta \ell_e x_e^* \implies \]

\[ \max_{d} \left[ \sum_{e \in S} d_e - \delta \sum_{e \in E} d_e x_e^* \right] \leq \gamma \text{MR} + (\gamma - 1) \sum_{e \in E} \delta \ell_e x_e^*. \]

This implies:

\[ \forall d : \text{SOL}(d) = \sum_{e \in S} d_e \leq \delta \sum_{e \in E} d_e x_e^* + \gamma \text{MR} + (\gamma - 1) \sum_{e \in E} \delta \ell_e x_e^* \]

\[ \leq \delta \sum_{e \in E} d_e x_e^* + \gamma \text{MR} + (\gamma - 1) \sum_{e \in E} \delta d_e x_e^* \]

\[ = \gamma \delta \sum_{e \in E} d_e x_e^* + \gamma \text{MR} \leq \gamma \delta \text{OPT}(d) + \beta \text{MR} + \gamma \text{MR} = \gamma \delta \alpha \cdot \text{OPT}(d) + (\gamma \delta \beta + \gamma) \cdot \text{MR}. \]

3 Algorithm for the Robust Traveling Salesman Problem

In this section, we give a robust algorithm for the traveling salesman problem:

\[ \text{Theorem 5. There exists a (4.5, 3.75)-robust algorithm for the traveling salesman problem.} \]

Recall that we consider the version of the problem where we are allowed to use edges multiple times in TSP. We present a high level sketch of our ideas here, the details are deferred to the full paper. We recall that any TSP tour must contain a spanning tree, and an Eulerian walk on a doubled MST is a 2-approximation algorithm for TSP (known as the “double-tree algorithm”). One might hope that since we have a (1, 2)-robust algorithm for robust MST, one could take its output and apply the double-tree algorithm to get a (2, 4)-robust solution to robust TSP. Unfortunately, this algorithm is not \((\alpha, \beta)\)-robust for any \(\alpha = o(n), \beta = o(n)\). Nevertheless, we are able to leverage the connection to MST to arrive at a (4.5, 3.75)-robust algorithm for TSP.
Robust Algorithms for TSP and Steiner Tree

We use the LP relaxation of robust traveling salesman in Figure 1. This is the standard weight lemma:

\[ \text{at least spanning tree contained in } \sum_e \text{least } r\text{spanning tree}, \]

RRTSP-Oracle maximizes this quantity is equivalent to finding the solution’s regret, \( x \) solution of \( \sum_{e \in \delta(S)} x_{e,u,v} \geq y_{uv} \)

Instead, we will only consider a solution \( r \) exceeds an “adversary” \( \min\text{-cut problem}. Recall that exactly separating the regret constraint set involves finding constraints except the regret constraint set can be separated in polynomial time by solving a brevity. A discussion of why the constraints other than the regret constraint set in (3) are identical to the standard tsp polytope is included in the full paper.

We now describe the separation oracle RRTSP-Oracle used to separate (3). All constraints except the regret constraint set can be separated in polynomial time by solving a min-cut problem. Recall that exactly separating the regret constraint set involves finding an “adversary” SOLT that maximizes \( \max_{d} [\sum_{e \in E} d_{e}x_{e} - SOLT(d)] \), and seeing if this quantity exceeds \( r \). However, since TSP is \( \text{NP} \)-hard, finding this solution in general is \( \text{NP} \)-hard. Instead, we will only consider a solution SOLT if it is a walk on some spanning tree \( T \), and find the one that maximizes \( \max_{d} [\sum_{e \in E} d_{e}x_{e} - SOLT(d)] \).

Fix any SOLT that is a walk on some spanning tree \( T \). For any \( e \), if \( e \) is not in \( T \), the regret of \( x, y \) against SOLT is maximized by setting \( e \)'s length to \( u_{e} \). If \( e \) is in \( T \), then SOLT is paying \( 2\ell_{e} \) for that edge whereas the fractional solution pays \( d_{e}x_{e} \leq 2\ell_{e} \), so to maximize the fractional solution’s regret, \( d_{e} \) should be set to \( \ell_{e} \). This gives that the regret of fractional solution \( x \) against any SOLT that is a spanning tree walk on \( T \) is

\[ \sum_{e \in T}(\ell_{e}x_{e} - 2\ell_{e}) + \sum_{\notin T}u_{e}x_{e} = \sum_{e \in E}u_{e}x_{e} - \sum_{e \in T}(u_{e}x_{e} - (\ell_{e}x_{e} - 2\ell_{e})). \]

The quantity \( \sum_{e \in E}u_{e}x_{e} \) is fixed with respect to \( T \), so finding the spanning tree \( T \) that maximizes this quantity is equivalent to finding \( T \) that minimizes \( \sum_{e \in T}(u_{e}x_{e} - (\ell_{e}x_{e} - 2\ell_{e})) \).

But this is just an instance of the minimum spanning tree problem where edge \( e \) has weight \( u_{e}x_{e} - (\ell_{e}x_{e} - 2\ell_{e}) \), and thus we can find \( T \) in polynomial time. After finding this spanning tree, RRTSP-Oracle checks if the regret of \( x, y \) against the walk on \( T \) is at least \( r \), and if so outputs this as a violated inequality. If there is some SOLT, \( d \) such that \( \sum_{e \in E}d_{e}x_{e} > 2 \cdot SOLT(d) + r \), then the regret of the fractional solution against a walk on a spanning tree contained in SOLT (which has cost at most \( 2 \cdot SOLT(d) \) in realization \( d \)) must be at least \( r \), and thus its regret against \( T \) must also be at least \( r \). This gives the following lemma:

***Figure 1*** The Robust TSP Polytope.

### 3.1 Approximate Separation Oracle

We use the LP relaxation of robust traveling salesman in Figure 1. This is the standard subtour LP (see e.g. [32]), but augmented with variables specifying the edges used to visit each new vertex, as well as with the regret constraint set. Integrally, \( y_{uv} \) is 1 if splitting the tour into subpaths at each point where a vertex is visited for the first time, there is a subpath from \( u \) to \( v \) (or vice-versa). That is, \( y_{uv} \) is 1 if between the first time \( u \) is visited and the first time \( v \) is visited, the tour only goes through vertices that were already visited before visiting \( u \). \( x_{e,u,v} \) is 1 if on this subpath, the edge \( e \) is used. We use \( x_{e} \) to denote \( \sum_{u,v \in V} x_{e,u,v} \) for brevity. A discussion of why the constraints other than the regret constraint set in (3) are identical to the standard tsp polytope is included in the full paper.

We now describe the separation oracle RRTSP-Oracle used to separate (3). All constraints except the regret constraint set can be separated in polynomial time by solving a min-cut problem. Recall that exactly separating the regret constraint set involves finding an “adversary” SOLT that maximizes \( \max_{d} [\sum_{e \in E} d_{e}x_{e} - SOLT(d)] \), and seeing if this quantity exceeds \( r \). However, since TSP is \( \text{NP} \)-hard, finding this solution in general is \( \text{NP} \)-hard. Instead, we will only consider a solution SOLT if it is a walk on some spanning tree \( T \), and find the one that maximizes \( \max_{d} [\sum_{e \in E} d_{e}x_{e} - SOLT(d)] \).

Fix any SOLT that is a walk on some spanning tree \( T \). For any \( e \), if \( e \) is not in \( T \), the regret of \( x, y \) against SOLT is maximized by setting \( e \)'s length to \( u_{e} \). If \( e \) is in \( T \), then SOLT is paying \( 2\ell_{e} \) for that edge whereas the fractional solution pays \( d_{e}x_{e} \leq 2\ell_{e} \), so to maximize the fractional solution’s regret, \( d_{e} \) should be set to \( \ell_{e} \). This gives that the regret of fractional solution \( x \) against any SOLT that is a spanning tree walk on \( T \) is

\[ \sum_{e \in T}(\ell_{e}x_{e} - 2\ell_{e}) + \sum_{\notin T}u_{e}x_{e} = \sum_{e \in E}u_{e}x_{e} - \sum_{e \in T}(u_{e}x_{e} - (\ell_{e}x_{e} - 2\ell_{e})). \]

The quantity \( \sum_{e \in E}u_{e}x_{e} \) is fixed with respect to \( T \), so finding the spanning tree \( T \) that maximizes this quantity is equivalent to finding \( T \) that minimizes \( \sum_{e \in T}(u_{e}x_{e} - (\ell_{e}x_{e} - 2\ell_{e})) \).

But this is just an instance of the minimum spanning tree problem where edge \( e \) has weight \( u_{e}x_{e} - (\ell_{e}x_{e} - 2\ell_{e}) \), and thus we can find \( T \) in polynomial time. After finding this spanning tree, RRTSP-Oracle checks if the regret of \( x, y \) against the walk on \( T \) is at least \( r \), and if so outputs this as a violated inequality. If there is some SOLT, \( d \) such that \( \sum_{e \in E}d_{e}x_{e} > 2 \cdot SOLT(d) + r \), then the regret of the fractional solution against a walk on a spanning tree contained in SOLT (which has cost at most \( 2 \cdot SOLT(d) \) in realization \( d \)) must be at least \( r \), and thus its regret against \( T \) must also be at least \( r \). This gives the following lemma:
Minimize \( r \) subject to
\[
\forall S \subset V \text{ such that } \emptyset \subset S \cap T \subset T : \quad \sum_{e \in \delta(S)} x_e \geq 1
\]
\[
\forall d \text{ such that } d_e \in [\ell_e, u_e] : \quad \sum_{e \in E} d_e x_e \leq \text{OPT}(d) + r
\]
\[
\forall e \in E : \quad x_e \in [0, 1]
\]

Figure 2 The Robust Steiner Tree Polytope.

Lemma 6. For any instance of robust traveling salesman there exists an algorithm \( \text{RRTSP-Oracle} \) that given a solution \((x, y, r)\) to (3) either:
- Outputs a separating hyperplane for (3), or
- Outputs "Feasible", in which case \((x, y)\) is feasible for the (non-robust) TSP LP and
\[
\forall d : \sum_{e \in E} d_e x_e \leq 2 \cdot \text{OPT}(d) + r.
\]

The formal description of \( \text{RRTSP-Oracle} \) and the proof of Lemma 6 are given in the full paper. By using the ellipsoid method with separation oracle \( \text{RRTSP-Oracle} \) and the fact that (3) has optimum at most \( m \cdot r \), we get a \((2, 1)\)-robust fractional solution. Applying Theorem 3 as well as the fact that the TSP polytope has integrality gap \( 3/2 \) (see e.g. [32]) and the TSP problem has a \( 3/2 \)-approximation gives Theorem 5.

4 Algorithm for the Robust Steiner Tree Problem

In this section, our goal is to find a fractional solution to the LP in Fig. 2 for robust Steiner tree. By Theorem 3 and known approximation/integrality gap results for Steiner Tree, this gives the following theorem:

Theorem 7. There exists a \((2755, 64)\)-robust algorithm for the Steiner tree problem.

It is well-known that the standard Steiner tree polytope admits an exact separation oracle (by solving the \( s,t \)-min-cut problem using edge weights \( x_e \) for all \( s,t \in T \)) so it is sufficient to find an approximate separation oracle for the regret constraint set. Unlike TSP, we do not know how to leverage the approximation for STT via solving an instance of MST, since this approximation uses information about shortest paths in the STT distance which are not well-defined when the weights are unknown. In turn, a more nuanced separation oracle and analysis is required. We present the main ideas of the separation oracle here, and defer the details to the full paper.

First, we create the derived instance of the Steiner tree problem which is a copy \( G' \) of the input graph \( G \) with edge weights \( u_e x_e + \ell_e - \ell_e x_e \). As noted earlier, the optimal Steiner tree \( T^* \) on the derived instance maximizes the regret of the fractional solution \( x \). However, since Steiner tree is \( \text{NP} \)-hard, we cannot hope to exactly find \( T^* \). We need a Steiner tree \( \hat{T} \) such that the regret caused by it can be bounded against that caused by \( T^* \). The difficulty is that the regret corresponds to the total weight of edges not in the Steiner tree (plus an offset that we will address later), whereas standard Steiner tree approximations give guarantees in terms of the total weight of edges in the Steiner tree. We overcome this difficulty by requiring a stricter notion of "difference approximation" – that the weight of edges \( \hat{T} \setminus T^* \) be bounded against those in \( T^* \setminus \hat{T} \). Note that this condition ensures that not only is the weight of edges in \( \hat{T} \) bounded against those in \( T^* \), but also that the weight of edges not in \( \hat{T} \) is bounded against that of edges not in \( T^* \). We show the following lemma to obtain the difference approximation:
Lemma 8. For any $\epsilon > 0$, there exists a polynomial-time algorithm for the Steiner tree problem such that if $OPT$ denotes the set of edges in the optimal solution and $c(S)$ denotes the total weight of edges in $S$, then for any input instance of Steiner tree, the output solution $ALG$ satisfies $c(ALG \setminus OPT) \leq (4 + \epsilon) \cdot c(OPT \setminus ALG)$.

The algorithm proving Lemma 8 is a local search procedure proposed by [16] (who considered the more general Steiner forest) that considers local moves of the following form: For the current solution $ALG$, a local move consists of adding any path $f$ whose endpoints are vertices in $ALG$ and whose intermediate vertices are not in $ALG$, and then deleting from $ALG$ a subpath $a$ in the resulting cycle such that $ALG \cup f \setminus a$ remains feasible. We extend the results in [16] by showing that such an algorithm is 4-approximate for Steiner tree. We can further extend this argument to show that such an algorithm, in fact, satisfies the stricter difference approximation requirement in Lemma 8 (see the full paper for details).

Recall that the regret caused by $T$ is not exactly the weight of edges not in $T$, but includes a fixed offset of $\sum_{e \in T} (\ell_e - \ell_e x_e)$. If $\ell_e = 0$ for all edges, i.e., the offset is 0, then we can recover a robust algorithm from Lemma 8 alone with much better constants than in Theorem 7 (we defer the discussion/proof of this result to the full paper). In general though, the approximation guarantee given in Lemma 8 alone does not suffice because of the offset. We instead rely on a stronger notion of approximation formalized in the next lemma that provides simultaneous approximation guarantees on two sets of edge weights: $c_e = u_e x_e - \ell_e x_e + \ell_e$ and $c'_e = \ell_e - \ell_e x_e$. The guarantee on $\ell_e - \ell_e x_e$ can then be used to handle the offset.

Lemma 9. Let $G$ be a graph with terminals $T$ and two sets of edge weights $c$ and $c'$. Let $sol$ be any Steiner tree connecting $T$. Let $\Gamma' > 1$, $\kappa > 0$, and $0 < \epsilon < \frac{1}{4\Gamma'}$ be fixed constants. Then there exists a constant $\Gamma$ (depending on $\Gamma', \kappa, \epsilon$) and an algorithm that obtains a collection of Steiner trees $ALG$, at least one of which (let us call it $ALG_i$) satisfies:

1. $c(ALG_i \setminus sol) \leq 4\Gamma \cdot c(sol \setminus ALG_i)$, and
2. $c'(ALG_i) \leq (4\Gamma' + \kappa + 1 + \epsilon) \cdot c'(sol)$.

The fact that Lemma 9 generates multiple solutions (but only polynomially many) is fine because as long as we can show that one of these solutions causes sufficient regret, our separation oracle can just iterate over all solutions until it finds one that causes sufficient regret.

We give a high level sketch of the proof of Lemma 9 here, and defer details to the full paper. The algorithm uses the idea of alternate minimization, alternating between a “forward phase” and a “backward phase”. The goal of each forward phase/backward phase pair is to keep $c'(ALG)$ approximately fixed while obtaining a net decrease in $c(ALG)$. In the forward phase, the algorithm greedily uses local search, choosing swaps that decrease $c$ and increase $c'$ at the best “rate of exchange” between the two costs (i.e., the maximum ratio of decrease in $c$ to increase in $c'$), until $c'(ALG)$ has increased past some upper threshold. Then, in the backward phase, the algorithm greedily chooses swaps that decrease $c'$ while increasing $c$ at the best rate of exchange, until $c'(ALG)$ reaches some lower threshold, at which point we start a new forward phase.

We guess the value of $c'(sol)$ (we can run many instances of this algorithm and generate different solutions based on different guesses for this purpose) and set the upper threshold for $c'(ALG)$ appropriately so that we satisfy the approximation guarantee for $c'$. For $c$ we show that as long as $ALG$ is not a $4\Gamma$-difference approximation with respect to $c$ then a forward/backward phase pair reduces $c(ALG)$ by a non-negligible amount (of course, if $ALG$ is a $4\Gamma$-difference approximation then we are done). This implies that after enough iterations,
ALG must be a $4\Gamma$-difference approximation as $c(\text{ALG})$ can only decrease by a bounded amount. To show this, we claim that while ALG is not a $4\Gamma$-difference approximation, for sufficiently large $\Gamma$ the following bounds on rates of exchange hold:

- For each swap in the forward phase, the ratio of decrease in $c(\text{ALG})$ to increase in $c'(\text{ALG})$ is at least some constant $k_1$ times $\frac{c(\text{ALG}\setminus\text{SOL})}{c'(\text{SOL}\setminus\text{ALG})}$.
- For each swap in the backward phase, the ratio of decrease in $c(\text{ALG})$ to increase in $c'(\text{ALG})$ is at most some constant $k_2$ times $\frac{c(\text{SOL}\setminus\text{ALG})}{c'(\text{ALG}\setminus\text{SOL})}$.

Before we discuss how to prove this claim, let us see why this claim implies that a forward phase/backward phase pair results in a net decrease in $c(\text{ALG})$. If this claim holds, suppose we set the lower threshold for $c'(\text{ALG})$ to be, say, $101c'(\text{SOL})$. That is, throughout the backward phase, we have $c'(\text{ALG}) > 101c'(\text{SOL})$. This lower threshold lets us rewrite our upper bound on the rate of exchange in the backward phase in terms of the lower bound on rate of exchange for the forward phase:

$$k_2 \frac{c(\text{SOL}\setminus\text{ALG})}{c'(\text{ALG}\setminus\text{SOL})} \leq k_2 \frac{c(\text{SOL}\setminus\text{ALG})}{c'(\text{ALG})} \leq k_2 \frac{c(\text{SOL}\setminus\text{ALG})}{100c'(\text{SOL})} \leq k_2 \frac{c(\text{SOL}\setminus\text{ALG})}{100c'(\text{SOL}\setminus\text{ALG})}$$

$$\leq k_2 \frac{1}{4\Gamma} \frac{c(\text{ALG}\setminus\text{SOL})}{100c'(\text{SOL}\setminus\text{ALG})} = \frac{k_2}{400\Gamma k_1} \cdot \frac{c(\text{ALG}\setminus\text{SOL})}{c'(\text{SOL}\setminus\text{ALG})}.$$

In other words, the bound in the claim for the rate of exchange in the forward phase is larger than the bound for the backward phase by a multiplicative factor of $\Omega(1) \cdot \Gamma$. While these bounds depend on ALG and thus will change with every swap, let us make the simplifying assumption that through one forward phase/backward phase pair these bounds remain constant. Then, the change in $c(\text{ALG})$ in one phase is just the rate of change for that phase times the change in $c'(\text{ALG})$, which by definition of the algorithm is roughly equal in absolute value for the forward and backward phase. So this implies that the decrease in $c(\text{ALG})$ in the forward phase is $\Omega(1) \cdot \Gamma$ times the increase in $c(\text{ALG})$ in the backward phase, i.e., the net change across the phases is a non-negligible decrease in $c(\text{ALG})$ if $\Gamma$ is sufficiently large. Without the simplifying assumption, we can still show that the decrease in $c(\text{ALG})$ in the forward phase is larger than the increase in $c(\text{ALG})$ in the backward phase for large enough $\Gamma$ using a much more technical analysis. In particular, our analysis will show there is a net decrease as long as:

$$\min \left\{ \frac{4\Gamma - 1}{8\Gamma'}, \frac{(4\Gamma - 1)(\sqrt{\Gamma} - 1)(\sqrt{\Gamma} - 1 - \epsilon)}{16(1 + \epsilon)\Gamma^2} \right\} - (c'(\text{ALG}{+\kappa+1+\epsilon}) - 1) > 0,$$ (7)

where

$$\zeta' = \frac{4(1 + \epsilon)\Gamma'}{(\sqrt{\Gamma} - 1)(\sqrt{\Gamma} - 1 - \epsilon)(4\Gamma' - 1)(4\Gamma' - 1)}. $$

Note that for any positive $\epsilon, \kappa, \Gamma'$, there exists a sufficiently large value of $\Gamma$ for (7) to hold, since as $\Gamma \to \infty$, we have $\zeta' \to 0$, so that

$$(c'(\text{ALG}{+\kappa+1+\epsilon}) - 1) \to 0$$

and

$$\min \left\{ \frac{4\Gamma - 1}{8\Gamma'}, \frac{(4\Gamma - 1)(\sqrt{\Gamma} - 1)(\sqrt{\Gamma} - 1 - \epsilon)}{16(1 + \epsilon)\Gamma^2} \right\} \to \min\{1/2, \kappa/(4 + 4\epsilon)\}.$$

So, the same intuition holds: as long as we are willing to lose a large enough $\Gamma$ value, we can make the increase in $c(\text{ALG})$ due to the backward phase negligible compared to the decrease in the forward phase, giving us a net decrease.
Lemma 9. Let \( \text{RRST-Oracle} \) be an approximate separation oracle in the lemma below: if \( \text{RRST-Oracle} \) is not a 4-difference approximation, then a weighted half of the swaps satisfy \( c(a) \geq 2c(f) \) (as opposed to \( c(a) \leq c(f) \) in a locally optimal solution; the choice of 2 for both constants here implies \( \Gamma = 4 \)). Then a modification of the analysis of the local search algorithm, losing an additional factor of 4, shows that if \( \text{ALG} \) is approximately locally optimal, then

\[
c(\text{ALG} \setminus \text{SOL}) \leq 16 \cdot c(\text{SOL} \setminus \text{ALG}).
\]

The contrapositive of this statement, however, has a stronger consequence than before: if \( \text{ALG} \) is not a 4-difference approximation, then a weighted half of the swaps satisfy \( c(a) > 2c(f) \), i.e. reduce \( c(\text{ALG}) \) by at least

\[
c(a) - c(f) > c(a) - c(a)/2 = c(a)/2.
\]

The decrease in \( c(\text{ALG}) \) due to all of these swaps together is at least \( c(\text{ALG} \setminus \text{SOL}) \) times some constant. In addition, since a swap between \( a \) and \( f \) increases \( c'(\text{ALG}) \) by at most \( c'(f) \), the total increase in \( c' \) due to these swaps is at most \( c'(\text{SOL} \setminus \text{ALG}) \) times some other constant. An averaging argument then gives the rate of exchange bound for the forward phase in the claim, as desired. The rate of exchange bound for the backward phase follows analogously.

This completes the algorithm and proof summary, although more detail is needed to formalize these arguments. Moreover, we also need to show that the algorithm runs in polynomial time. These details are given in the full paper.

We now formally define our separation oracle \( \text{RRST-Oracle} \) in Fig. 3 and prove that it is an approximate separation oracle in the lemma below:

**Lemma 10.** Fix any \( \Gamma' > 1, \kappa > 0, 0 < \epsilon < 4/35 \) and let \( \Gamma \) be the constant given in Lemma 9. Let \( \alpha = (4\Gamma' + \kappa + 2 + \epsilon)4\Gamma + 1 \) and \( \beta = 4\Gamma \). Then there exists an algorithm \( \text{RRST-Oracle} \) that given a solution \( (x, r) \) to the LP in Fig. 2 either:

- Outputs a separating hyperplane for the LP in Fig. 2, or
- Outputs “Feasible”, in which case \( x \) is feasible for the (non-robust) Steiner tree LP and

\[
\forall d : \sum_{e \in E} d_e x_e \leq \alpha \cdot \text{OPT}(d) + \beta \cdot r.
\]

**Proof.** It suffices to show that if there exists \( d, \text{SOL} \) such that

\[
\sum_{e \in E} d_e x_e > \alpha \cdot \text{SOL}(d) + \beta \cdot r, \text{ i.e., } \sum_{e \in E} d_e x_e - \alpha \cdot \text{SOL}(d) > \beta \cdot r
\]

then \( \text{RRST-Oracle} \) outputs a violated inequality on line 6, i.e., the algorithm finds a Steiner tree \( T' \) such that

\[
\sum_{e \in T'} u_e x_e + \sum_{e \in T'} \ell_e x_e - \sum_{e \in T'} \ell_e > r.
\]

It remains to argue that the claimed bounds on rates of exchange hold. Let us argue the claim for \( \Gamma = 4 \), although the ideas easily generalize to other choices of \( \Gamma \). We do this by generalizing the analysis of the local search algorithm. This analysis shows that if \( \text{ALG} \) is a locally optimal solution, then

\[
c(\text{ALG} \setminus \text{SOL}) \leq 4 \cdot c(\text{SOL} \setminus \text{ALG}),
\]

i.e., \( \text{ALG} \) is a 4-difference approximation of \( \text{SOL} \). The contrapositive of this statement is that if \( \text{ALG} \) is not a 4-difference approximation, then there is at least one swap that will improve it by some amount. We modify the approach of [16] by weakening the notion of locally optimal. In particular, suppose we define a solution \( \text{ALG} \) to be “approximately” locally optimal if at least half of the (weighted) swaps between paths \( a \) in \( \text{ALG} \setminus \text{SOL} \) and paths \( f \) in \( \text{SOL} \setminus \text{ALG} \) satisfy \( c(a) \leq 2c(f) \) (as opposed to \( c(a) \leq c(f) \) in a locally optimal solution; the choice of 2 for both constants here implies \( \Gamma = 4 \)). Then a modification of the analysis of the local search algorithm, losing an additional factor of 4, shows that if \( \text{ALG} \) is approximately locally optimal, then

\[
c(\text{ALG} \setminus \text{SOL}) \leq 16 \cdot c(\text{SOL} \setminus \text{ALG}).
\]
RRST-ORACLE($G(V, E), \{[\ell_e, u_e]\}_{e \in E}, (x, r))$

**Data:** Undirected graph $G(V, E)$, lower and upper bounds on edge lengths $\{[\ell_e, u_e]\}_{e \in E}$, solution $(x = \{x_e\}_{e \in E}, r)$ to the LP in Fig. 2

1. Check all constraints of the LP in Fig. 2 except regret constraint set, return any violated constraint that is found;
2. $G' \leftarrow$ copy of $G$ where $c_e = u_e x_e - \ell_e x_e + \ell_e$, $c'_e = \ell_e - \ell_e x_e$;
3. ALG $\leftarrow$ output of algorithm from Lemma 9 on $G'$;
4. for $\text{ALG}_i \in \text{ALG}$ do
   5. if $\sum_{e \in \text{ALG}_i} u_e x_e + \sum_{e \in \text{ALG}_i} \ell_e x_e - \sum_{e \in \text{ALG}_i} \ell_e > r$ then
      6. return $\sum_{e \in \text{ALG}_i} u_e x_e + \sum_{e \in \text{ALG}_i} \ell_e x_e - \sum_{e \in \text{ALG}_i} \ell_e \leq r$;
7. end
8. end
9. return “Feasible”;

**Figure 3** Separation Oracle for LP in Fig. 2.

Notice that in the inequality

$$\sum_{e \in E} d_e x_e - \alpha \cdot \text{sol}(d) > \beta \cdot r,$$

replacing $d$ with $d'$ where $d'_e = \ell_e$ when $e \in \text{sol}$ and $d'_e = u_e$ when $e \notin \text{sol}$ can only increase the left hand side. So replacing $d$ with $d'$ and rearranging terms, we have

$$\sum_{e \in \text{sol}} \ell_e x_e + \sum_{e \notin \text{sol}} u_e x_e > \alpha \cdot \sum_{e \in \text{sol}} \ell_e + \beta \cdot r = \sum_{e \in \text{sol}} \ell_e + (\alpha - 1) \sum_{e \notin \text{sol}} \ell_e + \beta \cdot r.$$  

In particular, the regret of the fractional solution against sol is at least $(\alpha - 1) \sum_{e \notin \text{sol}} \ell_e + \beta \cdot r$.

Let $T'$ be the Steiner tree satisfying the conditions of Lemma 9 with $c_e = u_e x_e - \ell_e x_e + \ell_e$ and $c'_e = \ell_e - \ell_e x_e$. Let $E_0 = E \setminus (\text{sol} \cup T')$, $E_S = \text{sol} \setminus T'$, and $E_T = T' \setminus \text{sol}$. Let $c(E')$ for $E' = E_0, E_S, E_T$ denote $\sum_{e \in E'} (u_e x_e - \ell_e x_e + \ell_e)$, i.e., the total weight of the edges $E'$ in $G'$. Now, note that the regret of the fractional solution against a solution using edges $E'$ is:

$$\sum_{e \notin E'} u_e x_e + \sum_{e \in E'} \ell_e x_e - \sum_{e \in E'} \ell_e = \sum_{e \notin E'} (u_e x_e - \ell_e x_e + \ell_e) - \sum_{e \in E} (\ell_e - \ell_e x_e)$$

$$= c(E \setminus E') - \sum_{e \in E} (\ell_e - \ell_e x_e).$$

Plugging in $E' = \text{sol}$, we then get that:

$$c(E_0) + c(E_T) = \sum_{e \in E} (\ell_e - \ell_e x_e) > (\alpha - 1) \sum_{e \notin \text{sol}} \ell_e + \beta \cdot r.$$

Isolating $c(E_T)$ then gives:

$$c(E_T) > (\alpha - 1) \sum_{e \in \text{sol}} \ell_e + \beta \cdot r - \sum_{e \in E_0} (u_e x_e - \ell_e x_e + \ell_e) + \sum_{e \in E} (\ell_e - \ell_e x_e)$$

$$= (\alpha - 1) \sum_{e \in \text{sol}} \ell_e + \beta \cdot r - \sum_{e \in E_0} u_e x_e + \sum_{e \notin E_0} (\ell_e - \ell_e x_e).$$
Since \( \beta = 4\Gamma \), Lemma 9 along with an appropriate choice of \( \epsilon \) gives that \( c(E_T) \leq \beta c(E_S) \), and thus:

\[
c(E_S) > \frac{1}{\beta} \left[ (\alpha - 1) \sum_{e \in \text{SOL}} \ell_e + \beta \cdot r - \sum_{e \in E_0} u_c x_c + \sum_{e \notin E_0} (\ell_e - \ell_c x_e) \right].
\]

Recall that our goal is to show that \( c(E_0) + c(E_S) - \sum_{e \in E}(\ell_e - \ell_c x_e) > r \), i.e., that the regret of the fractional solution against \( T' \) is at least \( r \). Adding \( c(E_0) - \sum_{e \in E}(\ell_e - \ell_c x_e) \) to both sides of the previous inequality, we can lower bound \( c(E_0) + c(E_S) - \sum_{e \in E}(\ell_e - \ell_c x_e) \) as follows:

\[
c(E_0) + c(E_S) - \sum_{e \in E}(\ell_e - \ell_c x_e) > \frac{1}{\beta} \left[ (\alpha - 1) \sum_{e \in \text{SOL}} \ell_e + \beta \cdot r - \sum_{e \in E_0} u_c x_c + \sum_{e \notin E_0} (\ell_e - \ell_c x_e) \right] + \sum_{e \in E_0} (u_c x_e - \ell_c x_e + \ell_e) - \sum_{e \in E} (\ell_e - \ell_c x_e) \\
= r + \frac{\alpha - 1}{\beta} \sum_{e \in \text{SOL}} \ell_e + \frac{1}{\beta} \sum_{e \notin E_0} (\ell_e - \ell_c x_e) + \frac{\beta - 1}{\beta} \sum_{e \in E_0} u_c x_e - \sum_{e \notin E_0} (\ell_e - \ell_c x_e) \\
\geq r + \frac{\alpha - 1}{\beta} \sum_{e \in \text{SOL}} \ell_e + \frac{1}{\beta} \sum_{e \notin E_0} (\ell_e - \ell_c x_e) + \frac{\beta - 1}{\beta} \sum_{e \in E_0} u_c x_e - \sum_{e \in E_0} (\ell_e - \ell_c x_e) \geq r.
\]

Here, the last inequality holds because by our setting of \( \alpha \), we have

\[
\frac{\alpha - 1}{\beta} = 4\Gamma' + \kappa + 1 + \epsilon,
\]

and thus Lemma 9 gives that

\[
\sum_{e \in E_T} (\ell_e - \ell_c x_e) \leq \frac{\alpha - 1}{\beta} \sum_{e \in \text{SOL}} (\ell_e - \ell_c x_e) \leq \frac{\alpha - 1}{\beta} \sum_{e \in \text{SOL}} \ell_e.
\]

By using Lemma 10 with the ellipsoid method and the fact that the LP optimum is at most \( \mathcal{M} \), we get an \((\alpha, \beta)\)-robust fractional solution. Then, Theorem 3 and known approximation/integrality gap results give us the following theorem, which with appropriate choice of constants gives Theorem 7:

\[\blacktriangleright \text{Theorem 11.} \] Fix any \( \Gamma' > 1, \kappa > 0, 0 < \epsilon < 4/35 \) and let \( \Gamma \) be the constant given in Lemma 9. Let \( \alpha = (4\Gamma' + \kappa + 2 + \epsilon)4\Gamma + 1 \) and \( \beta = 4\Gamma \). Then there exists a polynomial-time \((2\alpha \ln 4 + \epsilon, 2\beta \ln 4 + \ln 4 + \epsilon)\)-robust algorithm for the Steiner tree problem.

\[\blacktriangleright \text{Theorem 12.} \] Let \( \mathcal{P} \) be any robust covering problem whose input includes a weighted graph \( G \) where the lengths \( d_e \) of the edges are given as ranges \([\ell_e, u_e]\) and for which the non-robust version of the problem, \( \mathcal{P}' \), has the following properties:

\[\blacktriangleright \text{Theorem 12.} \] Let \( \mathcal{P} \) be any robust covering problem whose input includes a weighted graph \( G \) where the lengths \( d_e \) of the edges are given as ranges \([\ell_e, u_e]\) and for which the non-robust version of the problem, \( \mathcal{P}' \), has the following properties:
A solution to an instance of $P'$ can be written as a (multi-)set $S$ of edges in $G$, and has cost $\sum_{e \in S} d_e$.

Given an input including $G$ to $P'$, there is a polynomial-time approximation-preserving reduction from solving $P'$ on this input to solving $P'$ on some input including $G'$, where $G'$ is the graph formed by taking $G$, adding a new vertex $v^*$, and adding a single edge from $v^*$ to some $v \in V$ of weight 0.

For any input including $G$ to $P'$, given any spanning tree $T$ of $G$, there exists a feasible solution only including edges from $T$.

Then, if there exists a polynomial time $(\alpha, \beta)$-robust algorithm for $P$, there exists a polynomial-time $\beta$-approximation algorithm for $P$.

Before proving Theorem 12, we note that robust traveling salesman and robust Steiner tree are examples of problems that Theorem 12 implicitly gives lower bounds for. For both problems, the first property clearly holds.

For traveling salesman, given any input $G$, any solution to the problem on input $G'$ as described in Theorem 12 can be turned into a solution of the same cost on input $G$ by removing the new vertex $v^*$ (since $v^*$ was distance 0 from $v$, removing $v^*$ does not affect the length of any tour), giving the second property. For any spanning tree of $G$, a walk on the spanning tree gives a valid TSP tour, giving the third property.

For Steiner tree, for the input with graph $G'$ and the same terminal set, for any solution containing the edge $(v, v^*)$ we can remove this edge and get a solution for the input with graph $G$ that is feasible and of the same cost. Otherwise, the solution is already a solution for the input with graph $G$ that is feasible and of the same cost, so the second property holds. Any spanning tree is a feasible Steiner tree, giving the third property.

We now give the proof of Theorem 12.

**Proof of Theorem 12.** Suppose there exists a polynomial time $(\alpha, \beta)$-robust algorithm $A$ for $P$. The $\beta$-approximation algorithm for $P'$ as follows:

1. From the input instance $I$ of $P$ where the graph is $G$, use the approximation-preserving reduction (that must exist by the second property of the theorem) to construct instance $I'$ of $P'$ where the graph is $G'$.

2. Construct an instance $I''$ of $P$ from $I'$ as follows: For all edges in $G'$, their length is fixed to their length in $I'$. In addition, we add a “special” edge from $v^*$ to all vertices besides $v$ with length range $[0, \infty]^2$.

3. Run $A$ on $I''$ to get a solution $SOL$. Treat this solution as a solution to $I'$ (we will show it only uses edges that appear in $I'$). Use the approximation-preserving reduction to convert $SOL$ into a solution for $I$ and output this solution.

Let $O$ denote the cost of the optimal solution to $I'$. Then, $MR \leq O$. To see why, note that the optimal solution to $I'$ has cost $O$ in all realizations of demands since it only uses edges of fixed cost, and thus its regret is at most $O$.

This also implies that for all $d$, $OPT(d)$ is finite. Then for all $d$, $SOL(d) \leq \alpha \cdot OPT(d) + \beta \cdot MR$, i.e. $SOL(d)$ is finite in all realizations of demands, so $SOL$ does not include any special edges, as any solution with a special edge has infinite cost in some realization of demands.

Now consider the realization of demands $d$ where all special edges have length 0. The special edges and the edge $(v, v^*)$ span $G'$, so by the third property of $P'$ in the theorem statement there is a solution using only cost 0 edges in this realization, i.e. $OPT(d) = 0$.

---

2 We use $\infty$ to simplify the proof, but it can be replaced with a sufficiently large finite number. For example, the total weight of all edges in $G$ suffices and has small bit complexity.
Then in this realization, $\text{sol}(d) \leq \alpha \cdot \text{OPT}(d) + \beta \cdot \text{MR} \leq \beta \cdot O$. But since $\text{sol}$ does not include any special edges, and all edges besides special edges have fixed cost and their cost is the same in $T''$ as in $T$, $\text{sol}(d)$ also is the cost of $\text{sol}$ in instance $T'$, i.e. $\text{sol}(d)$ is a $\beta$-approximation for $T'$. Since the reduction from $I$ to $T'$ is approximation-preserving, we also get a $\beta$-approximation for $I$. ▶

From [11, 22] we then get the following hardness results:

▷ Corollary 13. Finding an $(\alpha, \beta)$-robust solution for Steiner tree where $\beta < 96/95$ is NP-hard.

▷ Corollary 14. Finding an $(\alpha, \beta)$-robust solution for TSP where $\beta < 121/120$ is NP-hard.

6 Conclusion

In this paper, we designed constant approximation algorithms for the robust Steiner tree and traveling salesman problems. To the best of our knowledge, this is the first instance of robust polynomial-time algorithms being developed for NP-complete graph problems. While our approximation bounds for TSP are small constants, that for STT are very large constants. A natural question is whether these constants can be made smaller, e.g. of the same scale as classic approximation bounds for STT. While we did not seek to optimize our constants, obtaining truly small constants for STT appears to be beyond our techniques, and is an interesting open question. More generally, robust algorithms are a key component in the area of optimization under uncertainty that is of much practical and theoretical significance. We hope that our work will lead to more research in robust algorithms for other fundamental problems in combinatorial optimization, particularly in graph algorithms.
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Abstract

We study interactive proof systems (IPSes) in a strong adversarial setting where the machines of honest parties might be corrupted and under control of the adversary. Our aim is to answer the following, seemingly paradoxical, questions:
- Can Peggy convince Vic of the veracity of an NP statement, without leaking any information about the witness even in case Vic is malicious and Peggy does not trust her computer?
- Can we avoid that Peggy fools Vic into accepting false statements, even if Peggy is malicious and Vic does not trust her computer?

At EUROCRYPT 2015, Mironov and Stephens-Davidowitz introduced cryptographic reverse firewalls (RFs) as an attractive approach to tackling such questions. Intuitively, a RF for Peggy/Vic is an external party that sits between Peggy/Vic and the outside world and whose scope is to sanitize Peggy’s/Vic’s incoming and outgoing messages in the face of subversion of her/his computer, e.g. in order to destroy subliminal channels.

In this paper, we put forward several natural security properties for RFs in the concrete setting of IPSes. As our main contribution, we construct efficient RFs for different IPSes derived from a large class of Sigma protocols that we call malleable.

A nice feature of our design is that it is completely transparent, in the sense that our RFs can be directly applied to already deployed IPSes, without the need to re-implement them.

1 Introduction

An interactive proof system (IPS) $\Pi = (P, V)$ allows a prover $P$ to convince a verifier $V$ about the veracity of a public statement $x \in \mathcal{L}$, where $\mathcal{L}$ is an NP language and where both $P$ and $V$ are modeled as interactive PPT machines. The prover is facilitated by possessing a witness $w$ to the fact that, indeed, $x \in \mathcal{L}$, and the interaction with the verifier may consist of several rounds of communication, at the end of which the verifier outputs a verdict on the membership of $x$ in $\mathcal{L}$.
In order to be useful, an IPS should satisfy the following properties:

- **Completeness**: If \( x \in \mathcal{L} \), the honest prover (almost) always convinces the honest verifier.
- **Soundness**: If \( x \not\in \mathcal{L} \), no (computationally bounded) malicious prover can convince the honest verifier that \( x \in \mathcal{L} \). An even stronger guarantee, known as *knowledge soundness* [9], is to require that the only way a prover can convince the honest verifier that \( x \in \mathcal{L} \) is to “know” a valid witness \( w \) corresponding to \( x \). Such proofs\(^1\) are called *proofs of knowledge* (PoKs).
- **Zero Knowledge (ZK)**: A valid proof reveals nothing beyond the fact that \( x \in \mathcal{L} \), and thus in particular it leaks no information about the witness \( w \), even in case the proof is conducted in the presence of a (computationally bounded) malicious verifier [36]. A weaker guarantee, known as *witness indistinguishability* (WI) [24], is that, whenever there are multiple witnesses attesting that \( x \in \mathcal{L} \), no (computationally bounded) malicious verifier can distinguish whether a proof is conducted using either of two witnesses.

One of the motivations for studying IPSes with the above properties is that they are ubiquitous in cryptography, with applications ranging from identification protocols [24], blind digital signatures [42], and electronic voting [16], to general-purpose maliciously secure multi-party computation [35].

### 1.1 Sigma Protocols

While WI/ZK PoKs exist for all of NP, based on minimal cryptographic assumptions [23, 34, 33], efficiency is a different story. Fortunately, it is possible to design practical interactive proofs for specific languages, typically in the form of so-called Sigma protocols. Briefly, a Sigma protocol is a special type of IPS consisting of just three rounds, where the prover sends a first message \( \alpha \) (the commitment), the verifier sends a random string \( \beta \) (the challenge), and finally the prover forwards a last message \( \gamma \) (the response). Sigma protocols satisfy two main properties: The first one, known as *special soundness*, is a strong form of knowledge soundness; the second one, known as *honest-verifier zero knowledge* (HVZK), is a weak form of the zero knowledge property that only holds against honest-but-curious verifiers.

The applications of Sigma protocols to cryptographic constructions are countless (see, e.g., [25, 17, 48, 22, 43]). These results are perhaps surprising, as Sigma protocols only satisfy HVZK and thus guarantee no security in the presence of malicious verifiers. In some cases, the solution to this apparent paradox is due to a beautiful technique put forward by Cramer, Damgård, and Schoenmakers [15], which allows to add WI to any Sigma protocol. Moreover, it is relatively easy to transform any Sigma protocol into an interactive ZK PoK at the cost of adding a single round of interaction [33].

### 1.2 Our Question

The standard definitions of security for IPSes (implicitly) rely on the assumption that honest parties can fully trust their machines. In practice, however, such an assumption may just be too optimistic, as witnessed by the revelations of Edward Snowden about subversion of cryptographic standards [45, 7], and in light of the numerous (seemingly accidental) bugs in widespread pieces of cryptographic software [38, 1, 2].

\(^1\) Sometimes, the term “proof” is used to refer to statistically sound IPSes, while computationally sound IPSes are typically called “arguments”. 
Motivated by the above incidents, we ask the following question which constitutes the main source of inspiration for this work:

*Can we design practical interactive proofs that remain secure even if the machines of the honest parties running them have been tampered with?*

In order to see why the above question is well motivated and not trivial, let us analyze the dramatic consequences of subverting the prover of ZK IPSes. Clearly, the problem of subversion-resistant interactive zero knowledge is just impossible in its utmost generality, as a subverted prover could just reveal the witness to the verifier. However, one may argue that these kind of attacks are easily detectable, and thus can be avoided.

The problem becomes more interesting if we restrict the subversion to be undetectable, as suggested by Bellare, Paterson, and Rogaway [11] in their seminal work on subversion of symmetric encryption, where the authors show how to subvert any sufficiently randomized cipher in an undetectable manner, using rejection sampling. A moment of reflection shows that their attack can be adapted to the case of IPSes. The solution proposed by [11] is to rely on deterministic symmetric encryption. Unfortunately, this approach is not viable for the case of IPSes, as it is well-known that interactive proofs with deterministic provers can be zero knowledge only for trivial languages [32, §4.5].

### Reverse firewalls

The above described undetectable attacks show that the problem of designing IPSes that remain secure even when run on untrusted machines is simply impossible if we are not willing to make any further assumption. In this paper, we study how to tackle subversion attacks against interactive proofs in the framework of “cryptographic reverse firewalls (RFs)”, introduced by Mironov and Stephens-Davidowitz [40]. In such a setting, both the prover and the verifier are equipped with their own RF \(W\), also modeled as an interactive PPT machine, whose scope is solely to sanitize the parties’ incoming and outgoing messages in the face of subversion.

Importantly, neither the prover nor the verifier put any trust in the RF, meaning that they are not allowed to share secrets with the firewall itself. The hope is that an uncorrupted RF can provide meaningful security guarantees even in case the honest prover’s and/or verifier’s machines have been tampered with. Note that a RF can never “create security”, as it does not even know the inputs to the protocol, but at best can preserve the security guarantees satisfied by the initial IPS. At the same time, the RF should not ruin the functionality of the underlying IPS, in the sense that the sanitized IPS should still work in case no subversion takes place.

Mironov and Stephens-Davidowitz construct general-purpose RFs that can be used in order to preserve both functionality and security of any two-party protocol. It is important to note that since ZK/WI IPSes are a special case of secure two-party computation, their RF constructions already seem to solve our problem. However, the solutions in [40] are not

---

2 In particular, a subverted prover with a hardwired secret key \(k\) for a pseudorandom function \(F_k(\cdot)\), could sample the random coins \(r^{(i)}\) needed to generate the honest prover’s message \(m^{(i)}\) (for round \(i \in \mathbb{N}\)) multiple times, until \(F_k(m^{(i)})\) leaks one bit of the witness. This attack worked provided that at least one of the prover’s messages has high-enough min-entropy.

3 Clearly, if both the machine of the honest party and the firewall are corrupted, there is no hope for security. On the other hand, in case the machine is honest and the firewall is corrupt, the underlying protocol is still secure, since we can simply think of the RF as being part of the adversary [21].

4 At least to some extent, since, strictly speaking, their results for IPSes are incomparable to ours. We refer the reader to §5.1 for more details.
practical. In particular, one of their RFs increases the round complexity of the initial IPS, and, more importantly, it requires to carry out the underlying IPS in the encrypted domain, thus requiring to completely change the original protocol. In contrast, we seek constructions of RFs that can be applied directly to existing IPSes, without adding any overhead, and without the need to re-implement them.

2 Reverse Firewalls for Interactive Proofs

In this section, we give security definitions for RFs applied to IPSes. Our notions can be seen as special cases of the generic framework by Mironov and Stephens-Davidowitz [40], who defined security of RFs for the more general case of arbitrary two-party protocols.

Let $\Pi = (P, V)$ be an IPS for a relation $R$. A cryptographic reverse firewall is an external party $W$ that can be attached either to the prover $P$ or to the verifier $V$, whose scope is to sanitize incoming and outgoing messages in the face of parties’ subversion. Importantly, the RF is allowed to keep its own state but cannot share state with any of the parties. Similarly to [40], we model an interactive Turing machine $M$ as a triple of algorithms $M := (\text{M}_{\text{nxt}}, \text{M}_{\text{rec}}, \text{M}_{\text{out}})$ specified as follows: (i) Algorithm $\text{M}_{\text{nxt}}$ takes as input the current state and outputs the next message to be sent; (ii) Algorithm $\text{M}_{\text{rec}}$ takes as input an incoming message, and updates the state; (iii) Algorithm $\text{M}_{\text{out}}$ takes as input the final state at the completion of the protocol, and returns a bit.

▶ Definition 1 (RF for IPSes). Let $\Pi = (P, V)$ be an IPS for a relation $R$. A cryptographic reverse firewall (RF) for $\Pi$ is a stateful algorithm $W$ that takes as input a message, its state, and outputs a sanitized message, together with an updated state. For an interactive Turing machine $M := (\text{M}_{\text{nxt}}, \text{M}_{\text{rec}}, \text{M}_{\text{out}}) \in \{P, V\}$, and RF $W$, the sanitized machine $W \circ M := \tilde{M} = (\tilde{\text{M}}_{\text{nxt}}, \tilde{\text{M}}_{\text{rec}}, \tilde{\text{M}}_{\text{out}})$ is specified as follows:

\[
\begin{align*}
\tilde{\text{M}}_{\text{nxt}}(\sigma) & := W(\text{M}_{\text{nxt}}(\sigma)) \\
\tilde{\text{M}}_{\text{rec}}(\sigma, m) & := \text{M}_{\text{rec}}(\sigma, W(m)) \\
\tilde{\text{M}}_{\text{out}}(\sigma) & := \text{M}_{\text{out}}(\sigma).
\end{align*}
\]

As our first contribution, we put forward several natural properties that a RF for an IPS might satisfy. In particular, we consider the following notions (see the full version [29] for more formal definitions).

- **Completeness preservation:** The sanitized IPS (i.e., the IPS obtained by sanitizing both the honest prover’s and the honest verifier’s messages) still satisfies completeness.

- **Strong soundness preservation:** Whenever $x \not\in L$, no malicious prover can convince the verifier that $x \in L$, even if the verifier’s implementation has been arbitrarily subverted.

- **Strong ZK preservation:** A valid proof reveals nothing beyond the fact that $x \in L$, even in case the proof is conducted in the presence of a malicious verifier talking to a prover whose implementation has been arbitrarily subverted.

- **Strong WI preservation:** Whenever there are multiple witnesses attesting that $x \in L$, no malicious verifier talking to a prover whose implementation has been arbitrarily subverted can distinguish whether a proof is conducted using either of two witnesses.

- **Strong exfiltration resistance for the prover (resp. verifier):** Transcripts produced by running the sanitized IPS in the presence of a malicious verifier (resp. prover) talking to a prover (resp. verifier) whose implementation has been arbitrarily subverted are indistinguishable to transcripts produced by running the sanitized IPS in the presence of a malicious verifier (resp. prover) talking to the honest prover (resp. verifier).
For each of the above properties (except for completeness), we also consider a weak variant which only holds w.r.t. functionality-maintaining provers/verifiers. Intuitively, a prover is functionality maintaining if, upon input a valid statement/witness pair, it still convinces the honest verifier with overwhelming probability. Similarly, a verifier is functionality maintaining if, upon input a valid statement, it still accepts with overwhelming probability in a protocol run with the honest prover.

**What is possible and what is impossible**

A moment of reflection shows that soundness preservation is impossible to achieve. In fact, an arbitrarily subverted verifier might always\(^5\) output one, thus automatically accepting both true and false statements. Such a verifier is still functionality maintaining,\(^6\) and thus this simple attack even rules out weak soundness preservation. One way to circumvent this impossibility would be to only consider partial subversion, i.e. split the verifier into two components, one for computing the next messages in the protocol, and the other one for determining the final verdict on the veracity of a statement; hence, assume the latter component to be untamperable.

Turning to subversion of the prover, consider the subverted prover that always outputs the all-zero string. The soundness property of the underlying IPS implies that, for any RF and for any false statement \(x \not\in \mathcal{L}\), a sanitized transcript in this case can never be accepting. Moreover, assuming the language \(\mathcal{L}\) is non-trivial, the latter holds true even in case \(x\) is a true statement, which in turn rules out strong exfiltration resistance. For similar reasons, strong ZK/WI preservation are also impossible to achieve.

### 3 Firewall Constructions from Malleable Sigma Protocols

As our second contribution, we formalize a class of Sigma protocols which admit simple, and very efficient, RFs for the prover. (See the full version \[29\] for similar constructions dealing with functionality-maintaining subversion of the verifier.) The main idea is to use the RF to re-randomize the prover’s messages, in order to destroy any potential subliminal channel signaling information about the witness. The difficulty, though, is that such re-randomization must be carried out without knowing a witness, and while at the same time preserving the completeness property of the underlying IPS.

For the sake of concreteness, let us describe our firewall applied to the classical Sigma protocol for proving knowledge of a discrete logarithm \[49\]. Here, the statement consists of a description of a cyclic group \(\mathbb{G}\) with generator \(g\) and prime order \(q\), together with a value \(x \in \mathbb{G}\) such that \(x = g^w\) for some \(w \in \mathbb{Z}_q\). The prover’s first message is a random group element \(\alpha = g^a \in \mathbb{G}\). Finally, the prover’s last message is \(\gamma = a - w \cdot \beta\), where \(\beta \in \mathbb{Z}_q\) is the verifier’s challenge; the verifier accepts \((\alpha, \beta, \gamma)\) if and only if \(g^\gamma = \alpha \cdot x^{-\beta}\). Our RF sanitizes the messages \(\alpha\) and \(\gamma\) from a possibly subverted implementation of the prover as follows:

\[
\hat{\alpha} = \alpha \cdot g^\sigma \\
\hat{\gamma} = \gamma + \sigma,
\]

for random \(\sigma \in \mathbb{Z}_q\). Note that \(g^\hat{\gamma} = g^\alpha \cdot g^\sigma \cdot x^{-\beta} = \hat{\alpha} \cdot x^{-\beta}\), and thus the RF preserves completeness.

---

\(^5\) If one insists on undetectability, the subverted verifier may output 1 upon some hard-wired, randomly chosen, false statement \(x \not\in \mathcal{L}\).

\(^6\) The latter is because completeness is a guarantee that only concerns true statements.
We now sketch the proof of weak HVZK preservation. Observe that for any $\tilde{\alpha} = g^{\tilde{\alpha}}$ sent by a functionality-maintaining subverted prover, the distribution of $\hat{\alpha} = g^{\tilde{\alpha} + \sigma}$ is uniform over $G$ and independent of $\tilde{\alpha}$, $\tilde{\alpha}$, and in fact it is identical to the distribution of $\alpha$ in an honest run of the original Sigma protocol (without the firewall). As for $\hat{\gamma}$, note that if there would be two possible values $\gamma, \gamma'$ which make both $\tau = (\alpha, \beta, \gamma)$ and $\tau' = (\alpha, \beta, \gamma')$ valid transcripts, the choice of which response to pick could be used by a functionality-maintaining subverted prover as a subliminal channel signaling information about the witness. Hence, we exploit the fact that for any prefix $\alpha, \beta$, there exists a unique response $\gamma$ such that the verifier accepts upon input $x$ and $(\alpha, \beta, \gamma)$.

It follows that the distribution of $\hat{\gamma}$ is identical to that of $\gamma$ in an honest run of the original Sigma protocol (without the firewall). Putting it all together, we have shown that the distribution of a sanitized transcript $\hat{\tau} = (\hat{\alpha}, \beta, \hat{\gamma})$ is identical to that of an honest transcript $\tau = (\alpha, \beta, \gamma)$. Thus, weak HVZK preservation follows by the fact that Schnorr’s Sigma protocol is HVZK.

### 3.1 HVZK Preservation

Let us now explain how to generalize the above idea to a large class of Sigma protocols that we call malleable. In what follows, given a Sigma protocol $\Sigma = (P, V)$, we denote by $P_1$ and $P_2$ the algorithms that compute, respectively, the first prover’s message $\alpha$, and the last prover’s message (response) $\gamma$. The challenge space is represented as $\{0, 1\}^\ell$, so that there are $2^\ell$ possible challenges, and we write $V$ for the algorithm that the verifier runs upon statement $x$ and transcript $\tau$ to make its final decision. Let $A$ be the space of all possible prover’s first messages; we assume that membership in $A$ can be tested efficiently, so that $V$ always outputs $\bot$ whenever $\alpha \notin A$.

As for the case of Schnorr’s Sigma protocol, an additional requirement that we need is that the prover’s responses are unique, meaning that for all $x \in \mathcal{L}$, and for any $\alpha \in A$ and $\beta \in \{0, 1\}^\ell$, there exists at most one value $\gamma$ such that $V(x, (\alpha, \beta, \gamma)) = 1$.

Intuitively, a Sigma protocol is malleable if there exists an efficient algorithm $Maul$ for randomizing the prover’s first message $\alpha$ into a value $\tilde{\alpha}$ which is distributed identically to the first message of an honest prover. Moreover, for any challenge $\beta$, given the coins used to randomize $\alpha$ and any response $\gamma$ yielding a valid transcript $\tau = (\alpha, \beta, \gamma)$, there exists an

7 In the case of Schnorr’s Sigma protocol, the challenge space is a cyclic group. However, we can embed such group in $\{0, 1\}^\ell$ for some $\ell \in \mathbb{N}$.

8 This property is met by many natural Sigma protocols, and was already considered in several previous works [26, 22, 51].
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Prover\((x,w)\)  \hspace{1cm} Verifier\((x)\)

\[\begin{align*}
\text{pk} & \leftarrow \text{Gen}(1^\lambda) \\
\beta & \leftarrow \{0,1\}^\ell \\
(c,d) & \leftarrow \text{Com}(\text{pk},\beta) \\
\alpha & = P_1(x,w;a) \\
\gamma & = P_2(x,w,\alpha,\beta,a)
\end{align*}\]

\[\begin{align*}
\text{V}(x,(\alpha,\beta,\gamma)) & \equiv 1
\end{align*}\]

Figure 2 Sigma protocol compiled with standard techniques to obtain full zero knowledge.

efficient algorithm \text{Bal} for computing a balanced response \(\hat{\gamma}\) such that \((\hat{\alpha},\beta,\hat{\gamma})\) is also valid. As we show in the full version [29], many natural Sigma protocols are already malleable. In particular, the latter holds true for Maurer’s unifying protocol [39], which includes the protocols by Fiat-Shamir [25], Guillou-Quisquater [37], Schnorr [49], Okamoto [41], and many others as special cases.

Our RF construction is depicted in Fig. 1. Intuitively, the firewall uses the malleability property of the underlying Sigma protocol in order to re-randomize the prover’s first and last messages, in such a way that a functionality-maintaining subverted prover cannot signal information about the witness through them. The theorem below, whose proof appears in the full version [29], establishes its security.

\begin{wrapfigure}{r}{0.5\textwidth}
\begin{center}
\begin{tabular}{ll}
\textbf{Prover} & \textbf{Verifier} \\
\hline
\text{pk} & \leftarrow \text{Gen}(1^\lambda) \quad \text{pk} \rightarrow \beta \leftarrow \{0,1\}^\ell \\
\alpha = P_1(x,w;a) & (c,d) \leftarrow \text{Com}(\text{pk},\beta) \\
\beta = \text{Open}(\text{pk},c,d) \\
\text{If } \beta \neq \bot, \text{ then } \gamma = P_2(x,w,\alpha,\beta,a) \\
\text{Else, } \gamma = \bot \\
\end{tabular}
\end{center}

\end{wrapfigure}

\textbf{Theorem 2.} Let \(\Sigma = (P = (P_1, P_2), V)\) be a malleable Sigma protocol with unique responses, for a relation \(R\). The RFW of Fig. 1 preserves completeness, and is weakly HVZK preserving for the prover.

3.2 ZK Preservation

As Sigma protocols are not in general zero knowledge, there is no hope to prove that the above firewall weakly preserves ZK. However, a standard trick [33] allows to transform any Sigma protocol into a 5-round IPS satisfying ZK. The idea is to let the prover send the public key \(pk\) of a commitment scheme \((\text{Gen}, \text{Com}, \text{Open})\) during the first round. Then, during the second round, the verifier forwards to the prover a commitment \(c\) to the challenge \(\beta\). Finally, the Sigma protocol is executed as before with the difference that the verifier also needs to open the commitment, with the prover aborting if the opening is invalid. We depict such a modified protocol in Fig. 2.

In order to build a RF for this IPS, we need to sanitize the additional messages from the (possibly subverted, but functionality-maintaining) prover. We do so by relying on a special type of key-malleable commitment, which intuitively allows to maul any public key \(pk\) (via an algorithm \text{MaulKey}) into a uniformly random public key \(\hat{pk}\), in such a way that, given a commitment \(c\) with opening \(d\) w.r.t. \(\hat{pk}\), it is possible to map \((c,d)\) into a commitment

\(^{9}\) The other messages are sanitized as before, i.e. we still exploit the fact that the underlying Sigma protocol is malleable.
\[ \text{Prover}(x, w) \] | \text{ZK Reverse Firewall} | \text{Verifier}(x) \\
---|---|---
\[ \text{pk} \leftarrow \text{Gen}(1^\lambda) \] | \[ \text{pk} \leftarrow \text{MaulKey}(\text{pk}) \] | \[ \beta \leftarrow \{0, 1\}^\ell \] \\
\[ \alpha = P_1(x, w; a) \] | \[ \alpha \leftarrow \text{Maul}(\alpha) \] | \[ (c, d) \leftarrow \text{Com}(\hat{\text{pk}}, \beta) \] \\
\[ \beta = \text{Open}(\text{pk}, \hat{c}, \hat{d}) \] | \[ \hat{d} = \text{BalOpen}(d, \rho) \] | \[ \hat{\gamma} \] \\
If \[ \beta \neq \bot \], then \\
\[ \gamma = P_2(x, w, \beta, a) \] | \[ \text{V}(x, (\hat{\alpha}, \beta, \hat{\gamma})) = 1 \]

\[ \hat{c} \] with opening \( \hat{d} \) w.r.t. \( \text{pk} \), without changing the message inside the commitment. We denote by \( \text{MaulCom} \) and \( \text{BalOpen} \), respectively, the algorithms for mauling the commitment \( c \) and the opening \( d \), and additionally require that the distribution of mauled public keys and commitments is identical, respectively, to that of honestly computed public keys and commitments. As we show in the full version [29], the standard Pedersen’s commitment [44] is easily seen to be key malleable, thus yielding a concrete instantiation under the Discrete Logarithm assumption.

Our RF for the protocol of Fig. 2 is depicted in Fig. 3. The theorem below, whose proof appears in the full version [29], establishes its security.

**Theorem 3.** Let \( \Sigma = (P = (P_1, P_2), V) \) be a malleable Sigma protocol with unique responses, for a relation \( R \). Let \( \Gamma = (\text{Gen}, \text{Com}, \text{Open}) \) be a key-malleable commitment scheme with message space \( \{0, 1\}^\ell \). The RFW of Fig. 3 preserves completeness, and moreover is weakly exfiltration resistant and weakly zero-knowledge preserving for the prover.

**Remark 4 (On knowledge soundness).** The IPS of Fig. 2 satisfies soundness, but is not in general a proof of knowledge. However, we would like to note that the prover’s firewall still works for the standard transformation of a Sigma protocol into a zero-knowledge proof of knowledge. In such a transformation, a trapdoor commitment scheme is used to commit to the verifier’s challenge. Then, after the verifier decommits, the prover sends the trapdoor to the verifier. This allows an extractor to learn the trapdoor, rewind the prover, and open the commitment to a different challenge, thus learning the response for two different challenges, which allows it to obtain a witness using special soundness.

The prover’s RF for this protocol stays the same, except that it additionally needs to provide a trapdoor for the mauled public key \( \hat{\text{pk}} \) given a trapdoor for the original public key \( \text{pk} \). This is possible, for instance, using Pedersen’s commitment, where given a public key \( \text{pk} = (g, h = g^k) \) with trapdoor \( k \), we can maul the key to \( (\hat{g} = g^{t_1}, \hat{h} = h^{t_2}) \) for random \( t_1, t_2 \). Given the trapdoor \( k \) for the key \( \text{pk} \), the trapdoor for the mauled key \( \hat{\text{pk}} \) can be computed as \( t_2t_1^{-1}k \).
4 Firewalls for Proving Compound Statements

In this section, we show how to construct firewalls for Sigma protocols that prove compound statements.

Given two Sigma protocols $\Sigma_0$ and $\Sigma_1$ for NP languages $L_0$ and $L_1$, it is easy to obtain a Sigma protocol $\Sigma_{\text{AND}}$ for the NP language $L_{\text{AND}} = \{(x_0, x_1) : x_0 \in L_0 \land x_1 \in L_1\}$ simply by running $\Sigma_0$ and $\Sigma_1$ in parallel, with the verifier sending a single challenge. In a similar vein, the OR technique by Cramer, Damgård, and Schoenmakers [15] allows to obtain a Sigma protocol $\Sigma_{\text{OR}}$ for the NP language $L_{\text{OR}} = \{(x_0, x_1) : x_0 \in L_0 \lor x_1 \in L_1\}$. Importantly, if $\Sigma_0$ and $\Sigma_1$ are both perfect HVZK, $\Sigma_{\text{OR}}$ satisfies perfect WI. On the other hand, Garay et al. [30] showed that if $\Sigma_0$ and $\Sigma_1$ are computational HVZK, $\Sigma_{\text{OR}}$ satisfies computational WI, although the latter holds only in case both statements $x_0, x_1$ in the definition of language $L_{\text{OR}}$ are true (but the prover knows either a witness for $x_0$ or for $x_1$).

As long as $\Sigma_0$ and $\Sigma_1$ are malleable, it is easy to build RFs for $\Sigma_{\text{AND}}$ and $\Sigma_{\text{OR}}$ using our techniques. The RF for $\Sigma_{\text{AND}}$ weakly preserves HVZK, whereas the RF for $\Sigma_{\text{OR}}$ weakly preserves both HVZK and WI.

4.1 AND Composition

Given $x_0, x_1$, a prover wishes to prove to a verifier that $x_0 \in L_0$ and $x_1 \in L_1$. More precisely, consider the derived relation:

$$R_{\text{AND}} = \{(x_0, x_1), (w_0, w_1) : (x_0, w_0) \in R_0 \land (x_1, w_1) \in R_1\}.$$  

Let $\Sigma_0 = ((P_1^0, P_2^0), V^0)$ (resp. $\Sigma_1 = ((P_1^1, P_2^1), V^1)$) be a Sigma protocol for language $L_0$ (resp. $L_1$). A Sigma protocol $\Sigma_{\text{AND}}$ for the relation $R_{\text{AND}}$ can be obtained by running the two provers of $\Sigma_0$ and $\Sigma_1$ in parallel, with the verifier sending a single challenge for both executions. Fig. 4 shows a RF for the prover of $\Sigma_{\text{AND}}$, assuming that both $\Sigma_0$ and $\Sigma_1$ are malleable. We prove the following result, whose proof appears in the full version [29].

![Figure 4](https://example.com/image.png) Reverse firewall for the AND composition of Sigma protocols.
Cryptographic Reverse Firewalls for Interactive Proof Systems

**Theorem 5.** Let $\Sigma_0 = (P^0 = (P_1^0, P_2^0), V^0)$ and $\Sigma_1 = (P^1 = (P_1^1, P_2^1), V^1)$ be malleable Sigma protocols with unique responses, for relations $R_0$ and $R_1$. The RF $W$ of Fig. 4 preserves completeness, and is weakly HVZK preserving for the prover of the Sigma protocol $\Sigma_{\text{AND}}$ for relation $R_{\text{AND}}$.

### 4.2 OR Composition

Given $x_0, x_1$, a prover wishes to prove to a verifier that either $x_0 \in L_0$ or $x_1 \in L_1$ (without revealing which one is the case). More precisely, consider the derived relation

$$R_{\text{OR}} = \{(x_0, x_1, w) : (x_0, w) \in R_0 \lor (x_1, w) \in R_1 \}.$$

Let $\Sigma_0 = ((P_0^0, P_2^0), V^0)$ (resp. $\Sigma_1 = ((P_1^1, P_2^1), V^1)$) be a Sigma protocol for language $L_0$ (resp. $L_1$); we denote by $S^0$ (resp. $S^1$) the HVZK simulator for $\Sigma_0$ (resp. $\Sigma_1$). A Sigma protocol $\Sigma_{\text{OR}}$ for the relation $R_{\text{OR}}$ has been constructed for the first time in [15], where the authors showed that $\Sigma_{\text{OR}}$ satisfies both (perfect) special HVZK and (perfect) WI. We describe the protocol $\Sigma_{\text{OR}}$ in Fig. 5, and depict our RF for the prover in Fig. 6.

<table>
<thead>
<tr>
<th>Prover(${(x_0, x_1), w}$)</th>
<th>Verifier($x_0, x_1$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_b = P_1^b(x_b; a)$</td>
<td>$\alpha_0, \alpha_1$</td>
</tr>
<tr>
<td>$(\alpha_{1-b}, \beta_{1-b}, \gamma_{1-b}) \leftarrow S^{1-b}(x_{1-b})$</td>
<td>$\beta \leftarrow {0, 1}^f$</td>
</tr>
<tr>
<td>$\beta_b = \beta \oplus \beta_{1-b}$</td>
<td>$\beta \leftarrow \beta_0 \oplus \beta_1$</td>
</tr>
<tr>
<td>$\gamma_b = P_2^b(x_b, w, \beta_b, a)$</td>
<td>$V^0(x_0, (\alpha_0, \beta_0, \gamma_0)) \equiv 1$</td>
</tr>
<tr>
<td></td>
<td>$V^1(x_1, (\alpha_1, \beta_1, \gamma_1)) \equiv 1$</td>
</tr>
</tbody>
</table>

**Figure 5** OR composition of Sigma protocols, where $b \in \{0, 1\}$ is s.t. $(x_b, w) \in R_b$.

As in the case of AND composition, we still rely on the fact that the input Sigma protocols $\Sigma_0, \Sigma_1$ are malleable. An additional difficulty, however, stems from the fact that a functionality maintaining prover could now try to change the distribution of the challenges $\beta_0, \beta_1$ in such a way that, even if $\beta_0 \oplus \beta_1 = \beta$, the pair $(\beta_0, \beta_1)$ signals some information about the witness $w$ or about the hidden bit $b$. Intuitively, the RF in Fig. 6 tackles this attack by randomizing the challenges $\beta, \beta_0, \beta_1$. The latter requires a different form of malleability from the underlying Sigma protocols, which we dub *instance-dependent malleability*, where it should be possible to maul the prover’s first message in such a way that we can later balance the prover’s last message as well as the verifier’s challenge.

For the RF in Fig. 6, we prove the following result, whose proof appears in the full version [29] of this paper.

**Theorem 6.** Let $\Sigma_0 = (P^0 = (P_1^0, P_2^0), V^0)$ and $\Sigma_1 = (P^1 = (P_1^1, P_2^1), V^1)$ be instance-dependent malleable Sigma protocols with unique responses, for relations $R_0$ and $R_1$. The RF $W$ of Fig. 6 preserves completeness, and is weakly HVZK/WI preserving for the prover of the Sigma protocol $\Sigma_{\text{OR}}$ for relation $R_{\text{OR}}$. 
\[ \alpha_b = P_1^b(x_b, w; a) \]
\[ (\alpha_{1-b}, \beta_{1-b}, \gamma_{1-b}) \leftarrow S^{1-b}(x_{1-b}) \]
\[ \rho_0, \rho_1 \leftarrow \{0, 1\}^f \]
\[ (\hat{\alpha}_0, \sigma_0) \leftarrow \text{Maul}(x_0, \alpha_0, \rho_0) \]
\[ (\hat{\alpha}_1, \sigma_1) \leftarrow \text{Maul}(x_1, \alpha_1, \rho_1) \]
\[ \hat{\rho} \leftarrow \{0, 1\}^f \]
\[ \rho = \rho_0 \oplus \rho_1 \]
\[ \hat{\beta} = \beta \oplus \rho \]
\[ \hat{\beta}_0 = \hat{\beta} \oplus \hat{\beta}_{1-b} \]
\[ \hat{\gamma}_0 = P_2^b(x_0, \hat{\beta}_0, a) \]
\[ \hat{\gamma}_1 = P_2^{1-b}(x_1, \hat{\beta}_1, a) \]
\[ \hat{\gamma} = \hat{\gamma}_0 \oplus \hat{\gamma}_1 \]
\[ \hat{\gamma}_0 = \text{Bal}_0(\gamma_0, \sigma_0) \]
\[ \hat{\gamma}_1 = \text{Bal}_1(\gamma_1, \sigma_1) \]
\[ \hat{\beta} = \hat{\beta}_0 \oplus \hat{\beta}_1 \]
\[ \forall (x_0, (\hat{\beta}_0, \hat{\beta}_1, \hat{\gamma}_0)) \neq 1 \]
\[ \forall (x_1, (\hat{\beta}_0, \hat{\beta}_1, \hat{\gamma}_1)) \neq 1 \]

**Figure 6** Reverse Firewall for the basic OR composition of Sigma protocols, where \( b \in \{0, 1\} \) is s.t. \((x_b, w) \in R_b\).

### 5 Previous Work

#### 5.1 Comparison with Mironov and Stephens-Davidowitz

In their original paper, Mironov and Stephens-Davidowitz [40] build RFs for arbitrary two-party protocols. While their results are related to ours, since IPSes are just a special case of two-party computation, there are some crucial differences which we highlight below.

The first RF construction sanitizes a specific combination of re-randomizable garbled circuits and oblivious transfer, for obtaining general-purpose private function evaluation. The second RF construction sanitizes any two-party protocol, at the price of encrypting the full transcript under public keys that are broadcast at the beginning of the protocol. Both constructions can be instantiated based on (variants of) the DDH assumption. When cast to IPSes, their results yield:

(i) A RF for the prover that weakly preserves ZK. This is comparable to our RF achieving weak ZK preservation using malleable Sigma protocols and key-malleable commitments. However, our constructions have the advantage that we do not need to change the initial IPS, and thus our RF can be applied directly to already existing implementations in a fully transparent manner (and without introducing any overhead).

(ii) A RF for the prover satisfying a property called strong exfiltration resistance against an eavesdropper, which means that exfiltration resistance holds w.r.t. an arbitrarily subverted prover talking to the honest verifier. Note that the latter does not contradict our impossibility result ruling out strong ZK preservation, as our attacks crucially rely on the fact that the distinguisher can (passively) corrupt the verifier.

(iii) A RF for the verifier satisfying both strong exfiltration resistance and the following weak guarantee: No malicious prover can find statements \(x_0, x_1\) such that it can distinguish transcripts obtained by talking to an arbitrarily subverted verifier holding
either input $x_0$ or input $x_1$. Note that the latter does not contradict our impossibility result that rules out weak soundness preservation, since none of the above guarantees imply soundness preservation.

We observe that the above results have at least one of the following drawbacks: (i) The RF is not transparent, i.e., it cannot be applied to the initial protocol as is; (ii) The resulting sanitized protocol is not efficient, as we first need to encode the function being computed as a circuit.

Our techniques allow to overcome these limitations in the concrete case of IPSes, as our RFs are both transparent (i.e., they can be applied directly to already deployed protocols) and efficient (i.e., the sanitized IPSes have exactly the same efficiency as the original, both in terms of round and communication complexity). We see this as the main novelty of our work.

5.2 Additional Related Works

Besides the already mentioned constructions, RFs have also been realized in other settings including digital signatures [5], secure message transmission and key exchange [21, 12], and oblivious transfer [40, 12].

Moreover, a few other lines of research recently emerged to tackle the challenge of protecting cryptographic algorithms against (different forms of) subversion. We review the main ones below.

Algorithm substitution attacks

Bellare, Patterson, and Rogaway [11] studied subversion of symmetric encryption schemes in the form of algorithm substitution attacks (ASAs). In particular, they show that undetectable subversion of the encryption algorithm is possible, and may lead to severe security breaches; moreover, they prove that deterministic, stateful, ciphers are secure against the same type of ASAs. Follow-up works improved the original paper in several aspects [18, 10], and explored the power of ASAs in other contexts, e.g., digital signatures [5], secret sharing [31], and message authentication codes [3].

Backdoors

Another form of subversion consists of all those attacks that surreptitiously generate public parameters (primes, curves, etc.) together with secret backdoors that allow to bypass security. The study of this type of subversion is motivated by the DUAL_EC_DRBG PRG incident.

A formal study of parameters subversion has been considered for several primitives, including pseudorandom generators [20, 19], hash functions [27], non-interactive zero knowledge [8], and public-key encryption [6].

Cliptography

Russell et al. [46] (see also [47, 4]) consider a different approach to the immunization of cryptosystems against complete subversion (i.e., when all algorithms can be subverted by the attacker): offline/online black-box testing. This amounts to introducing an external entity, called the watchdog, whose goal is to test, either in an online or in an offline fashion, whether a given cryptographic implementation is compliant with its specification.

\[^{10}\text{All these research directions have their roots in the seminal works of Young and Yung [52] and Simmons [50], in the settings of kleptography and subliminal channels.}\]
Hence, a cryptosystem is deemed secure against complete subversion if there exists a universal watchdog such that, for every attacker subverting all algorithms, either the watchdog detects subversion with high probability, or the cryptoscheme remains secure even when using its subverted implementation.

**Self-guarding**

Yet another approach towards thwarting subversion is that of self-guarding [28]. The idea here is to assume a trusted initialization phase in which the honest parties possess a genuine implementation of the cryptosystem, before subversion takes place. This phase is used in order to generate samples that will be exploited later, together with additional simple operations that need to be implemented from scratch, to prevent leakage in the face of subversion attacks.

6 Conclusion

We showed how to design cryptographic reverse firewalls allowing to preserve security of interactive proof systems in the face of subversion. Our firewalls apply to a large class of Sigma protocols meeting a natural malleability property, and can be extended to cover classical applications of Sigma protocols for designing zero-knowledge proofs and for proving compound statements.

We leave it as an intriguing open problem to design a reverse firewall for the OR composition of Sigma protocols that are delayed input, as considered in [13, 14].

References


Robust Algorithms Under Adversarial Injections

Paritosh Garg
EPFL, Lausanne, Switzerland
paritosh.garg@epfl.ch

Sagar Kale
University of Vienna, Austria
sagar.kale@univie.ac.at

Lars Rohwedder
EPFL, Lausanne, Switzerland
lars.rohwedder@epfl.ch

Ola Svensson
EPFL, Lausanne, Switzerland
ola.svensson@epfl.ch

Abstract
In this paper, we study streaming and online algorithms in the context of randomness in the input. For several problems, a random order of the input sequence – as opposed to the worst-case order – appears to be a necessary evil in order to prove satisfying guarantees. However, algorithmic techniques that work under this assumption tend to be vulnerable to even small changes in the distribution. For this reason, we propose a new adversarial injections model, in which the input is ordered randomly, but an adversary may inject misleading elements at arbitrary positions. We believe that studying algorithms under this much weaker assumption can lead to new insights and, in particular, more robust algorithms. We investigate two classical combinatorial-optimization problems in this model: Maximum matching and cardinality constrained monotone submodular function maximization. Our main technical contribution is a novel streaming algorithm for the latter that computes a $0.55$-approximation. While the algorithm itself is clean and simple, an involved analysis shows that it emulates a subdivision of the input stream which can be used to greatly limit the power of the adversary.
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1 Introduction

In the streaming model, an algorithm reads the input sequentially from the input stream while using limited memory. In particular, the algorithm is expected to use memory that is much smaller than the input size, ideally, linear in the size of a solution. We consider the most fundamental setting in which the algorithm is further restricted to only read the input stream once. In this case, the algorithm cannot remember much of the input along the way, and part of the input is irrevocably lost. Something similar happens for online algorithms: Here, the input is given to the algorithm one element at a time and the algorithm has to decide whether to take it into its solution or to discard it. This decision is irrevocable.
The most common approach to analyze the quality of an algorithm in these models is worst-case analysis. Here, an adversary has full knowledge of the algorithm’s strategy and presents a carefully crafted instance to it, trying to make the ratio between the value of the algorithm’s solution and that of an optimum solution (the approximation ratio; for online algorithms called the competitive ratio) as small as possible. While worst-case analysis gives very robust guarantees, it is also well-known that such an analysis is often very pessimistic. Not only are good guarantees not possible for many problems, but in many cases worst-case instances appear quite artificial. Hence, the worst-case approximation/competitive ratio does not necessarily represent the quantity that we want to optimize.

One way to remedy this is to weaken the power of the adversary and a popular model to achieve that is the random-order model. Here, an adversary may pick the instance as before, but it is presented in a uniformly-random order to the algorithm. This often allows for significantly better provable guarantees. A prime example is the secretary problem: For the worst-case order it is impossible to get a bounded competitive ratio whereas for the random-order a very simple stopping rule achieves a competitive ratio of $1/e$. Unfortunately, in this model, algorithms tend to overfit and the assumption of a uniformly-random permutation of the input is a strong one. To illustrate this point, it is instructive to consider two examples of techniques that break apart when the random-order assumption is slightly weakened:

Several algorithms in the random-order model first read a small fraction of the input, say, the first $1\%$ of the input. Such an algorithm relies on the assumption that around $1\%$ of the elements from an optimum solution are contained in this first chunk. It computes some statistics, summaries, or initial solutions using this chunk in order to estimate certain properties of the optimum solution. Then in the remaining $99\%$ of the input it uses this knowledge to build a good solution for the problem. For examples of such streaming algorithms, see Norouzi-Fard et al. [29] who study submodular maximization and Gamlath et al. [13] who study maximum matching. Also Guruganesh and Singla’s [16] online algorithm for maximum matching for bipartite graphs is of this kind. Note that these algorithms are very sensitive to noise at the beginning of the stream.

Another common technique is to split the input into fixed parts and exploit that with high probability the elements of the optimum solution are distributed evenly among these parts, e.g., each part has at most one optimum element. These methods critically rely on the assumption that each part is representative for the whole input or that the parts are in some way homogeneous (properties of the parts are the same in expectation). Examples of such algorithms include the streaming algorithm for maximum matching [23], and the streaming algorithm for submodular maximization [1] that achieves the tight competitive ratio $1 - 1/e$ in the random-order model.

The motivation of this work is to understand whether the strong assumption of uniformly-random order is necessary to allow for better algorithms. More specifically, we are motivated by the following question:

| Can we achieve the same guarantees as in the uniform-random order but by algorithms that are more robust against some distortions in the input? |

In the next subsection, we describe our proposed model that is defined so as to avoid overfitting to the random-order model, and, by working in this model, our algorithms for submodular maximization and maximum matching are more robust while maintaining good guarantees.

---

1 We assume that the problem is a maximization problem.
1.1 The Adversarial Injections Model

Our model – that we call the \textit{adversarial-injections} model – lies in between the two extremes of random-order and adversarial-order. In this model, the input elements are divided into two sets $E_{\text{noise}}$ and $E_{\text{good}}$. An adversary first picks all elements, puts each element in either $E_{\text{noise}}$ or $E_{\text{good}}$, and chooses the input order. Then the elements belonging to $E_{\text{good}}$ are permuted uniformly at random among themselves. The algorithm does not know if an element is good or noise. We judge the quality of the solution produced by an algorithm by comparing it to the best solution in $E_{\text{good}}$.

An equivalent description of the model is as follows. First, a set of elements is picked by the adversary and is permuted randomly. Then, the adversary injects more elements at positions of his choice without knowing the random permutation of the original stream\(^2\). Comparing with the previous definition, the elements injected by the adversary correspond to $E_{\text{noise}}$ and the elements of the original stream correspond to $E_{\text{good}}$.

We denote by $E_{\text{opt}} \subseteq E_{\text{good}}$ the elements of a fixed optimum solution of the elements in $E_{\text{good}}$. We can assume without loss of generality that $E_{\text{good}} = E_{\text{opt}}$, because otherwise elements in $E_{\text{good}} \setminus E_{\text{opt}}$ can be treated as those belonging to $E_{\text{noise}}$ (which only strengthens the power of the adversary).

1.2 Related Models

With a similar motivation, Kesselheim, Kleinberg, Niazadeh [21] studied the robustness of algorithms for the secretary problem from a slightly different perspective: They considered the case when the order of the elements is not guaranteed to be uniformly-at-random but still contains “enough” randomness with respect to different notions such as entropy. Recently, Esfandiari, Kornula, Mirrokni [8] introduced a model where the input is a combination of stochastic input that is picked from a distribution and adversarially ordered input. Our model is different in the sense that the input is a combination of randomly ordered (instead of stochastic input) and adversarially ordered elements.

Two models that are more similar to ours in the sense that the input is initially ordered in a uniformly-random order and then scrambled by an adversary in a limited way are [15] and [3]. First, in the streaming model, Guha and McGregor [15] introduced the notion of a $t$-bounded adversary that can disturb a uniformly-random stream but has memory to remember and delay at most $t$ input elements at a time. Second, Bradac et al. [3] very recently introduced a new model that they used to obtain robust online algorithms for the secretary problem. Their model, called the \textit{Byzantine} model, is very related to ours: the input is split into two sets which exactly correspond to $E_{\text{good}}$ and $E_{\text{noise}}$ in the adversarial-injections model. The adversary gets to pick the elements in both of them, but an algorithm will be compared against only $E_{\text{good}}$. Then – this is where our models differ – the adversary chooses an arrival time in $[0, 1]$ for each element in $E_{\text{noise}}$. He has no control over the arrival times of the elements in $E_{\text{good}}$, which are chosen independently and uniformly at random in $[0, 1]$. The algorithm does not know to which set an element belongs, but it knows the timestamp of each element, as the element arrives. While the Byzantine model prevents certain kinds of

\(^2\) We remark that the assumption that the adversary does not know the order of the elements is important. Otherwise, the model is equivalent to the adversarial order model for “symmetric” problems such as the matching problem. To see this, let $E_{\text{opt}}$ correspond to an optimum matching in any hard instance under the adversarial order. Since a matching is symmetric, the adversary can inject appropriately renamed edges depending on the order of the edges (which he without this assumption knows) and obtain exactly the hard instance.
overfitting (e.g., of the classical algorithm for the secretary problem), it does not tackle the issues of the two algorithmic techniques we discussed earlier: Indeed, by time $t = 0.01$, we will see around 1% of the elements from $E_{\text{opt}}$. Hence, we can still compute some estimates based on them, but do not lose a lot when dismissing them. Likewise, we may partition the timeline, and thereby the input, into parts such that in each part at most one element of $E_{\text{opt}}$ appears.

Hence, even if our model appears very similar to the Byzantine model, there is this subtle, yet crucial, difference. The adversarial-injections model does not add the additional dimension of time, and hence, does not allow for the kind of overfitting that we discussed earlier. To further emphasize this difference, we now describe why it is strictly harder to devise algorithms in the adversarial-injections model compared to the Byzantine model. It is at least as hard as the Byzantine model, because any algorithm for the former also works for the latter. This holds because the adversarial-injections model can be thought of as the Byzantine model with additional power to the adversary and reduced power for the algorithm: The adversary gets the additional power of setting the timestamps of elements in $E_{\text{good}}$, but not their identities, whereas the algorithm is not allowed to see the timestamp of any element.

To show that it is strictly harder, consider online bipartite matching. We show that one cannot beat $1/2$ in the adversarial-injections model (for further details, see Section 2.2) whereas we observe that the $(1/2 + \delta)$-approximation algorithm [16] for bipartite graphs and its analysis generalizes to the Byzantine model as well. This turns out to be the case because the algorithm in [16] runs a greedy algorithm on the first small fraction, say 1% of the input and “augments” this solution using the remaining 99% of the input. The analysis crucially uses the fact that 99% of the optimum elements are yet to arrive in the augmentation phase. This can be simulated in the Byzantine model using timestamps in the online setting as one sees 1% of $E_{\text{opt}}$ in expectation.

1.3 Our Results

We consider two benchmark problems in combinatorial optimization under the adversarial-injections model in both the streaming and the online settings, namely maximum matching and monotone submodular maximization subject to a cardinality constraint. As we explain next, the study of these classic problems in our new model gives interesting insights: for many settings we can achieve more robust algorithms with similar guarantees as in the random-order model but, perhaps surprisingly, there are also natural settings where the adversarial-injection model turns out to be as hard as the adversarial order model.

The maximum matching problem. We first discuss the (unweighted) maximum matching problem. Given a graph $G = (V, E)$, a matching $M$ is a subset of edges such that every vertex has at most one incident edge in $M$. A matching of maximum cardinality is called a maximum matching, whereas a maximal matching is one in which no edge can be added without breaking the property of it being a matching. The goal in the maximum matching problem is to compute a matching of maximum cardinality. Note that a maximal matching is 1/2-approximate. Work on maximum matching has led to several important concepts and new techniques in theoretical computer science [26, 24, 6, 19]. The combination of streaming and random-order model was first studied by Konrad, Magniez and Mathieu [23], where edges of the input graph arrive in the stream. We allow a streaming algorithm to have memory $O(n \text{ polylog}(n))$, which is called the semi-streaming setting. This is usually significantly less than the input size, which can be as large as $O(n^2)$. This memory usage is justified, because
even storing a solution can take $\Omega(n \log(n))$ space ($\Omega(\log(n))$ for each edge identity). The question that Konrad et al. answered affirmatively was whether the trivial 1/2-approximation algorithm that computes a maximal matching can be improved in the random-order model. Since then, there has been some work on improving the constant [14, 9]. The state-of-the-art is an approximation ratio of 6/11 $\approx$ 0.545 proved by Farhadi, Hajiaghayi, Mah, Rao, and Rossi [9]. We show that beating the ratio of 1/2 is possible also in the adversarial-injections model by building on the techniques developed for the random-order model.

**Theorem 1.** There exists an absolute constant $\gamma > 0$ such that there is a semi-streaming algorithm for maximum matching under adversarial-injections with an approximation ratio of $1/2 + \gamma$ in expectation.

We note that beating 1/2 in adversarial-order streams is a major open problem. In this regard, our algorithm can be viewed as a natural first step towards understanding this question.

Now we move our attention to the online setting, where the maximum matching problem was first studied in the seminal work of Karp, Vazirani, and Vazirani [20]. They gave a tight $(1 - 1/e)$-competitive algorithm for the so-called one-sided vertex arrival model which is an important special case of the edge-arrival model considered here. Since then, the online matching problem has received significant attention (see e.g. [4, 7, 11, 17, 14]). Unlike the adversarial streaming setting, there is a recent hardness result due to [14] in the adversarial online setting that the trivial ratio of 1/2 cannot be improved. We also know by [16] that one can beat 1/2 for bipartite graphs in the random-order online setting. Hence, one might hope at least for bipartite graphs to use existing techniques to beat 1/2 in the online adversarial-injections setting and get a result analogous to Theorem 1. But surprisingly so, this is not the case. We observe that the construction used in proving Theorem 3 in [14] also implies that there does not exist an algorithm with a competitive ratio of $1/2 + \varepsilon$ for any $\varepsilon > 0$ in the adversarial-injections model.

**Maximizing a monotone submodular function subject to a cardinality constraint.** In this problem, we are given a ground set $E$ of $n$ elements and a monotone submodular set function $f : 2^E \rightarrow \mathbb{R}_{\geq 0}$. A function is said to be submodular, if for any $S, T \subseteq E$ it holds that $f(S) + f(T) \geq f(S \cup T) + f(S \cap T)$. It is monotone if $f(S) \leq f(T)$ for all $S \subseteq T \subseteq E$. The problem we consider is to find a set $S \subseteq E$ with $|S| \leq k$ that maximizes $f(S)$. We assume that access to $f$ is via an oracle.

In the offline setting, a simple greedy algorithm that iteratively picks the element with the largest marginal contribution to $f$ with respect to the current solution is $(1 - 1/e)$-approximate [28]. This is tight: Any algorithm that achieves an approximation ratio of better than $(1 - 1/e)$ must make $\Omega(n^k)$ oracle calls [27], which is enough to brute-force over all $k$-size subsets. Even for maximum coverage (which is a special family of monotone submodular functions), it is NP-hard to get an approximation algorithm with ratio better than $1 - 1/e$ [10].

In the random-order online setting, this problem is called the **submodular secretary problem** and an exponential time $1/e$-approximation and polynomial-time $(1 - 1/e)/e$-approximation algorithms are the state-of-the-art [22]. In the adversarial online setting, it is impossible to get any bounded approximation ratio for even the very special case of picking a maximum weight element. In this case, $|E_{\text{arr}}| = 1$ and adversarial and adversarial-injections models coincide; hence the same hardness holds. In light of this negative result, we focus on adversarial-injections in the streaming setting. Note that to store a solution we only need the space for $k$ element identities. We think of $k$ to be much smaller than $n$. Hence, it is natural to ask, whether the number of elements in memory can be independent of $n$. 
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Table 1: Comparison of different models for the two studied problems. Here, $\gamma > 0$ is a fixed absolute constant and $\varepsilon > 0$ is any constant.

<table>
<thead>
<tr>
<th></th>
<th>Random order</th>
<th>Adversarial Injections</th>
<th>Adversarial order</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Maximum matching</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Streaming</td>
<td>$\geq 6/11$</td>
<td>$\geq 1/2 + \gamma$</td>
<td>$\leq 1 - 1/e + \varepsilon$ [18]</td>
</tr>
<tr>
<td>Online</td>
<td>$\geq 1/2$ (folklore)</td>
<td>$\leq 1/2$</td>
<td>$\leq 1/2$ [14]</td>
</tr>
<tr>
<td><strong>Submodular function maximization</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Streaming</td>
<td>$\geq 1 - 1/e - \varepsilon$ [1]</td>
<td>$\geq 0.55$</td>
<td>$\geq 1/2 - \varepsilon$ [2]</td>
</tr>
<tr>
<td></td>
<td>$\leq 1 - 1/e + \varepsilon$ [25]</td>
<td></td>
<td>$\leq 1/2$ [12]</td>
</tr>
</tbody>
</table>

For streaming algorithms in the adversarial order setting, the problem was first studied by Chakrabarti and Kale [5] where they gave a $1/4$-approximation algorithm. This was subsequently improved to $1/2 - \varepsilon$ by Badanidiyuru et al. [2]. Later, Norouzi-Fard et al. [29] observed that in the random-order model this ratio can be improved to beyond $1/2$. Finally, Agrawal et al. [1] obtained a tight $(1 - 1/e)$-approximation guarantee in the random-order model.

The algorithm of Agrawal et al. [1] involves as a crucial step a partitioning the stream in order to isolate the elements of the optimum solution. As discussed earlier, this approach does not work under adversarial-injections. However, we note that the algorithm and analysis by Norouzi-Fard et al. [29] can be easily modified to work under adversarial-injections as well. Their algorithm, however, has an approximation ratio of $1/2 + 8 \cdot 10^{-14}$. In this paper, we remedy this weak guarantee.

▶ Theorem 2. There exists a $0.55$-approximation algorithm that stores a number of elements that is independent of $n$ for maximizing a monotone submodular function with a cardinality constraint $k$ under adversarial-injections in the streaming setting.

We summarize and compare our results with random-order and adversarial-order models for the problems we study in Table 1. It is interesting to see that in terms of beating $1/2$, our model in the streaming setting agrees with the random-order model and in the online setting agrees with the adversarial-order model.

2 Matching

In this section, we consider the problem of maximum unweighted matching under adversarial injections in both streaming and online settings where the edges of the input graph arrive one after another.

2.1 Streaming Setting

We show that the trivial approximation ratio of $1/2$ can be improved upon. We provide a robust version of existing techniques and prove a statement about robustness of the greedy algorithm to achieve this.

First, let us introduce some notation which we will use throughout this section. We denote the input graph by $G = (V, E)$, and let $M^*$ be a maximum matching. For any matching $M$, the union $M \cup M^*$ is a collection of vertex-disjoint paths and cycles. When $M$ is clear from the context, a path of length $i \geq 3$ in $M \cup M^*$ which starts and ends with an edge of $M^*$ is
called an $i$-augmenting path. Notice that an $i$-augmenting path alternates between edges of $M^*$ and $M$ and that we can increase the size of $M$ by one by taking all edges from $M^*$ and removing all edges from $M$ along this path. We say that an edge in $M$ is 3-augmentable if it belongs to some 3-augmenting path. Otherwise, we say it is non-3-augmentable. Also, let $M^* = E_{opt}$; as described in the introduction, this is without loss of generality.

As a subroutine for our algorithm we need the following procedure.

▶ Lemma 3 (Lemma 3.1 in [13]). There exists a streaming algorithm 3-Aug-Paths with the following properties:

1. The algorithm is initialized with a matching $M$ and a parameter $\beta > 0$. Then a set $E$ of edges is given to the algorithm one edge at a time.
2. If $M \cup E$ contains at least $\beta |M|$ vertex disjoint 3-augmenting paths, the algorithm returns a set $A$ of at least $\left(\frac{\beta^2}{32}\right) |M|$ vertex disjoint 3-augmenting paths. The algorithm uses space $O(|M|)$.

2.1.1 The Algorithm

We now describe our algorithm MATCH. It runs two algorithms in parallel and selects the better of the two outputs. The first algorithm simply constructs a maximal matching greedily by updating the variable $M_1$. The second algorithm also constructs a matching $M_2^{(1)}$ greedily, but it stops once $M_2^{(1)}$ has $|M^*|(1/2 - \varepsilon)$ edges. We call this Phase 1. Then, it finds 3-augmentations using the 3-Aug-Paths algorithm given by Lemma 3. Finally, it augments the paths found to obtain a matching $M_2$. The constant $\beta$ used in 3-Aug-Paths is optimized for the analysis and will be specified there.

Notice that here we assumed that the algorithm knows $|M^*|$. This assumption can be removed using geometric guessing at a loss of an arbitrary small factor in the approximation ratio. We refer the reader to the full version for details.

2.1.2 Overview of the Analysis

We discuss only the intuition here and refer the reader to the full version for a formal proof. Consider the first portion of the stream until we have seen a small constant fraction of the elements in $E_{opt}$. If the greedy matching up to this point is already close to a $1/2$-approximation, this is good for the second algorithm as we are able to augment the matching using the remaining edges of $M^*$. The other case is good for the first algorithm: We will show that the greedy matching formed so far must contain a significant fraction of the edges in $M^*$ which we have seen so far. If this happens, the first algorithm outputs a matching of size a constant fraction more than $|M^*|/2$.

A technical challenge and novelty comes from the fact that the two events above are not independent of the random order of $E_{opt}$. Hence, when conditioning on one event, we can no longer assume that the order of $E_{opt}$ is uniformly at random. We get around this by showing that the greedy algorithm is robust to small changes in streams. The intuition is that in the first part of the stream the greedy solution either is large for all permutations of $E_{opt}$ or it is small for all permutations. Hence, these are not random events depending on the order, but two cases in which we can assume a uniform distribution.

2.2 Online Setting

Since we can improve $1/2$ for the streaming setting, it is natural to hope that the existing techniques (e.g., the approach of the previous subsection) can be applied in the online setting as well. Surprisingly, this is not the case. In other words, the competitive ratio of $1/2$ is
optimal even for bipartite graphs. The technique from the previous subsection breaks apart, because the algorithm constructs several candidate solutions in parallel by guessing $|M^*|$. This is not a problem for a streaming algorithm, however, an online algorithm can only build one solution.

For a formal proof, we rely on the bipartite construction used in the proof of Theorem 3 from [14]. The authors show that there is no (randomized) algorithm with a competitive ratio of $1/2 + \varepsilon$ for any $\varepsilon > 0$. More precisely, they show that not even a good fractional matching can be constructed online. For fractional matchings, randomization does not help and therefore we can assume the algorithm is deterministic. The original proof is with respect to adversarial order, but it is not hard to see that it transfers to adversarial injections.

The authors construct a bipartite instance that arrives in (up to) $N$ rounds. In round $i$, a matching of size $i$ arrives. The algorithm does not know whether the current round is the last one or not. Hence, it has to maintain a good approximation after each round. This forces the algorithm to take edges that do not belong to the optimal matching and eventually leads to a competitive ratio of $1/2$. The same construction works in our model: The edges from the optimal matching arrive in the last round and their internal order does not affect the proof. In fact, the construction works for any order of the elements within a round. Thus, an algorithm cannot exploit the fact that their order is randomized and therefore also cannot do better than $1/2$.

3 Submodular Maximization

In this section, we consider the problem of submodular maximization subject to a cardinality constraint. The algorithm has query access to a monotone, submodular function $f : 2^E \to \mathbb{R}$ over a ground set $E$. Moreover, $f$ is normalized with $f(\emptyset) = 0$. The goal is to compute a set $S$ of size at most $k$ that maximizes $f(S)$. We present a 0.55-approximate streaming algorithm in the adversarial-injections model which only needs the memory to store $(O(k))^k$ many elements. In particular, this number is independent of the length of the stream.

3.1 Notation

For $e \in E$ and $S \subseteq E$ we write $S + e$ for the set $S \cup \{e\}$ and $f(e \mid S)$ for $f(S + e) - f(S)$. Similarly, for $A, B \subseteq E$ let $f(A \mid B) := f(A \cup B) - f(B)$. An equivalent definition of submodularity of the one given in the introduction states that for any two sets $S \subseteq T \subseteq E$, and $e \in E \setminus T$ it holds that $f(e \mid S) \geq f(e \mid T)$.

We denote by $\sigma$ the stream of elements $E$, by $-\infty$ and $\infty$ the start and end of the stream. For elements $a$ and $b$, we write $\sigma[a, b]$ for the interval including $a$ and $b$ and $\sigma(a, b)$ for the interval excluding them. Moreover, we may assume that $f(\emptyset) = 0$, since otherwise, we may replace the submodular function by $f' : 2^E \to \mathbb{R}_{\geq 0}, T \mapsto f(T) - f(\emptyset)$.

Denote the permutation of $E_{\text{opt}}$ by $\pi$. Let $o^\pi_0 = \emptyset$ and $O^\pi_{i} = \{o^\pi_1, \ldots, o^\pi_i\}$ for all $i$; hence, $E_{\text{opt}} = O^\pi_{k}$ for any $\pi$. Finally, let $\text{OPT} = f(O^\pi_{k})$.

3.2 The Algorithm

For simplicity we present an algorithm with the assumption that it knows the value OPT. Moreover, for the set of increases in $f$, that is $I = \{f(e \mid S) : e \in E, S \subseteq E\}$, we assume that $|I| \leq O(k)$. These two assumptions can be made at a marginal cost in the approximation ratio and an insignificant increase in memory. This follows from standard techniques. We refer the reader to the full version for details.
As a central data-structure, the algorithm maintains a rooted tree $T$ of height at most $k$. Every node except for the root stores a single element from $E$. The structure resembles a prefix tree: Each node is associated with the solution, where the elements on the path from the root to it is selected. The nodes can have at most $|I|$ children, that is, one for each increase. The basic idea is that for some partial solution $S \subseteq E$ (corresponding to a node) and two elements $e, e'$ with $f(e \mid S) = f(e' \mid S)$ we only consider one of the solutions $S \cup \{e\}$ and $S \cup \{e'\}$. More precisely, the algorithm starts with a tree consisting only of the root. When it reads an element $e$ from the stream, it adds $e$ as a child to every node where (1) the distance of the node to the root is smaller than $k$ and (2) the node does not have a child with increase $f(e \mid S)$, where $S$ is the partial solution corresponding to this particular node.

Because of (1), the solutions are always of cardinality at most $k$. When the stream is read completely, the algorithm selects the best solution among all leaves. An example of the algorithm’s behavior is given in Figure 1.

### 3.3 Overview of the Analysis

For analyzing the algorithm, we will use a sophisticated strategy to select one of the leaves and only compare this leaf to the optimum. We emphasize that this selection does not have to be computed by the algorithm. In particular, it does not need to be computable by a streaming algorithm and it can rely on knowledge of $E_{\text{opt}}$ and $E_{\text{noise}}$, which the algorithm does not have. Since the algorithm always takes the best leaf, we only need to give a lower bound for one of them. Before we describe this strategy, we analyze the tree algorithm in two educational corner cases.

The first one shows that by a careful selection of a leaf the algorithm appears to read completely, the algorithm selects the best solution among all leaves. An example of the algorithm’s behavior is given in Figure 1.

![Figure 1](image-url)
Next, we prove that the solution $R^*_k$ is a 1/2-approximation. This already shows that the tree algorithm is 1/2-approximate even in the adversarial order model. By definition of $R^*_k$ and $r^*_i$, we have

$$f(R^*_k) = \sum_{i=1}^{k} f(r^*_i | R^*_{i-1}) \geq \sum_{i=1}^{k} f(o^*_i | R^*_{i-1})$$

$$= \sum_{i=1}^{k} [f(o^*_i | R^*_{i-1}) - f(o^*_i | R^*_k)] + \sum_{i=1}^{k} f(o^*_i | R^*_k).$$

Notice that due to submodularity the term $f(o^*_i | R^*_{i-1}) - f(o^*_i | R^*_k)$ is always non-negative. Moreover, if $o^*_i = r^*_i \in R^*_k$, it collapses to $f(o^*_i | R^*_{i-1})$. Thus, we can bound the right term of the equation and thereby $f(R^*_k)$ with

$$f(R^*_k) \geq \sum_{i=1}^{k} f(o^*_i | R^*_{i-1}) + \sum_{i=1}^{k} f(o^*_i | R^*_k).$$

From submodularity and monotonicity of $f$ it follows that

$$\sum_{i=1}^{k} f(o^*_i | R^*_{i-1}) \geq f(O^*_k | R^*_k) = f(O^*_k \cup R^*_k) - f(R^*_k) \geq f(O^*_k) - f(R^*_k).$$

Hence, we conclude that

$$2f(R^*_k) \geq f(O^*_k) + \sum_{i=1}^{k} f(o^*_i | R^*_{i-1}).$$

This shows that $R^*_k$ is 1/2-approximate, because $O^*_k = E_{opt}$. Indeed, if a significant value of the elements in $E_{opt}$ are taken, then $R^*_k$ is even better than 1/2-approximate.

Recall that the elements $E_{opt}$ are ordered randomly in the adversarial-injections model. Hence, the worst-case in the analysis above is that $R^*_k$ is disjoint from $E_{opt}$ for all realizations of $\pi$. However, by a different analysis we can see that this case is in fact well-behaved. This is because the algorithm would select the same elements $r^*_1, \ldots, r^*_k$ for every realization of $\pi$. Hence, we can safely drop the superscript $\pi$ in $R^*_k$ and $r^*_i$. Since for every element $o \in E_{opt}$ there is some realization of $\pi$ where $o^*_i = o$, yet the algorithm does not pick $o^*_i$, we can bound the increase of each $r_i$ by

$$f(r_i | R_{i-1}) \geq \max_{o \in E_{opt}} f(o | R_{i-1}) \geq \frac{1}{k} \sum_{o \in E_{opt}} f(o | R_{i-1}).$$

By submodularity and monotonicity we get

$$\frac{1}{k} \sum_{o \in E_{opt}} f(o | R_{i-1}) \geq \frac{1}{k} f(E_{opt} | R_{i-1}) \geq \frac{1}{k} (OPT - f(R_{i-1})).$$

This is the same recurrence formula as in the classic greedy algorithm and by simple calculations we get the closed form

$$f(R_k) \geq \left(1 - \left(1 - \frac{1}{k}\right)^k\right) OPT \geq \left(1 - \frac{1}{e}\right) OPT.$$ 

In other words, the algorithm is even $(1 - 1/e)$-approximate in this case. In our main proof we will use a more involved strategy for selecting a leaf. This is to be able to combine the two approaches discussed above.
3.4 Analysis

Let us first define the selection of the leaf we are going to analyze. The elements on the path to this leaf will be denoted by \( s_1^*, \ldots, s_n^* \) and we write \( S_0^* \) for \{ \( s_1^*, \ldots, s_n^* \) \}. The elements are defined inductively, but as opposed to the previous section we need in addition indices \( n_1, \ldots, n_k \). Recall, previously we defined the \((i+1)\)th element \( r_{i+1}^* \) as the best increase in \( \sigma(r_i^*, o_{i+1}^*) \). Here, we use \( n_{i+1} \) to describe the index of the element from \( E_{\text{OPT}} \) which constitutes the end of this interval. It is not necessarily \( o_{i+1}^* \) anymore. We always start with \( n_1 = 1 \), but based on different cases we either set \( n_{i+1} = n_i + 1 \) or \( n_{i+1} = n_i \). We underline that \( n_i \) is independent of the realization of \( \pi \). In the following, \( t \in [0, 1] \) denotes a parameter that we will specify later.

The element \( s_i^* \) will be chosen from two candidates \( u_i^* \) and \( v_i^* \). The former is the best increase of elements excluding \( o_{n_i}^* \) that is,

\[
  u_i^* = \begin{cases} 
    \arg\max_{e \in \sigma(-\infty, o_{n_i}^*)} f(e) & \text{if } i = 1, \\
    \arg\max_{e \in \sigma(s_i^*, o_{n_i}^*)} f(e \mid S_{i-1}^*) & \text{otherwise.}
  \end{cases}
\]

The latter is defined in the same way, except it includes \( o_{n_i}^* \) in the choices, that is,

\[
  v_i^* = \begin{cases} 
    \arg\max_{e \in \sigma(-\infty, o_{n_i}^*)} f(e) & \text{if } i = 1, \\
    \arg\max_{e \in \sigma(s_i^*, o_{n_i}^*)} f(e \mid S_{i-1}^*) & \text{otherwise.}
  \end{cases}
\]

We now define the choice of \( s_i^* \) and \( n_{i+1} \) based on the following two cases. Note that the cases are independent from the realization of \( \pi \).

**Case 1:** \( \mathbb{E}_\pi f(u_i^* \mid S_{i-1}^*) \geq t \cdot \mathbb{E}_\pi f(o_{n_i}^* \mid S_{i-1}^*) \). In this case, we set \( s_i^* = u_i^* \) and \( n_{i+1} = n_i \). Notice that this means \( s_i^* \) is chosen independently from \( o_{n_i}^* \). In other words, we did not see \( o_{n_i}^* \) yet. The element \( o_{n_i}^* \) is still each of the remaining elements in \( E_{\text{OPT}} \) with equal probability. In the analysis this is beneficial, because the distribution of \( o_{n_i}^*, \ldots, o_k^* \) remains unchanged. This is similar to the second case in the previous section.

**Case 2:** \( \mathbb{E}_\pi f(u_i^* \mid S_{i-1}^*) < t \cdot \mathbb{E}_\pi f(o_{n_i}^* \mid S_{i-1}^*) \). Here, set \( s_i^* = v_i^* \) and \( n_{i+1} = n_i + 1 \). Now the distribution of \( o_{n_i}^*, \ldots, o_k^* \) can change. However, a considerable value of \( s_i^* \) over different \( \pi \) comes from taking \( o_{n_i}^* \). As indicated by the first case in the previous section this will improve the guarantee of the algorithm.

The solution \( S_k^* \) corresponds to a leaf in the tree algorithm. Clearly, \( u_i^* \) and \( v_i^* \) are children of the root. Hence, \( s_i^* \) is also a child. Then for induction we assume \( s_i^* \) is a node, which implies \( u_{i+1}^* \) and \( v_{i+1}^* \) are also nodes: The elements \( u_{i+1}^* \) and \( v_{i+1}^* \) are the first elements after \( s_i^* \) with the respective gains \( f(u_{i+1}^* \mid S_i^*) \) and \( f(v_{i+1}^* \mid S_i^*) \). Hence, \( s_{i+1}^* \) is a child of \( s_i^* \).

In order to bound \( \mathbb{E}_\pi f(S_k^*) \), we will study more broadly all values of \( \mathbb{E}_\pi f(S_k^*) \) where \( h \leq k \). To this end, we define a recursive formula \( R(k, h) \) and prove that it bounds \( \mathbb{E}_\pi f(S_k^*)/\text{OPT} \) from below. Then using basic calculus we will show that \( R(k, k) \geq 0.5506 \) for all \( k \). Initialize \( R(k, 0) = 0 \) for all \( k \). Then let \( R(k, h), h \leq k \), be defined by

\[
  R(k, h) = \min \left\{ \frac{t}{k} + \left( 1 - \frac{t}{k} \right) R(k, h - 1), \quad \frac{1}{k} + \left( 1 - \frac{1 + t}{k} \right) R(k - 1, h - 1), \quad \frac{1}{1 + t} \right\}.
\]

**Lemma 4.** For all instances of the problem and \( h \leq k \), the solution \( S_k^* \) as defined above satisfies \( \mathbb{E}_\pi f(S_k^*) \geq R(k, h) \cdot \text{OPT} \).
**Proof.** The proof is by induction over $h$. For $h = 0$, the statement holds as $R(k, 0) \text{OPT} = 0 = E_\pi f(S_n^0)$. Let $h > 0$ and suppose the statement of the lemma holds with $h - 1$ for all instances of the problem. Suppose we are given an instance with $k \geq h$. We distinguish the two cases $s^*_f = u^*_f$ and $s^*_f = v^*_f$.

First, consider $E_\pi f(u^*_f) \geq t \cdot E_\pi f(o^*_f)$, which implies that $s^*_f = u^*_f$. Note that $u^*_f$ is the best element in $\sigma(-\infty, o^*_f)$, consequently, its choice is independent from the realization of $\pi$. Let us drop the superscript in $u^*_f$ and $s^*_f$ for clarity. We construct a new instance mimicking the subtree of $s_1$. Formally, our new instance still has the same $k$ elements $E_{\text{opt}}$, i.e., $k' = k$. The stream is $\sigma' = \sigma(s^*_f, \infty)$ and, the submodular function $f' : 2^U \to \mathbb{R}$, $f'(T) \mapsto f(T | s_1)$. In this instance we have $\text{OPT}' = f(E_{\text{opt}}') = f(E_{\text{opt}} | s_1) \geq \text{OPT} - f(s_1)$. It is easy to see that the elements $s^*_f, \ldots, s^*_{k-1}$ chosen in the new instance correspond exactly to the elements $s^*_f, \ldots, s^*_h$. Hence, with the induction hypothesis we get

$$E_\pi f(S^*_h) = f(s_1) + E_\pi f(S^*_{h-1} | s_1) = f(s_1) + E_\pi f'(S^*_{h-1}) \geq f(s_1) + R(k, h - 1)(\text{OPT} - f(s_1)).$$

By assumption we have $f(s_1) \geq t \cdot E_\pi f(o^*_f) \geq t \cdot \text{OPT} / k$. Together with $R(k, h - 1) \leq 1/(1 + t) \leq 1$ we calculate

$$f(s_1) + R(k, h - 1)(\text{OPT} - f(s_1)) \geq \frac{t}{k} \text{OPT} + R(k, h - 1) \left(1 - \frac{t}{k}\right) \text{OPT}.$$

The right-hand side is by definition at least $R(k, h) \text{OPT}$.

Now we turn to the case $E_\pi f(u^*_f) < t \cdot E_\pi f(o^*_f)$, which means $s^*_f = v^*_f$ is chosen. Similar to the previous case, we construct a new instance. After taking $s^*_f$, our new instance has $k' = k - 1$ elements $E'_{\text{opt}} = E_{\text{opt}} \setminus \{o^*_f\}$, stream $\sigma' = \sigma(s_1, \infty)$, and submodular function $f' : 2^U \to \mathbb{R}$, $f'(T) \mapsto f(T | s^*_f)$. Thus, $\text{OPT}' = f'(E'_{\text{opt}}) = f(E_{\text{opt}} \setminus \{o^*_f\} | s^*_f) \geq \text{OPT} - f(s^*_f \cup o^*_f)$. We remove $o^*_f$ from $E_{\text{opt}}$, because $s^*_f = v^*_f$ depends on it. The distribution of $o^*_f, \ldots, o^*_{k-1}$ when conditioning on the value of $o^*_f$ (and thereby the choice of $s^*_f$) is still a uniformly random permutation of $E_{\text{opt}}$. Like in the previous case, we can see that $S^*_{k-1} = S^*_{k-1} \setminus \{s^*_f\}$ and we can apply the induction hypothesis. First, however, let us examine $E_\pi f(s^*_f \cup o^*_f)$. Since we know that whenever $s^*_f \neq o^*_f$ we have $s^*_f = u^*_f$, it follows that

$$P[s^*_f \neq o^*_f] \cdot E_\pi [f(s_1) | s^*_f \neq o^*_f] \leq E_\pi f(u^*_f) < t \cdot E_\pi f(o^*_f) \leq t \cdot E_\pi f(s^*_f).$$

Hence, we deduce

$$E_\pi f(s^*_f \cup o^*_f) \leq E_\pi f(o^*_f) + P[s^*_f \neq o^*_f] \cdot E_\pi [f(s_1) | s^*_f \neq o^*_f] \leq E_\pi f(o^*_f) + t \cdot E_\pi f(s^*_f).$$

We are ready to prove the bound on $E_\pi f(S^*_h)$. By induction hypothesis, we get

$$E_\pi f(S^*_h) = E_\pi f(s^*_f) + E_\pi f'(S^*_{h-1}) \geq E_\pi f(s^*_f) + R(k - 1, h - 1)(\text{OPT} - E_\pi f(s^*_f \cup o^*_f)).$$

Inserting the bound on $E_\pi f(s^*_f \cup o^*_f)$ we know that the right-hand side is at least

$$E_\pi f(s^*_f) + R(k - 1, h - 1)(\text{OPT} - E_\pi f(o^*_f) - t \cdot E_\pi f(s^*_f)).$$

Using that $f(s^*_f) \geq f(o^*_f)$ for all $\pi$ and $R(k - 1, h - 1) \cdot t \leq t/(1 + t) \leq 1$ we bound the previous term from below by

$$E_\pi f(o^*_f) + R(k - 1, h - 1)(\text{OPT} - (1 + t) E_\pi f(o^*_f)).$$
Finally, we use that \( E_\pi f(o_1^\pi) \geq \text{OPT} / k \) and \( R(k-1, h-1)(1 + t) \leq 1 \) to arrive at

\[
\frac{1}{k} \text{OPT} + R(k-1, h-1) \left( \text{OPT} - \frac{1+t}{k} \text{OPT} \right) \geq R(k, h) \text{OPT},
\]

which concludes the proof.

With \( t = 0.8 \) we are able to show that for sufficiently large \( k \) the minimum in the definition of \( R(k, k) \) is always attained by the first term. Then, after calculating a lower bound on \( R(k, k) \) for small values, we can easily derive a general bound.

**Lemma 5.** With \( t = 0.8 \) for all positive integers \( k \) it holds that \( R(k, k) \geq 0.5506 \).

Figure 2 contains a diagram (generated by computer calculation), which shows that the formula tends to a value between 0.5506 and 0.5507 for \( k \in \{0, \ldots, 10000\} \). The proof requires tedious and mechanical calculations and hence is omitted here. We refer the reader to the full version for complete details.

## 4 Conclusion and Open Problems

In this paper, we introduced a semi-random model called adversarial-injections with the motivation of eliminating algorithms that overfit to random-order streams while still being easier than adversarial-order streams. We studied two classical problems in combinatorial optimization in this model.

For unweighted matching, we could beat \( 1/2 \) in the streaming setting whereas we observed from [14] that we could not beat \( 1/2 \) in the online setting. This also makes our model non-trivial as there is a separation between the online and streaming setting.

For monotone submodular maximization with cardinality constraint \( k \), we obtained a 0.55 approximation algorithm albeit with a huge memory footprint but importantly independent of \( n \) (universe size). The obvious open question is whether one can design a \( (1 - 1/e) \)-approximation algorithm which stores number of elements that is independent of \( n \). Does our algorithm have an approximation ratio of \( 1 - 1/e \)? We observed that the algorithm in [29] is a \( 1/2 + \epsilon \) approximation for a very small \( \epsilon > 0 \). The algorithm stores \( \text{poly}(k) \) elements. Can one design an algorithm that stores only \( \text{poly}(k) \) elements and beats \( 1/2 \) by a significant constant or, even better, gets \( 1 - 1/e \)?
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1 Introduction

The minimum cut problem is one of the most fundamental and well-studied optimization problems in theoretical computer science. Given an undirected edge-weighted graph $G = (V, E)$, the problem asks to find a subset of vertices $S$ such that the total weight of all edges between $S$ and $V \setminus S$ is minimized. The vast literature on the minimum cut problem can be classified into three main approaches:

The maximum-flow approach. The minimum cut problem was originally solved by computing the maximum $st$-flow [3] for all pairs of vertices $s$ and $t$. In 1961, Gomory and Hu [10] showed that only $O(n)$ maximum $st$-flow computations are required, and in 1994 Hao and Orlin [11] showed that in fact a single maximum $st$-flow computation suffices. A maximum $st$-flow can be found in $O(mn \log(n^2/m))$ time using the Goldberg-Tarjan algorithm [9], and the fastest algorithm to date takes $O(mn)$ time [33, 22]. Faster (though not near-linear time) algorithms are known (see e.g [8, 25, 27] and references within) when the graph is unweighted or when the maximum edge weight $W$ is not extremely large.
The edge-contraction approach. An alternative method is edge contraction. If we can identify an edge that does not cross the minimum cut, then we can contract this edge without affecting the minimum cut. Nagamochi and Ibaraki [30, 31] showed how to deterministically find a contractible edge in $O(m)$ time, leading to an $O(mn + n^2 \log n)$-time minimum cut algorithm. Karger [14] showed that randomly choosing the edge to contract works well with high probability. In particular, Karger and Stein [20] showed that this leads to an improved $O(n^2 \log^3 n)$ Monte Carlo algorithm.

The tree-packing approach. In 1961, Nash-Williams [32] proved that, in unweighted graphs, any graph with minimum cut $c$ contains a set of $c/2$ edge-disjoint spanning trees. Gabow’s algorithm [4] can be used to find such a tree-packing with $c/2$ trees in $O(mc \log n)$ time. Karger [18] observed that the $c$ edges of a minimum cut must be partitioned among these $c/2$ spanning trees, hence the minimum cut 1- or 2-respects some tree in the packing. That is, one of the trees is such that at most two of its edges cross the minimum cut (these edges are said to determine the cut). We can therefore find the minimum cut by examining each tree and finding the minimum cut that 1- or 2-respects it.

Several obstacles need be overcome in order to translate this idea into an efficient minimum cut algorithm for weighted graphs: (1) we need a weighted version of tree-packing, (2) finding the packing (even in unweighted graphs) takes time proportional to $c$ (and $c$ may be large), (3) checking all trees takes time proportional to $c$, and (4) one needs an efficient algorithm that, given a spanning tree $T$ of $G$, finds the minimum cut in $G$ that 2-respects $T$ (finding a minimum cut that 1-respects $T$ can be easily done in $O(m + n)$ time, see e.g. [18, Lemma 5.1]).

In a seminal work, Karger [18] overcame all four obstacles: First, he converts $G$ into an unweighted graph by conceptually replacing an edge of weight $w$ by $w$ parallel edges. Then, he uses his random sampling from [16, 14] combined with Gabow’s algorithm [4] to reduce the packing time to $O(m + n \log^3 n)$ and the number of trees in the packing to $O(\log n)$. Finally, he designs a deterministic $O(m \log^2 n)$ time algorithm that given a spanning tree $T$ of $G$ finds the minimum cut in $G$ that 2-respects $T$. Together, this gives an $O(m \log^3 n)$ time randomized algorithm for minimum cut. Until the present work, this was the fastest known algorithm for undirected weighted graphs.

Karger’s $O(m \log^2 n)$ algorithm for the 2-respecting problem finds, for each edge $e \in T$, the edge $e’ \in T$ that minimizes the cut determined by $\{e, e’\}$. He used link-cut trees [35] to efficiently keep track of the sizes of cuts as the candidate edges $e$ of $T$ are processed in a certain order (bough decomposition), consisting of $O(\log n)$ iterations, and guarantees that the number of dynamic tree operations is $O(m)$ per iteration. Since each link-cut tree operation takes $O(\log n)$ time, the total running time for solving the 2-respecting problem is $O(m \log^2 n)$.

In a very recent paper, Lovett and Sandlund [26] proposed a simplified version of Karger’s algorithm. Their algorithm has the same $O(m \log^3 n)$ running time as Karger’s. To solve the 2-respecting problem they use top trees [1] rather than link-cut trees, and use heavy path decomposition [12, 35] to guide the order in which edges of $T$ are processed. A property of heavy path decomposition is that, for every edge $(u, v) \notin T$, the $u$-to-$v$ path in $T$ intersects $O(\log n)$ paths of the decomposition. This property implies that the contribution of each non-tree edge to the cut changes $O(\log n)$ times along the the entire process. See also [6] who use the fact that the bough decomposition, implicitly used by Karger, also satisfies the above property. The idea of traversing a tree according to a heavy path decomposition, i.e., by first processing a smaller subtree and then processing the larger subtree has been used quite a few times in similar problems on trees. See e.g., [2]. While the ideas of Lovett and Sandlund [26] do not improve on Karger’s bound, their paper has drawn our attention to this problem.
1.1 Our result and techniques

In this paper, we present a deterministic $O(m \log n)$ time algorithm that, given a spanning tree $T$ of $G$, finds the minimum cut in $G$ that 2-respects $T$. Using Karger’s framework, this implies an $O(m \log^2 n)$ time randomized algorithm for minimum cut in weighted graphs.

Like prior algorithms for this problem, our algorithm finds, for each edge $e \in T$ the edge $e' \in T$ that minimizes the cut determined by $\{e, e'\}$. The difficult case to handle is when $e$ and $e'$ are such that neither of them is an ancestor of the other. In Karger’s solution, handling each edge $e = (u, v) \in T$ was done using amortized $O(d \log n)$ operations on Sleator and Tarjan’s link-cut trees [35] where $d$ is the number of non-tree edges incident to $u$. Since operations on link-cut trees require $O(\log n)$ amortized time, the time to handle all edges is $O(m \log^2 n)$ (implying an $O(m \log^3 n)$ time algorithm for the minimum cut problem). As an open problem, Karger [18] asked (more than 20 years ago) whether the required link-cut tree operations can be done in constant amortized time per operation (implying an $O(m \log^2 n)$ time algorithm for the minimum cut problem). Karger even pointed out why one could perhaps achieve this: “We are not using the full power of dynamic trees (in particular, the tree we are operating on is static, and the sequence of operations is known in advance).” In this paper, we manage to achieve exactly that. We show how to order the link cut tree operations so that they can be handled efficiently in batches. We call such a batch a bipartite problem (see Definition 9).

Perhaps a reason that the running time of Karger’s algorithm has not been improved in more than two decades is that it is not at all apparent that these bipartite problems can indeed be solved more efficiently. Coming up with an efficient solution to the bipartite problem requires a combination of several additional ideas. Like [26], we use heavy path decomposition, but in a different way. We develop a new decomposition of a tree that combines heavy path decomposition with biased divide and conquer, and use this decomposition in conjunction with a compact representation which we call topologically induced subtrees (see Definition 4). This compact representation turns out to be crucial not only for solving the bipartite problem, but also to the reduction from the original problem to a collection of bipartite problems.

1.2 Application to unweighted graphs

Karger’s method is inherently randomized and obtaining a deterministic (or at least Las Vegas) near-linear time algorithm for the minimum cut in undirected weighted graphs is an interesting open problem. For unweighted graphs, such a deterministic algorithm was provided by Kawarabayashi and Thorup [21]. Later, Henzinger, Rao, and Wang [13] designed a faster $O(m \log^2 n (\log \log n)^2)$ time algorithm. Very recently Ghaffari, Nowicki and Thorup [7] introduced a new technique of random 2-out contractions and applied it to design an $O(\min\{m + n \log^3 n, m \log n\})$ time randomized algorithm that finds a minimum cut with high probability. We stress that the faster algorithms of Henzinger et al. and Ghaffari et al. work only for unweighted graphs, that is, for edge connectivity. Interestingly, the latter uses Karger’s $O(m \log^3 n)$ time algorithm as a black box, and by plugging in our faster method one immediately obtains an improved running time of $O(\min\{m + n \log^2 n, m \log n\})$ for unweighted graphs.
1.3 Independent work

Independently to our work\(^{1}\), Mukhopadhyay and Nanongkai [29] came up with an \(O(m \log n + n \log^2 n)\) time algorithm for finding a minimal 2-respecting cut. While this improves Karger’s bound for sufficiently dense graphs, it does not improve it for all graphs, and is randomized. Our algorithm uses a different (deterministic and simple) approach and strictly dominates both Karger’s and Mukhopadhyay and Nanongkai’s running time for all graphs. There are however benefits to the approach of [29] in other settings. Namely, they use it to obtain an \(\tilde{O}(n)\) cut queries to compute the min-cut, and a streaming algorithm that requires \(\tilde{O}(n)\) space and \(O(\log n)\) passes to compute the min-cut.

2 Preliminaries

2.1 Karger’s algorithm

At a high level, Karger’s algorithm [18] has two main steps. The input is a weighted undirected graph \(G\). The first step produces a set \(\{T_1, \ldots, T_s\}\) of \(s = O(\log n)\) spanning trees such that, with high probability, the minimum cut of \(G\) 2-respects at least one of them. The second step deterministically computes for each \(T_i\) the minimum cut in \(G\) that 2-respects \(T_i\).

The minimum cut in \(G\) is the minimum among the cuts found in the second step. Karger shows [18, Theorem 4.1] that producing the trees \(\{T_1, \ldots, T_s\}\) in the first step can be done in \(O(m + n \log^3 n)\) time, and that finding the minimum 2-respecting cut for all the \(T_i\)'s in the second step can be done in \(O(m \log^3 n)\) time. We will show that each of the steps can be implemented in \(O(m \log^2 n)\) time. Showing this for the second step is the main result of the paper, and is presented in Section 3. For the first step, we essentially use Karger’s proof. Since the first step was not the bottleneck in Karger’s paper, proving a bound of \(O(m \log n)\) was sufficient for his purposes. Karger’s concluding remarks suggest that he knew that the first step could be implemented in \(O(m \log^2 n)\) time. For completeness, we prove the \(O(m \log^2 n)\) bound by slightly modifying Karger’s arguments and addressing a few issues that were not important in his proof. Readers proficient with Karger’s algorithm can safely skip the proof.

▶ Definition 1 (2-respecting and 2-constraining). Given a spanning tree \(T\) and a cut \((S, \bar{S})\), we say that the cut 2-respects \(T\) and that \(T\) 2-constrains the cut if at most 2 edges of \(T\) cross the cut.

▶ Definition 2 (weighted tree packing). Let \(G\) be an unweighted undirected graph. Let \(\mathcal{T}\) be a set of spanning trees of \(G\), where each tree \(T \in \mathcal{T}\) is assigned a weight \(w(T)\). We say that the load of an edge \(e\) of \(G\) (w.r.t. \(\mathcal{T}\)) is \(\ell(e) = \sum_{T \in \mathcal{T}, e \in T} w(T)\). We say that \(\mathcal{T}\) is a weighted tree packing if no edge has load exceeding 1. The weight of the packing \(\mathcal{T}\) is \(\tau = \sum_{T \in \mathcal{T}} w(T)\).

▶ Theorem 3. Given a weighted undirected graph \(G\), in \(O(m \log^2 n)\) time, we can construct a set \(\mathcal{T}\) of \(O(\log n)\) spanning trees such that, with high probability, the minimum cut 2-respects at least one of the trees in \(\mathcal{T}\).

Before proving the above theorem, we first describe how to precompute (in \(O(m \log^2 n)\) time using Matula’s algorithm [28]) a constant factor approximation of the weight \(c\) of the minimum cut in \(G\).

\(^{1}\) To be accurate, their work appeared on arXiv one day after ours.
**Matula’s algorithm** [28]. Matula gave an $O(m/\epsilon)$ time algorithm that finds a $(2 + \epsilon)$ approximation of the minimum cut in an unweighted graph $G$. The algorithm proceeds in iterations, where each iteration takes $O(m)$ time, and either finds a $(2 + \epsilon)$ approximate cut, or produces a subgraph $G'$ that contains the minimum cut of $G$, but has only a constant fraction of the edges of $G$. Hence there are $O(\log n)$ iterations, and the total running time is $O(m)$ for any fixed $\epsilon$.

Matula’s algorithm can be easily extended to the weighted setting. Each iteration can be implemented in $O(m \log n)$ time (cf. [15]), and produces a subgraph $G'$ with a constant factor of the total edge weight of $G$. Thus, the algorithm produces a $(2 + \epsilon)$ approximation of the minimum cut in a weighted graph $G$ in $O(m \log n \log W)$ time, where $W$ is the sum of edge weights in $G$.

The running time can be decreased to $O(m \log^2 n)$ at the expense of a worse constant factor approximation as follows. Let $G$ be a weighted graph. Let $c$ denote the weight of the minimum cut in $G$. Compute a maximum spanning tree $T$ of $G$, and let $w^*$ be the minimum weight of an edge in $T$. It is easy to see [17] that $w^* \leq c \leq n^2 w^*$. Contract all edges $e$ with $w(e) > n^2 w^*$. Clearly, this does not affect the minimum cut. If $w^* \leq n^3$, then all edge weights are now bounded by $n^3$, and we can run Matula’s algorithm in $O(m \log^2 n)$ time, and obtain a $(2 + \epsilon)$-approximate minimum cut. Otherwise, set $\tilde{w}(e) \leftarrow \lfloor w(e)/w^* \rfloor$, and delete all edges with $\tilde{w} = 0$. Call the resulting graph $\tilde{G}$. Observe that $\tilde{G}$ has integer edge weights bounded by $n^5$, so we can find a $(2 + \epsilon)$-approximate minimum cut in $\tilde{G}$ in $O(m \log^2 n)$ time. Now scale up the edge weights in $\tilde{G}$ by $\frac{n^5}{w^*}$. The weight of each edge in $\tilde{G}$ is now off from its original weight in $G$ by at most $\frac{w^*}{n^5} \leq \frac{1}{c^2}$. Thus, the weights of any cut in $\tilde{G}$ and in $G$ differ by at most $c/n$. Hence, an $(2 + \epsilon)$-approximate minimum cut in $\tilde{G}$ is an $O(1)$-approximate minimum cut in $G$.

**Proof of Theorem 3.** Let $(S, \bar{S})$ be the partition of the vertices of $G$ that forms a minimum cut. We assume that all weights are integers, each fitting in a single memory word. Since edges with weight greater than $c$ never cross the minimum cut, we contract all edges with weight greater than our estimate for $c$, so that now the total weight of edges of $G$ is $O(m c)$.

For the sake of presentation we think of an unweighted graph $\tilde{G}$, obtained from $G$ by replacing an edge of weight $w$ by $w$ parallel edges. We stress that $\tilde{G}$ is never actually constructed by the algorithm. Let $\tilde{m}$ denote the number of edges of $\tilde{G}$. By the argument above, $\tilde{m} = O(m c)$. Let $p = \Theta(\log n / c)$. Let $H$ be the unweighted multigraph obtained by sampling $\lfloor p \tilde{m} \rfloor$ edges of $\tilde{G}$ ($H = \tilde{G}$ if $c < \log n$). Clearly, the expected value of every cut in $H$ is $p$ times the value of the same cut in $G$. By [16, Lemma 5.1], choosing the appropriate constants in the sampling probability $p$ guarantees that, with high probability, the value of every cut in $H$ is at least 64/65 times its expected value, and no more than 66/65 times its expected value. It follows that, with high probability, (i) the minimum cut in $H$ has value $c' = \Theta(\log n)$, and that (ii) the value of the cut in $H$ defined by $(S, \bar{S})$ is at most $33c'/32$.

The conceptual process for constructing $H$ can be carried out by randomly selecting $\lfloor p \tilde{m} \rfloor$ edges of $G$ (with replacement) with probability proportional to their weights. Since the total edge weight of $G$ is $O(m c)$, each selection can be easily performed in $O(\log(m c))$ time. Using a standard technique [24], each selection can actually be done with high probability in $O(\log m)$ time. Thus, the time to construct $H$ is $O(p \tilde{m} \log m) = O(m \log^2 n)$. We emphasize that $H$ is an unweighted multigraph with $m' = O(m \log n)$ edges, and note that we can assume no edge of $H$ has multiplicity greater than $c'$ (we can just delete extra copies).
Next, we apply the following specialized instantiation [36, Theorem 2] of Young’s variant [38] of the Lagrangian packing technique of Plotkin, Shmoys, and Tardos [34]. It is shown [36, 38] that for an unweighted graph \( H \) with \( m' \) edges and minimum cut of size \( c' \), the following algorithm finds a weighted tree packing of weight \( 3c'/8 \leq \tau \leq c' \).

1: \( \ell(e) := 0 \) for all \( e \in E(H) \)
2: while there is no \( e \) with \( \ell(e) \geq 1 \) do
3: find a minimum spanning tree \( T \) w.r.t. \( \ell(\cdot) \)
4: \( w(T) = w(T) + 1/(96 \ln m') \)
5: \( \ell(e) = \ell(e) + 1/(96 \ln m') \) for all \( e \in T \)
6: end while

Karger [18, Lemma 2.3] proves that for a graph \( H \) with minimum cut \( c' \), any tree packing of weight at least \( 3c'/8 \), and any cut \( (S, \bar{S}) \) of \( H \) of value at most \( 33c'/32 \), at least a \( 1/8 \) fraction of the trees (by weight) 2-constrain the cut \( (S, \bar{S}) \). Thus, a tree chosen at random from the packing according to the weights 2-constrains the cut \( (S, \bar{S}) \) with probability at least \( 1/8 \). Choosing \( O(\log n) \) trees guarantees that, with high probability, one of them 2-constrains the cut \( (S, \bar{S}) \), which is the minimum cut in \( G \).

It remains to bound the running time of the packing algorithm. Observe that the algorithm increases the weight of some tree by \( 1/(96 \ln m') \) at each iteration. Since the weight \( \tau \) of the resulting packing is bounded by \( c' \), there are at most \( 96c'/\ln m' = O(\log^2 n) \) iterations. The bottleneck in each iteration is the time to compute a minimum spanning tree in \( H \). We argue that this can be done in \( O(m) \) time even though \( m' = O(n \log n) \). To see this, first note that since \( H \) is a subgraph of \( G \), \( H \) has at most \( m \) edges (ignoring multiplicities of parallel edges). Next note that it suffices to invoke the MST algorithm on a subgraph of \( H \) that includes just the edge with minimum load among any set of parallel edges. Since the algorithm always increases the load of edges by a fixed amount, the edge with minimum load in each set of parallel edges can be easily maintained in \( O(1) \) time per load increase by maintaining a cyclic ordered list of each set of parallel edges and moving to choose the next element in this cyclic list whenever the load of the current element is incremented. Hence, we can invoke the randomized linear time MST algorithm [19] on a simple subgraph of \( H \) of size \( O(m) \). It follows that the running time of the packing algorithm, and hence of the entire procedure, is \( O(m \log^2 n) \).

### 2.2 Link-cut trees

In our algorithm we will repeatedly use a structure that maintains a rooted tree \( T \) with costs on the edges under the following operations:

1. \( T.\text{ADD}(u, \Delta) \) adds \( \Delta \) to the cost of every edge on the path from \( u \) to the root,
2. \( T.\text{PATH}(u) \) finds the minimum cost of an edge on the path from \( u \) to the root,
3. \( T.\text{SUBTREE}(u) \) finds the minimum cost of an edge in the subtree rooted at \( u \).

All three operations can be supported with a link-cut tree [35] in amortized \( O(\log |T|) \) time.\(^2\)

We note that we only require these three operations and do not actually use the link and cut functionality of link-cut trees. Other data structures might also be suitable. See, e.g., the use of top-trees in [26].

\(^2\) The original paper [35] did not include the third operation. However, as shown in [23, Appendix 17], it is not difficult to add it.
2.3 Topologically induced subtrees

For a rooted tree $T$ and a node $v$ we denote by $T_v$ the subtree of $T$ rooted at $v$. For an edge $e$ of $T$ we denote by $T_e$ the subtree of $T$ rooted at the lower endpoint of $e$.

Let $T$ be a binary tree with edge-costs and $n$ nodes, equipped with a data structure that can answer lowest common ancestor (LCA) queries on $T$ in constant time [12]. Let $\Lambda = \{w_1, w_2, \ldots, w_s\}$ be a subset of nodes of $T$. We define a smaller tree $T_\Lambda$ that is equivalent to $T$ in the following sense:

Definition 4 (topologically induced tree). We say that a tree $T_\Lambda$ is topologically induced on $T$ by $\Lambda$ if for every $S \subseteq \Lambda$, the minimum cost edge $f \in T_\Lambda$ with $T_\Lambda f \setminus \Lambda = S$ has the same cost as the minimum cost edge $e \in T$ with $T e \setminus \Lambda = S$.

To be clear, the above definition implies that, for any $S \subseteq \Lambda$, there is an edge $e \in T$ with $T e \setminus \Lambda = S$, if and only if there is an edge $f \in T_\Lambda$ with $T_\Lambda f \setminus \Lambda = S$. The term topologically induced tree will be justified by the construction in the following lemma.

Lemma 5. There exists an algorithm that, given a binary tree $T$ with edge costs, equipped with a link-cut data structure, and a list $\Lambda = \{w_1, w_2, \ldots, w_s\}$ of nodes of $T$, ordered according to their visit time in a preorder traversal of $T$, constructs in $O(\min\{|T|, s \log |T|\})$ time, a tree $T_\Lambda$ of size $O(s)$ that is topologically induced on $T$ by $\Lambda$.

Proof. We define the tree $T_\Lambda$ to be a tree over all nodes $w_i \in \Lambda$, together with the root and the lowest common ancestor in $T$ of every pair of nodes $w_i$ and $w_j$. For any two nodes $u, v \in T_\Lambda$, $u$ is an ancestor of $v$ in $T_\Lambda$ if and only if $u$ is an ancestor of $v$ in $T$. Thus, each edge $(u, v)$ of $T_\Lambda$ corresponds to the $u$-to-$v$ path in $T$. The edges on this path in $T$ are exactly the edges $e$ of $T$ with $T e \setminus \Lambda = T_\Lambda e \setminus \Lambda$. Hence, the paths of $T$ corresponding to distinct edges of $T_\Lambda$ are edge disjoint. We define the cost of the edge $(u, v)$ of $T_\Lambda$ to be the minimum cost of an edge on the corresponding path in $T$. It follows that for every $\emptyset \neq S \subseteq \Lambda$, the
minimum cost edge $f \in T^\Lambda$ with $T^\Lambda \cap \Lambda = S$ has the same cost as the minimum cost edge $e \in T$ with $T_e \cap \Lambda = S$. To guarantee that this condition holds for $S = \emptyset$ as well, we choose the edge $e$ of $T$ with the minimum cost such that $T_e \cap \Lambda = \emptyset$ and proceed as follows if such an edge exists. We create a new node $v$ and change the root of $T^\Lambda$ to $v$ by making the old root of $T^\Lambda$ a child of $v$ via an edge with infinite cost. We then add a new edge incident to $v$, whose cost is set to the cost of $e$. This transformation does not change $T_e \cap \Lambda$ for any edge $e$ of $T^\Lambda$, but now that condition with $S = \emptyset$ is satisfied for the new edge incident to the root.

We now turn to proving the construction time. We first prove that $T^\Lambda$ consists of at most $2s$ nodes. This is because $T^\Lambda$ consists only of the root, the nodes $w_i$ and $\text{LCA}(w_i, w_{i+1})$. To see this, consider two nodes $w_i$ and $w_j$ with $i < j$ such that their lowest common ancestor $u$ is different than $w_i$ and $w_j$. Let $u_e \ (u_r)$ be the left (right) child of $u$. Then, $w_i$ is a descendant of $u_l$ and $w_j$ a descendant of $u_r$. Let $i'$ be the largest index such that $w_{i'}$ is in the subtree rooted at $u_e$. Then $u = \text{LCA}(w_{i'}, w_{i'+1})$.

We next prove that $T^\Lambda$ can be constructed in $O(s)$ time. We use a method similar to constructing the Cartesian tree [37, 5] of a sequence: we scan $w_1, w_2, \ldots, w_s$ from the left to right while maintaining the subtree of $T^\Lambda$ induced by $w_0 = \text{LCA}(w_1, w_s)$, and $w_1, w_2, \ldots, w_s$. Initially, the subtree of $T^\Lambda$ induced by $w_0$ and $w_1$ is just a single edge $(w_0, w_1)$. We keep the rightmost path of the subtree of $T^\Lambda$ induced by $w_0, w_1, \ldots, w_i$ on a stack, with the bottommost edge on the top. To process $w_{i+1}$, we first find $x = \text{LCA}(w_i, w_{i+1})$. Then, we pop from the stack all edges $(u, v)$ such that $u$ and $v$ are both below (or equal to) $x$ in $T$. Finally, we possibly split the edge on the top of the stack into two and push a new edge onto the stack. The amortized complexity of every step is constant, so the total time is $O(s)$.

Once $T^\Lambda$ is constructed, we set the cost of every edge $(u, v)$ in $T^\Lambda$ to be the minimum cost of an edge on the $u$-to-$v$ path in $T$. This can be done in $O(\log |T|)$ time per edge of $T^\Lambda$ by first calling $T.\text{ADD}(u)(\infty)$, then $T.\text{PATH}(v)$ to retrieve the answer, and finally $T.\text{ADD}(u)(-\infty)$, for a total of $O(s \log |T|)$ time. Alternatively, we can explicitly go over the edges of the corresponding paths of $T$ for every edge of $T^\Lambda$. We had argued above that these paths are disjoint so this takes $O(|T|)$ in total.

We also need to compute the cost of the edge $e$ of $T$ with minimum cost such that $T_e \cap \Lambda = \emptyset$. To this end, for each $v \in \Lambda$ we add $\infty$ to the cost of all edges on the path from $v$ to the root of $T$. This takes $O(\min(|T|, s \log |T|))$ by either a bottom up computation on $T$, or using $T.\text{ADD}(u, \infty)$ for every $v \in \Lambda$. We then retrieve the edge with minimum cost in the entire tree in $O(\log |T|)$ time by a call to $\text{SUBTREE}$ for the root of $T$, and then subtract $\infty$ from the cost of all edges on the path from $v$ to the root of $T$ for every $v \in \Lambda$.

We will use the fact that the operation of taking the topologically induced subtree is composable in the following sense.

**Proposition 6.** Let $T$ be a binary tree with edge-costs. Let $\Lambda_2 \subseteq \Lambda_1$ be subsets of nodes of $T$. Let $T_1$ be topologically induced on $T$ by $\Lambda_1$ and $T_2$ be topologically induced on $T_1$ by $\Lambda_2$. Then $T_2$ is topologically induced on $T_1$ by $\Lambda_2$.

### 3 Finding a Minimum 2-respecting Cut

Given a graph $G$ and a spanning tree $T$ of $G$, a cut in $G$ is said to 2-respect the tree $T$ if at most two edges $e, e'$ of $T$ cross the cut (these edges are said to determine the cut). In this section we prove the main theorem of this paper:

**Theorem 7.** Given an edge-weighted graph $G$ with $n$ vertices and $m$ edges and a spanning tree $T$, the minimum (weighted) cut in $G$ that 2-respects $T$ can be found in $O(m \log n)$ time.
The minimum cut determined by every single edge can be easily found in \( O(m + n) \) time [18, Lemma 5.1]. We therefore focus on finding the minimum cut determined by two edges. Observe that the cut determined by \( \{e, e'\} \) is unique and consists of all edges \((u, v) \in G\) such that the \( u\text{-}v \) path in \( T \) contains exactly one of \( \{e, e'\} \).

We begin by transforming \( T \) (in linear time) into a binary tree. This is standard and is done by replacing every node of degree \( d \) with a binary tree of size \( O(d) \) where internal edges have weight \( \infty \) and edges incident to leaves have their original weight. We also add an artificial root to \( T \) and connect it to the original root with an edge of weight \( \infty \). From now we will be working with binary trees only.

### 3.1 Descendant edges

We first describe an \( O(m \log n) \) time algorithm for finding the minimum cut determined by all pairs of edges \( \{e, e'\} \) where \( e' \) is a descendant of \( e \) in \( T \) (i.e. \( e' \) is in the subtree of \( T \) rooted at the lower endpoint of \( e \)). To this end we shall efficiently find, for each edge \( e \) of \( T \), the descendant edge \( e' \) that minimizes the weight of the cut determined by \( \{e, e'\} \), and return the pair minimizing the weight of the cut.

For a given edge \( e \) of \( T \), let \( T_e \) denote the subtree of \( T \) rooted at the lower endpoint of \( e \). We associate with every node \( x \) a list of all edges \((u, v)\) such that \( x \) is the lowest common ancestor of \( u \) and \( v \). Note that all these lists can be computed in linear time, and form a partition of the edges of \( T \). We also compute in \( O(m) \) time, for every edge \( e \) of \( T \), the total weight \( A(e) \) of all edges with exactly one endpoint in \( T_e \) (in fact, this is the information computed by Karger’s algorithm for the 1-respecting case). Note that \( A(e) \) includes the weight of \( e \).

Using a link-cut tree we maintain a score for every edge \( e \) of \( T \). All scores are first initialized to zero. Then, for every edge \((u, v)\) of \( T \), we increase the score of all edges on the \( u\text{-}v \) path in \( T \) by the weight \( w(u, v) \) of \((u, v)\). This takes \( O(\log n) \) time per edge \((u, v)\) by calling \( T\.ADD(u, w(u, v)) \), \( T\.ADD(v, (u, w(u, v))) \) and \( T\.ADD(\text{LCA}(u, v), -2(u, w(u, v))) \). This initialization takes \( O(m \log n) \) time. We then perform an Euler tour of \( T \). When the tour first descends below a node \( x \), for every edge \((u, v)\) in the list of \( x \), we decrease the score of all edges on the \( u\text{-}v \) path in \( T \) by \( 2w(u, v) \). Note that, at any point during this traversal, each edge \((u, v)\) either contributes \( w(u, v) \) or \(-w(u, v)\) to the score of every edge on the \( u\text{-}v \) path in \( T \), depending on whether the tour is yet to descend below \( \text{LCA}(u, v) \) or has already done so. As above, each update can be implemented in \( O(\log n) \) time. Since every edge appears in exactly one list, the total time to perform all the updates is \( O(m \log n) \).

**Lemma 8.** Consider the point in time when the Euler tour had just encountered an edge \( e \) for the first time. At that time, for every descendant edge \( e' \) of \( e \), the weight of the cut determined by \( \{e, e'\} \) is \( A(e) \) plus the score of \( e' \).

**Proof.** Observe that the weight of the cut determined by \( \{e, e'\} \) is the sum of weights of all edges with (1) one endpoint in \( T_e - T_{e'} \) and the other not in \( T_{e'} \), or (2) one endpoint in \( T_{e} - T_{e'} \) and the other not in \( T_{e} \). Note that the edges satisfying (1) have exactly one endpoint in \( T_e \), and hence their weight is accounted for in \( A(e) \). However, \( A(e) \) also counts the weight of edges \((u, v)\) with one endpoint in \( T_{e'} \) and the other not in \( T_{e} \). Such edges do not cross the cut. Note that for such edges both \( e \) and \( e' \) are on the \( u\text{-}v \) path in \( T \). The fact that \( e \) is on the \( u\text{-}v \) path implies that the traversal has already descended below \( \text{LCA}(u, v) \). Hence, \((u, v)\) currently contributes \(-w(u, v)\) to the score of \( e' \), offsetting its contribution to
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$A(e)$. Next note that the edges satisfying (2) are edges $(u, v)$ with both $u$ and $v$ in $T_e$, which means that they are not accounted for in $A(e)$, and that the traversal did not yet descend below LCA$(u, v)$. Hence the contribution of such an edge $(u, v)$ to the score of $e'$ is indeed the weight of $(u, v)$.

By the lemma, the descendant edge $e'$ of $e$ that minimizes the weight of the cut determined by $\{e, e'\}$ is the edge with minimum score in the subtree of $e$ at that time. The score of this edge $e'$ can be found in $O(\log n)$ time by calling $T\text{.SUBTREE}(x)$, where $x$ is the lower endpoint of $e$.

### 3.2 Independent edges

We now describe an $O(m \log n)$ time algorithm for finding the minimum cut determined by all pairs of edges $\{e, e'\}$ where $e$ is independent of $e'$ in $T$ (i.e. $e$ is not a descendant of $e'$ and $e'$ is not a descendant of $e$). We begin by showing that the problem can be reduced to the following bipartite problem:

**Definition 9** (The bipartite problem). Given two trees $T_1$ and $T_2$ with costs on the edges and a list of non-tree edges $L = \{(u, v) : u \in T_1, v \in T_2\}$ where each non-tree edge has a cost, find a pair of edges $e, e' \in T_1$ and $e, e' \in T_2$ that minimize the sum of costs of $e$, of $e'$, and of all non-tree edges $(u, v) \in L$ where $u$ is in $T_{1,e}$ and $v$ is in $T_{2,e'}$. The size of such a problem is defined as the number of non-tree edges in $L$ plus the sizes of $T_1$ and $T_2$.

**Lemma 10.** Given an edge-weighted graph $G$ with $n$ vertices and $m$ edges and a spanning tree $T$, finding the minimum cut among those determined by a pair of independent edges $\{e, e'\}$ can be reduced in $O(m \log n)$ time to multiple instances of the bipartite problem of total size $O(m)$.

**Proof.** Recall that every node $w$ of $T$ has at most two children. We create a separate bipartite problem for every node $w$ of $T$ that has exactly two children ($x$ and $y$). This bipartite problem will be responsible for finding the minimum cut determined by all pairs of independent edges $\{e, e'\}$ where $e$ is in $T_x$ and $e'$ is in $T_y$.

Throughout our description, note the distinction between edge weights and edge costs. The input graph $G$ has edge weights, and the goal is to find the cut with minimum weight. The bipartite problems we define have edge costs, which are derived from the weights of edges in the input graph.

We initialize the cost of every edge of $G$ to be zero. Then, for every edge $f = (u, v)$ of $G$, we add the weight of $f$ to the cost of every edge on the $u$-to-$v$ path. We maintain the costs in a link-cut tree so each $f$ is handled in $O(\log n)$ time. Now consider any node $w$ with exactly two children $x$ and $y$, and any pair of independent edges $\{e, e'\}$ where $e$ is in $T_x$ and $e'$ is in $T_y$. Observe that the edges crossing the cut determined by $\{e, e'\}$ are exactly the edges $f = (u, v)$ with one endpoint in $T_x$ or in $T_{e'}$, and the other endpoint not in $T_x$ nor in $T_{e'}$. Hence, the weight of the cut determined by $\{e, e'\}$ equals the sum of the cost of $e$ plus the cost of $e'$ minus twice the total weight of all non-tree edges $f = (u, v)$ such that $u$ is in $T_x$ and $v$ is in $T_{e'}$.

We therefore define the bipartite problem for $w$ as follows: (1) $T_1$ is composed of the edge $(w, x)$ and the subtree rooted at $x$ with costs as described above, (2) $T_2$ is composed of the edge $(w, y)$ and the subtree rooted at $y$ with the costs as described above, and (3) for every non-tree edge $f = (u, v)$ with weight $c$ such that LCA$(u, v) = w$ the list of non-tree edges $L$ includes $(u, v)$ with cost $-2c$. By construction, the solution to this bipartite problem is the pair of independent edges $e, e'$ with $e \in T_x$ and $e' \in T_y$ that minimize the weight of the cut in $G$ defined by $e$ and $e'$.
The only issue with the above bipartite problem is that the overall size of all bipartite problems (over all nodes $w$) might not be $O(m)$. This is because the edges of $T$ might appear in the bipartite problems defined for more than a single node $w$. In order to guarantee that the overall size of all bipartite problems is $O(m)$, we construct a compact bipartite problem using the topologically induced trees of Lemma 5.

We construct in $O(m)$ time a constant-time LCA data structure [12] for $T$. In overall $O(m \log n)$ time, we construct, for each node $w \in T$ with exactly two children $x$ and $y$:  
1. A list $L_w$ of all non-tree edges $(u, v)$ with $LCA(u, v) = w$.  
2. A list $\Lambda_x = \{w, x\} \cup \{u : (u, v) \in L_w \text{ and } u \in T_x\}$, sorted according to their visit time in a preorder traversal of $T$.  
3. A list $\Lambda_y = \{w, y\} \cup \{v : (u, v) \in L_w \text{ and } v \in T_y\}$, sorted according to their visit time in a preorder traversal of $T$.

These lists require $O(m)$ space and can be easily computed in $O(m \log n)$ time by going over the non-tree edges, because each non-tree edge is in the list $L_w$ of a unique node $w$.

The list $L$ for the compact bipartite problem is identical to the list $L$ for the non-compact problem. The tree $T^1$ ($T^2$) for the compact bipartite problem of $w$ is the topologically tree induced on $(w, x) \cup T_x$ ($w, y) \cup T_y$ by $\Lambda_x$ ($\Lambda_y$). This is done in $O(|\Lambda_x| \log n) \cdot O(|\Lambda_y| \log n)$ time by invoking Lemma 5. It follows that the total time for constructing all compact bipartite problems is $O(m \log n)$ and the their total space is $O(m)$.

It remains to argue that the solution to the compact bipartite problem is identical to the solution to the non-compact one. Observe that the cost of a solution $e, e'$ for the non-compact bipartite problem is the cost of $e$ plus the cost of $e'$ plus the cost of all edges in $L$ with one endpoint in $T_1 \cap \Lambda$ and the other endpoint in $T_2 \cap \Lambda$.

Consider now any pair of edges $e$ and $e'$ for the non-compact bipartite problem. By definition of topologically induced trees, the minimum cost edge $f \in T^1 \cap \Lambda$ with $T^1 \cap \Lambda = T_1 \cap \Lambda$, has cost not exceeding that of $e$. An analogous argument holds for $e'$ and an edge $f'$ of $T^2$. Hence, the cost of the optimal solution for the compact problem is not greater than that of the non-compact problem. Conversely, for any edge $f$ in $T^1$, there exists an edge $e$ in $T_1$ with cost not exceeding that of $f$ and $T_1 \cap \Lambda = T_1 \cap \Lambda$. Hence, the cost of the optimal solution for the compact problem is not less than that of the non-compact problem. It follows that the two solutions are the same.

The proof of Theorem 7 follows from the above reduction and the following solution to the bipartite problem:

**Lemma 11.** A bipartite problem of size $m$ can be solved in $O(m \log m)$ time.

**Proof.** Recall that in the bipartite problem we are given two trees $T_1$ and $T_2$ with edge-costs and a list of non-tree edges $L = \{(u, v) : u \in T_1, v \in T_2\}$ where each non-tree edge has a cost. To prove the lemma, we describe a recursive $O(m \log m)$ time algorithm that finds, for every edge $e \in T_1$, the best edge $e' \in T_2$ (i.e. the edge $e'$ that minimizes the sum of costs of $e'$ and of all non-tree edges $(u, v) \in L$ where $u$ in $T_1$ and $v \in T_2$).

We begin by applying a standard heavy path decomposition [12] to $T_1$, guided by the number of non-tree edges: The heavy edge of a node of $T_1$ is the edge leading to the child whose subtree has the largest number of incident non-tree edges in $L$ (breaking ties arbitrarily). The other edges are called light. The maximal sets of connected heavy edges define a decomposition of the nodes into heavy paths.

We define a fragment of the tree $T_1$ to be a subtree of $T_1$ formed by a contiguous subpath $u_1 - u_2 - \cdots - u_k$ of some heavy path of $T_1$, together with all subtrees hanging from this subpath via light edges. Given a fragment $f$, let $L(f) = \{(x_1, y_1), (x_2, y_2), \ldots, (x_l, y_l)\}$ be
the set of edges \((x, y)\) of \(L\) with \(x \in f\). We define the induced subtree \(T_2(f)\) to be the tree topologically induced on \(T_2\) by the root of \(T_2\) and \(\{y_1, y_2, \ldots, y_\ell\}\). The size of \(T_2(f)\) is \(|T_2(f)| = O(|L(f)|)\). We also define a modified induced subtree \(T'_2(f)\) as follows. Let \(L_i(f)\) be the set of edges \((x, y) \in L\) with \(x\) in the subtree rooted at the heavy child of the last node \(u_k\) of the fragment \(f\) (if such a heavy child exists). Consider the tree \(T_2\), where the cost of each edge \(e'\) of \(T_2\) is increased by the total cost of all edges \((x, y) \in L_i(f),\) where \(y\) is in \(T_{2,e'}\). The modified induced subtree \(T'_2(f)\) is defined as the tree topologically induced by the root of \(T_2\) and \(\{y_1, y_2, \ldots, y_\ell\}\) on this modified \(T_2\).

\[\text{Figure 2} \quad \text{On the left: A fragment (in light gray) in the tree } T_1, \text{ defined by the top node } u_1 \text{ and the bottom node } u_k, \text{ both laying on the same heavy path (solid edges). The triangles (in dark gray) are the subtrees hanging from the heavy paths via light edges (dashed). On the right: The tree } T_2 \text{ (black) connected to the fragment via three non-tree edges (blue). The endpoints } w_1, w_2, w_3 \text{ of these edges define the topologically induced tree (in red).}\]

We are now ready to describe the recursion. The input to a recursive call is a fragment \(f\) of \(T_1\) and the list \((x_1, y_1), (x_2, y_2), \ldots, (x_\ell, y_\ell)\) of all non-tree edges in \(L\) with \(x_i \in f\), together with \(T_2(f)\) and \(T'_2(f)\). A fragment \(f\) is specified by the top node \((u_1)\) and the bottom node \((u_k)\) of the corresponding subpath of a heavy path of \(T_1\). In the first call, \(f\) is specified by the root of \(T_1\) and the leaf ending the heavy path of \(T_1\) that contains the root. That is, in the first call \(f\) is the entire tree \(T_1\). The list of non-tree edges for the first call is the entire list \(L\). The recursion works by selecting the middle node of the subpath, defined as follows: We define the light size \(s_i\) of node \(u_i\) as the number of non-tree edges \((x, y) \in L\) where either \(x = u_i\) or \(x\) is in the subtree rooted at the light child of \(u_i\). Note that \(s_1 + s_2 + \ldots + s_k = |L(f)|\). If
s_1 > |L(f)|/2 then the middle node is defined as u_1. Otherwise, the middle node is defined as the node u_i such that s_1 + \ldots + s_{i-1} \leq |L(f)|/2 but s_1 + \ldots + s_i > |L(f)|/2. We keep, for every heavy path P of T_1 a list of the nodes of P with non-zero light size, ordered according to their order on P. We find the middle node u_i in O(|L(f)|) time by going over the nodes in this list one after the other until we encounter the middle node.

After identifying the middle node u_i we apply recursion on the following three fragments: the fragment defined by subpath u_1 \ldots u_{i-1}, the fragment defined by subpath u_{i+1} \ldots u_k, and the fragment consisting of the entire subtree rooted at the light child of u_i. Before a recursive call to fragment g, we construct the appropriate T_2(g) and T_2'(g). The induced tree T_2(g) can be computed from T_2(f) in O(|T_2(f)|) = O(|L(f)|) time by invoking Lemma 5 on T_2(f) with \Lambda_g = r \cup \{y : (x, y) \in L(g)\}, where r is the root of T_2. Note that we had defined T_2(g) as the topologically induced tree on T_2 by \Lambda_g, not on T_2(f) by \Lambda_g. However, since \Lambda_g \subseteq \Lambda_f, by Proposition 6, the two definitions are equivalent.

For constructing T_2'(g) from T_2(f), we first need to increase the cost of each edge \tilde{e} of T_2(f) by the total cost of edges in L_1(g) \setminus L_1(f) that are incident to T_2'(f). This can be done in a single bottom up traversal of T_2(f) in O(|L(f)|) time. Then, we invoke Lemma 5 on T_2'(f) with \Lambda_g to obtain T_2'(g). To summarize, constructing the trees T_2(g) and T_2'(g) for all three recursive subproblems takes O(|L(f)|) time.

The three recursive calls will take care of finding the best edge e' \in T_2 for every edge e \in T_1 included in one of the recursive problems. It only remains to handle the three edges that do not belong to any of the recursive problems; the edge between u_i and its light child, the edge (u_{i-1}, u_i), and the edge (u_i, u_{i+1}). For each such edge e we describe a procedure that finds its best e' \in T_2(f) in time O(|T_2(f)|).

Recall that, by definition of the bipartite problem, the best edge e' for e is the edge e' of T_2 minimizing the cost of e' plus the cost of all non-tree edges (x, y) \in L with x \in T_{1e}, and y \in T_{2e'}. For the case where e is the edge between u_i and its light child, T_{1e} = T_1(f). We therefore mark all non-tree edges (x, y) \in L(f), where x is in T_1(f). A non-efficient solution would work directly on T_2 by propagating, in a bottom up traversal of T_2, the cost of all marked edges so that, after the propagation, the cost of every edge e' in T_2 has been increased by the total cost of all non-tree edges (x, y) \in L with x \in T_1(f), and with y \in T_{2e'}. Then we can take the edge e' \in T_2 with minimum cost. However, this would take O(|T_2|) = O(m), which is too slow. Instead, we perform the propagation in T_2(f). Namely, in a bottom up traversal of T_2(f), we propagate the cost of all marked edges so that, after the propagation, the cost of every edge e' in T_2(f) has been increased by the total cost of all non-tree edges (x, y) \in L(f) with x \in T_1(f), and with y \in T_{2e'}. This takes O(|T_2|) = O(|L(f)|) time.

The procedure for the cases where e is the edge (u_{i-1}, u_i) or (u_i, u_{i+1}) is identical, except that we apply it with T_2'(f) instead of T_2(f). This difference stems from the fact that applying the above procedure on T_2(f) only considers the costs of the non-tree edges in L(f), but not the costs of the non-tree edges in L_1(f), which might also cross cuts involving the edges (u_{i-1}, u_i) or (u_i, u_{i+1}). The definition of the costs of edges in T_2'(f) takes into account the contribution of costs of non-tree edges in L_1(f). The rest of the propagation procedure and the proof of its correctness remain unchanged.

To analyze the overall running time, let T(m) be the time to handle a fragment f corresponding to a whole heavy path, and T'(m) be the time to handle a fragment f corresponding to a proper subpath of some heavy path, where m = |L(f)|. Then T(m) =
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$T'(m_1) + T(m_2) + T'(m_3)$ for some $m_1, m_2, m_3$, where $m_1 + m_2 + m_3 = m$ since the subproblems are disjoint, $m_1, m_3 \leq m/2$ by the choice of the middle node, and $m_2 \leq m/2$ by the definition of a heavy path. This is since the light child of $u_i$ does not have more incident non-tree edges in its subtree than the number of non-tree edges incident to the subtree of the heavy child $u_{i+1}$. When $f$ corresponds to a whole heavy path the number of non-tree edges incident to the subtree of $u_{i+1}$ is exactly $m_3$. Similarly, for the case where $f$ does not correspond to a whole heavy path, $T'(m) = T'(m_1) + T(m_2) + T'(m_3)$ for some $m_1, m_2, m_3$, where $m_1 + m_2 + m_3 = m$ and $m_1, m_3 \leq m/2$ (but now we cannot guarantee that $m_2 \leq m/2$). Considering the tree describing the recursive calls, on any path from the root (corresponding to the fragment consisting of the whole $T_1$) to a leaf, we have the property that the value of $m$ decreases by at least a factor of 2 every two steps. Hence, the depth of the recursion is $O(\log m)$. It follows that the total time to handle a bipartite problem of size $m$ is $O(m \log m)$.
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Abstract
In this paper we consider the following sparse recovery problem. We have query access to a vector $x \in \mathbb{R}^N$ such that $\hat{x} = Fx$ is $k$-sparse (or nearly $k$-sparse) for some orthogonal transform $F$. The goal is to output an approximation (in an $\ell_2$ sense) to $\hat{x}$ in sublinear time. This problem has been well-studied in the special case that $F$ is the Discrete Fourier Transform (DFT), and a long line of work has resulted in sparse Fast Fourier Transforms that run in time $O(k \cdot \text{polylog} N)$. However, for transforms $F$ other than the DFT (or closely related transforms like the Discrete Cosine Transform), the question is much less settled.

In this paper we give sublinear-time algorithms – running in time $\text{poly}(k \log(N))$ – for solving the sparse recovery problem for orthogonal transforms $F$ that arise from orthogonal polynomial transforms. More precisely, our algorithm works for any $F$ that is an orthogonal polynomial transform derived from Jacobi polynomials. The Jacobi polynomials are a large class of classical orthogonal polynomials (and include Chebyshev and Legendre polynomials as special cases), and show up extensively in applications like numerical analysis and signal processing. One caveat of our work is that we require an assumption on the sparsity structure of the sparse vector, although we note that vectors with random support have this property with high probability.

Our approach is to give a very general reduction from the $k$-sparse sparse recovery problem to the 1-sparse sparse recovery problem that holds for any flat orthogonal polynomial transform; then we solve this one-sparse recovery problem for transforms derived from Jacobi polynomials. Frequently, sparse FFT algorithms are described as implementing such a reduction; however, the technical details of such works are quite specific to the Fourier transform and moreover the actual implementations of these algorithms do not use the 1-sparse algorithm as a black box. In this work we give a reduction that works for a broad class of orthogonal polynomial families, and which uses any 1-sparse recovery algorithm as a black box.
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1 Introduction

In this paper, we consider the following sparse recovery problem. Suppose that we have query access to a vector \( \mathbf{x} \in \mathbb{R}^N \), which has the property that for a fixed orthogonal transform matrix \( \mathbf{F} \), \( \hat{\mathbf{x}} = \mathbf{F} \mathbf{x} \) is \( k \)-sparse (or approximately \( k \)-sparse, in the sense that \( \hat{\mathbf{x}} \) is close in \( \ell_2 \) distance to a \( k \)-sparse vector). The goal is to recover an approximation \( \hat{\mathbf{z}} \) to \( \hat{\mathbf{x}} \), so that \( \| \hat{\mathbf{x}} - \hat{\mathbf{z}} \|_2 \) is small with high probability, as quickly as possible.

Variants of this problem have been studied extensively over several decades – we refer the reader to the book [16] for many examples and references. One particularly well-studied example is the sparse Fast Fourier Transform (sFFT) – see the survey [18] and the references therein. In this case, the matrix \( \mathbf{F} \) is taken to be the Discrete Fourier Transform (DFT) and a long line of work has produced near-optimal results: algorithms with running time \( O(k \text{polylog}(N)) \) and sample complexity \( O(k \log N) \) [8, 9, 19, 23–27] – though not all of these works achieve both the claimed sample complexity and runtime at the same time.

We study the sparse recovery problem for a more general class of transforms \( \mathbf{F} \) called orthogonal polynomial transforms, and in particular those that arise from Jacobi polynomials, a broad class of orthogonal polynomials (OPs). Jacobi polynomials include as special cases many familiar families of OPs, including Gegenbauer and in particular Chebyshev, Legendre, and Zernike polynomials, and the corresponding OP transforms appear throughout numerical analysis and signal processing.

Despite the progress on the sFFT described above, much remains unknown for general orthogonal polynomial transforms. As discussed more in Section 1.2 below, the sample complexity of the sparse recovery problem is well understood, and the “correct” answer

\footnote{To be more precise the radial component of a Zernike polynomial is a Gegenbauer and hence, a Jacobi polynomial.}
is known to be $\Theta(k \text{polylog}(N))$ queries to $x$. However, the algorithmic results that go along with these sample complexity bounds result in $\text{poly}(N)$ time algorithms. Our goal in this work will be sublinear time algorithms as well as sublinear sample complexity. There are sublinear-time algorithms available for the special cases of Chebyshev and Legendre polynomials that work by essentially reducing to the Fourier case [21]. For general Jacobi polynomials, such reductions are not available. We elaborate in the full version of the paper why reducing general Jacobi polynomials to the Fourier case does not seem easy. There are also algorithms based on Prony’s method, some of which work for quite general families of OPs [29]. However these general results require exact sparsity; to the best of our knowledge versions of Prony’s method that are provably robust to noise are restricted to classes of OPs similar to the Fourier transform.

Results

In this work, we give the first (to the best of our knowledge) sublinear-time algorithms with provable guarantees for the (approximately-)sparse recovery problem for general orthogonal transforms derived from Jacobi polynomials. We discuss our results in more detail in Section 3 and briefly summarize them here. Our algorithms run in time $\text{poly}(k \log(N))$ and given query access to $v = F^{-1}\hat{v}$, can find approximations to $\hat{v}$ when $\hat{v}$ is approximately $k$-sparse of an appropriate form. More precisely, we can handle vectors $\hat{v} = \hat{x} + \hat{w}$ where $\hat{x}$ is $k$-sparse with a “spread-out” support (made precise in Definition 2.3), and $\hat{w}$ is an adversarial noise vector with sufficiently small $\ell_2$ norm. We obtain guarantees of the following flavor: for any such vector $v$, we can find $\hat{z}$ such that $\|\hat{z} - \hat{x}\|_2 \leq 0.01\|\hat{x}\|_2$ with high probability.

We note that these results are weaker than the results for the sFFT: our sample complexity and running time are polynomially larger, and we need stronger assumptions on the sparse signals. However, we also note that the decade or so of work on the sFFT culminating in the results above began with similar results (see [17], for example, in which the dependence on $k$ is an unspecified polynomial) and we hope that this work will similarly be a first step towards near-optimal algorithms for general orthogonal polynomial transforms.

Techniques

Our techniques follow the outline of existing algorithms for the sFFT, although as we elaborate on in Section 1.3, the situation for general Jacobi polynomials is substantially more complicated. More precisely, we first give a very general reduction, which reduces the $k$-sparse case to the 1-sparse case. The idea of such a reduction was implicit in the sFFT literature, but previous work has relied heavily on the structure of the DFT. Our reduction applies to a broad class of OPs including Jacobi polynomials. Next, we show how to solve the 1-sparse recovery problem for general Jacobi polynomials. The basic idea is to use known approximations of Jacobi polynomial evaluations by certain cosine evaluations [35] in order to iteratively narrow down the support of the unknown 1-sparse vector. We give a more detailed overview of our techniques in Section 1.3.

Organization

For the rest of the introduction, we briefly introduce orthogonal polynomial transforms, discuss previous work, and give a high-level overview of our approach. After that we introduce the formal notation and definitions we need in Section 2, after which we state our results more formally in Section 3.
Due to space constraints, proofs of our main results are in the full version of the paper, including the reduction from $k$ to 1-sparse recovery, the 1-sparse recovery algorithm for Jacobi polynomials, and the resulting $k$-sparse recovery algorithm for Jacobi polynomials.

1.1 Orthogonal Polynomial Transforms

Orthogonal polynomials (OPs) play an important role in classical applied mathematics, mathematical physics, and the numerical analysis necessary to simulate solutions to such problems. We give more precise definitions in Section 2; briefly, a family of orthogonal polynomials $p_0(X), p_1(X), \ldots$ is a collection of polynomials defined on an interval $D$ of $\mathbb{R}$, that are pairwise orthogonal with respect to a (non-negative) weight function $w$.

Orthogonal polynomials naturally give rise to (discrete) orthogonal polynomial transforms. In particular, we define the transform as follows—$\mathbf{F}$ is an $N \times N$ matrix, with each column corresponding to an orthogonal polynomial $p_0, \ldots, p_{N-1}$ and each row an evaluation point $\lambda_0, \ldots, \lambda_{N-1}$ in a suitable domain and suitably normalized so that it is an orthogonal matrix (Definition 2.1). A familiar example might be the DFT: in this language, the DFT matrix is defined by the polynomials $1, X, X^2, \ldots, X^{N-1}$, evaluated at points $\lambda_j = \omega^j$ where $\omega$ is the $N$th root of unity. Like the Fourier Transform, it is known that all OP transforms admit “fast” versions, allowing matrix-vector multiplication in time $O(N \log^2(N))$ [15]. Thus, our problem of sparse recovery for OP transforms is a natural extension of the sFFT problem, with applications to several areas mentioned below.

In this work we study Jacobi polynomials (defined formally in Section 2), which are a very general class of orthogonal polynomials. These include Chebyshev polynomials, Legendre polynomials, Zernike polynomials and more generally Gegenbauer polynomials. These OP families show up in many places. For example, Zernike polynomials are a family of orthogonal polynomials on the unit disk that permit an analytic expression of the 2D Fourier transform on the disk. They are used in optics and interferometry [36]. They can be utilized to extract features from images that describe the shape characteristics of an object and were recently used for improved cancer imaging [39]. Different families of orthogonal polynomials give rise to different quadrature rules for numerical integration [12,33]. Specifically, Chebyshev polynomials are used for numerical stability (see e.g. the ChebFun package [3]) as well as approximation theory (see e.g. Chebyshev approximation [1]). Chebyshev polynomials also have certain optimal extremal properties, which has resulted in many uses in theoretical computer science, including in learning theory, quantum complexity theory, linear systems solvers, eigenvector computation, optimization, and more [28]. Further, Jacobi polynomials form solutions of certain differential equations [2].

More recently, orthogonal polynomials and orthogonal polynomial transforms have found applications in various facets of machine learning. For example, Dao et al. [13] leverage the connection between orthogonal polynomials and quadrature to derive rules for computing

---

2 We note that in this work we consider a setting slightly different than this example, where $D = [-1, 1]$ rather than $S^1$.

3 We note that even though the work of [15] has in some sense solved the problem of computing any OP transform in near-linear time, many practical issues still remain to be resolved and the problem of computing OP transforms in near-linear time has seen a lot of research activity recently. We just mention two recent works [6,7] that present near-linear time algorithms for the Jacobi polynomial transforms (and indeed their notion of uniform Jacobi transform corresponds exactly to the Jacobi polynomial transform that we study in this paper). However, these algorithms inherently seem to require at least linear-time and it is not clear how to convert them into sub-linear algorithms, which is the focus of our work.
kernel features in machine learning. The Legendre Memory Unit [38] augments recurrent neural networks by orthogonalizing the history of features on a sliding Legendre basis; mathematically, this is essentially an online update of the discrete Legendre Transform. More directly, Thomas et al. [37] apply parametrized families of structured matrices directly inspired by orthogonal polynomial transforms (De Sa et al. [14]) as layers in neural networks. In this context, any form of structured matrix that admits fast operations is valuable, such as those considered in this work. Although not directly applied yet, all of these applications have a natural way of incorporating sparsity if the appropriate sparse transforms exist, which is a particular focus of modern ML in the face of sharply increasing trends in computation.

1.2 Related Work

As previously described, there has been a great deal of work on the sFFT; we refer the reader to the survey [18] for an overview. There has also been work on non-Fourier OP transforms. We break up our discussion below into discussion on the sample complexity (which as mentioned above is largely settled) and the algorithmic complexity (which remains largely open).

Sample complexity

The sample complexity of OP transforms \( \mathbf{F} \) has been largely pinned down by the compressed sensing literature. For example, suppose that \( \mathbf{F} \in \mathbb{R}^{N \times N} \) is any orthogonal and sufficiently flat matrix, in the sense that none of the entries of \( \mathbf{F} \) are too large. Then a result of Haviv and Regev (sharpening of results by Bourgain, and Rudelson and Vershynin) shows that \( m = O(k \log^2 k \log N) \) samples suffice to establish that the matrix \( \mathbf{\Phi} \in \mathbb{R}^{m \times N} \) (which is made up of \( m \) sampled rows from \( \mathbf{F}^T \)) has the Restricted Isometry Property (RIP) [5, 20, 34]. Finding \( \hat{x} = \mathbf{F}x \) from samples of \( \mathbf{F} \) of corresponds to the problem of finding an (approximately) \( k \)-sparse vector \( \hat{x} \) from the linear measurements \( \mathbf{\Phi} \hat{x} \), which is precisely the compressed sensing problem. It is known that if \( \mathbf{\Phi} \) satisfies the RIP, then this can be solved (for example with \( \ell_1 \) minimization) in time \( N^{O(1)} \). On the other hand, recent results by Blasiok et al. show that this is essentially tight when \( \mathbf{F} \) are certain Fourier matrices over constant sized prime finite fields, such as the Hadamard matrix, in that \( O(k \log k \log N) \) queries (for a certain range of \( k \)) to \( x \) are needed to compute a \( k \)-sparse approximation of \( \mathbf{F}x \) [4].

Foucart and Rauhut [16] show that if the orthogonal polynomials satisfy a Bounded Orthogonal System (BOS) that are suitably flat, then if the \( m \) evaluation points \( \lambda_j \) are chosen uniformly at random proportional to the weight function \( w \), then the \( m \times N \) matrix \( \mathbf{\Phi} \) defined by normalizing \( \mathbf{P}_N[i, j] = p_j(\lambda_i) \) appropriately satisfies the RIP with high probability provided that \( m \) has an appropriate dependence on \( N, k, \epsilon \), and the flatness of the matrix, and this again gives an \( N^{O(1)} \)-time algorithm to solve the sparse recovery problem.

Rauhut and Ward [32] show that for Jacobi polynomial transforms if the evaluation points were picked according to the Chebyshev measure, then with \( O(k \text{ polylog} N) \) random measurements, the corresponding matrix has the RIP (note that the Foucart and Rauhut sample the evaluation points according to the measure of orthogonality for the Jacobi polynomials, which in general is not the Chebyshev measure). This result again does not give a sub-linear time algorithm but was used in the result of [21] which we describe below.

While these approaches can give near-optimal sample complexity, they do not give sublinear-time algorithms. In fact, it is faster to compute \( \hat{x} \) exactly by computing \( \mathbf{F}x \), if we care only about the running time and not about sample complexity [15]. Thus, we turn our attention to sublinear-time algorithms.
Sublinear-time algorithms for OP transforms

There have been several works generalizing and building on the sFFT results mentioned above. One direction is to the multi-dimensional DFT (for example in [23, 27]). Another direction is to apply the sFFT framework to orthogonal polynomials with similar structure. One example is Chebyshev polynomials and the Discrete Cosine Transform (DCT). It was observed in [21] that this can be reduced to sFFT in a black box manner, solving the sparse recovery problem for Chebyshev polynomials and the DCT. A second example of OP transforms which can essentially be reduced to the sFFT is Legendre polynomials. Hu et al. [21] seek to recover an unknown \( k \)-term Legendre polynomial (with highest magnitude degree limited to be \( N/2 \)), defined on \([-1, 1]\), from samples. They give a sublinear two-phase algorithm: in the first phase, they reduce \( k \)-sparse-Legendre to sFFT to identify a set of candidate Legendre polynomials. The second phase uses the RIP result for BOS to produce a matrix that is used to estimate the coefficients of the candidate Legendre polynomials. We note that in this work the setting is naturally continuous, while ours is discrete.

Choi et al. [10, 11] study higher dimensions and obtain sublinear-time algorithms for more general harmonic expansions in multiple dimensions. These results complement our work. More precisely, that work shows how to use any algorithm for a univariate polynomial transform (the work in [11] needs these algorithms to have certain specific properties) to design an algorithm for a multi-variate polynomial transform where the multi-variate polynomials are products of univariate polynomials in the individual variables. Thus our improvements for univariate polynomial transforms can (potentially) be used with [10, 11].

Finally, there are sparse OP transforms based on Prony’s method. The work [29] extends Prony’s method to a very general setting, including Jacobi polynomials, and gives an algorithm that requires only \( O(k) \) queries to recover exactly \( k \)-sparse polynomials. However, these general results work only for exact sparsity and are in general not robust to noise. There has been work extending and modifying these techniques to settings with noise (for example, [22, 30]), but to the best of our knowledge the only provable results for noise are for either the sFFT or closely related polynomial families. We note that [31] presents a Prony-like algorithm for Legendre and Gegenbauer polynomials and demonstrates empirically that this algorithm is robust to noise, although they do not address the question theoretically.

1.3 Technical overview

Our technical results have two main parts. First, inspired by existing approaches to the sFFT, we provide a general reduction from the \( k \)-sparse recovery problem to the 1-sparse recovery algorithm, which works for any family of OPs that is sufficiently “flat”: that is, no entry of the matrix \( F \) is too large. Second, we provide a 1-sparse recovery algorithm for Jacobi polynomials. We give an overview of both parts below.

For what follows, let \( F \) be an orthogonal matrix. For simplicity in this overview we will assume that there is no noise. That is, we want to compute the exactly \( k \)-sparse \( \hat{x} = Fx \) given query access to \( x \). However, we note that our final results do work for approximately \( k \)-sparse vectors \( \hat{v} = \hat{x} + \hat{w} \) provided that \( \|\hat{w}\|_2 \) is sufficiently small.
1.3.1 Reduction to one-sparse recovery

We give a general reduction from the $k$-sparse recovery problem to the one-sparse recovery problem, which works for a broad class of OP families defined on a finite interval.\footnote{We note that our results do not (yet) work for the case when the orthogonality is defined over an infinite interval. In particular, our reduction does not work for the Hermite and Laguerre polynomials.} At a high level, the idea is as follows. Suppose that $\hat{x} = Fx$ is $k$-sparse and $b \in \mathbb{R}^N$ is a “filter”: at this stage it is helpful to think of it like a boxcar filter, so $b$ is 1 on some interval $I$ and zero outside of that interval. If we choose this interval randomly, we might hope to isolate a single “spike” of $\hat{x}$ with $b$: that is, we might hope that $D_b\hat{x}$ is one-sparse, where $D_b$ is the diagonal matrix with $b$ on the diagonal. Suppose that this occurs, so $y = D_b\hat{x}$ is one sparse. In order to take advantage of this with a black-box solution to the one-sparse recovery problem $\hat{y} = Fy$, we would need query access to the vector $y = F^{-1}D_b\hat{x} = F^{-1}D_bFx$, while what we have is query access to $x$. Thus, we would like to design $b$ so that $F^{-1}D_bF$ is row-sparse.

This would allow us to query a position of $y = F^{-1}D_b\hat{x}$ using only a few queries from $x$.

One of our main technical contributions is showing how to design such a vector $b$, so that $b$ approximates a boxcar filter and so that $F^{-1}D_bF$ is row-sparse for any OP transform $F$.

Then, given this filter, we can iteratively identify and subtract off “spikes” in $\hat{x}$ until we have recovered the whole thing. Of course, the actual details are much more complicated than the sketch above. First, the one-sparse solver might have a bit of error, which will get propagated through the algorithm. Second, in our analysis the vector $\hat{x}$ need not be exactly $k$-sparse. Third, $b$ will only approximate a boxcar filter, and this is an additional source of error that needs to be dealt with. Complete details are in the full version of the paper.

For the reader familiar with the sFFT, this approach might look familiar: most sFFT algorithms work by using some sort of filter to isolate single spikes in an approximately sparse signal. Below, we highlight some of the challenges in extending this idea beyond the Fourier transform. Some of these challenges we have overcome, and one we have not (yet) overcome. We mention this last open challenge both because it explains the assumption we have to make on the sparsity structure of $\hat{x}$, and also because we hope it will inspire future work.

**Challenge 1: Choice of filter**

One key difficulty in extending sFFT algorithms to general orthogonal polynomials is that the filters used in the sFFT approach are very specific to the Fourier transform. Indeed, much of the progress that has been made on that problem has been due to identifying better and better choices of filter specialized to the Fourier transform. In order to find filters that work for any OP family, we take a different approach and construct a filter out of low-degree Chebyshev polynomials. Then we use the orthogonality properties of the OP family to guarantee that $F^{-1}D_bF$ has the desired sparsity properties.

**Challenge 2: Explicit black-box reduction**

Because our goal is generality (to as broad a class of OPs as possible), we give an explicit reduction that uses a 1-sparse solution as a black box. To the best of our knowledge, existing work on the sFFT does not explicitly do this: a reduction of this flavor is certainly implicit in many of these works, and even explicitly given as intuition, but we are not aware of an sFFT algorithm which actually uses a 1-sparse recovery algorithm as a black box.
Challenge 3: Equi-spaced evaluation points

The evaluations points in DFT and the DCT are equispaced (in the angular space). This fact is crucially exploited in sFFT algorithms (as well as the reduction of DCT to DFT – see the full version of this paper for more details on the reduction). Unfortunately, the roots of Jacobi polynomials are no longer equally spaced. However, it is known that the roots of Jacobi polynomials are “spread out” (in a sense made below precise in Definition 2.2), and we show that this property is enough for our reduction. In fact, our reduction from \( k \)-sparse recovery to 1-sparse recovery works generally for any “flat” OP family with “spread out” roots.

(Open) Challenge 4: Permuting the coordinates of \( \hat{x} \)

In the approach described above, we hoped that an interval \( I \) would “isolate” a single spike. In the sFFT setting, this can be achieved through a permutation of the coordinates of \( \hat{x} \). In our language, in the sFFT setting it is possible to define a random (enough) permutation matrix \( P \) so that \( P\hat{x} \) has permuted coordinates, and so that \( F^{-1}D_bPF \) is row-sparse – this argument crucially exploits the fact that the roots of unity are equispaced in the angle space. This means that not only can we sample from the one-sparse vector \( D_b\hat{x} \), but also we can sample from \( D_bP\hat{x} \), and then there is some decent probability that any given spike in \( \hat{x} \) is isolated by \( b \). However, we have not been able to come up with (an approximation to) such a \( P \) that works in the general OP setting. This explains why we require the assumption that the support of \( \hat{x} \) be reasonably “spread out,” so that we can hope to isolate the spikes by \( b \). This assumption is made precise in Definition 2.3. We note that if such a \( P \) were found in future work, this would immediately lead to an improved \( k \)-sparse recovery result for Jacobi polynomials, which would work for arbitrary sparse signals \( x \).

1.3.2 A one-sparse recovery algorithm for Jacobi polynomials

With the reduction complete, to obtain a \( k \)-sparse recovery algorithm for general Jacobi polynomials we need to solve the one-sparse case. We give an overview of the basic idea here, with full details in the full version of the paper. First, we note that via well-known approximations of Jacobi polynomials [35], one can approximate the evaluation of any Jacobi polynomial at a point in \((-1,1)\) by evaluating the cosine function at an appropriate angle. Using some standard local error-correcting techniques (for example, computing \( \cos(A) \) via \( \cos(A) = \frac{\cos(A+B) + \cos(A-B)}{2\cos B} \) for a random \( B \)), we reduce the 1-sparse recovery problem to computing some unknown value \( \theta \), corresponding to the index of the spike, from noisy values of \( \cos(w\theta) \) for some integers \( w \geq 1 \), corresponding to evaluations of the Jacobi polynomials for this index. Since the reduction is approximate, some care has to be taken to handle some corner cases where the approximation does not hold. In particular, we have to figure out for which real numbers \( y \in [0,N) \) does its orbit \( (xy) \) for \( x \in \mathbb{Z}_N \) have small order. We give a result to handle this, which to the best of our knowledge (and somewhat surprisingly) seems to be new.\(^5\)

\(^5\) With this out of the way, our algorithm to compute the value of \( \theta \) from the evaluations \( \cos(w\theta) \) is based on the following idea. Assuming we already know \( \cos(\theta) \) up to \( \pm \epsilon \), we get a noisy estimate of \( \theta \) (which lives in the range \( \arccos(\cos(\theta) \pm \epsilon) \)) and then use the evaluations at \( w > 1 \) to “dilate” the range where we know \( \theta \) lies, reducing \( \epsilon \). We

We thank Stefan Steinerberger for showing us a much simpler proof than our original more complicated proof, which also gave worse parameters.
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is used for scalars in \( \mathbb{R} \). In general, if there is a given transform \( F \) we are considering, then the notation \( \hat{x} \in \mathbb{R}^{N} \) indicates \( F \cdot x \). We use the notation \( x[i] \) or \( X[i,j] \) to index into a vector or matrix, respectively. All of our vectors and matrices are 0-indexed, i.e. the entries of a vector \( x \in \mathbb{R}^{N} \) are \( x[0], \ldots, x[N-1] \). We use \( [N] \) to denote the set \( \{0, \ldots, N-1\} \). Given a subset \( S \subseteq [N] \), we will denote the complement set (i.e. \( [N] \setminus S \)) by \( S^c \).

Given a vector \( x \in \mathbb{R}^{N} \) and an integer \( 1 \leq s \leq N \), we define \( \text{LARGE}(s, x) \) to be the magnitude of the \( s \)th largest value in \( x \) (by absolute value).

For any vector \( u \in \mathbb{R}^{N} \), we define \( D_u \in \mathbb{R}^{N \times N} \) as the diagonal matrix with \( u \) on its diagonal. For a diagonal matrix \( D \), and any real \( \alpha \) we denote \( D^\alpha \) to denote the diagonal matrix with the \( (i, i) \) entry being \( (D[i,i])^\alpha \). Given a vector \( x \in \mathbb{R}^{N} \) and set \( S \subseteq [N] \), \( x_S \) denotes the vector \( x \) where all entries out of \( S \) are masked to 0. For \( x \in \mathbb{R}^{N} \), \( \text{supp}(x) \subseteq [N] \) denotes the support (i.e. the set of non-zero positions) of \( x \).

We use \( x \pm h \) to refer to either the interval \( [x-h, x+h] \) or a point in this interval, whichever is clear from context. Similarly, if \( S \) is an interval \( [a,b] \) then \( S \pm h \) is the interval \( [a-h, b+h] \).

When stating algorithms, we use superscript notation to denote query access. That is \( \mathcal{A}^{(\alpha)}(z) \) takes input \( z \) and has query access to \( x \).

We use the notation \( f(n) \lesssim g(n) \) to mean that there is some constant \( C \) so that, for sufficiently large \( n \geq n_0 \), \( f(n) \leq C g(n) \).

The notation \( \mathcal{J}_\square \) means \( \mathcal{J}_j \) for all indices \( j \).

2.2 Orthogonal Polynomials

For the remainder of this paper, we consider polynomials \( p_0(X), p_1(X), \ldots \) that form a normalized orthogonal polynomial family with respect to some compactly supported measure \( w(X) \). By suitably scaling and translating \( X \), we can ensure that the orthogonality is on \([-1,1] \).\(^6\) In particular \( \deg(p_i) = i \) and for any \( i, j \geq 0 \),

\[
\int_{-1}^{1} p_i(X)p_j(X)w(X)\,dX = \delta_{i,j},
\]

where \( \delta_{i,j} = 1 \) if \( i = j \) and 0 otherwise.

\(^6\) See footnote 4.
Then for given $N$ evaluation points $\lambda_0, \ldots, \lambda_{N-1}$, define the orthogonal polynomial transform $P_N$ as follows. For any $0 \leq i, j < N$, we have

$$P_N[i, j] = p_j(\lambda_i).$$

In other words, the rows of $P_N$ are indexed by the evaluation points and the columns are indexed by the polynomials.

For the rest of the paper, assume $\lambda_0 \leq \lambda_1 \leq \cdots \leq \lambda_{N-1}$ are the roots of $p_N(X)$. Then it is well-known (see e.g. [35]) that the roots lie in the support of the measure (i.e. $\lambda_i \in [-1, 1]$) and are distinct (i.e. $\lambda_0 < \lambda_1 < \cdots < \lambda_{N-1}$).

There exists Gaussian quadrature weights $w_\ell = \frac{1}{\sum_{j=0}^{N-1} p_j(\lambda_\ell)^2}$, $i = 0, \ldots, N - 1$ such that

$$\int_{-1}^{1} f(x)w(x)dX = \sum_{\ell=0}^{N-1} f(\lambda_\ell) \cdot w_\ell. \quad (2)$$

We are now ready to define the orthogonal matrix corresponding to $P_N$ that we deal with in this paper:

**Definition 2.1.** Let $p_0(X), \ldots, p_{N-1}(X), \ldots$ be an orthogonal polynomial family, $\lambda_0, \ldots, \lambda_{N-1}$ be the roots of $p_N(X)$, and $w_0, \ldots, w_{N-1}$ be the Gaussian quadrature weights. Define $D_w$ to be the diagonal matrix with $w_0, \ldots, w_{N-1}$ on its diagonal, and

$$F_N = D_w^{1/2} P_N.$$

Note that by (1) and (2),

$$F_N^T F_N = P_N^T D_w P_N = I_N,$$

so $F_N$ is an orthogonal matrix. In particular,

$$P_N^T D_w P_N[i, j] = \sum_{k=0}^{N-1} p_i(\lambda_k) w_k p_j(\lambda_k) = \int_{-1}^{1} p_i(X)p_j(X)w(X) dX = \delta_{i,j}.$$

Note that since $F_N$ is orthogonal, by definition we have

$$F_N^{-1} = F_N^T.$$

### 2.2.1 Jacobi Polynomials and Special Cases

In this section we define Jacobi Polynomials, our main object of interest, and point out a few special cases. We note that families of named orthogonal polynomials $\{p_i(X)\}$ are sometimes defined through different means, hence are normalized differently up to constants. The corresponding discrete orthogonal polynomial transform (e.g. Discrete Legendre Transform) frequently refers to multiplication by $P$ instead of $F$. In these cases, the transform satisfies

$$P_N^T D_w P_N = D$$

for a diagonal matrix $D$ corresponding to the normalization. The transform $F_N = D_w^{1/2} P_N^{1/2}$ we consider (note that this matrix is indeed orthogonal) is thus equivalent up to diagonal multiplication.
Jacobi polynomials

Jacobi polynomials are indexed by two parameters $\alpha, \beta > -1$ and these are polynomials $\{P_{j}^{(\alpha,\beta)}\}_{j \geq 0}$ that are orthogonal with respect to the measure

$$w^{(\alpha,\beta)}(X) = (1 - X)^{\alpha} \cdot (1 + X)^{\beta}$$

in the range $[-1, 1]$. This definition is not normalized, in the sense that we have $P_{N}^T D w P_{N} = D$, where

$$D[j,j] = \frac{2^{\alpha+\beta+1}}{2j+\alpha+\beta+1} \cdot \frac{\Gamma(j+\alpha+1)\Gamma(j+\beta+1)}{\Gamma(j+1)\Gamma(j+\alpha+\beta+1)}$$

(see [35, Pg. 68, (4.3.3)]).

We record three well-known special cases: Chebyshev polynomials (of the first kind) are special case of $\alpha = \beta = -\frac{1}{2}$ and Legendre polynomials are the special case of $\alpha = \beta = 0$ (up to potentially a multiplicative factor that could depend on the degree $j$). Another notable special case of Jacobi polynomials are the Gegenbauer or ultraspherical polynomials ($\alpha = \beta$).

Our results hold for all Jacobi polynomials with $\alpha, \beta \geq -\frac{1}{2}$, which include essentially all named special cases of Jacobi polynomials used in practice.

Chebyshev polynomials of the 1st kind

The Chebyshev polynomials of the 1st kind are orthogonal with respect to the weight measure $w(X) = (1 - X^2)^{-\frac{1}{2}}$.

The normalized transform $F_{N}$ has the closed form

$$F_{N}[i,j] = \begin{cases} \sqrt{\frac{N}{2}} & j = 0 \\ \sqrt{\frac{N}{2}} \cdot \cos \left( \frac{\pi}{N} (i + \frac{1}{2}) \right) & j = 1, \ldots, N - 1. \end{cases}$$

This is a variant of the Discrete Cosine Transform (DCT-III, or the inverse DCT). It is well-known that the DCT-III can be “embedded” into a DFT of twice the dimension, and we work out some of the details of how to use the sparse FFT to compute a sparse DCT in the full version of the paper.

Legendre polynomials

Legendre polynomials are orthogonal with respect to the uniform measure i.e. $w(X) = 1$ and play a critical role in multipole expansions of potential functions (whether electrical or gravitational) in spherical coordinates. They are also important for solving Laplace’s equation in spherical coordinates.

2.2.2 Roots of Orthogonal Polynomials

Since $\lambda_i \in [-1, 1]$ for all $i$, there is a unique $\theta_i \in [0, \pi]$ such that $\lambda_i = \cos \theta_i$. Our reduction holds for orthogonal polynomials that have roots that are “well-separated” in this angle space:
Definition 2.2. Let \( 0 < C_0 < C_1 \). A family of orthogonal polynomials \( p_0(X), p_1(X), \ldots \) is \((C_0, C_1, \gamma_0, \gamma_1)\)-dense if for all large enough \( d \), the following holds.

Let \( \lambda_0, \ldots, \lambda_{d-1} \) be the roots of \( p_d \), and \( \theta_i = \arccos \lambda_i \). Then for any \( i \in [d] \), for any \( \gamma \geq \gamma_0/d \):

\[
C_0 \gamma d \leq \left| \{ \theta_0, \ldots, \theta_{d-1} \} \cap \left[ \theta_i - \frac{\gamma}{2}, \theta_i + \frac{\gamma}{2} \right] \right| \leq C_1 \gamma d.
\]

It turns out that any family of Jacobi polynomials has the required property: their roots are spaced out such that \( \theta_i \) is close to \( \ell \pi/N \).

2.3 Sparse Recovery Problem

We will consider approximately \( k \)-sparse vectors \( \hat{v} = \hat{x} + \hat{w} \), where \( \hat{x} \) is \( k \)-sparse and \( \|\hat{w}\|_2 \) is sufficiently small. We will require that \( \hat{x} \) has a “spread out” support, defined as follows.

**Definition 2.3.** Let \( k \in [N] \) and \( 0 \leq \sigma < 1 \). We say that a vector \( x \in \mathbb{R}^N \) is \((k, \sigma)\)-sparsely separated if there are \( k \) non-zero locations in \( x \) and any two non-zero locations are more than \( \sigma N \) indices apart.

It is not hard to see that a vector \( x \) with random support of size \( k \) is, with constant probability, \((k, \Omega(\frac{1}{k^2}))\)-sparsely separated.

In our reduction, we will reduce the \( k \)-sparse recovery problem to the special case of \( k = 1 \). Next, we define some notation for the 1-sparse case.

**Definition 2.4.** We say that the matrix \( F_N \) has an \((N, \epsilon, \delta, \mu)\) one-sparse recovery algorithm with query complexity \( Q(N, \epsilon, \delta, \mu) \) and time complexity \( T(N, \epsilon, \delta, \mu) \) if there exists an algorithm \( A \) with the properties below:

For all \( y \) so that \( \hat{y} = F_N \hat{y} \) can be decomposed as

\[
\hat{y} = \hat{y} + \hat{w},
\]

where \( \hat{y} = v \cdot e_h \) is 1-sparse and

\[
\|\hat{w}\|_2 \leq \epsilon |v|,
\]

we have:

1. \( A \) makes at most \( Q(N, \epsilon, \delta, \mu) \) queries into \( y = F_N^{-1} (v \cdot e_h + \hat{w}) \).
2. With probability at least \( 1 - \mu \), \( A \) outputs \( \hat{v} \cdot e_h \) with \( |v - \hat{v}| \leq \delta |v| \) in time \( T(N, \epsilon, \delta, \mu) \).

**Pre-processing time**

Our algorithm requires some pre-processing of \( F_N \). Our pre-processing step involves computing the roots \( \lambda_1, \ldots, \lambda_N \) of \( p_N \) and storing them in an appropriate data structure, and additionally forming and storing some matrices that we will use in our algorithm. Finding the roots and creating the data structure can be done in time \( \text{poly}(N) \), and the rest of the pre-processing step also takes time \( \text{poly}(N) \). We note that this is an up-front cost that needs to be only paid once.

**Precision**

We note that we need to make certain assumptions on size of the entries in \( \hat{v} \) since otherwise we would not even be able to read coefficients that are either too large or too small and need \( \Omega(\log N) \) bits to represent. Towards this end we will make the standard assumption that \( \|\hat{v}\|_2 = 1 \). In particular, this allows us to ignore any coefficients that are smaller than say \( \frac{1}{N} \).
since their contribution to $\|\tilde{v}\|_2$ is at most $\frac{1}{\sqrt{N}}$, which will be too small for our purposes.\footnote{More generally, we can ignore smaller coefficients as long as they are polynomial sized in $N$.} In particular, this implies that we only have to deal with numbers that need $O(\log N)$ bits and as is standard in the RAM model, basic arithmetic operations on such numbers can be done in $O(1)$ time. We will implicitly assume this for the rest of the paper (except in the proof of one lemma, where we will explicitly make use of this assumption).

## 3 Results

In this section we state our main results. These results follow from more detailed versions which are stated in the full version of the paper.

We start off with our main result for Jacobi polynomials. We state an informal version here, and refer the reader to the full version of the paper for the formal result.

\begin{theorem}[General Sparse Recovery for Jacobi Polynomial Transform, Informal]\label{thm:general-sparse-recovery-jacobi}
Fix arbitrary parameters $\alpha, \beta \geq -\frac{1}{2}$ for Jacobi polynomials and let $J^{(\alpha,\beta)}_N$ be the $N \times N$ orthogonal matrix that arises from it as in Definition 2.1. Then there is an algorithm $\textsc{Recover}$ that does the following. Let $\tilde{v} = \tilde{x} + \tilde{w}$ where $\tilde{x} = J^{(\alpha,\beta)}_N x$ is $(k, C_1/k^2)$-sparsely separated, and suppose that $\|\tilde{w}\|_2 \lesssim \delta \min_{h \in \operatorname{supp}(\tilde{x})} |\tilde{x}[h]|$. Then with probability at least 0.99, $\textsc{Recover}$ outputs $\hat{z}$ such that

$$\|\tilde{x} - \hat{z}\|_2 \lesssim \delta \|\tilde{x}\|_2,$$

with $\text{poly}\left(\frac{k \log N}{\delta}\right)$ queries and running time $\text{poly}\left(\frac{k \log N}{\delta}\right)$.
\end{theorem}

\begin{remark}
The requirement on the noise term might be bad if one entry of $\tilde{x}$ is extremely small compared to the rest. However in this case we can decrease $k$ and add the very small entries of $\tilde{x}$ to the noise term $\tilde{w}$ resulting in a potentially better guarantee. We note that our algorithm iteratively finds the large components of $\tilde{x}$ and in fact has a mechanism for stopping early when all of the “large-enough” entries have been found.
\end{remark}

\begin{remark}
The $(k, O(1/k^2))$-sparsely separated requirement is chosen to reflect the separation of a random $k$-sparse vector (c.f. comment below Definition 2.3). Smaller amounts of sparse separation are acceptable, which translate accordingly into the query and time complexity. The full dependence is in the complete result in the full version of the paper.
\end{remark}

To prove the above result, we first reduce the $k$-sparse recovery problem to $1$-sparse recovery problem, in the presence of a small amount of noise. Next, we present an informal statement of our reduction.

\begin{theorem}[Main Reduction, Informal]\label{thm:main-reduction}
Let $p_1, \ldots, p_N$ be a $(C_0, C_1, \gamma_0)$-dense orthogonal polynomial family, and let $F_N$ be the $N \times N$ orthogonal matrix that arises from it as in Definition 2.1. Suppose that $|F_N^{-1}[i,j]| \lesssim 1/\sqrt{N}$ for all $i,j \in [N]$. Suppose that for some sufficiently small $\delta > 0$, $F_N$ has a $(N, O(\delta), \delta, O(C_0/k^2))$ one-sparse recovery algorithm with query complexity $Q$ and running time $T$.

Then there is an algorithm $\textsc{Recover}$ that does the following. Let $\tilde{v} = \tilde{x} + \tilde{w}$ where $\tilde{x} = F_N x$ is $(k, C_1/k^2)$-sparsely separated, and suppose that $\|\tilde{w}\|_2 \lesssim \delta \min_{h \in \operatorname{supp}(\tilde{x})} |\tilde{x}[h]|$. Then with probability at least 0.99, $\textsc{Recover}$ outputs $\hat{z}$ so that

$$\|\tilde{x} - \hat{z}\|_2 \lesssim \delta \|\tilde{x}\|_2,$$

with $\text{poly}(k/\delta C_0)Q$ queries and running time $\text{poly}(k/\delta C_0)T$.
\end{theorem}
The final algorithmic piece missing from the result above is the algorithm for $1$-sparse recovery. We provide this missing piece for Jacobi polynomials:

**Theorem 3.5 (1-Sparse Recovery for Jacobi Transform, Informal).** There exists a universal constant $C$ such that the following holds. Consider the Jacobi transform for any fixed parameters $\alpha, \beta \geq -\frac{1}{2}$. There exists an $(N, \epsilon, C \cdot \epsilon, \gamma)$ $1$-sparse recovery algorithm for the Jacobi transform that makes $\text{poly} \left( \log \left( \frac{N}{\gamma} \right) \cdot \frac{1}{\epsilon} \right)$ queries and takes time $\text{poly} \left( \log \left( \frac{N}{\gamma} \right) \cdot \frac{1}{\epsilon} \right)$.

### 4 Open Questions

To conclude, we list a few questions left open by our work.

1. First, it is natural to try and improve our $k$-sparse recovery algorithm to work for arbitrary $k$-sparse support, rather than “well-separated” supports. One natural way to do this is to address the fourth (open) challenge in Section 1.3 for a general class of OPs.
2. Second, we could hope to handle a more general class of noise $\hat{w}$ than we currently do. One could hope to handle any vector $v$, with an error guarantee that degrades smoothly with the $\ell_2$ norm of the “tail” of $v$. There is a long list of work on “de-noising” the contribution of the “head” to the “tail” in the sFFT literature that could potentially be useful here [23–27].
3. Third, we would like to extend our results to hold for OPs defined over infinite intervals (e.g. Hermite and Laguerre polynomials).
4. Fourth, we would like to solve the sparse recovery for $F^T$ (where $F$ is as in Definition 2.1): i.e. given query access to $x$ figure out a good $k$-sparse approximation to $F^T x$ (recall that $F^{-1} \cdot F^T = I$). (Note that this problem can be equivalently stated as follows: given query access to $F y$, compute a good $k$-sparse approximation to $y$.) Currently our results do not solve this problem since we cannot show the existence of a filter $b$ such that $F D b F^T$ is row-sparse. Note that this is not an issue for DFT since it is symmetric.
5. Finally, we would like to reduce the exponent on $k$ in our final runtime. In particular, for the case of random $k$-sparse support, the dependence on $k$ in the runtime for Jacobi transform is $k^8$. We note that we have not tried too hard to optimize the constants though we believe even getting a quadratic dependence on $k$ with our framework would be challenging. We would like to stress that the majority of the work in the sFFT literature has been to make the dependence on $k$ be linear and for such results, it seems very unlikely that a generic reduction from $k$-sparse recovery to $1$-sparse recovery would work. In other words, using the knowledge about the $1$-sparse recovery algorithm for DFT seems necessary to get a overall $k$-sparse FFT with running time $k \text{poly}(\log n)$.

### References


Abstract

In the Directed Long Cycle Hitting Set problem we are given a directed graph $G$, and the task is to find a set $S$ of at most $k$ vertices/arcs such that $G - S$ has no cycle of length longer than $\ell$. We show that the problem can be solved in time $2^{O\left(\ell^6 + \ell k^3 \log k + \ell k \log \ell\right)} \cdot n^{O(1)}$, that is, it is fixed-parameter tractable (FPT) parameterized by $k$ and $\ell$. This algorithm can be seen as a far-reaching generalization of the fixed-parameter tractability of Mixed Graph Feedback Vertex Set [Bonsma and Lokshtanov WADS 2011], which is already a common generalization of the fixed-parameter tractability of (undirected) Feedback Vertex Set and the Directed Feedback Vertex Set problems, two classic results in parameterized algorithms. The algorithm requires significant insights into the structure of graphs without directed cycles of length longer than $\ell$ and can be seen as an exact version of the approximation algorithm following from the Erdős-Pósa property for long cycles in directed graphs proved by Kreutzer and Kawarabayashi [STOC 2015].

1 Introduction

Feedback Vertex Set (FVS) and its directed variant Directed FVS (DFVS) are among the most classical problems in algorithmic graph theory: given a (directed) graph $G$ the task is to find a minimum-size set $S \subseteq V(G)$ of vertices such that $G - S$ contains no (directed) cycles. Interestingly, the directed version is not a generalization of the undirected one. There is no obvious reduction from FVS to DFVS (replacing each undirected edge with two arcs of opposite directions does not work, as this would create directed cycles of length 2).

Both problems received significant amount of attention from the perspective of parameterized complexity. The main parameter of interest there is the optimal solution size $k = |S|$. Both problems can easily be solved in time $n^{O(k)}$ by enumerating all size- $k$ vertex subsets $S \subseteq V(G)$ and then checking whether $G - S$ is acyclic. The interesting question is thus
whether the problems are \textit{fixed-parameter tractable} with respect to \( k \), i.e. whether there is an algorithm with run time \( f(k) \cdot n^{O(1)} \) for some computable function \( f \) depending only on \( k \). FVS is one of the most studied problems in parameterized complexity: starting in the early 1990’s, a long series of improved fixed-parameter algorithms \([5, 6, 10, 13, 18, 25]\) lead to the currently fastest (randomized) algorithm from 2020 with run time \( 2.7^k \cdot n^{O(1)} \) \([20]\). The DFVS problem has also received a significant amount of attention from the perspective of parameterized complexity. It was a long-standing open problem whether DFVS admits such an algorithm; the question was finally resolved by Chen et al. who gave a \( 4^k k! k^5 \cdot O(nm) \)-time algorithm for graphs with \( n \) vertices and \( m \) edges. Recently, an algorithm for DFVS with run time \( 4^k k! k^5 \cdot O(n + m) \) was given by Lokshtanov et al. \([22]\). A fruitful research direction is trying to extend the algorithm to more general problems than DFVS. On the one hand, Chitnis et al. \([8]\) generalized the result by giving a fixed-parameter algorithm for \textsc{Directed Subset FVS}: here we are given a subset \( U \) of arcs and only require the \( k \)-vertex set \( S \) to hit every cycle that contains an arc of \( U \). On the other hand, Lokshtanov et al. \([21]\) showed that the \textsc{Directed Odd Cycle Transversal} problem, where only the directed cycles of odd length needed to be hit, is \( W[1] \)-hard parameterized by solution size.

It is worth noting that very different algorithmic tools form the basis of the fixed-parameter tractability of FVS and DFVS: the undirected version behaves more like a hitting set-type problem, whereas the directed version has a more cut-like flavor. These differences motivated Bonsma and Lokshtanov \([4]\) to consider \textsc{Mixed FVS}, the common generalization of FVS and DFVS where the input graph contains both directed and undirected edges. In such \textsl{mixed graphs}, cycles can contain directed arcs and undirected edges, but in particular the walk visiting an undirected edge twice is not a cycle. They obtained an algorithm for \textsc{Mixed FVS} with run time \( 2^{O(k \log k)} \cdot n^{O(1)} \) for \( k \) the size of the smallest feedback vertex set.

In this paper we study the following generalization of DFVS: We want to find a minimum size vertex set \( S \) such that all cycles of \( G - S \) to have length at most \( \ell \). For \( \ell = 1 \) this is DFVS in loopless graphs. For \( \ell = 2 \) this is Mixed FVS in mixed graphs. The length of a longest cycle in a (directed) graph is also known as (directed) circumference of a graph. The parameterized version of our problem thus reads:

\begin{table}[h]
\centering
\begin{tabular}{|l|l|}
\hline
\textbf{Directed Long Cycle Hitting Set} & \textbf{Parameter:} \( k + \ell \). \\
\hline
\textbf{Input:} & A directed multigraph \( G \) and integers \( k, \ell \in \mathbb{N} \). \\
\hline
\textbf{Task:} & Find a set \( S \) of at most \( k \) vertices such that \( G - S \) has circumference at most \( \ell \). \\
\hline
\end{tabular}
\end{table}

Note that \textsc{Directed Long Cycle Hitting Set} for \( \ell = 2 \) generalizes Mixed FVS (and hence both FVS and DFVS): to see this, subdivide anti-parallel arcs to make all cycles have length at least three and then replace undirected edges by anti-parallel arcs.

In contrast to FVS and DFVS, even checking feasibility of a given solution is a non-trivial task. It amounts to checking, for a digraph \( G \) and integer \( \ell \), whether \( G \) contains a cycle of length more than \( \ell \). This is also known as the \textsc{Long Directed Cycle} problem, which is obviously \( \text{NP} \)-hard since it contains the \textsc{Directed Hamiltonian Cycle} problem for \( \ell = |V(G)| - 1 \). However, \textsc{Long Directed Cycle} is fixed-parameter tractable parameterized by \( \ell \) \([29]\), hence \textit{verifying} the solution of \textsc{Directed Long Cycle Hitting Set} is fixed-parameter tractable in \( \ell \).

\textbf{Our contributions.} Our main result is a fixed-parameter algorithm for \textsc{Directed Long Cycle Hitting Set}.

\begin{theorem}
There is an algorithm that solves \textsc{Directed Long Cycle Hitting Set} in time \( 2^{O(k^3 \log k + k^5 \log k \log \ell)} \cdot n^{O(1)} \) for \( n \)-vertex digraphs \( G \) and parameters \( k, \ell \in \mathbb{N} \).
\end{theorem}
The result also extends to the arc deletion variant of the problem, as we show both of them to be equivalent in a parameter preserving way.

The run time in Theorem 1 depends on two parameters, \( k \) and \( \ell \). This is necessary for the following reason. For \( \ell = 1 \), Directed Long Cycle Hitting Set corresponds to the DFVS problem, which is NP-hard. Moreover, the problem is also NP-hard for \( k = 0 \), as it contains the Directed Hamiltonian Cycle problem. This also shows that the run time cannot be polynomial in \( k \) or \( \ell \) (unless \( P = NP \)). Assuming ETH, it is even necessary that the run time depends exponentially on both \( k \) and \( \ell \). Our algorithm achieves a run time that is single-exponential in both parameters \( k \) and \( \ell \). It is, in this sense, optimal.

Our algorithm is based on an elaborate combination algorithmic techniques, some of them used previously, some of them new.

- We use the standard opening step of iterative compression, which allows to assume that each directed cycle of length more than \( \ell \) goes through a small number of exceptional vertices.

- We do not want to deal with the situation when there are two exceptional vertices \( x \) and \( y \) that are in the same strong component of the solution \( G - S \). If we guess that this happens in the solution, then a way to avoid this problem is to guess a directed cycle \( C \) containing both \( x \) and \( y \), and to contract this cycle. In order to guess this cycle, we essentially need a representative set of \( x \rightarrow y \) paths, that is, a collection of paths such that if an (unknown) set \( S \) of at most \( k \) vertices does not disconnect \( y \) from \( x \), then there is at least one \( x \rightarrow y \) path disjoint from \( S \) in our collection. As an interesting self-contained result, we construct such a collection of size \( \ell O((k^2 \log k) \cdot \log n) \) on directed graphs without cycles of length greater than \( \ell \).

- If we can assume that the exceptional vertices are in different strong components of the solution, then this defines a separation problem on the exceptional vertices and makes the directed shadow removal technique of Chitnis et al. [8] relevant to simplify the structure of the instance. In particular, a major structural goal that we want to achieve is to ensure that every arc of the input graph lies in a directed cycle of length at most \( \ell \).

- Removing the exceptional vertices breaks the graph into some number of strong components with no cycle of length longer than \( \ell \) in any of them. We call portal vertices the endpoints of the arcs connecting these strong components with each other and with the exceptional vertices. We show that the portal vertices can be partitioned into clusters: portals in each cluster are close to each other, while the distance between any two clusters is large. Furthermore, every solution has to separate the clusters from each other, defining another directed multiway cut problem.

- In the final step of the algorithm, we would like to use the technique of important separators to solve the directed multiway cut problem defined above: these are separators that are maximally “pushed” towards the target of the separations. However, the exact notion of importance is difficult to define due to the additional constraints of the problem being solved. Ergo, we perform a detailed analysis of the instance structure to identify outlet vertices that allows us to represent the additional constraints as separation, and to formally reduce the problem to branching on the choice of an important separator.

Related work. The structure of long cycles in directed graphs has been of interest for long time. For instance, Lewin [19] analyzed the density of such graphs, and Kintali [16] analyzes the directed treewidth of such directed graphs. Algorithmically, though, it was only recently shown by Kawarabayashi and Kreutzer [15] that the vertex version of the Erdős-Posa property holds for long directed cycles: namely, they show that any digraph \( G \)
either contains a set of \( k + 1 \) vertex-disjoint directed cycles of length at least \( \ell \) or some set \( S \) of at most \( f(k, \ell) \) vertices that intersects all directed cycles of \( G \) with length at least \( \ell \). The corresponding questions for directed cycles without length restrictions have also been well-investigated [2, 26].

Note that an algorithmic proof of the Erdős-Pósa property can be a useful opening step for a fixed-parameter algorithm: we either find a set of \( k + 1 \) arc- or vertex-disjoint cycles of length at least \( \ell \) (and thus can reject the instance \((G, k, \ell)\) as “no”-instance) or obtain a set \( S \) which can serve as a feasible approximate solution. Such an opening step was also discussed in the well-known fixed-parameter algorithm for DFVS by Chen et al. [7, Remark 5.3], where the function \( f(k, 1) \) is known to be near-linear. In our case though, the function \( f(k, \ell) \) from the Kawarabayashi-Kreutzer result is too large for us to obtain an algorithm for \textsc{Directed Long Cycle Hitting Set} with run time \( 2^{\text{poly}(k, \ell)} \cdot n^{O(1)} \).

Further, directed circumference can be seen as an intermediate step towards a general algorithmic framework for graph optimization problems related to directed treewidth. In undirected graphs, treewidth as a graph measure has enjoyed unprecedented success as a tool towards efficient approximation algorithms and fixed-parameter algorithms. For instance, as part of their Graph Minors series, Robertson and Seymour [28] showed that the \( k \)-linkage problem is fixed-parameter tractable, heavily relying on the reduction of the problem to graphs of bounded treewidth. In directed graphs, the situation is again much more complicated: Johnson et al. [14] introduced the notion of directed treewidth for digraphs. Yet, for digraphs the \( k \)-linkage problem is \text{NP}-hard already for \( k = 2 \), and no fixed-parameter algorithm is known which recognizes digraphs of nearly-bounded directed treewidth. On the positive side, though, digraphs of bounded directed circumference are nicely squeezed between acyclic digraphs and digraphs of bounded directed treewidth [16]. Also, the arc version of the \( k \)-linkage problem is fixed-parameter tractable on digraphs of directed circumference 2 [3]; the question remains open for digraphs of larger directed circumference.

Returning to the original motivation of studying generalizations of DFVS, Neogi et al. [24] gave a fixed-parameter algorithm for the problem of finding a set \( S \) of size at most \( k \) in a given digraph \( G \) such that every strong component of \( G - S \) excludes graphs in a fixed finite family \( \mathcal{H} \) as (not necessarily induced) subgraphs, when \( \mathcal{H} \) contains only rooted graphs, or contains at least one directed path. Göke et al. [12] considered the problem of finding a set \( S \) of size at most \( k \) in a given digraph \( G \) such that every strong component of \( G - S \) has size at most \( s \); they gave a fixed-parameter algorithm for parameter \( k + s \).

## 2 Definitions and Notations

In this paper, we mainly consider finite loop-less directed graphs (or digraphs) \( G \) with vertex set \( V(G) \) and arc set \( A(G) \). We allow multiple arcs and arcs in both directions between the same pairs of vertices. A walk is a sequence of vertices \((v_1, \ldots, v_\ell)\) with corresponding arcs \((v_i, v_{i+1})\) for \( i = 1, \ldots, \ell - 1 \) which forms a subgraph of \( G \); the length of a walk is its number of arcs. A walk is closed if \( v_1 = v_\ell \); otherwise, it is open. A path in \( G \) is an open walk where all vertices are visited at most once. A cycle in \( G \) is a closed walk in which every vertex is visited at most once, except for \( x_1 = x_\ell \) which is visited twice. (Throughout this entire paper, by “cycle” we always mean directed cycle.) We call \( G \) acyclic if \( G \) does not contain any cycle. For two vertices \( x_i, x_j \) of a walk \( W \) with \( i \leq j \) we denote by \( W[x_i, x_j] \) the subwalk of \( W \) starting at \( x_i \) and ending in \( x_j \). For a walk \( W \) ending in a vertex \( x \) and a second walk \( R \) starting in \( x \), \( W \circ R \) is the walk resulting when concatenating \( W \) and \( R \).
For each vertex $v \in V(G)$, its out-degree in $G$ is the number $d_G^+(v)$ of arcs of the form $(v,w)$ for some $w \in V(G) \setminus \{v\}$, and its in-degree in $G$ is the number $d_G^-(v)$ of arcs of the form $(w,v)$ for some $w \in V(G) \setminus \{v\}$. For each subset $V' \subseteq V(G)$, the subgraph induced by $V'$ is the graph $G[V']$ with vertex set $V'$ and arc set $\{(u,v) \in A(G) \mid u,v \in V'\}$. For a set $X$ of vertices or arcs, let $G - X$ denote the subgraph of $G$ obtained by deleting the elements in $X$ from $G$. For a subgraph $G'$ and an integer $d$ we denote by $R_{G'}^+(X)$ the set of vertices that are reachable from $X$ in $G'$.

A digraph $G$ is strong if either $G$ consists of a single vertex (then $G$ is called trivial), or for any distinct $u,v \in V(G)$ there is a (directed) path from $u$ to $v$. A strong component of $G$ is an inclusion-wise maximal induced subgraph of $G$ that is strong. The (directed) circumference of a digraph $G$ is the length $cf(G)$ of a longest cycle of $G$; if $G$ is acyclic, then define $cf(G) = 0$.

### 3 Directed Long Cycle Hitting Set Algorithm

The goal of this section is to devise an algorithm for Directed Long Cycle Hitting Set and thereby proof Theorem 1. We will only consider the vertex deletion variant. This will suffice, as the arc deletion version can be reduced to the vertex deletion version in a parameter-preserving way, as we show in the full version.

The algorithm performs a sequence of reductions to special cases of the original Bounded Cycle Length Vertex Deletion. All these sections are modular and just need the problem formulation and theorem at the end of the previous section.

**Compression.** Recall that in the Directed Long Cycle Hitting Set problem we are given a digraph $G$ and integers $k$ and $\ell$. The task then is to find a set of at most $k$ vertices such that $G - S$ contains no cycles of length more than $\ell$.

As already stated in the introduction, checking a solution for correctness is an non-trivial task. For this we use a fixed-parameter algorithm by Zehavi [29].

▶ **Theorem 2.** There is an algorithm that decides in time $2^{O(\ell)} \cdot n^{O(1)}$ whether an $n$-vertex digraph $G$ contains a cycle of length more than $\ell$.

This already solves the case for $k = 0$. We now want to design an algorithm for general $k$.

The goal of this subsection is to get an existing solution $T$ for which we have to find a disjoint solution $S$ of size less than $|T|$. For this we use the standard techniques of iterative compression and disjoint solution.

We start our algorithm by applying the iterative compression technique introduced by Reed, Smith and Vetta [27]. This technique was also used by Chen et al. [7] to show the fixed parameter tractability of DFVS. We choose an arbitrary enumeration $v_1, \ldots, v_n$ of the vertices of $G$. By $G_i$ we denote the digraph $G[v_1, \ldots, v_i]$. We want to iteratively construct solutions $S_i$ to $(G_i+1, k, \ell)$ by using the solution $S_i$ of $(G_i, k, \ell)$. We start with the empty digraph $G_0$ and the empty solution $S_0 = \emptyset$. This solution is feasible for every choice of $G$, $k$ and $\ell$ as the empty digraph contains no cycles.

Now, if $S_i$ hits all cycles of length more than $\ell$ in $G_i$, then $T_{i+1} = S_{i+1} \cup \{v_{i+1}\}$ does the same for $G_{i+1}$ (as $G_i - S_i = G_{i+1} - T_{i-1}$). The only problem now is that $T_{i+1}$ may be to large. Therefore, we consider the compression version of our problem: given an instance $(G_i, k, \ell)$ with a solution $T_i$ of size $k+1$, find a solution $S_i$ of size at most $k$. If we can solve this problem, by above procedure we get a solution $S_n$ for the digraph $G_n = G$ and hence have solved the original problem. This adds a factor of $n$ to the run-time, preserving fixed-parameter tractability.
The compression problem can be modified further in two useful ways. The first modification is to get disjointness of solutions \( T_i \) and \( S_i \). This can be achieved by guessing the intersection \( U_i = T_i \cap S_i \) by taking all possible subsets of \( T_i \). For every choice we can then solve the disjoint compression problem \( (G_i - U_i, k - |U_i|, \ell) \) with starting solution \( T_i \setminus U_i \). If the non-disjoint instance has a solution, then the instance where we guessed the intersection correctly has a solution. Otherwise, none of the disjoint instances has a solution. This adds a factor of \( 2^{|T_i|} = 2^{k+1} \) to the run-time, also preserving fixed-parameter tractability.

The other useful modification is about not solving the problem exactly but instead to guess a set \( S \) of bounded size intersecting \( S_i \) in at least one vertex. If we have a routine that for an instance \( (G',k',\ell,T') \) of the disjoint compression problem returns us a set \( S \) that is guaranteed to intersect some solution (if a non-empty solution exists), we can branch as follows. First we check whether the empty solution already solves the problem by Theorem 2. This solves the the problem for \( k = 0 \). Otherwise we call our routine on the instance obtaining a set \( S \). For every \( v \in S \) we recurse on the instance \( (G' - v, k' - 1, \ell, T') \). This adds a factor of \( f(k',\ell',n')^k \) to the run-time where \( f(k',\ell',n') \) is an upper bound on the size of \( S \) on an instance \( (G',k',\ell,T') \) with \( n' = |G'| \). This preserves fixed-parameter tractability if we can write \( f(k',\ell',n')^k \) as \( g(k',\ell') \cdot \text{poly}(n') \) for some appropriate function \( g \). Note that this is the case even if \( f(k',\ell',n') = h_1(k',\ell') \cdot \log^{h_2(k',\ell')}(n') \).

After all these reductions we are left with the following problem:

<table>
<thead>
<tr>
<th>Intersecting Directed Long Cycle Hitting Set</th>
<th>Parameter: ( k + \ell ).</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A directed multigraph ( G, T \subseteq V(G) ) and integers ( k, \ell \in \mathbb{N} ).</td>
<td></td>
</tr>
<tr>
<td><strong>Properties:</strong> ( \text{cf}(G - T) \leq \ell )</td>
<td></td>
</tr>
<tr>
<td><strong>Task:</strong> Find a set ( S \subseteq V(G) \setminus T ) that intersects a set ( S \subseteq V(G) \setminus T ) of size at most ( k ) with ( \text{cf}(G - S) \leq \ell ) if such a set exists.</td>
<td></td>
</tr>
</tbody>
</table>

The set \( S \) will often help us to argue about solutions \( S \) disjoint from it. This is often described as branching steps throughout the algorithm but we decided to collect all the branching here to be more precise about the assumptions needed in the theorems.

**Contraction.** In the last section we reduced the original Directed Long Cycle Hitting Set problem to a variant where we are already given a solution \( T \) and now want to find a set \( S \) intersecting every solution \( S \) disjoint from \( T \). Except for the intersection step, such reductions have been used by Chen et al. [7] in their algorithm for DFVS. The next key observation in their algorithm for DFVS is that every vertex of \( T \) must lie in their own strong component of \( G - S \). The reason is that for every directed feedback vertex set \( S \) of \( G \), each strong component of \( G - S \) is a single vertex. For Directed Long Cycle Hitting Set, the situation is way more complicated, as strong components of \( G - S \) contain cycles of length up to \( \ell \). Moreover, those cycles can concatenate to arbitrarily large strong components. So it is possible that \( G - S \) contains strong components with more than one vertex of \( T \). In this section, we want to contract (parts of) such components to a single vertex such that eventually, after contraction, every strong component of \( G - S \) contains at most one vertex of \( T \). A structural result allowing the contraction is the following lemma:

**Lemma 3.** Let \( G \) be a digraph and let \( X \subseteq V(G) \) be such that \( G[X] \) is strong and \( \text{cf}(G[X]) \leq \ell \). Suppose that the following two properties hold:
1. Every cycle of \( G \) has length at most \( \ell \) or length at least \( \ell^2 \).
2. For any \( a, b \in X \) there cannot be both
   a. an \( a \rightarrow b \)-path \( P_{ab} \) of length at least \( \ell \) in \( G[X] \)
   b. a \( b \rightarrow a \)-path \( P_{ba} \) of length at most \( \ell \) in \( G - (X \setminus \{a, b\}) \)
Let $G/X$ be the digraph obtained by contracting $X$ to a single vertex $x$.

- If $\text{cf}(G - S) \leq \ell$ for some $S \subseteq V(G) \setminus X$, then $\text{cf}(G/X - S) \leq \ell$.
- If $\text{cf}(G/X - S') \leq \ell$ for some $S' \subseteq V(G/X) \setminus \{x\}$, then $\text{cf}(G - S') \leq \ell$.

To algorithmically use this result we have to make sure its requirements are fulfilled. This is easy if $G$ has a cycle $C$ with $\ell < |C| < \ell^2$. We can detect these cycles in time $2^{O(\ell^2)} \cdot n^{O(1)}$ by using color coding (see Alon et al. [1]). If there exists such an cycle, any long cycle hitting set has to intersect it. Also it’s length is bounded, so we can return it as set $S$.

To find a set $X$ fulfilling the remaining properties is more difficult. For this we build on a tool called “$k$-representative set of paths”.

> **Definition 4.** Let $G$ be a digraph, $x, y \in V(G)$ and $k \in \mathbb{Z}_{\geq 0}$. A set $P$ of $x \rightarrow y$-paths is a $k$-representative set of $x \rightarrow y$-paths, if for every set $S \subseteq V(G)$ of size at most $k$ it holds: If there is an $x \rightarrow y$-path in $G - S$ there is an $x \rightarrow y$-path $P \in P$ that is disjoint from $S$.

In our case such a $k$-representative set of paths will be useful for constructing a closed walk visiting several vertices of $T$ to use as our set $X$. Later on the reversed property of $k$-representative sets of paths will also be handy: if you hit all paths of $P$ with a set $S$ of size at most $k$, then there exist no $x \rightarrow y$-paths in $G - S$.

Alas, we were not able to find $k$-representative sets of paths of small size in general graphs. In the case of strong digraphs of bounded circumference, however, we obtain the following:

> **Theorem 5.** Let $G$ be a strong digraph, $x, y \in V(G)$ and $k \in \mathbb{Z}_{\geq 0}$. Then a $k$-representative set of $x \rightarrow y$-paths having size $\text{cf}(G)^{O(k^2 \log k)} \log n$ can be found in time $\text{cf}(G)^{O(k^2 \log k \cdot \log \log k)} n^{O(1)}$.

We need to generalize this tool a bit further as our graph $G$ neither has bounded circumference nor does it need to be strong. However, we have a set $T$ of small size such that $\text{cf}(G - T) \leq \ell$ and we are only interested in the strong components of the graph. This leads us to the following specialized lemma:

> **Lemma 6.** Let $G$ be a strong digraph, $T \subseteq V(G)$ and $k, \ell \in \mathbb{Z}_{\geq 0}$ with $\text{cf}(G - T) \leq \ell$. Then in time $2^{O(k \ell + k \log k \log \ell)} n^{O(1)}$, we can find a set $Q$ of $|T|^2 2^{O(k \ell + k \log k \log \ell)} \log^2 n$ closed walks with the following property: If there is a set $S \subseteq V(G)$ of size at most $k$ with $\text{cf}(G - S) \leq \ell$ and there are two vertices of $T$ in the same strong component of $G - S$ then there is

- a closed walk in $Q \in Q$ containing two vertices of $T$ that is disjoint from $S$ or
- a simple cycle of length at most $\ell$ containing two vertices of $T$.

The lemma allows for a branching procedure that creates several instances. For each instance we assume that there is a solution $S$ such that no two vertices of $T$ lie in the same strong component of $G - S$. We call such a solution isolating long cycle hitting set. The instances are created in the following way: We keep our original instance just in case it has an isolating long cycle hitting set. Then we search for a simple cycle $C$ of length at most $\ell$ in $G$ visiting at least two vertices of $T$. Such a cycle can be found by color coding in time $2^{O(\ell)} \cdot n^{O(1)}$. If such a cycle exists, we branch into two instances: In the first instance, we assume that $S$ intersects $C$ and we can just return $S = V(C)$ as solution to our intersection problem. In the second instance, $C$ is disjoint from $S$ and we have a candidate $X$ for contraction with Lemma 3. If no such cycle exists we get our candidate applying Lemma 6 by branching on which closed walk of $Q$ is disjoint from $S$ and take that as a candidate $X$.

We now have to check whether our candidate $X$ fulfills the assumptions of Lemma 3. If $\text{cf}(G[X]) > \ell$ then $X$ cannot be disjoint from $S$ in contradiction to our branching assumption and we give up on this branch. Then we check for every pair $a, b \in X$, if paths $P_{ab}$ and $P_{ba}$
as in Lemma 3 exist. If they do we cannot contract $X$, but $P_{ab} \circ P_{ba}$ forms a cycle of length more than $\ell$, so it has to be intersected by $S$. By branching assumption $V(P_{ab}) \subseteq X$ is disjoint from $S$ and therefore $P_{ba}$ has to intersect $S$. Luckily, $|V(P_{ba})| \leq \ell + 1$ and we can return $S = V(P_{ba})$ as set intersecting $S$. If these paths do not exist we can contract $X$ to a single vertex to obtain a new instance $(G', k, \ell, T')$. We continue our branching procedure with this new instance until we guess that our instance has an isolating long cycle hitting separator. As the cardinality of $T$ is decreased in each branching step this is the case at the latest when $|T| = 1$. Note that this may lead to the strange case that we are indeed searching for a solution $S$ that is larger than our set $T$.

The remaining problem can be stated as:

| Isolating Long Cycle Hitting Set Intersection | Parameter: $k + \ell + |T|$. |
|---------------------------------------------|-----------------------------|
| Input: A directed multigraph $G$, integers $k, \ell \in \mathbb{N}$ and a set $T \subseteq V(G)$ | |
| Properties: $cf(G - T) \leq \ell$ | |
| Task: Find a set $S$ intersecting some isolating long cycle hitting set $S$ of size at most $k$ with respect to $T$ if such a set exists. | |

The above procedure (and the result of this section) can be summarized as follows.

**Theorem 7.** Instances $(G, k, \ell)$ of Directed Long Cycle Hitting Set can be solved in time $2^{O((\ell^2 + \ell^3 \log k) \cdot (f_\ell(k, \ell))^{\ell} \cdot n^{O(1)})}$ by at most $2^{O((\ell^3 \log k) \cdot (f_\ell(k, \ell))^k \cdot n^2 \log^{2k+2}(n)}$ calls to an algorithm $A_\ell$ solving the Isolating Long Cycle Hitting Set Intersection problem, where $f_\ell(k, \ell)$ is a size bound on the set produced by $A_\ell$.

**Reducing to Important Hitting Separator.** In the previous section we reduced the Directed Long Cycle Hitting Set problem to the Isolating Long Cycle Hitting Set Intersection problem, a variant where we are already given a solution $T$ and search for a solution $S$ disjoint from $T$ of size at most $k$. Additionally, we know that $T$ has at most one vertex in each strong component of $G - S$. For the remainder of this subsection, assume that there is such a solution $S$ of size at most $k$.

Intuitively, we did the reduction to the isolating variant in order to apply something like Skewed Multiway Cut. This was done by Chen et al. [7] in their algorithm for Directed FVS. They guessed a topological ordering of the vertices of $T$ in $G - S$ and used Skewed Multiway Cut to cut away the backward paths. This also implied that each strong component consisted of a single vertex. In our case, though, we still have cycles left, and a direct construction to Skewed Multiway Cut gives us no control over their length.

We instead guess only a last vertex $t \in T$ in some topological ordering of the strong components of $G - S$. From here our approach differs significantly from that of Chen et al. [7] for Directed FVS. Instead of finding all cuts at once, we focus on the $t \rightarrow T \setminus \{t\}$-cuts while still hitting long cycles. This is we want to find the strong component of $t$ in $G - S$.

For this it is useful to see, that two types of arcs may not lie in the strong component of $t$ in $G - S$. The first kind of arcs are simply the arcs having their endpoint in $T \setminus \{t\}$, i.e. arcs in $\delta^-(T \setminus \{t\})$. This is because $S$ is isolating. The other kind of arcs are the arcs that lie only on long cycles, i.e. arcs $a = (v, w) \in A(G)$ with $\text{dist}_{G - S}(w, v) \geq \ell$. This follows from the fact that $S$ hits all long cycles. Therefore, the strong component of $t$ in $G - S$ must be a subset of the connected component of $t$ in $G$ after above arcs are removed. We call the later component $C_t^*$. We want to focus our search onto that component.
However, there may also be other arcs and vertices which do not lie in the strong component of $t$ in $G - S$ which are still in $C_t^\star$. To make it easier to argue about these, we use the shadow-covering technique introduced by Chitnis et al. [9] to solve the Directed Multiway Cut problem. For this we need to define what the shadow of our solution $S$ with respect to the set $T$ is:

**Definition 8 (shadow).** Let $G$ be a digraph and let $T, S \subseteq V(G)$. A vertex $v \in V(G)$ is in the forward shadow $f_{G,T}(S)$ of $S$ (with respect to $T$) if $S$ is a $T \rightarrow v$-separator in $G$, and $v$ is in the reverse shadow $r_{G,T}(S)$ of $S$ (with respect to $T$) if $S$ is a $v \rightarrow T$-separator in $G$. All vertices of $G$ which are either in the forward shadow or in the reverse shadow of $S$ (with respect to $T$) are said to be in the shadow of $S$ (with respect to $T$).

Note that $S$ itself is not in its own shadow. The most useful property of the shadow for our purposes is that every vertex that is not in the shadow of $S$ with respect to $T$ is reachable from a vertex of $T$ and can reach some (maybe different) vertex of $T$. In particular, if a vertex $v$ is not in the shadow of $S$ and reachable from $t$ (our last vertex) in $G - S$ then it has to lie in the strong component of $t$ in $G - S$. This is because $v$ can also reach a vertex of $T$ but there is no $T \rightarrow T \setminus \{t\}$-walk in $G - S$.

We use the deterministic algorithm for shadow covering by Chitnis et al. [8]. The following corollary follows from their paper:

**Corollary 9.** Let $(G, k, \ell, T)$ be an instance of Isolating Long Cycle Hitting Set Intersection. One can construct, in time $2^{\mathcal{O}(k)} \cdot n^{\mathcal{O}(1)}$, sets $Z_1, \ldots, Z_p$ with $p \leq 2^{\mathcal{O}(k)} \log^2 n$ such that if there is an isolating long cycle hitting set of size at most $k$, there is isolating long cycle hitting set $S$ of size at most $k$ and an $i \in \{1, \ldots, p\}$ such that $Z_i \cap (S \cup T) = \emptyset$ and $Z_i$ includes the shadow of $S$ with respect to $T$.

By branching on the possible choices of $Z_i$ we can assume that we have a set $Z$ that covers (read: includes) the shadow of $S$ with respect to $T$ and is disjoint from $S$ and $T$. Now every vertex outside of $Z$ is reachable from a vertex of $T$ and can also reach a vertex of $T$.

Consider now the set $V_{\text{out}} \subseteq V(G) \setminus Z$ defined as follows. For every $v \in V_{\text{out}}$ there is a $v \rightarrow w$-path $P$ with $w \in V(G) \setminus Z$ whose inner vertices are inside $Z$ and one of the following properties holds. The endpoint $w$ is contained in $T \setminus \{t\}$ or $P$ contains an arc $a = (x, y) \in A(G)$ that only lies on long cycles (i.e., $\text{dist}_{G - a}(y, x) \geq \ell$). The set of these vertices may not be reached from $t$ in $G - S$ if the other endpoint $w$ is not in $S$. Because then $w$ reaches a vertex of $T$ and that gives us either a $t \rightarrow T \setminus \{t\}$ path in $G - S$ or a closed walk in $G - S$ containing an arc that only lies on long cycles (which therefore contains itself a long cycle).

To get rid of the condition that the other endpoint of the path $P$ we apply the tool of critical vertices also used by Chitnis et al. [8]. For this we use an auxiliary graph (called torso) which is created by taking all vertices of $V(G) \setminus Z$ and shrinking paths with interior points in $Z$ to arcs. By remembering the paths which contained arcs only on long cycle we get a set $U_{t}^{\text{long}}$ of dangerous arcs that must not be traversable from $t$. In case they are not traversable only by the endpoint $w$ lying in $S$ these vertices are called $k$-critical with respect to $U_{t}^{\text{long}}$. Now, we can use the following theorem by Chitnis et al. [8].

**Proposition 10 ([8])**. Given a digraph $G$, a subset $U$ of its arcs, and some $t \in V(G)$, in time $2^{\mathcal{O}(k)} \cdot n^{\mathcal{O}(1)}$ we can find a set $F_{\text{critical}}$ of size $2^{\mathcal{O}(k)}$ that contains all $k$-critical vertices.

We apply Proposition 10 to $G, U_{t}^{\text{long}}, t$ and $k$, and add the resulting set $F_{\text{critical}}$ to our solution $S$. If our solution $S$ is still disjoint from $S$, it cannot contain a $k$-critical vertex. This implies that $t$ cannot reach a vertex of $V_{\text{out}}$ in $G - S$. So $S$ is a $t \rightarrow V_{\text{out}}$-separator in the strong component $C_t^\star$. 
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But $S \cap C_i^*$ may also have other properties like hitting long cycles that intersect or lie within $C_i^*$. To cover these we introduce the notion of important hitting $t \to V_{\text{out}}$-separators. These are $t \to V_{\text{out}}$-separators $U$ that hit all long cycles in a digraph and are backward-range minimal in the sense that there is no other $t \to V_{\text{out}}$-separators $U'$ hitting all cycles with $|U'| \leq |U|$ and $R_{G-U'}(V_{\text{out}}) \subseteq R_{G-U}(V_{\text{out}})$.

The main result of this section is that it is enough to find a set $S$ intersecting one important hitting $t \to V_{\text{out}}$-separator $U$ for every backward range $R_{G-U}(V_{\text{out}})$ in a strong digraph (read $G[C_i^*]$). We call the remaining problem **Important Hitting Separator in Strong Digraphs** which reads as follows:

<table>
<thead>
<tr>
<th>Important Hitting Separator in Strong Digraphs</th>
<th>Parameter: $k + \ell$.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> A strong digraph $G$, integers $k$, $\ell \in \mathbb{N}$, $t \in V(G)$ and $V_{\text{out}} \subseteq V(G)$.</td>
<td></td>
</tr>
<tr>
<td><strong>Properties:</strong> $\text{cf}(G - t) \leq \ell$, every arc of $G$ lies on a cycle of length at most $\ell$.</td>
<td></td>
</tr>
<tr>
<td><strong>Task:</strong> Find a set $S_\ell$ intersecting a important hitting $t \to V_{\text{out}}$-separator of size at most $k$ in every range equivalence class.</td>
<td></td>
</tr>
</tbody>
</table>

**Portals and Clusters.** In the previous section we reduced **Isolating Long Cycle Hitting Set Intersection** to **Important Hitting Separator in Strong Digraphs**. In an intuitive way we replaced the constraint on $S$ of hitting all cycles going through $T \setminus \{t\}$ by a constraint that $S$ needs to be a backward-range minimal $t \to V_{\text{out}}$-separator. Also we simplified our graph to be strongly connected and that every arc lies on a short cycle. We now want to also break the long cycles going only through $t$ into cut constraints. For this we consider the strong components of $G - t$. Let $C$ the set of all such components. Our main interest are now portal vertices.

**Definition 11.** Let $G$ be a digraph and let $C \subseteq V(G)$. A vertex $v \in C$ is a portal vertex of $C$, if $\Delta_G(v) > \Delta_{G[C]}(v)$, where $\Delta_H(v)$ is the number of incident arcs (both in-coming and out-going) of $v$ in a graph $H$. We denote by $X_C$ the set of all portal vertices of $C$.

As all arcs of $G$ lie on a short cycles the arcs going between clusters must cycle back to $t$.

**Lemma 12.** Let $C \in \mathcal{C}$ and $v \in X_C$. There is a cycle $O_v$ with $v, t \in V(O_v)$ and $|O_v| \leq \ell$.

These cycles allow us to transform paths between portal vertices of the same strong component into closed walks. Like in the first part of our algorithm we can eliminate cycles of length between $\ell + 1$ and $2\ell^6$ by detecting them and returning them as set $S_\ell$ as any hitting separator has to intersect these. This gap between small and large cycles however allows us to get a similar gap for the distance between portal vertices.

**Lemma 13.** For any $v_1, v_2 \in X_C$, either $\text{dist}_{G[C]}(v_1, v_2) \leq 2\ell^2$ or $\text{dist}_{G[C]}(v_1, v_2) \geq 2\ell^6 - 2\ell$.

This in turn allows us to cluster the portal vertices of every component. For $\ell_{\text{max}} = 2\ell^2$ we put all portal vertices at distance at most $\ell_{\text{max}}$ from a portal vertex $v$ into the set $X_v$. This defines a partition into clusters:

**Lemma 14.** For any $C \in \mathcal{C}$ and $v_1, v_2 \in X_C$, sets $X_{v_1}$ and $X_{v_2}$ are either disjoint or equal.

Consider now a long cycle $O$ in $G$. Assume it contains for each strong component $C \in \mathcal{C}$ it visits only portal vertices of one of the clusters of $C$. In strong digraphs of circumference at most $\ell$ (like $G[C]$) the length of a path can at most be $\ell^2$ times the distance between its endpoints. Therefore the length of $O$ inside a single component $C$ can be at most $2\ell^4$. We
already made sure that long cycles in $G$ have length more than $2\ell^6$. But we can shortcut $O$ after the visit of $C$ to a cycle with length between $\ell + 1$ and $2\ell^6$ – a contradiction. Therefore every long cycle has a path between different clusters of some strong component of $G - t$.

By carefully analyzing the structure of the strong components and guessing vertices of $S$ (by including them into $S_h$) we make sure there are neither too many strong components with more than one cluster nor do these have to many clusters themselves. Moreover, we were able to restrict $t \to V_{\text{out}}$ to a single strong component.

This means that our sought after solution $S$ forms in each strong component $C$ a multiway cut between the different cluster $X_i$ of $C$ and additionally cuts all $X_i \to V_{\text{out}}$-paths in backward-range minimal way. This structure of $S$ we call important cluster separators:

**Definition 15.** Let $G$ be a digraph and let $X_1, \ldots, X_t, Y \subseteq V(G)$ be pairwise disjoint vertex sets. We call a vertex set $U \subseteq V \setminus (X_1 \cup \ldots \cup X_t \cup Y)$ a cluster separator if $G - U$ contains

- no path from $X_i$ to $X_j$ for $i \neq j$ and
- no path from $X_i$ to $Y$ for $i = 1, \ldots, t$.

A cluster separator $U$ is important if there is no cluster separator $U'$ with $|U'| \leq |U|$ and $R_{G-U'}(Y) \subseteq R_{G-U}(Y)$.

If $V_{\text{out}} = \emptyset$ this boils down to the DIRECTED MULTIWAY CUT problem, which we solve by the algorithm of Chitnis et al. [9]. It thus remains to solve the case where $V_{\text{out}} \neq \emptyset$.

---

**Finding Important Cluster Separators.** In this section we want to solve the IMPORTANT CLUSTER SEPARATOR IN STRONG DIGRAPHS OF BOUNDED CIRCUMFERENCE problem. This problem is strongly related to the DIRECTED MULTIWAY CUT PROBLEM. By adding an additional vertex $v^*$ that has an incoming arc from every vertex of $V_{\text{out}}$ we see that cluster separator are indeed multiway cuts in this modified graph. The difficulty lies in the notion of importance we introduced (and needed). That is, we want to intersect all cluster separators $S$ where $R_{G-S}(V_{\text{out}})$ is minimal for their size.

We introduce two definitions to handle this. The first is the concept of the frontier $F$ of a cluster separator $S$. These are the vertices that define the backward range from $V_{\text{out}}$, i.e. the vertices of $S$ that can reach $V_{\text{out}}$ without going through another vertex of $S$. The other concept is that of an outlet. Given an $X_i \to X_j$-path $P$ and two integers $\alpha, \beta \in \mathbb{Z}_{\geq 0}$, an $(\alpha, \beta)$-outlet of $P$ is a vertex $\omega$ of $P$ with the following property: there is a $\omega \to V_{\text{out}}$-path $R_{\omega}$ such that every vertex on $P$ except for the $\alpha$-many preceding and following vertices of $\omega$ on $P$ have distance at least $\beta$ from $R_{\omega}$. These outlets are in some sense key positions where $X_i \to X_j$-paths start to significantly differ from $X_i \to V_{\text{out}}$-paths.

For outlets we differentiate between “open” and “closed” outlets. *Open* outlets are outlets that lie in $R_{G-S}(V_{\text{out}})$, i.e. behind the frontier; the other outlets *closed*. The frontier $F$ is therefore separates $X = \bigcup_{i=1}^{t} X_i$ from the open outlets. The rest of our efforts now focuses on finding a set $V_G$ such that the frontier $F$ is an important $X \to (V_{\text{out}} \cup V_G)$-separator. This set $V_G$ contains (a subset of) the open outlets for some $X_i \to X_j$-paths. As set of paths tho search on we take for every ordered pair of distinct $X_i, X_j$ an arbitrary $X_i \to X_j$-path $P_{i,j}$.
The main property we use for finding the set $V_\Omega$ is some kind of locality argument. As our graph $G$ is strong and has bounded circumference, the length of any path cannot differ too much from the distance of its endpoints. So if we know that a path is hit by $S$ not to far from an outlet, we can guess these vertices. This is done with the help of $k$-representative sets of paths: if we know that an $\omega \rightarrow V_{\text{out}}$-path is hit near $\omega$, we construct a $k$-representative set $\omega \rightarrow V_{\text{out}}$-paths. We can argue that also one of the paths in this set has to be hit near $\omega$. So we can guess all the vertices near $\omega$ on the paths of the $k$-representative set for their intersection with $S$.

By carefully guessing such potential intersections, and choosing $\alpha, \beta$ properly, we obtain:

- If a path $P_{i,j}$ has more than $\gamma = \text{poly}(k, \ell)$ outlets, one of them is open.
- If there is a $X_i \rightarrow X_j$-path in $G - F$ then $P_{i,j}$ has an open outlet.

The last step is now to get rid of the $X_i \rightarrow X_j$-paths in $G - F$. We achieve this by guessing that a so called landing strip in front of an open outlet of $P_{i,j}$ (which exists by the second property) is disjoint from $S$. This landing strip has the task that if there is a $X_i \rightarrow X_j$-path in $G - F$ than also the open outlet would be reachable. This again works by the locality of our strong graphs of bounded circumference.

After all these guessing we obtain (for the right guess) a set $V_\Omega$ such that $F$ is an important $X \rightarrow (V_{\text{out}} \cup V_{\Omega})$-separator. These we can enumerate by a result of Chitnis et al. [9].

**Proposition 16 ([9]).** Let $G$ be a digraph and let $X, Y \subseteq V(G)$ be disjoint non-empty vertex sets. For every $p \geq 0$ there are at most $4^p$ important $X - Y$-separators of size at most $p$, and all these separators can be enumerated in time $\mathcal{O}(4^p \cdot p(n + m))$.

**Putting Everything Together.** Finally, we are able to prove our main result. By combining the reductions of the previous sections, we get an overall algorithm solving **Directed Long Cycle Hitting Set**:

**Theorem 1.** There is an algorithm that solves **Directed Long Cycle Hitting Set** in time $2^{O(n^{\log k} \cdot \log k + k^2 \cdot \log k \cdot \log \ell)} \cdot n^{O(1)}$ for $n$-vertex digraphs $G$ and parameters $k, \ell \in \mathbb{N}$.

### 4 $k$-Representative Sets of Paths

In this section, we show how to obtain a $k$-representative set of paths of small size in strong digraphs of bounded circumference. Let us briefly recall the definition.

**Definition 4.** Let $G$ be a digraph, $x, y \in V(G)$ and $k \in \mathbb{Z}_{\geq 0}$. A set $P$ of $x \rightarrow y$-paths is a $k$-representative set of $x \rightarrow y$-paths, if for every set $S \subseteq V(G)$ of size at most $k$ it holds: If there is an $x \rightarrow y$-path in $G - S$ there is an $x \rightarrow y$-path $P \in P$ that is disjoint from $S$.

Our goal is to prove the following:

**Theorem 5.** Let $G$ be a strong digraph, $x, y \in V(G)$ and $k \in \mathbb{Z}_{\geq 0}$. Then a $k$-representative set of $x \rightarrow y$-paths having size $\text{cf}(G)^{O(k^2 \log k)} \cdot \log n$ can be found in time $\text{cf}(G)^{O(k^2 \log k)} \cdot n^{O(1)}$.

If all $x \rightarrow y$-paths are short we can use the following result of Monien [23]:

**Proposition 17 ([23]).** Let $G$ be a digraph, let $x, y \in V(G)$ and let $k \in \mathbb{N}$. If every $x \rightarrow y$-path in $G$ has length at most $\ell$, then a $k$-representative set containing at most $\ell k$ many $x \rightarrow y$-paths can be found in time $\ell^{O(k)} \cdot n^{O(1)}$.

Recently, Fomin et al. [11] improved the computation of representative sets of paths, both in terms of the size of the set and the run time, but Proposition 17 will be sufficient for our purposes.
A motivational example. Before we give our construction for \( k \)-representative sets of paths in strong digraphs of bounded circumference, we want to consider graphs of treewidth two and a special example of treewidth three. Strong digraphs of treewidth two are trees with bidirected arcs. In this case we have that for every pair \( x, y \in V(G) \) there is an unique \( x \to y \)-path \( P \). Thus, \( \{P\} \) is a feasible \( k \)-representative set of paths.

The situation is significantly different even for \( \text{cf}(G) = 3 \). Consider the strong digraph in Figure 1.
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Figure 1 A digraph \( G \) with \( \text{cf}(G) = 3 \) where every \( k \)-representative set of \( x \to y \)-paths has size \( 2^{\Omega(k)} \log n \).

There are exactly \( 2^n \) different \( x \to y \)-paths in \( G \); each such path corresponds to a \( 0-1 \) vector of length \( n \). Thus, if we remove a vertex \( v_i^0 \) or \( v_i^1 \), then only those paths survive that have 1 or 0 at the \( i \)-th coordinate, respectively. Therefore, a collection of paths in this graph is \( k \)-representative only if no matter how we fix the values of \( k \) arbitrary coordinates, there is a vector in the collection satisfying these constraints. Such collections of vectors are also known as binary covering arrays. Kleitman and Spencer [17] proved that every collection of vectors of length \( n \) satisfying this property has size \( 2^{\Omega(k)} \log n \) (more precisely, they gave a lower bound on the dual question of \( k \)-independent families, but it can be easily rephrased into this lower bound).

We will now construct a \( k \)-representative set of paths for this graph \( G \) by using so called \( k \)-perfect families of hash functions.

\[ \text{Definition 18.} \text{ Let } \mathcal{F} \text{ be a family of functions } f : U \to \{1, \ldots, k\} \text{ on the universe } U. \text{ We say that } \mathcal{F} \text{ is a } k \text{-perfect family of hash functions if for every } X \subseteq U \text{ of size at most } k, \text{ there is an } f \in \mathcal{F} \text{ that is injective on } X, \text{ i.e. } f(x) \neq f(x') \text{ for any two distinct } x, x' \in X. \]

We use the following result by Alon et al. [1] for our construction.

\[ \text{Proposition 19 ([1]).} \text{ Let } U \text{ be a universe and } k \in \mathbb{N}. \text{ Then there exists a } k \text{-perfect family } \mathcal{F} \text{ of size } 2^{\omega(k)} |U| \text{ that can be constructed in time } 2^{\omega(k)} |U|^\omega(1). \]

Before considering arbitrary strong digraphs of bounded circumference, let us explain how \( k \)-perfect families of hash functions can be used for the construction in the case of the digraph \( G \) of Figure 1. Let \( \mathcal{F} \) be a \( k \)-perfect family of hash functions over the universe \( U = \{1, \ldots, n\} \) as in Proposition 19. Moreover, let \( \mathcal{H} \) be the set of all functions \( h : \{1, \ldots, k\} \to \{0, 1\} \). For \( (f, h) \in \mathcal{F} \times \mathcal{H} \) denote by \( P_{f,h} \), the \( x \to y \)-path in \( G \) that uses the vertices \( v_i^{h(f(i))} \) for \( i = 1, \ldots, n \). Then we add for every pair \( (f, h) \in \mathcal{F} \times \mathcal{H} \) the path \( P_{f,h} \) to our set \( \mathcal{P} \).

Now consider a deletion set \( S \subseteq V(G) \) of size at most \( k \) such that there is still an \( x \to y \)-path in \( G \). Then \( S \) contains only vertices of type \( v_i^0 \) and at most one of \( v_i^0 \) and \( v_i^1 \) for every \( i = 1, \ldots, n \). In other words, for some \( X \subseteq U \) of size at most \( k \) and function \( g : X \to \{0, 1\} \), the vertices \( v_i^{g(i)} \) form the set \( S \). As \( \mathcal{F} \) is a \( k \)-perfect family of hash functions, there is an \( f \in \mathcal{F} \) that is injective on \( X \). Now consider the function \( h \) defined as follows.
For every \( i \in X \), let \( h(f(i)) = 1 - g(i) \); as \( f \) is injective on \( X \), this is well-defined and gives a function \( h : f(X) \to \{0, 1\} \). Complete, \( h \) to a function \( h : \{1, \ldots, k\} \to \{0, 1\} \) by choosing the remaining values arbitrarily. We claim that the path \( P_{f,h} \) introduced for this choice of \( f \) and \( h \) is disjoint from \( S \). For \( i \notin X \), it does not matter if \( P_{f,h} \) uses \( v_1^i \) or \( v_2^i \). For \( i \in X \), set \( S' \) contains \( v_1^{g(i)} \). By our definition of \( h \), we have \( h(f(i)) = 1 - g(i) \), hence \( P_{f,h} \) uses \( v_1^{1-g(i)} \), avoiding \( S \). Thus \( P_{f,h} \) is indeed disjoint from \( S \).

Our proof of Theorem 5 generalizes this construction to arbitrary strong digraphs of bounded circumference: we construct the path by concatenating a series of fairly independent “short jumps.” For each of these short jumps, we construct a \( k \)-representative set of paths by Proposition 17. The choice of which short path to select is determined by a \( k \)-perfect family of hash functions, similarly to the argument in the previous paragraph.

**Strong digraphs with bounded circumference.** Before we formally start proving Theorem 5, we establish some structural properties of strong digraphs with bounded circumference.

**Lemma 20.** Let \( G \) be a digraph and let \( x, y \in V(G) \). If \( P_1 \) is an \( x \to y \)-path and \( P_2 \) is a \( y \to x \)-path, then \( |P_1| \leq (\text{cf}(G) - 1)|P_2| \) holds. Consequently, we have \( \text{dist}_G(x,y) \leq (\text{cf}(G) - 1)\text{dist}_G(y,x) \).

**Proof.** Suppose, for sake of contradiction, that \( |P_1| > (\text{cf}(G) - 1)|P_2| \). By \( x, y \in V(P_1) \cap V(P_2) \), we can split \( P_1 \) into \( |P_2| \) pairwise disjoint subpaths whose internal vertices are disjoint from \( V(P_2) \). Note that there are \( |V(P_1)| - |V(P_2)| = (|P_1| + 1) - (|P_2| + 1) = |P_1| - |P_2| \) of these internal vertices. By pigeonhole principle, at least one of the subpaths has at least \( \left\lceil \frac{|P_1| - |P_2|}{|P_2|} \right\rceil = \left\lceil \frac{|P_1|}{|P_2|} \right\rceil - 1 \) internal vertices. By our assumption, these are at least \( \text{cf}(G) - 1 \) many. But than the whole subpath has at least \( \text{cf}(G) + 1 \) vertices. Since \( P_1 \circ P_2 \) is a closed walk, our segment is contained in a closed walk. Moreover, \( P_1 \) is acyclic and our segment is internally disjoint from \( P_2 \). Thus, the segment is even contained in a cycle. But this cycle then has length at least \( \text{cf}(G) + 1 \), contradicting the definition of circumference. \( \blacktriangle \)

By using that there is always a backward path in strong digraphs, applying above result twice yields:

**Lemma 21.** Let \( G \) be a strong digraph and \( x, y \in V(G) \). Then \( |P| \leq (\text{cf}(G) - 1)^2\text{dist}_G(x,y) \) for every \( x \to y \)-path \( P \).

**Proof.** Let \( W \) be a shortest \( x \to y \)-path in \( G \). As \( G \) is strong, there is also a \( y \to x \)-path \( Q \) in \( G \). By Lemma 20 we then have

\[
|P| \leq (\text{cf}(G) - 1)|Q| \leq (\text{cf}(G) - 1)^2|W| = (\text{cf}(G) - 1)^2\text{dist}_G(x,y).
\]

Similarly to the length, we can also argue about the distance between two paths.

**Lemma 22.** Let \( G \) be a strong digraph, \( x, y \in V(G) \) be two vertices, and \( P_1, P_2 \) be two \( x \to y \)-paths. For every vertex \( v \) of \( P_1 \), we have \( \text{dist}_G(P_2,v) \leq 2(\text{cf}(G) - 2) \) and \( \text{dist}_G(v,P_2) \leq 2(\text{cf}(G) - 2) \).

**Proof.** As \( G \) is strong, there is a \( y \to x \)-path \( Q \).

**Claim 23.** For \( i \in \{1, 2\} \), we have that

(i) \( \text{dist}_G(Q,v) \leq \text{cf}(G) - 2 \) and \( \text{dist}_G(v,Q) \leq \text{cf}(G) - 2 \) for every \( v \in P_i \), and

(ii) \( \text{dist}_G(Q,v) \leq \text{cf}(G) - 2 \) and \( \text{dist}_G(v,P_i) \leq \text{cf}(G) - 2 \) for every \( v \in Q \).
Proof. Let \( v \in P_1 \). As \( P_1 \) is acyclic (it is a path), but \( P_1 \circ Q \) is a closed walk in \( G \), \( v \) has to lie on a cycle \( O \) in \( P_1 \circ Q \). This cycle has length at most \( \text{cf}(G) \). Furthermore, \( G \) has at least two vertices in \( V(Q) \), as it contains an arc of \( Q \). So there is a path in \( O \) from \( v \) to a vertex of \( Q \) of length at most \( |O| - 2 \leq \text{cf}(G) - 2 \), showing \( \text{dist}_G(v,Q) \leq \text{cf}(G) - 2 \). On the other hand there is also a \( V(Q) \rightarrow v \)-path (from another vertex of \( V(Q) \cap V(O) \)) in \( O \) of length at most \( |O| - 2 \leq \text{cf}(G) - 2 \), showing \( \text{dist}_G(Q,v) \leq \text{cf}(G) - 2 \). This shows Statement (i).

Statement (ii) can be seen analogously by switching the roles of \( P_1 \) and \( Q \). \(<\\)

Now fix a \( v \in V(P_1) \). By Claim 23, we have that there is a \( w \in V(Q) \) such that \( \text{dist}_G(w,v) = \text{dist}_G(Q,v) \leq \text{cf}(G) - 2 \). Applying Claim 23 another time and using triangle inequality we get

\[
\text{dist}_G(P_2,v) \leq \text{dist}_G(P_2,w) + \text{dist}_G(w,v) \leq 2(\text{cf}(G) - 2).
\]

Similarly, we get from Claim 23 that there is an \( u \in V(Q) \) with \( \text{dist}_G(v,u) = \text{dist}_G(v,Q) \leq \text{cf}(G) - 2 \). Another application of Claim 23 and the triangle inequality yields

\[
\text{dist}_G(v,P_2) \leq \text{dist}_G(v,u) + \text{dist}_G(u,P_2) \leq 2(\text{cf}(G) - 2),
\]

concluding the proof.

We are now ready to prove Theorem 5.

\[\textbf{Theorem 5.} \text{ Let } G \text{ be a strong digraph, } x, y \in V(G) \text{ and } k \in \mathbb{Z}_{\geq 0}. \text{ Then a } k\text{-representative set of } x \rightarrow y\text{-paths having size } \text{cf}(G)^{O(k^2 \log k)} \cdot \log n \text{ can be found in time } \text{cf}(G)^{O(k^2 \log k)} \cdot n^{O(1)}. \]

Proof. Let us fix an arbitrary \( x \rightarrow y\)-path \( R \) (which exists as \( G \) is strong) to guide our construction. Denote by \( r \) the length of \( R \) and by \( v_0 = x, v_1, \ldots, v_{r-1}, v_r = y \) its vertices. We only consider a subset of vertices \( z_i \) at distance \( d = 2\text{cf}(G)^4 \) from each other or more formally \( z_i = v_{i \cdot d} \). These \( z_i \) will be the anchor vertices for our short jumps. We divide then \( z_i \) further into \( k+1 \) subsets \( Z^o \) by taking every \( (k+1) \)st vertex starting at offset \( o \). Formally we define \( Z^o = z_{i+(k+1)\cdot o} \) and \( Z^o = \{z_i^o\} \). These subsets have the advantage that one of these is far away from a deletion set \( S \) of size at most \( k \). For this we fix a set \( S \) of size at most \( k \) such that an \( x \rightarrow y\)-path in \( G - S \) exists.

\[\textbf{Claim 24.} \text{ There is some } o_S \in \{0, \ldots, k\} \text{ such that}
\]

\[
\text{dist}_G(Z^{o_S}, S) > 2(\text{cf}(G) - 2) \quad \text{and} \quad \text{dist}_G(S, Z^{o_S}) > 2(\text{cf}(G) - 2).
\]

Proof. We claim that for every \( s \in S \) there is at most one value \( o \in \{0, \ldots, k\} \) such that \( \text{dist}_G(Z^o, S) \leq 2\text{cf}(G)^2 \). Suppose that \( \text{dist}_G(w_1,s), \text{dist}(w_2,s) \leq 2\text{cf}(G)^2 \) for some \( w_1 \in Z^{o_1} \) and \( w_2 \in Z^{o_2} \) with \( o_1 \neq o_2 \). Assume, without loss of generality, that \( w_1 \) is before \( w_2 \) on \( R \); then \( R[w_1,w_2] \) has length at least \( d \) (as different \( z_i \) have distance at least \( d \)). By Lemma 20, we have \( \text{dist}_G(s,w_1) \leq (\text{cf}(G) - 1)\text{dist}_G(w_1,s) \leq (\text{cf}(G) - 1) \cdot 2\text{cf}(G)^2 \), thus \( \text{dist}_G(w_2,w_1) \leq \text{dist}_G(w_2,s) + \text{dist}_G(s,w_1) \leq 2\text{cf}(G)^3 \). Again by Lemma 20, we have \( d \leq |R[w_1,w_2]| \leq (\text{cf}(G) - 1)\text{dist}_G(w_2,w_1) < 2\text{cf}(G)^4 \), a contradiction. Thus, we have proven that for each of the \( k \) vertices \( s \in S \) there is at most one value \( o \in \{0, \ldots, k\} \) such that \( s \) is at distance at most \( 2\text{cf}(G)^2 \) from \( Z^o \). Therefore, by the pigeon-hole principle there is an \( o_S \in \{0, \ldots, k\} \) such that \( \text{dist}_G(Z^{o_S}, S) > 2\text{cf}(G)^2 \). By Lemma 20 this also implies \( \text{dist}_G(S, Z^{o_S}) > 2\text{cf}(G)^2/(\text{cf}(G) - 1) > 2(\text{cf}(G) - 2) \). This completes the proof of Claim 24.

\(<\\)
Thus we know that a small surrounding of one of the \( Z^o \)'s will be disjoint from \( S \). Furthermore, Lemma 21 gives a bound on the length of a path \( P \) between two consecutive vertices \( z^o_i \) and \( z^o_{i+1} \) of \( Z^o \), by \(|P| \leq (\mathit{cf}(G) - 1)^2 |R[z^o_i, z^o_{i+1}]| = \Theta(\mathit{cf}(G)^2 k)\). This allows us to introduce sets \( \mathcal{P}^o_i \) of \( k \)-representative \( z^o_i \rightarrow z^o_{i+1} \)-paths using the algorithm of Proposition 17 and have their size bounded by some \( B = \Theta(\mathit{cf}(G)^7 k^k) = \Theta(\mathit{cf}(G)^{O(k \log k)}) \) (using \( k = 2^{\log k} \) and \( \mathit{cf}(G) \geq 2 \)). By duplicating paths as necessary we can assume that every \( \mathcal{P}^o_i \) has size exactly \( B \).

To make sure that our path collections with offset are connected to \( x \) and \( y \), we construct additional sets \( \mathcal{P}^o_x \) and \( \mathcal{P}^o_y \) as follows: Let \( z^o_x \) be the first vertex in \( Z^o \) after \( x \) and \( z^o_y \) the last vertex before \( y \). Then compute, using the algorithm of Proposition 17, \( \mathcal{P}^o_x \) as a \( k \)-representative set of \( x \rightarrow z^o_x \)-paths and \( \mathcal{P}^o_y \) as a \( k \)-representative set of \( z^o_y \rightarrow y \)-paths. As the distances between these pairs of vertices are bounded by the distance of neighboring vertices in \( Z^o \) we can analogously get a size bound of \( B \) for \( \mathcal{P}^o_x \) and \( \mathcal{P}^o_y \). Note that for some offsets \( o \) either \( \mathcal{P}^o_x \) or \( \mathcal{P}^o_y \) may align with some \( \mathcal{P}^o_i \); then we leave out this \( \mathcal{P}^o_i \) as we do not need it anymore. For each \( o \), let \( \mathcal{P}^o := \{\mathcal{P}^o_x, \mathcal{P}^o_y\} \cup \{\mathcal{P}^o_i\} \), be the set of these relevant sets.

\[ \triangleright \text{Claim 25. } \text{Every } \mathcal{P}^o_{x,i} \in \mathcal{P}^o \text{ contains a path disjoint from } S. \]

\textbf{Proof.} Consider a set \( \mathcal{P}^o_T \) with \( T \in \{x, y, i\} \) such that the paths in \( \mathcal{P}^o_T \) are \( xT \rightarrow yT \)-paths. As above sets are \( k \)-representative sets of paths, we must only show that there is any \( xT \rightarrow yT \)-path in \( G - S \). By assumption there is a \( x \rightarrow y \) path \( Q \) in \( G - S \). By Lemma 22 we can find a \( q_x \in V(Q) \) such that \( \operatorname{dist}(xT, q_x) \leq 2(\mathit{cf}(G) - 1) \) and a \( xT \rightarrow q_x \)-path \( Q_x \) in \( G \) achieving this distance. By Claim 24 we know that \( Q_x \) is disjoint from \( S \) and therefore, \( Q_x \circ Q[q_x, y] \) is a \( q_x \rightarrow y \) walk disjoint from \( S \). Let \( Q_x \) be a \( q_x \rightarrow y \)-path contained in this walk. Another application of Lemma 22 yields a vertex \( q_y \in V(Q) \) with \( \operatorname{dist}(q_y, yT) \leq 2(\mathit{cf}(G) - 1) \) and a \( q_y \rightarrow yT \)-path \( Q_y \) in \( G \) achieving this distance. Again, by Claim 24, \( Q_y \) is disjoint from \( S \). Then \( Q_x[xT, q_y] \circ Q_y \) contains a \( xT \rightarrow yT \)-path as proposed. This completes the proof of Claim 25. \( \triangleright \)

Of course, enumerating all possible tuples of paths would construct too many candidates, as the size of \( \mathcal{P}^o \) can be \( \Omega(m) \). Therefore, we want to use a \( f(k) \)-perfect family of hash functions. This is possible if we can bound the number of intersections with the sets \( \mathcal{P}^o \) by \( f(k) \).

\[ \triangleright \text{Claim 26. } \text{The set } S \text{ intersects at most } 2k \text{ sets of } \mathcal{P}^o. \]

\textbf{Proof.} We show that \( s \in S \) can intersect for at most two sets that share an endpoint, thus achieving the claimed size bound. Suppose for contradiction that \( s \) intersects two paths \( Q_1 \) and \( Q_2 \) out of sets in \( \mathcal{P}^o \) that do not share an endpoint. Let each \( Q_i \) be a \( s \rightarrow y_i \)-path, then we can assume without loss on generality that the order the endpoints appear on \( R \) is \( x_1, y_1, x_2, y_2 \) and \( |R[y_1, x_2]| \geq 2\mathit{cf}(G)^3 \) (by the distance of the \( z_i \). On the other hand \( R[x_1, y_1] \) and \( Q_i \) connect the same endpoints, hence Lemma 22 implies that there is a \( t_1 \in V(R[x_1, y_1]) \) with \( \operatorname{dist}(t_1, s) \leq 2(\mathit{cf}(G) - 1) \) and a \( t_2 \in V(R[x_2, y_2]) \) with \( \operatorname{dist}(s, t_2) \leq 2(\mathit{cf}(G) - 1) \) as \( s \in Q_1 \cap Q_2 \). This implies that \( \operatorname{dist}(t_1, t_2) \leq \operatorname{dist}(t_1, s) + \operatorname{dist}(s, t_2) \leq 4(\mathit{cf}(G) - 2) \). If we now consider \( R[t_1, t_2] \), we get \( |R[t_1, t_2]| \geq |R[y_1, x_2]| \geq 2\mathit{cf}(G)^3 \geq (\mathit{cf}(G) - 1)^2 \cdot \operatorname{dist}(t_1, t_2) \) in contradiction to Lemma 21. This completes the proof of Claim 26. \( \triangleright \)

We can now construct a \( 2k \)-perfect family \( \Psi^o \) of hash functions over the universe \( \mathcal{P}^o \) for each \( o \). For any \( o \) this family contains an element \( \psi \) which gives every set of \( \mathcal{P}^o \) that is intersected by \( S \) a different number in \( \{1, \ldots, 2k\} \) (by Claim 26). Further, there is a map \( \pi_{\text{free}} \) that maps the numbers of \( \{1, \ldots, 2k\} \) to a number of \( \{1, \ldots, B\} \), such that for
every $P \in P^{os}$ which has a path intersected by $S$, we have that the $\psi \circ \pi_{free}(P)$th path of $P$ is not intersected by $S$. There is such a path by Claim 25. Denote by $Q_{\psi,\pi_{free}}(P)$ this path. As we cannot know $\pi_{free}$ in advance we create a set $\Pi$ of all possible functions from $\{1, \ldots, 2k\}$ to $\{1, \ldots, B\}$.

We know that for the specific choices of $o_{S}$, $\psi$ and $\pi_{free}$ we get that the union of paths in $\{Q_{\psi,\pi_{free}}(P) | P \in P^{os}\}$ forms a $x \rightarrow y$ walk $W$ in $G - S$. Every $x \rightarrow y$-path within $W$ is also disjoint from $S$. Therefore, the set $P_{x,y,k}$ created as follows contains a path disjoint from $S$:

For every $o \in \{1, \ldots, k + 1\}$, every $\psi \in \Psi$ and every $\pi \in \Pi$ consider the $x \rightarrow y$-walk $\bigcup_{P \in P^{os}} Q_{\psi,\pi}(P)$ and introduce an arbitrary $x \rightarrow y$-path contained in it into $P_{x,y,k}$.

The run time follows similarly.

We think that $k$-representative sets of paths could prove a useful tool in many vertex deletion problems. Together with iterative compression, it allows one to argue about connectivity structure of the old solution. In our case it led to contraction argument strengthening the solution structure (Lemma 3) and a focused guessing of solution vertices (subsection about finding important cluster separators).

There may be other use cases as well. Therefore, we decided to present our result on $k$-representative sets of paths in a self-contained way. We hope that this helps other researchers and improves our understanding of vertex-deletion problems in directed graphs.
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1 Introduction

The \(n\)-dimensional hypercube, or \(n\)-cube for short, is the graph \(Q_n\) formed by all \(\{0, 1\}\)-strings of length \(n\), with an edge between any two bitstrings that differ in exactly one bit. This family of graphs has numerous applications in computer science and discrete mathematics, many of which are tied to famous problems and conjectures, such as the sensitivity conjecture of Nisan and Szegedy [29], recently proved by Huang [23]; Erdős and Guys’ crossing number.
problem [8] (see [9]); Füredi’s conjecture [13] on equal-size chain partitions (see [41]); Shearer and Kleitman’s conjecture [37] on orthogonal symmetric chain decompositions (see [39]); the Ruskey-Savage problem [32] on matching extendability (see [11, 12]), and the conjectures of Norine, and Feder and Subi on edge-antipodal colorings [10, 30], to name just a few.

The focus of this paper are Hamilton cycles in the $n$-cube and its subgraphs. A Hamilton cycle in a graph is a cycle that visits every vertex exactly once, and in the context of the $n$-cube, such a cycle is often referred to as a Gray code. Gray codes have found applications in signal processing, circuit testing, hashing, data compression, experimental design, and in solving puzzles like the Towers of Hanoi or the Chinese rings; see Savage’s survey [35]. They are also fundamental for efficient exhaustive generation algorithms, a topic that is covered in depth in the most recent volume of Knuth’s ‘The Art of Computer Programming’ [25].

To start with, it is an easy exercise to show that the $n$-cube has a Hamilton cycle for any $n \geq 2$. One such cycle is given by the classical binary reflected Gray code $\Gamma_n$ [14], defined inductively by $\Gamma_1 := 0, 1$ and $\Gamma_{n+1} := 0\Gamma_n, 1\Gamma_n^R$, where $\Gamma^R$ denotes the reversal of the sequence $\Gamma$, and $0\Gamma$ or $1\Gamma$ means prefixing all strings in the sequence $\Gamma$ by 0 or 1, respectively. For instance, this construction gives $\Gamma_2 = 00, 01, 10$ and $\Gamma_3 = 000, 001, 010, 011, 100, 101, 110, 111$. The problem of finding a Hamilton cycle becomes considerably harder when we restrict our attention to subgraphs of the cube induced by a sequence of consecutive levels, where the $k$-th level of $Q_n$, $0 \leq k \leq n$, is the set of all bitstrings with exactly $k$ many 1s in them. One such instance is the famous middle levels problem, raised in the 1980s by Havel [22] and independently by Buck and Wiedemann [4], which asks for a Hamilton cycle in the subgraph of the $(2m + 1)$-cube induced by levels $m$ and $m + 1$. This problem received considerable attention in the literature, and a construction of such a cycle for all $m \geq 1$ was provided only recently by Mütze [27]. A much simpler construction was described subsequently by Gregor, Mütze, and Nummenpalo [19].

1.1 Our results

In this paper we consider the central levels problem, a broad generalization of the middle levels problem: Does the subgraph of the $(2m + 1)$-cube induced by the middle $2\ell$ levels, i.e., by levels $m + 1 - \ell, \ldots, m + \ell$, have a Hamilton cycle for any $m \geq 1$ and $1 \leq \ell \leq m + 1$? This problem was raised independently by Savage [34], Gregor and Škrekovski [20], and by Shen and Williams [38]. Clearly, the case $\ell = 1$ of the central levels problem is the aforementioned middle levels problem (solved in [27]). Moreover, the case $\ell = 2$ was solved affirmatively in a paper by Gregor, Jäger, Mütze, Sawada, and Wille [16] presented at ICALP 2018. Also, the case $\ell = m + 1$ is established by the binary reflected Gray code $\Gamma_{2m+1}$. Furthermore, the case $\ell = m$ was solved by El-Hashash and Hassan [7], and in a more general setting by Locke and Stong [26], and the case $\ell = m - 1$ was settled in [20].

The main contribution of this paper is to solve the central levels problem affirmatively in full generality; see Figure 1 (a)–(d).

Theorem 1. For any $m \geq 1$ and $1 \leq \ell \leq m + 1$, the subgraph of the $(2m + 1)$-cube induced by the middle $2\ell$ levels has a Hamilton cycle.

The most general question in this context is to ask for a Hamilton cycle in $Q_n$ that visits all vertices in any sequence of $\ell$ consecutive levels, i.e., the levels need not be symmetric around the middle, and the dimension $n$ needs not be odd. These graphs are all bipartite, and to circumvent the imbalances that prevent the existence of a Hamilton cycle for general $n$ and $\ell$, we have to slightly generalize the notion of Hamilton cycles: Firstly, a saturating cycle in a bipartite graph is a cycle that visits all vertices in the smaller partition class (if it has
size 1, then a single edge is considered to be a cycle). Secondly, a tight enumeration in a (bipartite) subgraph of the cube is a cyclic listing of all its vertices where the total number of bits flipped is exactly the number of vertices plus the difference in size between the two partition classes. Clearly, if both partition classes have the same size, these two notions are equal to a Hamilton cycle. In fact, all cases of this more general problem, except the central levels problem, were solved already in [18], some of them conditional on a “yes” answer to the central levels problem. Combining Theorem 1 with these previous results, we now also obtain an unconditional result for this more general question.

**Corollary 2.** For any \(n \geq 1\) and \(1 \leq \ell \leq n + 1\), the subgraph of the \(n\)-cube induced by any sequence of \(\ell\) consecutive levels has both a saturating cycle and a tight enumeration.

An essential tool in our proof of Theorem 1 are symmetric chain decompositions. This is a well-known concept from the theory of posets, which we now define specifically for the \(n\)-cube using graph-theoretic language. A symmetric chain in \(Q_n\) is a path \((x_k, x_{k+1}, \ldots, x_{n-k})\) in the \(n\)-cube where \(x_i\) is from level \(i\) for all \(k \leq i \leq n - k\), and a symmetric chain decomposition, or SCD for short, is a partition of the vertices of \(Q_n\) into symmetric chains. It is well-known that the \(n\)-cube has an SCD for all \(n \geq 1\), and the simplest explicit construction was given by Greene and Kleitman [15] (see Section 2.2 below). Streib and Trotter [40] first investigated the interplay between SCDs and Hamilton cycles in the \(n\)-cube, and they described an SCD in \(Q_n\) that can be extended to a Hamilton cycle; see Figure 1 (e). Their SCD, however, is different from the aforementioned Greene-Kleitman SCD. In this paper, we extend Streib and Trotter’s result as follows; see Figure 1 (f).

**Theorem 3.** For any \(n \geq 2\), the Greene-Kleitman SCD can be extended to a Hamilton cycle in \(Q_n\).

The Greene-Kleitman SCD has found a large number of applications in the literature, e.g., to construct symmetric Venn diagrams [21, 33], to solve the Littlewood-Offord problem [3, Chap. 4], or to learn monotone Boolean functions [25, Sec. 7.2.1.6] (see also [1, 6, 31, 37, 42]). Knowing that this SCD extends to a Hamilton cycle and that it is a crucial ingredient for solving the general central levels problem adds to this list of interesting properties and applications. Observe also that a Hamilton cycle that extends an SCD has the intriguing property that it minimizes the number of changes of direction from moving up to moving down, or vice versa, between consecutive levels in the cube. For comparison, the monotone paths constructed by Savage and Winkler [36] maximize these changes.

Motivated by these results and by the aforementioned conjecture of Ruskey and Savage [32] that every matching in \(Q_n\) extends to a Hamilton cycle, we raise the following conjecture:

**Conjecture 4.** Every SCD can be extended to a Hamilton cycle in \(Q_n\).

Although every SCD of \(Q_n\) is the union of two matchings, there are matchings in \(Q_n\) that do not extend to an SCD; take for example the two edges obtained by starting at the vertices \(0^n\) and \(1^n\) and flipping the same bit. Consequently, an affirmative answer to Conjecture 4 would cover only some cases of the Ruskey-Savage conjecture.

### 1.2 Efficient algorithms

Our proof of Theorem 1 is constructive and translates directly into an algorithm for computing the Hamilton cycle in time and space that are polynomial in the size of the graph (the middle \(2\ell\) levels of \(Q_n\), \(n := 2m + 1\)), which is exponential in \(n\). Often, it is desirable to have
Figure 1 (a)–(d) The Hamilton cycles in $Q_{7,\ell}$ for $\ell = 1, 2, 3, 4$ constructed as in our proof of Theorem 1. (e) The Hamilton cycle in $Q_{7}$ containing an SCD obtained from the Streib-Trotter construction, with symmetric chains highlighted on the side. (f) The Hamilton cycle in $Q_{7}$ containing the Greene-Kleitman SCD obtained from our proof of Theorem 3. In this figure, 1-bits are drawn as black squares, 0-bits as white squares.
We first describe the ideas for proving Theorem 1. For any $m \geq 1$ we define $n := 2m + 1$, and for $1 \leq \ell \leq m + 1$ we let $Q_{n,\ell}$ denote the subgraph of $Q_n$ induced by the middle $2\ell$ levels. To prove that $Q_{n,\ell}$ has a Hamilton cycle for general $m$ and $\ell$, we combine and generalize the tools and techniques developed for the cases $\ell = 1$ and $\ell = 2$ in [19] and [16], respectively. Our proof proceeds in two steps: In a first step, we construct a cycle factor in $Q_{n,\ell}$, i.e., a collection of disjoint cycles which together visit all vertices of $Q_{n,\ell}$. In a second step, we use local modifications to join the cycles in the factor to a single Hamilton cycle. Essentially, this technique reduces the Hamiltonicity problem in $Q_{n,\ell}$ to proving that a suitably defined auxiliary graph is connected, which is much easier.

In fact, the predecessor paper [16] already proved the existence of a cycle factor in $Q_{n,\ell}$, but this construction does not seem to yield a factor that would be amenable to analysis. In this paper, we therefore construct another cycle factor in $Q_{n,\ell}$, based on modifying the aforementioned Greene-Kleitman SCD of $Q_n$ by the lexical matchings introduced by Kierstead and Trotter [24]. The resulting cycle factor in $Q_{n,\ell}$ has a rich structure, in particular the number of cycles and their lengths can be described combinatorially.

The simplest way to join two cycles $C$ and $C'$ from this factor to a single cycle is to consider a 4-cycle $F$ that shares exactly one edge with each of the cycles $C$ and $C'$ (the other two edges of $F$ must then go between $C$ and $C'$), and to take the symmetric difference of the edge sets of $C \cup C'$ and of $F$, yielding a single cycle $(C \cup C') \triangle F$ on the same vertex set as $C \cup C'$. We refer to such a cycle $F$ as a flipping 4-cycle. For example, if we interpret the binary reflected Gray code $\Gamma_n$ as a cycle in $Q_n$, we see that $\Gamma_{n+1} = (0\Gamma_n \cup 1\Gamma_n^R) \triangle F$ where $F$ is the 4-cycle $F = 0^{n+1}, 010^{n-1}, 110^{n-1}, 10^n$. In addition to flipping 4-cycles, we also use flipping 6-cycles, which intersect with the two cycles to be joined in a slightly more complicated way, albeit with the same effect of joining them to a single cycle. The most technical aspect of this part of the proof is to ensure that all flipping cycles used are edge-disjoint, so that the joining operations do not interfere with each other.

To prove Theorem 3, we proceed by induction from dimension $n$ to $n + 2$, treating the cases of even and odd $n$ separately. We first specify a particular ordering of all chains of the Greene-Kleitman SCD, and then show that this ordering admits a matching that alternatingly joins the bottom or top vertices of any two consecutive chains in our ordering. In fact, there is a close relation between our proofs of Theorem 1 and 3: The aforementioned construction of a cycle factor in $Q_{n,\ell}$ is particularly nice for $\ell = m + 1$, i.e., for the case where we consider the entire cube. Specifically, in this case our cycle factor contains all chains from the Greene-Kleitman SCD. These cycles can be joined to a single Hamilton cycle in such a way, so as to give exactly the aforementioned Hamilton cycle constructed for proving Theorem 3.
1.4 Outline of this paper

In Section 2 we discuss the Greene-Kleitman SCD and lexical matchings, and collect some other preliminaries. In Section 3 we describe our construction of a cycle factor in $Q_{n,\ell}$. Due to space constraints, in this extended abstract we are unable to provide the full details of the analysis of this cycle factor, and how to join its cycles to a Hamilton cycle. We rather give an informal high-level sketch of these steps in Section 4. In Section 5 we present our proof of Theorem 3. The omitted proof details, together with the pseudocode description of the corresponding loopless algorithm can be found in [17].

2 Preliminaries

For the reader’s convenience, important notations that are introduced in the following and used repeatedly in the paper are summarized in Table 1 at the end of this paper.

2.1 Bitstrings and lattice paths

For any string $x$ and any integer $k \geq 0$, we let $x^k$ denote the concatenation of $k$ copies of $x$. We often interpret a bitstring $x$ as a path in the integer lattice $\mathbb{Z}^2$ starting at the origin $(0,0)$, where every 0-bit is interpreted as a \-step that changes the current coordinate by $(+1,-1)$ and every 1-bit is interpreted as an /-step that changes the current coordinate by $(+1,+1)$; see Figure 2.

![Figure 2](image_url) The correspondence between bitstrings (top) and lattice paths (bottom).

Let $D_{2k}$ denote the set of bitstrings with exactly $k$ many 1s and $k$ many 0s, such that in every prefix, the number of 0s is at least as large as the number of 1s. We also define $D := \bigcup_{k \geq 0} D_{2k}$. Note that $D_0 = \{\varepsilon\}$, where $\varepsilon$ denotes the empty bitstring. In terms of lattice paths, $D$ corresponds to so-called Dyck paths that never move above the line $y = 0$ and end on this line. If a lattice path $x$ contains a substring $u \in D$, then we refer to this substring $u$ as a valley in $x$.

2.2 The Greene-Kleitman SCD

We now describe Greene and Kleitman’s [15] construction of an SCD in the $n$-cube; see Figure 3. For any vertex $x$ of the $n$-cube, we interpret the 0s in $x$ as opening brackets and the 1s as closing brackets. By matching closest pairs of opening and closing brackets in the natural way, the chain containing $x$ is obtained by flipping the leftmost unmatched 0 to ascend the chain, or the rightmost unmatched 1 to descend the chain, until no more unmatched bits can be flipped. It is easy to see that this indeed yields an SCD of the $n$-cube for any $n \geq 1$. We always work with this SCD due to Greene and Kleitman, and whenever referring to a chain, we mean a chain from this decomposition.
Each chain $C$ of length $h$ in $Q_n$ can be encoded compactly as a string of length $n$ over the alphabet $\{0, 1, *\}$ in the form

$$C = u_0 * u_1 * \cdots * u_{n-1} * u_h,$$

where $u_0, \ldots, u_h \in D$. The symbols $*$ represent unmatched positions, and the vertices along the chain are obtained by replacing the $*$s by 1s followed by 0s in all possible ways; see (2). For example, the chain shown in Figure 3 is $C = \ast\ast\ast\ast01 \ast010011 \ast\ast\ast\ast01$, so we have $u_0 = u_1 = u_2 = u_3 = u_4 = u_5 = u_6 = \varepsilon$, $u_7 = u_8 = u_9 = 01$, and $u_{10} = 010011$.

We distinguish four types of chains depending on whether $u_0$ and $u_h$, i.e., the first and last valleys in (1), are empty or not. These chain types are denoted by $[-]$, $[+]$, $[+\ast]$ and $[-+\ast]$, where the first symbol is $-$ if $u_0 = \varepsilon$ and $+$ otherwise, and the second symbol is $-$ if $u_h = \varepsilon$ and $+$ otherwise. For example, the chain in Figure 3 is a $[-+]$-chain. We also use the symbol $?\ast$ in these type specifications if we do not know whether a valley is empty or not. Note that there is no $[--\ast]$-chain in $Q_n$ of length $h = 1$ unless $n = 1$.

Given a chain $C$ of length $h$ as in (1), the $i$th vertex of $C$ from the bottom is

$$x = u_0 1 \cdots u_{i-1} 1 u_i 0 u_{i+1} \cdots 0 u_h$$

where $i = 0, \ldots, h$, and this vertex belongs to level $k = \frac{n-h}{2} + i$. Note that every vertex $x$ of $Q_n$ can be written uniquely in the form (2), and we refer to this as the 	extit{chain factorization} of $x$. For the following arguments, it will be crucial to consider the lattice path representation of $x$, with the valleys $u_0, \ldots, u_h$ that are separated by $i$ many $\backslash$-steps, followed by $h - i$ many $/\backslash$-steps, i.e., the valley $u_i$ is the highest one on the lattice path.

We use $C_{h,i}$, $0 \leq i \leq h$, to denote the set of the $i$th vertices in all chains of length $h$. Moreover, we partition $C_{h,i}$ into two sets $C_{h,i}^-$ and $C_{h,i}^+$ depending on whether the valley $u_i$ in (2) is empty or nonempty, respectively. Clearly, $C_{h,h}$ are exactly the top vertices of $[?+]$-chains of length $h$ and $C_{h,0}$ are exactly the bottom vertices of $[+?]$-chains of length $h$, and similarly with $-$ instead of $+$. Note that the sets $C_{h,i}$ are empty if $n$ is odd and $h$ is even, or vice versa.

2.3 Lexical matchings

Lexical matchings in $Q_n$ were introduced by Kierstead and Trotter [24], and they are parametrized by some integer $p \in \{0, 1, \ldots, n-1\}$. These matchings are defined as follows; see Figure 4. We interpret a bitstring $x$ as a lattice path, and we let $x\backslash$ denote the lattice
Figure 4 Definition of \( p \)-lexical matchings between levels 9 and 10 of \( Q_{22} \), where steps flipped along the \( p \)-lexical edge are marked with \( p \). Between those two levels, the vertex \( x \) is incident with \( p \)-lexical edges for each \( p \in \{0, 1, \ldots, 12\} \), and the vertex \( y \) is incident with \( p \)-lexical edges for each \( p \in \{0, 1, \ldots, 12\} \setminus \{4, 6, 9\} \).

A path that is obtained by appending \( \backslash \) steps to \( x \) until the resulting path ends at height \(-1\). If \( x \) ends at a height less than \(-1\), then \( x' := x \). Similarly, we let \( x/ \) denote the lattice path obtained by appending \( / \) steps to \( x \) until the resulting path ends at height \(+1\). If \( x \) ends at a height more than \(+1\), then \( x' := x \). We let \( L_{n,k} \) denote the set of all vertices on level \( k \) of \( Q_n \), and we define a matching by two partial mappings \( M_{n,k}^p : L_{n,k} \rightarrow L_{n,k+1} \) and \( M_{n,k}^{p,*} : L_{n,k+1} \rightarrow L_{n,k} \) defined as follows: For any \( x \in L_{n,k} \) we consider the lattice path \( x' \) and scan it row-wise from top to bottom, and from right to left in each row. The partial mapping \( M_{n,k}^p(x) \) is obtained by flipping the \( p \)th \( \backslash \) step encountered in this fashion, where counting starts with \( 0, 1, \ldots, \), if this \( \backslash \) step is part of the subpath \( x \) of \( x' \); otherwise \( x \) is left unmatched. Similarly, for any \( x \in L_{n,k+1} \) we consider the lattice path \( x' \) and scan it row-wise from top to bottom, and from left to right in each row. The partial mapping \( M_{n,k}^{p,*}(x) \) is obtained by flipping the \( p \)th \( / \) step encountered in this fashion if this \( / \) step is part of the subpath \( x \) of \( x' \); otherwise \( x \) is left unmatched. It is straightforward to verify that these two partial mappings are inverse to each other, so they indeed define a matching between levels \( k \) and \( k+1 \) of \( Q_n \), called the \( p \)-lexical matching, which we denote by \( M_{n,k}^p \). We also define \( M_n^p := \bigcup_{0 \leq k < n} M_{n,k}^p \), where we omit the index \( n \) whenever it is clear from the context.

In the following, we will only ever use \( p \)-lexical edges for \( p = 0, 1, 2 \). For instance, it is

![Figure 5](https://example.com/figure5.png)

Figure 5 Perfect matchings described by Lemma 5. The \( \{0, 1, 2\} \)-lexical edges are drawn solid, dashed, and dotted, respectively.
well-known that taking the union of all 0-lexical edges, i.e., the set $M^0$, yields exactly the Greene-Kleitman SCD [24]. This property is captured by the following lemma, together with several other explicit perfect matchings, consisting of $\{0,1,2\}$-lexical edges between certain sets of vertices from our SCD; see Figure 5.

To state the lemma, for a set $M$ of edges of $Q_n$ and disjoint sets $X,Y$ of vertices, we let $M[X,Y]$ denote the set of all edges of $M$ between $X$ and $Y$. Moreover, for any vertex $x \in C_{h,i}^\pm$, $1 < i < h \leq n$, we consider the chain factorization $x = u_0 \cdots u_{i-2} 1 u_{i-1} 1 0 u_{i+1} \cdots 0 u_h$ with $u_0,\ldots,u_h \in D$, and we define a neighbor $z(x)$ on the level below by

$$z(x) := \begin{cases} u_0 1 \cdots u_{i-2} 1 0 0 u_{i+1} \cdots 0 u_h & \text{if } u_{i-1} = \varepsilon, \\ u_0 1 \cdots u_{i-2} 1 0 v 0 w 1 0 u_{i+1} \cdots 0 u_h & \text{if } u_{i-1} = 0 v 1 w \text{ with } v, w \in D. \end{cases}$$

(3)

Note that $(x,z(x))$ is a 0-lexical or 2-lexical edge in the first or second case, respectively.

**Lemma 5.** For every $n \geq 3$, the following sets of edges $M[X,Y]$ are perfect matchings in $Q_n$ between the vertex sets $X$ and $Y$.

(i) $M^0[C_{h,i}, C_{h,i+1}]$ for every $0 \leq i < h \leq n$;
(ii) $M^1[C_{h,i}^+, C_{h,i}^-], M^1[C_{h,i}^-, C_{h,i+2}^+], \text{ and } M^1[C_{h,1}^+, C_{h,1}^-]$ for every $0 \leq i < h \leq n - 2$;
(iii) $Z^{02}[C_{h,i-1}^-, C_{h,i}^-]$ for every $1 < i < h \leq n$, where $Z^{02} := \{(x,z(x)) \mid x \in C_{h,i}^-\}$.

The proof of Lemma 5 can be found in [17].

### 3 Cycle factor construction

We now construct a cycle factor $C_{n,\ell}$ in the graph $Q_{n,\ell}$, $n = 2m + 1$, i.e., in the subgraph of the $n$-cube induced by the middle $2\ell$ levels. Throughout this section we consider fixed $m \geq 1$ and $2 \leq \ell \leq m + 1$. We construct the cycle factor incrementally, starting with chains from the Greene-Kleitman SCD and adding $\{0,1,2\}$-lexical edges between certain sets of vertices, see Figure 6. In the following, when referring to a subgraph given by a set of edges, we mean the subgraph of $Q_{n,\ell}$ induced by those edges. Moreover, we say that a chain is short if its length is at most $2\ell - 3$, i.e., if it does not span all levels of $Q_{n,\ell}$.

Our construction starts by taking all those short chains, formally

$$X^0 := \bigcup_{0 \leq i < h \leq 2\ell - 3} M^0[C_{h,i}, C_{h,i+1}];$$

(4a)

recall Lemma 5 (i). From Lemma 5 (ii) we know that 1-lexical edges perfectly match all bottom vertices of $[-+]$-chains of length 1 with all top vertices of $[+\varepsilon]$-chains of length 1 along the edges

$$X^1_1 := M^1[C_{1,0}^-, C_{1,1}^+] .$$

(4b)

Furthermore, for $1 \leq h \leq 2\ell - 5$, 1-lexical edges perfectly match all top vertices of $[?\varepsilon]$-chains of length $h$ with all top vertices of $[?\varepsilon]$-chains of length $h + 2$, and all bottom vertices of $[?\varepsilon]$-chains of length $h$ with all bottom vertices of $[-\varepsilon]$-chains of length $h + 2$ along the edges

$$X^1_1 := \bigcup_{1 \leq h \leq 2\ell - 5} M^1[C_{h,h}^+, C_{h+2,h}^-], \quad X^1_0 := \bigcup_{1 \leq h \leq 2\ell - 5} M^1[C_{h,0}^+, C_{h+2,0}^-],$$

(4c)

respectively. Note that the only vertices of short chains that have degree 1 in the set

$$X := X^0 \cup X^1_1 \cup X^1_1 \cup X^1_0$$

(4d)

are exactly the vertices of $C_{2\ell-3,2\ell-3}$ and $C_{2\ell-3,0}$; that is, the top vertices of $[?\varepsilon]$-chains of length $2\ell - 3$ and the bottom vertices of $[?\varepsilon]$-chains of length $2\ell - 3$. 
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Next, between every pair of consecutive levels of $Q_{n,\ell}$ we take all 0-lexical and 1-lexical edges that are not incident to a degree-2 vertex in $X$. Specifically, between these pairs of levels we take all 0-lexical edges from chains that are not short and all 1-lexical edges between chains that are not short. In addition, between the top two levels we take all 1-lexical edges between top vertices of $[?+]-$chains of length $2\ell - 3$ and top vertices of $[?]-$chains of length $2\ell - 1$, and symmetrically, between the bottom two levels we take all 1-lexical edges between bottom vertices of $[?+]-$chains of length $2\ell - 3$ and bottom vertices of $[?]-$chains of length $2\ell - 1$. Formally, these sets of edges are

$$Y_k := Y'_k \cup M^1[C_{2\ell - 3,0}^+, C_{2\ell - 1,0}^-], \quad Y_{\ell} := Y'_\ell \cup M^1[C_{2\ell - 3,2\ell - 3}, C_{2\ell - 1,2\ell - 1}^-], \quad Y_k := Y'_k$$

for $1 < k < \ell$ where

$$Y'_k := \bigcup_{i=(h-(2\ell-1))/2+2(k-1)} M^0[C_{h,i}, C_{h,i+1}] \cup M^1[C_{h,i}^+, C_{h,i+2,i+2}^-] \cup M^1[C_{h,i+1}^+, C_{h+2,i+1}^-]$$

for $1 \leq k \leq \ell$. Note that $Y_1$ and $Y_\ell$ contain all $\{0, 1\}$-lexical edges between the bottom two levels or the top two levels of $Q_{n,\ell}$, respectively. We also define

$$Y := \bigcup_{1 \leq k \leq \ell} Y_k.$$ (5c)

As a consequence of these definitions and Lemma 5 (i) and (ii), the only vertices of $Q_{n,\ell}$ that have degree 1 in the set $X \cup Y$ are exactly the vertices of $C_{2\ell - 1,i}^-$ for $1 \leq i \leq 2\ell - 2$. We thus add the edges

$$Z := \bigcup_{i=1,3,5,\ldots,2\ell-3} Z^{02}[C_{2\ell - 1,i}^-, C_{2\ell - 1,i+1}^-]$$

defined in part (iii) of Lemma 5, which makes

$$C_{n,\ell} := X \cup Y \cup Z$$

a cycle factor in the graph $Q_{n,\ell}$.

### 3.1 Comparison with previous constructions

Our cycle factor construction generalizes the construction for $\ell = 1$ presented in [19, 27], which simply consisted in taking the union of all 0-lexical and 1-lexical edges between the middle two levels. It also generalizes the construction for $\ell = 2$ presented in [16], which also only used $\{0, 1, 2\}$-lexical matchings. In fact, all these earlier papers actually used $\{m, m-1, m-2\}$-lexical matching edges, but these are isomorphic to $\{0, 1, 2\}$-lexical edges by reversing bitstrings. The earlier construction for $\ell = 2$ seemed rather arbitrary at the time, but now nicely fits into the general picture shown in Figure 6.1.

1 As the picture of this construction resembles a rocket, with the tip on the left and the boosters on the right, one might be tempted to consider this rocket science.
4 Sketch of the remaining proof steps

It turns out that each cycle from the factor $C_{n,\ell}$ defined in (7) visits vertices from an interval of $2r$ levels, where $2 \leq r \leq \ell$, around the middle. We refer to the number $2r$ as the range of the cycle, and we say the cycle is short if $2 \leq r < \ell$, and long if $r = \ell$. One can show that any short cycle with range $r$ has length $8(r - 1)$, contains exactly one $[-[-]$-chain of length $2r - 1$, one $[+-]$- and one $[+-]$-chain of length $2r - 3$ each, and one $[++]$-chain of length $2r - 5$ (the latter only if $r \geq 3$), i.e., short cycles are in bijection with short $[-[-]$-chains.

For long cycles, on the other hand, we are lacking such a detailed understanding of their structure. However, we are able to identify certain vertices on them, and to describe the operation of moving along one cycle from one such special vertex to the next one in terms of certain rotation operations on ordered rooted trees. Consequently, long cycles are obtained as equivalence classes of ordered rooted trees under such rotations.

As outlined in Section 1.3, to join the cycles in our factor to a Hamilton cycle, we explicitly construct flipping 4-cycles and 6-cycles. The 4-cycles are used to join short cycles among each other and to long cycles, in such a way that every short cycle is joined to some long cycle, possibly via other short cycles. For this we exploit the fact that certain pairs of short chains from the Greene-Kleitman SCD are connected by many 4-cycles. Specifically, consider any short chain $C$ of length $h \geq 3$, and any chain $C'$ of length $h - 2$ obtained from $C$ by replacing two consecutive $*$s at positions $a$ and $b$ by 0 and 1, respectively. Using the definition of Greene-Kleitman chains, it is easy to check that $C$ and $C'$ are connected by $h - 2$ many 4-cycles, each using a distinct edge of $C$ and $C'$, except the two consecutive edges of $C$ that
flip the coordinates \( a \) and \( b \). The Greene-Kleitman SCD has an abundance of such pairs of heavily connected pairs of chains, and as our cycle factor contains all these short chains, we can exploit this to join short cycles to each other and to some long cycle in a tree-like fashion, by considering the short cycles by increasing range. Particular care must be taken to ensure that all selected flipping 4-cycles are edge-disjoint from each other, so that they do not interfere with each other in the joining process.

The remaining task is to join long cycles to each other, and for this we use flipping 6-cycles between the topmost two levels of \( Q_{n,\ell} \), ensuring that they are edge-disjoint from any flipping 4-cycles, which all live in the levels below. Such a flipping 6-cycle can be used to connect two long cycles with each other, and this operation can again be interpreted in terms of an operation on ordered rooted trees, which we call a pull operation. These 6-cycles have been described and used heavily already in the predecessor papers [16, 19], where it was shown that they are all edge-disjoint. To complete the proof of Theorem 1, we show that all long cycles can be joined to each other by flipping 6-cycles, by showing that all equivalence classes of ordered rooted trees under the aforementioned rotations (which correspond to long cycles) can be transformed into each other by pull operations (which correspond to flipping 6-cycles). This step of the proof reduces the Hamiltonicity problem in \( Q_{n,\ell} \) to proving that a suitably defined auxiliary graph is connected, which turns out to be much easier.

5 Proof of Theorem 3

In this section, we prove Theorem 3. All lemmas stated below follow from straightforward calculations; see [17] for details. For any chain \( C \), we let \( |C| \) denotes its length, i.e., the number of *s in \( C \). For any chain \( C \) with \( |C| \geq 2 \), we let \( f(C) \) and \( \ell(C) \), respectively, denote the chains obtained by replacing the first two *s or the last two *s in \( C \) by 0 and 1. Note that if \( |C| \geq 2 \), then we have \( f(\ell(*C*)) = \ell(f(*C*)) \).

Our goal is to order the chains of the Greene-Kleitman SCD in \( Q_n, n \geq 2 \), so that any consecutive pair of chains is joined at their top end vertices or bottom end vertices alternatingly, with the exception of any two consecutive chains of length 1 that are connected from the bottom end of one of them to the top end of the other, so as to form a Hamilton cycle. We call such an ordering of chains a cycle ordering. The following simple but powerful lemma, valid for arbitrary SCDs, shows that the direction in which each chain is traversed along the Hamilton cycle (upwards or downwards) is determined only by the chain length.

▶ Lemma 6. Let \( \Lambda_n \) be a cycle ordering of chains of an SCD in \( Q_n, n \geq 2 \). In this Hamilton cycle, any two chains \( C \) and \( C' \) with \( |C| \equiv |C'| \pmod{4} \) are traversed in the same direction.

We now define a cycle ordering \( \Lambda_n, n \geq 2 \), for the Greene-Kleitman SCD. The corresponding Hamilton cycle is oriented so that it traverses the longest chain \(*^n\), which will be the first in the ordering \( \Lambda_n \), from bottom to top. Our construction works inductively, and the induction step goes from \( n \) to \( n + 2 \), with separate rules for even and odd \( n \). The base cases are \( n = 0 \) and \( n = 1 \), for which the entire cube consists only of a single vertex and a single edge, respectively, so for these cases the notion of a cycle ordering is not defined.

For even \( n \), we define \( \Lambda_0 := \varepsilon \), and for \( n \geq 2 \) and given \( \Lambda_n =: C_1, \ldots, C_N \) we define \( \Lambda_{n+2} := \rho(\Lambda_n) = \rho(C_1), \ldots, \rho(C_N) \) with

\[
\rho(C) := \begin{cases} 
\lambda(C) & \text{if } |C| \equiv n \pmod{4}, \\
\lambda(C)^R & \text{if } |C| \not\equiv n \pmod{4}, 
\end{cases}
\]

(8)
and
\[
\lambda(C) := \begin{cases} 
  \ast C, f(\ast C), f(\ell(\ast C)), \ell(\ast C) & \text{if } |C| \geq 2, \\
  \ast C, 0C1 & \text{if } |C| = 0.
\end{cases}
\]

(9)

We call the chains of \(\lambda(C)\) arising from \(C\) the descendants of \(C\). This rule replaces each chain \(C\) in \(\Lambda_n\) by its descendants \(\lambda(C)\), where the order of descendants can be reversed, indicated by the superscript \(R\), depending on the length of \(C\) modulo 4.

For odd \(n\), we define \(\Lambda_1 := \ast\), and for \(n \geq 1\) and given \(\Lambda_n\) we define \(\Lambda_{n+2} := \rho(\Lambda_n)\), where \(\rho\) is as before and
\[
\lambda(C) := \begin{cases} 
  \ast C, f(\ast C), f(\ell(\ast C)), \ell(\ast C) & \text{if } |C| \geq 3, \\
  \ast C, \ell(\ast C), f(\ast C) & \text{if } |C| = 1.
\end{cases}
\]

(10)

\> **Lemma 7.** \(\Lambda_n\) contains every chain of the Greene-Kleitman SCD exactly once.

![Figure 7](image-url) Connections between top and bottom ends of the descendants \(\lambda(C)\) of a chain \(C\), as guaranteed by Lemma 8. Bold gray edges are used along the Hamilton cycle. Dotted edges are present but not used.

To complete the proof of Theorem 3, it remains to show that any two consecutive chains in \(\Lambda_n\) can be joined by an edge between their top ends or bottom ends alternatingly. For this we need the following simple lemmas that guarantee these connecting edges.

\> **Lemma 8.** For any \(n \geq 2\) and any chain \(C\) with \(|C| \geq 2\), the chains \(C\) and \(f(C)\), and the chains \(C\) and \(\ell(C)\) are connected both at their top and bottom ends in \(Q_n\).

\> **Lemma 9.** For any \(n \geq 2\) and any two chains \(C, C'\) connected at their bottom ends in \(Q_n\), we have that \(\ast C\) and \(\ast C'\) are connected at their bottom ends in \(Q_{n+2}\).

All connecting edges between top and bottom ends among the descendants of a chain guaranteed by Lemma 8 are shown in Figure 7. The next two lemmas are illustrated in Figure 8.

\> **Lemma 10.** For any \(n \geq 2\) and any chain \(C\) with \(|C| \geq 2\) in \(Q_n\), we have that \(\ell(\ast C)\) and \(\ell(\ast f(C))\) are connected at their bottom ends in \(Q_{n+2}\).
Proof of Theorem 3 (even $n$). We show that $\Lambda_n$, $n \geq 2$ even, defined in (9) is a cycle ordering of the Greene-Kleitman chains, by proving that any consecutive pair of chains is connected at their top or bottom ends alternatingly, starting with the first chain $^*$ of length $n$ that is traversed from bottom to top. We will also establish the following additional property P: For any two consecutive chains $C$ and $C'$ connected at their top ends, we either have $C = f(C')$ or $f(C) = C'$. These invariants can easily be checked for the induction base case $n = 2$, which is given by $\Lambda_2 = **.01$.

For the induction step consider $n \geq 2$ to be even, and assume that $\Lambda_n$ is a cycle ordering satisfying property P. By Lemma 8, the descendants $\lambda(C)$ for any chain $C$ from $\Lambda_n$ can be joined as shown on the left hand side of Figure 7, so we only need to check the connections between the first and last chains among consecutive groups of descendants. Indeed, if $C$ and $C'$ are consecutive in $\Lambda_n$ and joined at their bottom ends, then $C$ is traversed from top to bottom and $C'$ from bottom to top in the Hamilton cycle; see the left part of Figure 8. Consequently, by Lemma 6, we have $|C| \not\equiv |^*| = n \ (\text{mod } 4)$ and $|C'| \equiv n \ (\text{mod } 4)$, i.e., by (8) the sequence $\Lambda_{n+2}$ contains $\lambda(C)R$ and $\lambda(C')$, and indeed, the bottom vertex of the last chain of $\lambda(C)R$, namely $^*C*$, is connected to the bottom vertex of the first chain of $\lambda(C')$, namely $^*C'*$, by Lemma 9. Similarly, if $C$ and $C'$ are consecutive in $\Lambda_n$ and joined at their top ends, then $C$ is traversed from bottom to top and $C'$ from top to bottom in the Hamilton cycle; see the right part of Figure 8. Consequently, by Lemma 6, we have $|C| \equiv n \ (\text{mod } 4)$ and $|C'| \not\equiv n \ (\text{mod } 4)$, i.e., by (8) the sequence $\Lambda_{n+2}$ contains $\lambda(C)$ and $\lambda(C')R$, and indeed, the bottom vertex of the last chain of $\lambda(C)$, namely $\ell(^*C*)$, is connected to the bottom vertex of the first chain of $\lambda(C')R$, namely $\ell(^*C'*)$, using that by property P we have either $C = f(C')$ or $f(C) = C'$, so we can invoke Lemma 10. Moreover, property P still holds for $\Lambda_{n+2}$ by the definition (9) (note that if $|C| = 0$, then we have $0C1 = f(^*C*)$).

The proof of Theorem 3 for odd $n$ is very similar. In [17] we provide all details and a loopless algorithm for computing this Gray code. An implementation of this algorithm in C++ is available for download and for demonstration [5].
Table 1 A glossary for notation used in the paper.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q_n$</td>
<td>$n \geq 1$ the $n$-dimensional hypercube</td>
</tr>
<tr>
<td>$Q_{n,\ell}$</td>
<td>$1 \leq \ell \leq m+1$ the subgraph of $Q_n$ induced by the middle $2\ell$ levels</td>
</tr>
<tr>
<td>$D_{2k}$</td>
<td>$k \geq 0$ the set of all Dyck paths (bitstrings) of length $2k$</td>
</tr>
<tr>
<td>$D$</td>
<td>the set of all Dyck paths</td>
</tr>
<tr>
<td>$C$</td>
<td>a chain $C = u_0 \ast u_1 \ast \cdots \ast u_{h-1} \ast u_h$ of length $h \geq 0$ in the Greene-Kleitman decomposition, $u_i \in D$ for every $i$</td>
</tr>
<tr>
<td>$C_{h,i}$</td>
<td>$0 \leq i \leq h$ the set of the $i$th vertices in all chains of length $h$</td>
</tr>
<tr>
<td>$C_{h,i}$</td>
<td>as above but only in chains with $u_i = \varepsilon$</td>
</tr>
<tr>
<td>$L_{n,k}$</td>
<td>$0 \leq k \leq n$ the set of vertices on level $k$ in $Q_n$</td>
</tr>
<tr>
<td>$M_{n,k}$</td>
<td>$0 \leq k &lt; n$, $0 \leq p &lt; n$ the $p$-lexical matching between $L_{n,k}$ and $L_{n,k+1}$</td>
</tr>
<tr>
<td>$</td>
<td>C</td>
</tr>
<tr>
<td>$f(C)$</td>
<td>$</td>
</tr>
<tr>
<td>$l(C)$</td>
<td>$</td>
</tr>
<tr>
<td>$\lambda(C)$</td>
<td>a sequence of descendant chains for a chain $C$, see (9), (10)</td>
</tr>
</tbody>
</table>
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Abstract

A set function \( f: 2^E \to \mathbb{R} \) on the subsets of a set \( E \) is called submodular if it satisfies a natural diminishing returns property: for any \( S \subseteq E \) and \( x, y \not\in S \), we have \( f(S \cup \{x, y\}) - f(S \cup \{y\}) \leq f(S \cup \{x\}) - f(S) \). Submodular minimization problem asks for finding the minimum value a given submodular function takes. We give an algebraic algorithm for this problem for a special class of submodular functions that are “linearly representable”. It is known that every submodular function \( f \) can be decomposed into a sum of two monotone submodular functions, i.e., there exist two non-decreasing submodular functions \( f_1, f_2 \) such that \( f(S) = f_1(S) + f_2(E \setminus S) \) for each \( S \subseteq E \). Our class consists of those submodular functions \( f \), for which each of \( f_1 \) and \( f_2 \) is a sum of \( k \) rank functions on families of subspaces of \( F^n \), for some field \( F \).

Our algebraic algorithm for this class of functions can be parallelized, and thus, puts the problem of finding the minimizing set in the complexity class randomized NC. Further, we derandomize our algorithm so that it needs only \( O(\log^2(\text{kn}|E|)) \) many random bits.

We also give reductions from two combinatorial optimization problems to linearly representable submodular minimization, and thus, get such parallel algorithms for these problems. These problems are (i) covering a directed graph by \( k \) a-arborescences and (ii) packing \( k \) branchings with given root sets in a directed graph.
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1 Introduction

Submodular functions have been studied in a wide variety of contexts like combinatorics, electrical networks, game theory, and machine learning. For a set \( E \), a submodular function is a set function \( f: 2^E \to \mathbb{R} \) that satisfies a natural diminishing returns property: for any \( T \subseteq S \subseteq E \) and \( x \in E \setminus S \), we have

\[
    f(S \cup \{x\}) - f(S) \leq f(T \cup \{x\}) - f(T).
\]

That is, the marginal value of an element with respect to a set decreases as the set grows. Another equivalent way to describe submodularity is: for any \( S, T \subseteq E \), we have \( f(S) + f(T) \geq f(S \cup T) + f(S \cap T) \). Submodular functions appear in a diverse set of areas. To give a few...
examples, a linear function, maximum number in the given subset, the rank function on a set of vectors or subspaces, the cut function on the set of vertices of a graph, entropy on a set of random variables, the coverage function on a collection of subsets, are all submodular.

There are various natural optimization problems involving submodular functions: Submodular Minimization asks for the set that minimizes a given submodular function among all subsets of the ground set. Similarly, Submodular Maximization asks for the maximizing set. Note that the these two questions are interesting only for non-monotone submodular functions like graph cut. There are also constrained versions of minimization and maximization, for example, optimizing a submodular function over subsets of a given size. The submodular function might be given by an explicit representation, for example, a given graph can represent the corresponding cut function. However, not all submodular functions are succinctly representable, as their number grows as doubly-exponential in the ground set size [27]. In the most general framework, the function is given via a value oracle, i.e., given any subset \( S \subseteq E \), the oracle will provide the function value on \( S \).

Submodular minimization is in some sense a discrete version of convex minimization [20], and thus, admits polynomial time algorithms (even with just the value oracle). The initial algorithms for it were based on the ellipsoid algorithm [11, 12], but later on combinatorial algorithms were also obtained [6, 15, 28]. Submodular maximization, on the other hand, is known to be hard: Max-cut [16] and maximum facility location [5] are instances of submodular maximization which are \( \text{NP} \)-hard. Moreover, in the oracle model, there is an exponential lower bound known on the number of queries required [9].

When we put cardinality constraints, then in fact, both minimization and maximization problems become hard even for monotone submodular functions. Examples of such maximization problems that are \( \text{NP} \)-hard include max-\( k \)-cover (set-cover, which is \( \text{NP} \)-hard [16], reduces to it) and sparse approximation [7] (for a set \( E \) of vectors and fixed vector \( v \), the function \( f_v(S) = \| \text{proj}_{\text{span}(S)}(v) \|_2 \) for \( S \subseteq E \) is submodular). Similarly, min-\( k \)-vertex-cover is an example of an \( \text{NP} \)-hard minimization question (see [13]). Moreover, in the oracle model, cardinality constrained submodular minimization has a sub-exponential lower bound on the number of queries (follows from [31]).

Parallel complexity of submodular minimization. In this paper, we investigate the question of parallel complexity of unconstrained submodular minimization. In the oracle model, the parallel complexity question can be phrased as follows: if one is allowed to simultaneously make polynomially many function value queries in one round, how many rounds are required to find the minimum value (and the minimizing set). The number of rounds required is also known the adaptivity (see [1]). To the best of our knowledge, the best upper bound on the adaptivity of submodular minimization is \( O(n \log(nM)) \) [19], where \( M \) is the largest absolute value the function takes (they use a separation oracle that can be implemented with one round of \( n \) parallel queries to the value oracle). While on the lower bound side, there is a known impossibility result for one round [2], and \( \tilde{\Omega}(n^2/k^5) \) query lower bound for \( k \) rounds [1]. Very recently, it was shown that there are no adaptive algorithms that run in \( o(\frac{\log n}{\log \log n}) \) rounds with \( \text{poly}(n) \) queries per round [3]. In particular, it is not clear whether the adaptivity of submodular minimization can be sublinear.

On the other hand, if we consider explicitly given submodular functions, there are instances for which the minimization problem admits parallel algorithms. Such special cases of submodular minimization include \((s, t)\)-min-cut (small capacities), maximum bipartite
matching\(^1\), and its generalization linear matroid intersection. These problems have algebraic algorithms, which just involve randomized reductions to matrix rank computation and thus, fall into the class randomized NC (RNC) \([17, 21, 23, 24]\). In recent years, these algorithms have also been partially derandomized \([10, 14]\), i.e., they can work with only \(O(\log^2 n)\) random bits. A natural question arises: what is the most general class of submodular functions for which such algebraic algorithms can work. One would expect such algebraic algorithms for submodular functions that are linear algebraic in some sense. Towards this, we define a class of \textit{linearly representable} submodular functions.

\textbf{Linearly representable (LR) submodular functions.} Suppose we have a family of subspaces \(V = \{V_e \subseteq \mathbb{F}^n\}_{e \in E}\), for some field \(F\). Recall that the rank function of the family \(V\) given by \(r(S) = \text{dim}(\sum_{e \in S} V_e)\) for \(S \subseteq E\) is submodular. The rank function is non-decreasing, and hence, the minimization question for it is not interesting. One can try to consider the difference of two rank functions, but that is not submodular. Interestingly, there is a way to construct a non-increasing submodular function from a non-decreasing submodular function: if a function \(f(S)\) is submodular then so is \(g(S) := f(E \setminus S)\). So, if we have two non-decreasing submodular functions \(f_1(S)\) and \(f_2(S)\), we can get a non-monotone submodular function by considering \(f_1(S) + f_2(E \setminus S)\) (since the sum of two submodular functions is also submodular). In fact, using this way one can arrive at any submodular function. It is known (see \([6]\)) that every submodular function \(f\) can be decomposed into two non-decreasing submodular functions \(f_1\) and \(f_2\) such that for any \(S \subseteq E\), \(f(S) = f_1(S) + f_2(E \setminus S)\).

\textbf{Our contributions}

The above facts motivate us to define the following natural class of linear algebraic submodular functions that are not necessarily monotone. For a ground set \(E\), let \(\bar{S} := E \setminus S\).

\begin{definition}[Linearly representable (LR) submodular functions] We call a submodular function \(f : 2^E \to \mathbb{Z}\) \textit{linearly representable (LR)} by \(k\) families of subspaces \(V_j = \{V_{j,e} \subseteq \mathbb{F}^n\}_{e \in E}\) for \(1 \leq j \leq k\) and a number \(\ell \leq k\) if
\[
f(S) = \sum_{j=1}^{\ell} r_j(S) + \sum_{j=\ell+1}^{k} r_j(\bar{S}),
\]
where \(r_j : 2^E \to \mathbb{Z}\) is the rank function for family \(V_j\).
\end{definition}

This class includes many interesting submodular functions like directed graph cut, hypergraph cut, coverage function, integral linear function (up to additive normalization), and more interestingly, any combination of them in the above form. Our main results are a randomized algebraic algorithm for minimizing LR submodular functions that puts the minimization problem in RNC, and an almost complete derandomization of the algorithm; see Section 3.

\begin{theorem}[Linearly representable submodular minimization] Given an LR submodular function \(f : 2^E \to \mathbb{Z}\) via families of subspaces \(V_j = \{V_{j,e} \subseteq \mathbb{F}^n\}_{e \in E}\) for \(1 \leq j \leq k\) and a number \(\ell \leq k\) (Definition 1), we can find a set minimizing \(f(S)\) in RNC. Further, the randomized algorithm can be almost completely derandomized so that it uses only \(O(\log^2 (kn|E|))\) random bits.
\end{theorem}

\(^1\) For a bipartite graph \(G(V_1 \cup V_2, E)\), the maximum matching size is equal to \(|V_1| + \min_{S \subseteq V_1} (|N(S)| - |S|)\) (Hall’s theorem), where \(N(S) \subseteq V_2\) is the set of neighbor of \(S\). The function \(|N(S)| - |S|\) is submodular.
Another way to put the derandomization result is that minimizing an LR submodular function is in quasi-NC (see [10, 14] for the details of class quasi-NC). Our results also imply a randomized parallel algorithm and its almost deterministic version for a problem called linear polymatroid intersection, generalizing the corresponding results for linear matroid intersection [24, 14].

In the linear polymatroid intersection problem, we are given two families of subspaces, \( V_j = \{ V_{j,e} \subseteq F^n \} \) for \( j = 1, 2 \), with their rank functions \( r_1, r_2 \), respectively. And the goal is to find

\[
\max \{ \sum_{e \in E} x_e \mid x_e \geq 0 \forall e \in E, \text{ and } \sum_{e \in S} x_e \leq r_1(S), \sum_{e \in S} x_e \leq r_2(S) \text{ for each } S \subseteq E \}.
\]

**Min-max relation.** It is known that this maximum value is equal to \( \min_{S \subseteq E} r_1(S) + r_2(S) \) (see [29, Corollary 46.1c]). Thus, the maximization problem is captured by LR submodular minimization.

▶ **Corollary 3.** Linear polymatroid intersection has a randomized NC algorithm that uses only \( O(\log^2(n|E|)) \) random bits.

Linear matroid intersection is the special case of linear polymatroid intersection when each of the above subspaces \( V_{j,e} \) is of dimension 1. Thus, the above min-max relation with a LR submodular function also holds for linear matroid intersection. Our parallel algorithm has a crucial difference from the known parallel algorithms [24, 14] for linear matroid intersection. They give the minimum value of the corresponding LR submodular function, but they do not lead to a minimizing set, while our algorithm also finds a minimizing set.

**Further applications**

As mentioned above, LR submodular minimization captures linear matroid intersection and thus, several other combinatorial optimization problems that reduce to linear matroid intersection, like bipartite matching, packing spanning trees, finding arborescences (see [29]), packing arborescences [29, Theorem 53.10], and hypergraph min-cut [18]. Since linear matroid intersection already has parallel algorithms [24, 14] for linear matroid intersection. They give the minimum value of the corresponding LR submodular function, but they do not lead to a minimizing set, while our algorithm also finds a minimizing set.

However, there are also combinatorial problems that reduce to submodular minimization but are not captured by linear matroid intersection. We show that two such problems, in fact, reduce to LR submodular minimization (see Section 4.2 for definitions and reductions).

▶ **Covering by \( a \)-arborescences.** For a given directed graph and a number \( k \), decide whether the edge set is covered by \( k \) \( a \)-arborescences.

▶ **Packing of branchings.** For a given directed graph and given subsets \( R_1, R_2, \ldots, R_k \) of vertices, decide whether there exist \( k \) edge-disjoint branchings that are rooted at \( R_1, R_2, \ldots, R_k \), respectively.

To the best of our knowledge, there is no straightforward reduction known from these problems to linear matroid intersection. Using Theorem 2, we get the following.

▶ **Theorem 4.** Covering by \( a \)-arborescences and packing of branchings can be solved in RNC using only \( O(\log^2 n) \) random bits, \( n \) being the size of the input graph.

**Variants**

Furthermore, we list out two problems, one of which is an extension of LR submodular minimization and the other one is equivalent to it (see Section 4.1).
1. **Minimization with containment constraints**: There is a variant of submodular minimization that appears frequently in combinatorial optimization. Given two subsets $S_0 \subseteq S \subseteq S_1 \subseteq E$, the goal is to minimize the given submodular function $f(S)$ subject to $S_0 \subseteq S \subseteq S_1$. We can extend our algorithm to LR submodular minimization with this kind of constraints. This is a generalization of the minimum $(S_0, \bar{S}_1)$ cut problem in a graph $G(V, E)$ with two given disjoint subsets $S_0, \bar{S}_1 \subseteq V$.

2. **Separation oracle for a linear polymatroid**: Given a family $\mathcal{V} = \{V_e \subseteq \mathbb{F}^n\}_{e \in E}$ of subspaces with its rank function $r: 2^E \rightarrow \mathbb{Z}$, the corresponding polymatroid is a polytope $P_r \subseteq \mathbb{R}^E$ defined as

$$P_r = \{ x \in \mathbb{R}^E | x \geq 0, \sum_{e \in S} x_e \leq r(S) \forall S \subseteq E \}.$$

Given a rational point $\beta \in \mathbb{R}^E$, one needs to decide if $\beta$ lies in $P_r$, and if not then find a violating constraint from the above set. We reduce this problem to LR submodular minimization assuming the coordinates in $\beta$ are rational numbers with a polynomially bounded common denominator.

## 2 Preliminaries

**Complexity Class NC.** NC represents the class of problems that can be solved by polynomially many parallel processors in poly-logarithmic time. RNC, i.e., randomized NC, represents problems that can be solved with the same resources, but with the use of randomness.

### 2.1 Submodular functions

For a set $E$, a submodular function is a set function $f: 2^E \rightarrow \mathbb{R}$ for any $S, T \subseteq E$, we have $f(S) + f(T) \geq f(S \cup T) + f(S \cap T)$. If $f$ satisfies this with equality then it is called modular.

There are various properties of submodular functions that are useful for us and are easy to verify. For $S \subseteq E$, $\bar{S}$ will denote $E \setminus S$.

- If $f_1$ and $f_2$ are submodular then so is $f_1 + f_2$.
- If $f$ is submodular then so is $g(S) = f(\bar{S})$.

For a set $E$ and a family of subspaces $\mathcal{V} = \{V_e \subseteq \mathbb{F}^n\}_{e \in E}$, its corresponding rank function $r: 2^E \rightarrow \mathbb{Z}$ is defined to be as $r(S) = \dim(\sum_{e \in S} V_e)$ for $S \subseteq E$. It is not hard to verify that the rank function is submodular for any family of subspaces.

### 2.2 Polynomial identity testing

To design our randomized algorithm, we will need a fundamental result about zeros of polynomials, which says that if a polynomial is nonzero then at a random point, its evaluation is nonzero with high probability (see, for example, [25, 30, 33, 8]).

**Lemma 5.** Let there be an $n$-variate degree-$d$ nonzero polynomial $P(z_1, z_2, \ldots, z_n)$. If for each $1 \leq i \leq n$, the variable $x_i$ is substituted with a random number $R_i$ chosen uniformly and independently from a set of size $D$ then

$$\Pr\{P(R_1, R_2, \ldots, R_n) = 0\} \leq d/D.$$

Note that $D$ should be at least as large as the degree. Throughout the paper, we will assume that the underlying field is large enough. This lemma gives a simple algorithm to test if a given polynomial is nonzero: just evaluate it at a random point and output nonzero
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if and only if the evaluation is nonzero. To derandomize our submodular minimization algorithm, we will need to derandomize this test of nonzeroness of a polynomial. For general polynomials, there is no non-trivial derandomization known. However, we will need the derandomization result only for polynomials that have certain special structure.

Let $U$ be a square matrix whose entries are all linear polynomials (degree-1). The polynomials of interest in our setting will be determinants of such symbolic matrices, where any particular variable appears in at most one column of the matrix. For this class of polynomials, an almost complete derandomization of nonzero testing is known. A way to do deterministic nonzero testing is to obtain a small hitting-set – a set of points such that any nonzero polynomial in the class of our interest gives a nonzero evaluation on at least one of the points.

The work of [14] gave a quasi-polynomial size hitting-set for polynomials of the following form which subsume the above case: $P(z) = \det(\sum_{i=1}^{n} A_i z_i)$, where each $A_i$ is a rank-1 matrix. The result of [14] can be easily modified to generate a slightly stronger notion of a hitting-set, though it is not explicitly stated there.

**Lemma 6** ([14]). There is an NC-computable hitting-set generator, that is, a function $h: \{0,1\}^t \rightarrow \mathbb{F}^n$, $t = O(\log^2 mn)$, with the following property: for any nonzero polynomial $P(z) = \det(\sum_{i=1}^{n} A_i z_i)$ where each $A_i \in \mathbb{F}^{m \times n}$ is a rank-1 matrix

$$\Pr_{R \in \{0,1\}^t} \{P(h(R)) = 0\} \leq 1/\text{poly}(mn).$$

3 Parallel algorithm for linearly representable submodular minimization

Our first step towards the parallel algorithm is to consider one of the special cases of LR submodular minimization. We give an algebraic algorithm for this special case. The algorithm is essentially a reduction to basic linear algebraic operations like computing rank and inverse of a matrix, which are doable in NC. The reduction is randomized and thus, puts the special case in RNC. Finally, we reduce the LR submodular minimization problem to this special case. We start with describing the special case and a solution for it.

3.1 LR submodular minimization for a special case

The special case we first consider is when the submodular function is the difference of a rank function and a positive linear function. Let $V = \{V_e \subseteq \mathbb{F}^n\}_{e \in E}$ be a family of subspaces for a ground set $E$ and a field $\mathbb{F}$, and $r: 2^E \rightarrow \mathbb{Z}$ be the corresponding rank function. Let $w \in \mathbb{Z}^E_+$ be a positive integer vector and define a modular function $w(S) := \sum_{e \in S} w_e$ for any $S \subseteq E$. Consider the function defined as $f(S) = r(S) - w(S)$ for $S \subseteq E$. Note that since $w$ is modular, so is $-w$, and hence, $f$ is submodular because both $r$ and $-w$ are. We show that there is a randomized algebraic algorithm to find a minimizing set for $f(S)$ over $S \subseteq E$.

**Lemma 7.** Given a family of subspaces $V = \{V_e \subseteq \mathbb{R}^n\}_{e \in E}$ with rank function $r$ and a vector $w \in \mathbb{Z}^E_+$, there is an RNC algorithm to find the minimizing set $S^* \subseteq E$ for $f(S) = r(S) - w(S)$ that uses only $O(\log^2(nw(E)))$ random bits.

To prove the Lemma 7, we work with a random/generic vectors that belong to any subspace $V_e$. Let us first build some terminology towards that. Let $B_e \subseteq \mathbb{R}^n$ be a basis for $V_e$ for $e \in E$. For any set $S \subseteq E$, let us define $S_w = \{(e,i) \mid e \in S, 1 \leq i \leq w_e\}$. Clearly, $|S_w| = w(S)$. We will construct a matrix $U$ whose columns will consist of $w_e$ many
generic vectors from the subspace \( V_e \) for \( e \in E \). Formally, consider a tuple of indeterminates \( \alpha = (\alpha_{e,i,v} \mid (e,i) \in E_w, v \in B_v) \). Now, construct an \( n \times E_w \) matrix \( U \) over \( \mathbb{F}[\alpha] \) whose columns are as follows:

\[
  u_{(e,i)} = \sum_{v \in B_v} \alpha_{e,i,v} v \text{ for } (e,i) \in E_w. \tag{1}
\]

All notions of rank and linear independence for columns of \( U \) will be over the field of fractions \( \mathbb{F}(\alpha) \). For any set \( T \subseteq E_w \), let \( U_T \) denote the set of columns of \( U \) indexed by elements in \( T \).

Our first step is to show a lower bound on \( \min_S f(S) \) in terms of rank of \( U \).

\[\blacktriangleright \text{Claim 8. For any set } S \subseteq E, \]

\[f(S) = r(S) - w(S) \geq \text{rank}(U) - |E_w| = \text{rank}(U) - w(E). \tag{2}\]

**Proof.** Consider the sets \( S_w \subseteq E_w \) and \( \bar{S}_w := E_w \setminus S_w \). One can write

\[
\text{rank}(U) \leq \text{rank}(U_{S_w}) + \text{rank}(U_{\bar{S}_w}) \leq r(S) + |\bar{S}_w|.
\]

The first inequality is from basic linear algebra. The second inequality holds because every column in \( S_w \) is in the space \( \sum_{e \in S} V_e \) and rank of \( U_{\bar{S}_w} \) can be at most its cardinality. Writing \( |\bar{S}_w| = |E_w| - |S_w| = w(E) - w(S) \) and rearranging the above inequality will give us the claim.

Once we obtain this lower bound, a natural approach to find \( \min_S f(S) \) is to find a set \( S^* \subseteq E \) which satisfies (2) with equality. We describe a construction of such a set. First let us define \( T^* \subseteq E_w \) to be the set of elements \( (e,i) \) such that the column \( u_{(e,i)} \) participates non-trivially in some linear dependency among the columns of \( U \). Equivalently,

\[T^* := \{(e,i) \in E_w \mid \text{rank}(U) = \text{rank}(U_{E_w \setminus \{(e,i)\}})\}.
\]

Then define

\[S^* = \{e \in E \mid (e,i) \in T^* \text{ for some } i\}.
\]

\[\blacktriangleright \text{Lemma 9. } S^* \text{ is a set minimizing } f(S) \text{ over all subsets } S \subseteq E.
\]

**Proof.** As mentioned above, the strategy is to show that \( S^* \) satisfies (2) with equality. Towards this we will first prove that

\[
\text{rank}(U_{T^*}) = r(S^*). \tag{3}
\]

Recall that the columns \( U_{T^*} \) are contained in \( \sum_{e \in S^*} V_e \). What we need to show for (3) is that \( \sum_{e \in S^*} V_e \) is in the linear span of \( U_{T^*} \). We show this for each \( V_{\bar{e}}, \bar{e} \in S^* \).

\[\blacktriangleright \text{Claim 10. For each } \bar{e} \in S^*, \text{ the subspace } V_{\bar{e}} \text{ is in the linear span of columns in } U_{T^*}.
\]

**Proof.** By definition of \( S^* \), there must be some \( 1 \leq \bar{i} \leq w_{\bar{e}} \) so that \((\bar{e}, \bar{i}) \in T^*\). By definition of \( T^* \), the column \( u_{(\bar{e}, \bar{i})} \) non-trivially participates in some linear dependency among the columns of \( U_{T^*} \). So, there exists a set \( J \subseteq T^* \setminus \{(\bar{e}, \bar{i})\} \) and a vector \( \Gamma \in \mathbb{F}(\alpha)^J \) such that

\[
u_{(\bar{e}, \bar{i})} = U_J \Gamma. \tag{4}
\]

Now, recall that \( u_{(\bar{e}, \bar{i})} \) is a generic vector in \( V_{\bar{e}} \), and thus, can be used to express any vector in \( V_{\bar{e}} \). Hence, Equation (4) implies that every vector in \( V_{\bar{e}} \) is in the linear span of the columns in \( U_J \). Below, we argue this point more formally.
Recall (1) that gives \( u(\hat{e}, \hat{i}) \) as \( \sum_{v \in B_e} \alpha_{\hat{e}, \hat{i}, v} v \). One can invert (4) to write the vector \( \Gamma \) as a function of indeterminates \( \{ \alpha_{\hat{e}, \hat{i}, v} \}_{v} \) as follows. By basic linear algebra, there is an invertible submatrix \( \hat{U}_j \) of \( U_j \) and a truncation \( \hat{u}(\hat{e}, \hat{i}) \) of \( u(\hat{e}, \hat{i}) \) such that

\[
\Gamma = \hat{U}_j^{-1} \hat{u}(\hat{e}, \hat{i}).
\]

(5)

Consider any vector \( v' \in V_\hat{e} \). Suppose \( v' \) can be expressed using the basis \( B_\hat{e} \) as \( \sum_{v \in B_\hat{e}} \delta_v v \). We can substitute \( (\alpha_{\hat{e}, \hat{i}, v})_v = (\delta_v)_v \) in the right-hand side of (5) to obtain a vector \( \Gamma' \). Note that since the matrix \( U_j \) is free of indeterminates \( \{ \alpha_{\hat{e}, \hat{i}, v} \}_{v} \), this substitution in (5) does not create any issues like division by zero. It will follow that

\[
v' = U_j \Gamma'.
\]

To conclude, every vector \( v' \in V_\hat{e} \) is in the linear span of columns in \( U_{T^*} \). \( \triangledown \)

Claim 10 proves Equation (3). Now, we come back to proving that \( S^* \) satisfies (2) with equality. From (3), we have

\[
f(S^*) = r(S^*) - w(S^*) = rank(U_{T^*}) - w(S^*) \leq rank(U_{T^*}) - |T^*|.
\]

The inequality holds because \( w(S^*) = |S^*| \geq |T^*| \) by the definition of \( S^* \). By construction of \( T^* \), the columns in \( U_{E_w \setminus T^*} \) do not participate in any column dependency. Thus, we have

\[
rank(U) - rank(U_{T^*}) = |E_w \setminus T^*| = |E_w| - |T^*|.
\]

Putting this in the above inequality, we get

\[
f(S^*) = r(S^*) - w(S^*) \leq rank(U) - |E_w|.
\]

This together with (2) implies that \( S^* \) is a set that minimizes \( f(S) \) over \( S \subseteq E \). \( \triangledown \)

**Proof of Lemma 7: the parallel algorithm**

Let us review the construction of the minimizing set \( S^* \) from the previous subsection.

- Construct a matrix \( U \), whose columns are generic vectors from the given subspaces. To be precise \( U \) has exactly \( w_e \) generic vectors from \( V_e \) for each \( e \in E \).
- Construct the set \( T^* := \{(e, i) \in E_w \mid rank(U) = rank(U_{E_w \setminus (e, i)})\} \).
- Construct the set \( S^* \subseteq E \) that contains all those elements \( e \) such that \( T^* \) contains \((e, i)\) for some \( 1 \leq i \leq w_e \).

The rank computations in the second step can all be done in parallel. Importantly, rank computation for any matrix over the base field \( F \) can be done in \( NC \). However, this computation is not efficient for \( U \) (or its submatrices) as it is a matrix with indeterminates \( \alpha \). To overcome this, we plan to substitute all the indeterminates with field constants. Observe that as long as our substitution preserves the ranks of all column subsets of \( U \), one can safely run the above procedure on the substituted matrix and expect to get the correct answer.

How do we find the right substitution? We argue that a random substitution from a large enough set of field elements does the job. It is known that the rank of a subset of columns remains the same with high probability if each indeterminate is replaced with a field element randomly chosen from a set of size \( \text{poly(size}(U)) = \text{poly}(n \times w(E)) \). One can see this by applying Lemma 5 on the largest nonzero minor. But, note that we need one substitution that preserves ranks for \( U \) and each submatrix \( U_{E_w \setminus (e, i)} \) simultaneously. One can use union bound to argue that with high probability, all the desired submatrices preserve their rank. Note that this algorithm needs to use polynomially many random bits. Next we show how to reduce this number of random bits.
Derandomization

To reduce the number of random bits, we use results from deterministic polynomial identity testing. Recall Lemma 6 that gives a pseudorandom substitution that preserves nonzeroness of polynomials of the form $\det(\sum_{i=1}^n A_i z_i)$ for rank($A_i$) = 1, with high probability. Note that any minor of $U$ is also a polynomial of this form because any variable $\alpha_{e, i, u}$ appears in exactly one column of $U$. Again, one can use union bound to argue that with high probability, the substitution preserves nonzeroness for all the desired minors of $U$ and each $U_{E \setminus \{(e, i)\}}$ simultaneously.

To conclude, the pseudorandom substitution from Lemma 6 uses $O(\log^2(nw(E)))$ random bits and with that substitution our algorithm will give the correct minimizing set $S^*$ with high probability.

3.2 Reduction to the special case

Recall Definition 1 which defines LR submodular functions to be those which can be written as a sum of a collection of rank functions together with another collection of rank functions applied on the complement set. We will first argue that the same class of functions is also captured by just taking sum of a rank function and another rank function applied on the complement.

**Observation 11.** Let $f : 2^E \rightarrow \mathbb{Z}$ be an LR submodular function given as $f(S) = \sum_{j=1}^{\ell} r_j(S) + \sum_{j=\ell+1}^{k} r_j(\bar{S})$, for some $\ell \leq k$, where $r_j$ is the rank function for a family of subspaces $V_j = \{V_{j, e} \subseteq \mathbb{F}^n\}_{e \in E}$ for $1 \leq j \leq k$. Then $f$ can also be written as $f(S) = r_1'(S) + r_2'(\bar{S})$, where $r_1'$ and $r_2'$ are the rank functions of the families $V_1' = \{\oplus_{j=1}^{\ell} V_{j, e} \subseteq \mathbb{F}^{\ell n}\}_{e \in E}$ and $V_2' = \{\oplus_{j=\ell+1}^{k} V_{j, e} \subseteq \mathbb{F}^{(k-\ell)n}\}_{e \in E}$, respectively.

Next, we show that we can, in fact, take one of the rank functions to be modular. That is, any LR submodular function can be written as a sum of a rank function and a modular function. In context of general submodular functions, this is a known fact and was used in the first pseudo-polynomial time submodular minimization [6, Lemma 2.1]. Here, we show a more specific result for LR submodular functions that says that the new rank function is also linearly representable and the corresponding family of subspaces can be constructed efficiently.

**Lemma 12.** Given an LR submodular function $f(S)$ by $k$ families of subspaces of $\mathbb{F}^n$ as in Definition 1, one can compute in NC a family of subspaces $V = \{V_e \subseteq \mathbb{F}^{kn}\}_{e \in E}$ with rank function $r$, a vector $w \in \{1, 2, \ldots, kn\}^E$, and a constant $C$ such that for each $S \subseteq E$, $f(S) = r(S) - w(S) + C$.

To prove Lemma 12, the first step is to use Observation 11 to get the LR submodular function in the form $r_1'(S) + r_2'(\bar{S})$. Then the next step is to write $r_2'(\bar{S})$ as a sum of a rank function on $S$ and a modular function, which is what the following lemma does. Final step is to combine the new rank function with $r_1'(S)$ to get a single rank function, again using Observation 11.
Lemma 13. Let $\mathcal{V} = \{ V_e \subseteq \mathbb{F}^n \}_{e \in E}$ be a family of subspaces with its rank function $r: 2^E \rightarrow \mathbb{Z}$. Then one can construct in NC another family of subspaces $\mathcal{V}^* = \{ V^*_e \subseteq \mathbb{F}^{n'} \}_{e \in E}$ with rank function $r^*$ for some $n' \leq n|E|$, and a vector $b \in \{ 1, 2, \ldots, n \}^E$ such that for each $S \subseteq E$,

$$r(\bar{S}) = r^*(S) - b(S) + r(E).$$

Proof. For each $e \in E$, let $b_e$ be the dimension of the subspace $V_e$. Let $E' = \{(e, i) \mid e \in E, 1 \leq i \leq b_e \}$ be a new ground set. Let $E' = \{(e, i) \mid e \in E, 1 \leq i \leq b_e \}$ be a new ground set. Note that since $b_e \leq n$, we have $|E'| \leq n|E|$. Consider an $n \times |E'|$ matrix $M$ whose set of columns is $\{u_{e,i}\}_{e,i}$. Without loss of generality, we can assume that $M$ has full row-rank, i.e., $n = r(E)$ (otherwise we could drop some rows). Let $M^*$ be a $(|E'| - n) \times |E'|$ matrix whose row-space is the orthogonal complement of the row-space of $M$ (for a construction in NC, see [4, 22]). The following claim is well known in matroid theory and is used for representation of a dual matroid (see [26, 2.1.9 and 2.2.8]). For any $T \subseteq E'$ and matrix $M$, let $M_T$ stand for the set of columns of $M$ corresponding to the set of indices $T$.

Claim 14. For any set $T \subseteq E'$,

$$\text{rank}(M_E \setminus T) = \text{rank}(M_T') - |T| + n.$$

Let $\{u^*_{e,i}\}_{e,i}$ be the set of columns of $M^*$. Consider the family of subspaces $\mathcal{V}^* = \{ V^*_e \subseteq \mathbb{F}^{E' - |e|} \}_{e \in E}$, where $V^*_e = \text{span}(u^*_{e,i} \mid 1 \leq i \leq b_e)$. Let $r^*: 2^E \rightarrow \mathbb{Z}$ be the rank function of $\mathcal{V}^*$. Then for any $S \subseteq E$, take $T = \{(e, i) \mid e \in S, 1 \leq i \leq b_e \}$ in Claim 14, and we get

$$r(E \setminus S) = r^*(S) - b(S) + n.$$ 

Proof of Theorem 2. Lemma 12 gives an NC-reduction from LR submodular minimization to minimizing functions of the form $f(S) = r(S) - w(S) + C$. To minimize $f(S)$, it is sufficient to minimize $r(S) - w(S)$, which is what Lemma 7 does. This concludes the RNC algorithm for LR submodular functions as claimed in Theorem 2.

4 Variants and Applications

In this section, we first consider two variants of submodular minimization which can be reduced to submodular minimization. Here we basically show that this kind of reductions can also made to work in the setting of LR submodular functions. Later on, we also show reductions from two combinatorial problems to LR submodular minimization.

4.1 Variants

Submodular minimization with containment constraints. We first consider an extension of submodular minimization that asks for a minimizing set with containment constraints. Given a submodular function $f: 2^E \rightarrow \mathbb{R}$ and two sets $S_0 \subseteq S_1 \subseteq E$, suppose the goal is to minimize $f(S)$ subject to $S_0 \subseteq S \subseteq S_1$. It is known that there is a submodular function $g$ on the ground set $S_1 \setminus S_0$ such that for any $S_0 \subseteq S \subseteq S_1$, $f(S) = g(S \setminus S_0) + C'$ for some constant $C'$. If $f$ is linearly representable then we would like to come up with such a function $g$ that is also linearly representable. Towards this, we will need the following claim.

Claim 15. Let $\mathcal{V} = \{ V_e \subseteq \mathbb{F}^n \}_{e \in E}$ be a family of subspaces and $r$ be the corresponding rank function. Let $\mathcal{V}' = \{ V'_e \}_{e \in S_1 \setminus S_0}$ with rank function $r'$ such that for each $S_0 \subseteq S \subseteq S_1$

$$r(S) - r(S_0) = r'(S \setminus S_0).$$
Proof. Let $V_{S_0}$ be the subspace $\sum_{e \in S_0} V_e$. For each $e \in S_1 \setminus S_0$, we define $V'_e$ to be the quotient space $V'_e = V_e / V_{S_0}$. Now, for any $S_0 \subseteq S \subseteq S_1$, we have

$$r'(S \setminus S_0) = \dim \left( \sum_{e \in S \setminus S_0} V'_e \right) = \dim \left( \sum_{e \in S \setminus S_0} V_e / V_{S_0} \right) = \dim (V_S / V_{S_0}) = r(S) - r(S_0).$$

From Lemma 12, any linearly representable submodular function can be given as $f(S) = r(S) - w(S) + C$, for a rank functions $r(S)$ on a family of subspaces $\mathcal{V}$, a modular function $w(S)$ and a constant $C$. For given two sets $S_0 \subseteq S_1 \subseteq E$, let $r'$ be the function constructed in Claim 15 from $r$. For any $T \subseteq S_1 \setminus S_0$ define $g(T) = r'(T) - w(T) + C$. Using Claim 15, one can verify that for any $S_0 \subseteq S \subseteq S_1$,

$$g(S \setminus S_0) = r'(S \setminus S_0) - w(S \setminus S_0) + C = r(S) - r(S_0) - w(S) + w(S_0) + C = f(S) - f(S_0) + C.$$  

Choose $C' = C - f(S_0)$ and we get the desired relation. Now, to minimize $f$ under containment constraints, one can just minimize $g$ on the smaller ground set.

**Submodular minimization over non-empty sets.** In applications, one often needs to minimize a submodular function over non-empty sets, for example, min-cut in an undirected graph. To do this, one can go over all elements $e \in E$ and minimize $f(S)$ with the containment constraint $\{e\} \subseteq S$ (as discussed above). This will give us a minimum value for each choice of $e$. The minimum among these values will be the minimum over non-empty subsets.

**Separation oracle for a linear polymatroid.** Given a family of subspaces $\mathcal{V} = \{V_e \subseteq \mathbb{R}^n\}_{e \in E}$ with its rank function $r : 2^E \to \mathbb{Z}$, the corresponding polymatroid is a polytope $P_r \subseteq \mathbb{R}^E$ defined as

$$P_r = \{x \in \mathbb{R}^E \mid x \geq 0, \sum_{e \in S} x_e \leq r(S) \forall S \subseteq E.\}$$

Given a rational point $\beta \in \mathbb{R}^E$, one needs to decide if $\beta$ lies in $P_r$, and if not then find a violating constraint. The non-negativity constraints are easy to check. The other rank constraints are equivalent to

$$\min_{S \subseteq E} (r(S) - x(S)) \geq 0.$$  

Thus, to check if $\beta$ satisfies the rank constraints, it suffices to minimize the function $f(S) = r(S) - \beta(S)$. Moreover, if there is a violating constraint, then the set $S^*$ minimizing $f(S)$ will give a violating constraint. If $\beta$ is an integer vector, we have already seen how to find $S^*$ in Lemma 7. When $\beta$ has rational coordinates, then one can assume them to have a common denominator $q$, i.e., $\beta_e = p_e / q$ for integers $p_e, q$. Now, the minimization function becomes $q \times r(S) - p(S)$. Now, $p(S)$ is an integral function. To get the multiplicative factor $q$ in the rank, for each subspace $V_e$ in the family, one can take the direct sum with its copies as $\oplus_{j=1}^q V_e$. Note that this is efficient as long as the number $q$ is polynomially bounded.

**4.2 Applications**

In this section, we show that the two combinatorial problems mentioned in Section 1 reduce to LR submodular minimization. To the best of our knowledge, these problems do not have any known reduction to linear matroid intersection. We start with defining the necessary terminology. Branchings and arborescences are directed analogues of forests and spanning trees.
Definition 16 (Branching and Arborescence). For a directed graph $G(V, E)$, a subset $B \subseteq E$ of edges is a branching if it contains no undirected cycles (i.e., there are no cycles induced by $B$ if edges in $B$ are considered to be undirected) and for every vertex $v$, there is at most one edge in $B$ that is incoming to $v$. A vertex is a root of $B$ if it has no incoming edges in $B$.

An arborescence is a branching with exactly one root, that is, it is a rooted tree. If the root vertex of an arborescence is $a$, then we call it an $a$-arborescence.

Covering by $a$-arborescences

A directed graph $G(V, E)$ is said to be covered by $k$ $a$-arborescences if there exists subsets $B_1, B_2, \ldots, B_k \subseteq E$, each of which is an $a$-arborescence and $E = B_1 \cup B_2 \cup \cdots \cup B_k$. Vidyasankar [32] gave the following characterization for the graph to covered by $k$ $a$-arborescences. For any set of vertices $S \subseteq V$, let $H[S] := \{u \in S \mid \exists v \in V \setminus S, (v, u) \in E\}$ and let $\delta^\text{in}(S) := \{(v, u) \in E \mid \exists v \in V \setminus S, u \in S\}$ be the set of incoming edges in $S$. Let $\deg^\text{in}(v)$ be the number of incoming edges to $v$.

Theorem 17 ([32]). For a vertex $a \in V$ and a positive number $k$, the directed graph $G(V, E)$ is be covered by $k$ $a$-arborescences if and only if

1. $\deg^\text{in}(a) = 0$ and $\deg^\text{in}(v) \leq k$ for each $v \in V$ and
2. $\sum_{v \in H[S]} (k - \deg^\text{in}(v)) \geq k - |\delta^\text{in}(S)|$, for each non-empty subset $S$ of $V \setminus \{a\}$.

Reduction to submodular minimization. We show that testing the conditions required in Theorem 17 can be reduced to LR submodular minimization. Testing the first condition is trivial. We come to the second one. Let us define a function $f : 2^{V \setminus \{a\}} \rightarrow \mathbb{Z}$ as follows:

$$f(S) = \sum_{v \in H[S]} (k - \deg^\text{in}(v)) + |\delta^\text{in}(S)|.$$ 

We will just show that $f(S)$ is a linearly representable submodular function. Clearly, one can check the required condition by finding $\min_{S \subseteq V \setminus \{a\}} f(S)$ and verifying that it is at least $k$.

For any vertex $u \in V$, let $\chi_u \in \{0, 1\}^V$ be the characteristic vector of $v$. Let us define two families of subspaces $L_1$ and $L_2$ with rank functions $r_1$ and $r_2$.

1. $L_1 = \{L_{1,u} \subseteq \mathbb{R}^k \times |V|\}_{u \in V}$, where $L_{1,u} = \sum_{(u,v) \in E} \oplus^{k-\deg^\text{in}(u)} \text{span}(\chi_u)$ and
2. $L_2 = \{L_{2,u} \subseteq \mathbb{R}^k \times |V|\}_{u \in V}$, where $L_{2,u} = \oplus^{k-\deg^\text{in}(u)} \text{span}(\chi_u)$

One can observe that for any set $S \subseteq V$, $r_1(S)$ is just the sum of the quantity $k - \deg^\text{in}(v)$ over all vertices $v$ that are either in $S$ or out-neighbors of $S$, and $r_2(S)$ is sum of the same quantity over all the vertices of $S$. Thus, we can write

$$r_1(S) - r_2(S) = \sum_{v \in H[S]} (k - \deg^\text{in}(v)), \quad (6)$$

where $\bar{S} = V \setminus S$. Note that $-r_2(S)$ is same as $r_2(\bar{S}) - r_2(V)$. Thus,

$$\sum_{v \in H[\bar{S}]} (k - \deg^\text{in}(v)) = r_1(\bar{S}) + r_2(S) - r_2(V). \quad (7)$$

Now, we will express the second part of $f(S)$, that is $|\delta^\text{in}(S)|$, as a LR submodular function. For any edge $e \in E$, let $\chi_e \in \{0, 1\}^E$ be the characteristic vector of $e$. Let us define three families of subspaces $L_3$, $L_4$ and $L_5$ with rank functions $r_3$, $r_4$ and $r_5$, respectively.
\[
\mathcal{L}_3 = \{L_{3,u} \subseteq \mathbb{R}^E \mid u \in V\}, \text{ where } L_{3,u} = \text{span}\{\chi_e \mid e = (u,v) \text{ for some } v \in V\}.
\]
\[
\mathcal{L}_4 = \{L_{4,u} \subseteq \mathbb{R}^E \mid u \in V\}, \text{ where } L_{4,u} = \text{span}\{\chi_e \mid e = (v,u) \text{ for some } v \in V\}.
\]
\[
\mathcal{L}_5 = \{L_{5,u} \subseteq \mathbb{R}^E \mid u \in V\}, \text{ where } L_{5,u} = \text{span}\{\chi_e \mid e = (u,v) \text{ or } e = (v,u) \text{ for some } v \in V\}.
\]

One can observe that for any set \(S \subseteq V\), \(r_3(S)\) is the total number of edges which are outgoing from some vertex in \(S\), \(r_4(S)\) is the total number of edges which are incoming to some vertex in \(S\), and \(r_5(S)\) is the total number of edges that are incident (outgoing or incoming) to some vertex in \(S\). Thus, one can write
\[
2 |\delta^m(S)| = r_3(\bar{S}) + r_4(S) + r_5(S) + r_5(\bar{S}) - 2|E|. \tag{8}
\]
Together with (7) and (8), we can write,
\[
2f(S) = 2 \times (r_1(\bar{S}) + r_2(S) - r_2(V)) + r_3(\bar{S}) + r_4(S) + r_5(S) + r_5(\bar{S}) - 2|E|.
\]
The terms \(r_2(V)\) and \(2|E|\) are constants here. The other terms give us a linearly representable submodular function.

Recall that we have to minimize the function \(f(S)\) over subsets \(S\) that do not contain the vertex \(a\). We had reduced such a constrained minimization to general minimization in the previous subsection.

**Packing of branchings**

For a given directed graph and given subsets \(R_1, R_2, \ldots, R_k\) of vertices, we need to decide if there exist \(k\) edge-disjoint branchings that are rooted at \(R_1, R_2, \ldots, R_k\), respectively. Edmonds (see [29, Theorem 53.1]) gave the following characterization.

**Theorem 18.** Let \(G = (V, E)\) be a directed graph with \(R_1, R_2, \ldots, R_k\) being subsets of \(V\). Then there exist disjoint branchings \(B_1, B_2, \ldots, B_k\) such that \(B_i\) has root set \(R_i\) for \(1 \leq i \leq k\) if and only if \(|\delta^m(S)| \geq |i : R_i \cap S = \emptyset|\) for each non-empty subset \(S\) of \(V\).

Let \(f(S) = |\delta^m(S)| - |i : R_i \cap S = \emptyset|\). To check the condition in the theorem, it is sufficient to minimize \(f(S)\) over non-empty subsets of \(V\). We have already expressed \(|\delta^m(S)|\) as a linearly representable submodular function in (8). We need to now express the other part of the function. Let us define
\[
g_i(S) := \begin{cases} 1 & \text{if } S \cap R_i \neq \emptyset \\ 0 & \text{otherwise.} \end{cases}
\]
One can verify that \(g_i\) is the rank function of the following family of subspaces: \(\mathcal{L}_i = \{L_{i,u} \subseteq \mathbb{R} \mid u \in V\}\), where \(L_{i,u} = \{1\}\) if \(u \in R_i\) and \(L_{i,u} = \{0\}\) otherwise. Now, one can express the desired function in terms of \(g_i\)'s.
\[
-|i : R_i \cap S = \emptyset| = \sum_{i=1}^k g_i(S) - k.
\]
Together with (8), this gives us a linear representation for \(f(S)\) (up to additive constants).
5 Discussion

We have given a parallel algorithm for submodular minimization in the special case of linearly representable submodular functions. It would be interesting to know if there are other classes of submodular functions that admit parallel algorithms. More generally, it is not clear if there can be an efficient parallel algorithm for submodular minimization in the oracle model.

We have given two examples of combinatorial problems that are captured by LR submodular minimization, but are not known to be reducible to linear matroid intersection. One needs to investigate what are other examples of such problems.

References


\textit{d-To-1 Hardness of Coloring 3-Colorable Graphs with} \(O(1)\) Colors

Venkatesan Guruswami  
Carnegie Mellon University, Pittsburgh, PA, USA  
guruswami@cmu.edu

Sai Sandeep  
Carnegie Mellon University, Pittsburgh, PA, USA  
spallerl@andrew.cmu.edu

\begin{abstract}
The \(d\)-to-1 conjecture of Khot asserts that it is NP-hard to satisfy an \(\epsilon\) fraction of constraints of a satisfiable \(d\)-to-1 Label Cover instance, for arbitrarily small \(\epsilon > 0\). We prove that the \(d\)-to-1 conjecture for any fixed \(d\) implies the hardness of coloring a 3-colorable graph with \(C\) colors for arbitrarily large integers \(C\).

Earlier, the hardness of \(O(1)\)-coloring a 4-colorable graphs is known under the 2-to-1 conjecture, which is the strongest in the family of \(d\)-to-1 conjectures, and the hardness for 3-colorable graphs is known under a certain “fish-shaped” variant of the 2-to-1 conjecture.
\end{abstract}

\begin{keyword}
graph coloring · hardness of approximation
\end{keyword}

\begin{category}
Track A: Algorithms, Complexity and Games
\end{category}

\begin{relatedversion}
A full version of the paper is available at \url{https://eccc.weizmann.ac.il/report/2019/116/}.
\end{relatedversion}

\begin{funding}
Research supported in part by NSF grants CCF-1422045 and CCF-1908125.
\end{funding}

\section{Introduction}

Determining if a graph is 3-colorable is one of the classic NP-complete problems. Thus, given a 3-colorable graph it is NP-hard to color it with 3 colors. The best known polynomial time algorithms for coloring 3-colorable graphs use about \(n^{0.2}\) colors, where \(n\) is the number of vertices in the graph \([9]\). On the other hand, on the hardness front, we only know that 5-coloring 3-colorable graphs is NP-hard \([3]\).

This embarrassingly large gap between the hardness and algorithmic results has prompted the quest for conditional hardness results for approximate graph coloring. The canonical starting point for most strong inapproximability results is the Label Cover problem. Label Cover refers to constraint satisfaction problems of arity two over a large (but fixed) domain whose constraint relations are functions. Label Cover is known to be very hard to approximate even on satisfiable instances.

The Unique Games Conjecture of Khot \([10]\), which asserts strong inapproximability of Label Cover when the constraint maps are bijections, has formed the basis of numerous tight hardness results for problems which have defied NP-hardness proofs. However, the imperfect completeness inherent in the Unique Games Conjecture makes it unsuitable as the basis for hardness results for graph coloring, where we want \textit{all} edges to be properly colored under the coloring.
In [10], along with the Unique Games Conjecture, Khot introduced the $d$-to-1 conjecture. The $d$-to-1 conjecture says that given a Label Cover instance whose constraint relations are $d$-to-1 functions, it is NP-hard to decide if there exists a labelling that satisfies all the constraints or no labelling can satisfy even an $\epsilon$ fraction of constraints, for arbitrarily small $\epsilon > 0$. (The key is that $d$ can be held fixed and achieve soundness $\epsilon \rightarrow 0$.) Constraints similar to 2-to-1 also played an implicit role in the beautiful work of Dinur and Safra on inapproximability of vertex cover [8].

Based on the 2-to-1 conjecture, Dinur, Mossel and Regev [7], extending the invariance principle based techniques of [11,15], proved the hardness of coloring graphs that are promised to be 4-colorable with any constant number of colors. Furthermore, they prove the same for 3-colorable graphs under a certain “fish shaped” variant of the 2-to-1 conjecture. In this paper, we prove that the same result can be proved under the weaker assumption of $d$-to-1 conjecture\(^1\), for some (arbitrarily large) constant $d$.

\textbf{Theorem 1.} Assume that $d$-to-1 conjecture is true for some constant $d$. Then, for every positive integer $t \geq 3$, it is NP-hard to color a 3-colorable graph $G$ with $t$ colors.

We stress that the $d$-to-1 conjecture insists on perfect completeness (i.e., hardness on satisfiable instances), and this important feature seems necessary for its implications for coloring problems, where we seek to properly color all edges. The variant of the 2-to-1 conjecture where one settles for near-perfect completeness was recently established in a striking sequence of works [5,6,12,13].

The result of [7] in fact shows hardness of finding an independent set of density $\epsilon$ in a 3-colorable graph for arbitrary $\epsilon > 0$ (which immediately implies the hardness of finding a coloring with $1/\epsilon$ colors). Our result in Theorem 1 above does not get this stronger hardness for finding independent sets. But it is conditioned on the $d$-to-1 conjecture for arbitrary $d$ rather than the specific 2-to-1 conjecture. We note that proving the $d$-to-1 conjecture for some large $d$ could be significantly easier than the 2-to-1 conjecture, so Theorem 1 perhaps provides an avenue for resolving a longstanding challenge concerning the complexity of approximate graph coloring.

Our proof of Theorem 1 is a simple combination of two results. First, following the methodology of [7], we prove that the $d$-to-1 conjecture implies that coloring a $2d$-colorable graph with $O(1)$ colors is NP-hard. The result of [7] is the $d = 2$ case of this claim. In fact, they state in a future work section that the $d$-to-1 conjecture should imply hardness of $O(1)$-coloring $q$-colorable graphs for some large enough $q = q(d)$. However, they did not specify the details of the reduction or an explicit value of $q$, and mention determining the dependence of $q$ on $d$ as an interesting question. Here we show the conditional hardness based on $d$-to-1 conjecture holds for $q = 2d$ (achieving $q < 2d$ seems unlikely with the general reduction approach of [7]).

The key technical ingredient necessary for such a reduction is a symmetric Markov chain on $[q]^d$ where transitions are allowed only between disjoint tuples and which has spectral radius bounded away from 1. We show the existence of such a symmetric Markov chain for $q = 2d$. We do so via a connection to matrix scaling, which enables us to deduce the necessary chain at a conceptual level without messy calculations. Specifically, we use the result [4], which follows from the Sinkhorn-Knopp iterative matrix scaling algorithm [19],

\(^1\) For $d$-to-1 Label Cover, there are two definitions possible, one where the constraint maps are at most $d$-to-1 with each element in the range having at most $d$ pre-images, and one where the constraint maps are exactly $d$-to-1. In this paper, we stick with the exact variant.
that if a non-negative symmetric matrix $A$ has total support then there is a symmetric doubly stochastic matrix supported on the non-zero entries of $A$. When $A$ is the adjacency matrix of a graph $G$, the total support condition is equivalent to every edge of $G$ belonging to a cycle cover. We describe a graph on $[q]^d$ whose edges connect disjoint tuples and where every edge belongs to a cycle cover.

Our second ingredient is a remarkable yet simple reduction due to Krokhin, Opršal, Wrochna and Živný [14], which exploits the relation between the arc-chromatic number and chromatic number of a digraph [17]. Let $b : \mathbb{N} \to \mathbb{N}$ be defined by $b(n) := \left(\lfloor n/2 \rfloor\right)$. Their result then is that $b(t)$-coloring $b(c)$-colorable graphs is polynomial time (in fact logspace) reducible to $t$-coloring $c$-colorable graphs. Since $b(n)$ is increasing and $b(n) > n$ for all $n \geq 4$, it follows that a NP-hardness result for $O(1)$-coloring $q$-colorable graphs also implies NP-hardness of $O(1)$-coloring 4-colorable graphs. Furthermore, the NP hardness of $O(1)$-coloring of 3-colorable graphs follows from the above by applying the arc graph reduction twice to $K_4$.

Overview

In Section 2, we define the Label Cover problem, and state the $d$-to-1 conjecture formally. We also introduce low degree influences that we need later. In Section 3, we first prove the existence of the Markov chain with required properties, and then describe the reduction from Label Cover to Approximate Coloring. We note that the reduction is in fact exactly the same one used in [7], the difference being in using a different Markov Chain. We present the reduction and the preliminaries required in this paper for the sake of completeness.

2 Preliminaries

We first formally define the Label Cover problem and then state the hardness conjectures.

2.1 Label Cover

Definition 2 (Label Cover). In the Label Cover instance, we are given a tuple $G = ((V, E), R, \Psi)$ where

1. $(V, E)$ is a graph on vertex set $V$ with edge set $E$.
2. Each vertex in $V$ has to be assigned a label from the set $\Sigma = \{1, 2, \ldots, R\}$.
3. For every edge $e = (u, v) \in E$, there is an associated relation $\Psi_e \subseteq \Sigma \times \Sigma$. This corresponds to a constraint between $u$ and $v$.

A labeling $\sigma : V \to \Sigma$ satisfies a constraint associated with the edge $e = (u, v)$ if and only if $(\sigma(u), \sigma(v)) \in \Psi_e$. Given such an instance, the goal is to distinguish if there is a labeling that can satisfy all the constraints or no labeling can satisfy a significant fraction of constraints.

We now state the $d$-to-1 conjecture. As is the case with [7], we will state and use the exact $d$-to-1 variant where the constraint maps have exactly $d$ pre-images for each element in the range. Khot’s original formulation only required that there are at most $d$ pre-images for each element in the range. The $d$-to-1 conjecture becomes stronger for smaller $d$ (so that the 2-to-1 is the strongest form of the conjecture) – this is obvious for the variant where the maps are at most $d$-to-1. For the exact variant, if we allow the Label cover graph to have multiple edges, we can reduce $d$-to-1 conjecture to $(d + 1)$-to-1 conjecture using a simple argument. We present this reduction in Section 4. On that note, we remark without details that our reduction indeed works with the multigraph variant of $d$-to-1 conjecture.
\textbf{Conjecture 3 (Exact $d$-to-1 Conjecture).} For every $\epsilon > 0$, given a bipartite Label Cover instance $G = (V = X \cup Y, E, (dR, R), \Psi)$ satisfying the following constraints:

(i) We refer to $X$ as the vertices on the left, and $Y$ as the set of vertices on the right. The vertices belonging to $X$ are to be assigned labels from $[dR]$ while the vertices in $Y$ are to be assigned labels from $[R]$.
(ii) The constraints are $d$-to-1 i.e. for every $b \in [R]$, there are precisely $d$ values $a \in [dR]$ such that $(a, b) \in \Psi_e$ for every relation $\Psi_e$ in the instance.

It is NP-hard to distinguish between the following cases:
1. There is a labeling that satisfies all the constraints in $G$.
2. No labeling can satisfy more than $\epsilon$ fraction of constraints in $G$.

Similar to the $d$-to-1 constraints, one can consider $d$-to-$d$ constraints in the Label Cover. In order to do so, we define the relation $d \leftrightarrow d$ on $[dR] \times [dR]$:
\[ d \leftrightarrow d = \{(di - p + 1, di - q + 1) \mid 1 \leq i \leq R, 1 \leq p, q \leq d\}. \]

A constraint $\psi \subseteq [dR] \times [dR]$ is said to be $d$-to-$d$ if there exist permutations $\pi_1$ and $\pi_2$ on $[dR]$ such that $(a, b) \in \psi$ iff $(\pi_1^{-1}(a), \pi_2^{-1}(b)) \in d \leftrightarrow d$.

In [7], it is proved that Conjecture 3 implies the following conjecture.

\textbf{Conjecture 4 ($d$-to-$d$ conjecture).} For every $\epsilon > 0$ and every $t \in \mathbb{N}$, there exists $R \in \mathbb{N}$ such that given a Label Cover instance $G = ((V, E), dR, \Psi)$ where all the constraints are $d$-to-$d$, it is NP-hard to distinguish between the following cases:

(i) $\text{sat}(G) = 1$, or
(ii) $\text{isat}_t(G) < \epsilon$

Here, $\text{sat}(G)$ denotes the maximum fraction of constraints satisfied by any labeling. Similarly, $\text{isat}(G)$ denotes the size of the largest set $S \subseteq V$ such that there exists a labeling that satisfies all the constraints induced on $S$. The value $\text{isat}_t(G)$ denotes the size of largest set $S \subseteq V$ such that there exists a labeling that assigns at most $t$ labels to each vertex that satisfies all the constraints induced on $S$. A constraint between $u$, $v$ is said to be satisfied by labeling assigning multiple labels to $u$ and $v$ if and only if there exists at least one pair of labels to $u$ and $v$ among the multiple labels that satisfy the constraint.

\subsection{2.2 Low degree influences}

Next, we define the low degree influences that we need later. We refer the reader to [7] for a comprehensive treatment of the same.

Let $\alpha_0 = 1, \alpha_1, \ldots, \alpha_{q-1}$ be an orthonormal basis of $\mathbb{R}^q$. We can define the set of functions $\alpha_x : [q]^n \rightarrow \mathbb{R}, x \in [q]^n$ as $\alpha_x(y) = (\alpha_{x_1}(y_1), \alpha_{x_2}(y_2), \ldots, \alpha_{x_n}(y_n))$. Observe that these functions form a basis for the functions from $[q]^n$ to $\mathbb{R}$. Let $\hat{f}(\alpha_x) = \langle f, \alpha_x \rangle$, where we define the inner product between functions $f, g : [q]^n \rightarrow \mathbb{R}$ as $\langle f, g \rangle = q^{-n} \sum_{x \in [q]^n} f(x)g(x)$. We define the low degree influence of $f$ as follows:

\textbf{Definition 5.} For a function $f : [q]^n \rightarrow \mathbb{R}$, the degree $k$ influence of the coordinate $i$ is defined as follows:
\[ I_i^{\leq k}(f) = \sum_{x : x_i \neq 0, |x| \leq k} \hat{f}^2(\alpha_x) \]
Note that the above definition is independent of the basis $\alpha_0, \alpha_1, \ldots, \alpha_{q-1}$ that we start with, as long as $\alpha_0 = 1$. From the above definition, we can infer that for functions $f : [q]^n \rightarrow [0, 1]$, the sum of low degree influences is bounded by

$$\sum_i I_i^{\leq k}(f) \leq k$$

For a vector $x \in [q]^{dR}$, let $\pi \in [q]^R$ be the corresponding element in $[q]^R$ i.e.

$$\pi = ((x_1, x_2, \ldots, x_d), (x_{d+1}, x_{d+2}, \ldots, x_{2d}), \ldots, (x_{dR-d+1}, x_{dR-d+2}, \ldots, x_{dR}))$$

Similarly, for $y \in [q]^R$, let $\hat{y}$ denote the inverse of above operation. We need the following lemma:

For any function $f : [q]^d \rightarrow \mathbb{R}$ and any $k \in \mathbb{N}$ and $i \in [R]$,

$$I_i^{\leq k}(\hat{f}) \leq \sum_{j=1}^d I_{dR-d+j}^{\leq dk}(f)$$

**Proof.** Fix a basis $\alpha_x$ of functions from $[q]^{dR} \rightarrow \mathbb{R}$ as above. The functions $\alpha_\pi$ form a basis for functions from $[q]^R \rightarrow \mathbb{R}$, where $\alpha_{\pi(y)} = \alpha_x(y)$. Note that $\hat{f}(\alpha_\pi) = \hat{f}(\alpha_x)$. Thus we get

$$\sum_i I_i^{\leq k}(\hat{f}) = \sum_{\pi : \pi \neq (0, 0, \ldots, 0), |\pi| \leq k} \hat{f}^2(\alpha_\pi) = \sum_{\pi : \pi \neq (0, 0, \ldots, 0), |\pi| \leq k} \hat{f}^2(\alpha_x) \leq \sum_{x : x \neq (0, 0, \ldots, 0), |x| \leq dk} \hat{f}^2(\alpha_x) \leq \sum_{j=1}^d \sum_{x : x \neq (0, 0, \ldots, 0), |x| \leq dk} \hat{f}^2(\alpha_x) = \sum_{j=1}^d I_{dR-d+j}^{\leq dk}(f) \quad \square$$

Using the invariance principle and Borell’s inequality, [7] prove the following:

**Theorem 7.** Let $q$ be a fixed integer, and $T$ be a symmetric Markov chain on $[q]$ with $r(T) < 1$. Then for every $\epsilon > 0$, there exists a $\delta > 0$ and a positive integer $k$ such that the following holds: For every $f, g : [q]^n \rightarrow [0, 1]$ if $\mathbb{E}[f] > \epsilon, \mathbb{E}[g] > \epsilon$ and $(f, Tg) = 0$, then

$$\exists \delta : I_i^{\leq k}(f) \geq \delta, I_i^{\leq k}(g) \geq \delta$$

where $r(T)$ denotes the second largest eigenvalue (in absolute value) of $T$. 
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\section*{d-to-1 hardness for 3-colorable graphs}

In this section, we will prove Theorem 1.

\subsection*{3.1 Reducing chromatic number to 3}

The following lemma is present in \cite{14} based on a beautiful result concerning the arc-chromatic numbers of digraphs from \cite{17}.

\begin{lemma}[Theorem 1.8 of \cite{14}]
Suppose there exists \( q \in \mathbb{N} \) such that \( O(1) \) coloring \( q \)-colorable graphs is NP-hard. Then, \( O(1) \) coloring \( 3 \)-colorable graphs is NP-hard.
\end{lemma}

Let \( \text{Graph-Coloring}(t, c) \) denote the promise problem of distinguishing if a graph can be colored with \( c \) colors, or cannot even be colored with \( t \) colors. The statement is proved by presenting a reduction from \( \text{Graph-Coloring}(b(t), b(c)) \) to \( \text{Graph-Coloring}(t, c) \) in polynomial time, for the function \( b(n) := \binom{n}{\lfloor n/2 \rfloor} \). The reduction works by constructing the arc-graph of the underlying graphs, and using the property of arc graphs that the chromatic number of the arc graph can be bounded precisely using the chromatic number of the original graph. Since \( b \) is an increasing function and \( b(n) > n \) for all \( n \geq 4 \), setting \( c = 4 \) and \( t \) large enough proves the statement claimed in the lemma. The reduction from \( 4 \)-colorable graphs to \( 3 \)-colorable graphs is achieved by applying the arc graph construction twice recursively.

Thanks to Lemma 8, we can restrict ourselves to the weaker goal of proving that \( O(1) \) coloring \( q \)-colorable graphs is NP-hard for some fixed constant \( q \) assuming Conjecture 3. In fact, following \cite{7}, we prove a stronger statement showing hardness of finding independent sets of \( \epsilon \) fraction of vertices for any \( \epsilon > 0 \). Combined with Lemma 8, this immediately gives us Theorem 1.

\begin{theorem}
Suppose that Conjecture 4 is true for a constant \( d \). Then, there exists a constant \( q = q(d) \) such that for every \( \epsilon > 0 \), given a graph \( G \), it is NP-hard to distinguish the following cases:
1. \( G \) can be colored with \( q \) colors.
2. \( G \) does not have any independent set of relative size \( \epsilon \).

In fact, we can take \( q = 2d \).
\end{theorem}

In the remainder of the section, we will prove Theorem 9. We next develop the main technical ingredient that we will plug into the reduction framework of \cite{7} to establish Theorem 9.

\subsection*{3.2 A symmetric Markov chain supported on disjoint tuples}

A Markov chain \( T \) defined on a state space \( \Omega \) is said to be symmetric if the transition matrix of \( T \) is symmetric, namely for all pairs of states \( x, y \in \Omega \), the probability of transition from \( x \) to \( y \) is equal to the probability of transition from \( y \) to \( x \). Symmetry of the Markov chain ensures that the uniform distribution is stationary which is essential when we compose the Label Cover-Long Code reduction with the Markov chain. We define the spectral radius \( r(T) \) of a symmetric Markov chain as the second largest eigenvalue in absolute value of its transition probability matrix, i.e., if \( 1 = \lambda_1 \geq \lambda_2 \geq \ldots \geq \lambda_q \) are the eigenvalues, then \( r(T) = \max(|\lambda_2|, |\lambda_q|) \).

We now show the existence of a symmetric Markov Chain \( T \) on \([q]^d \) with \( r(T) < 1 \) if \( d \geq 2, q \geq 2d \). Furthermore, there is a nonzero transition probability between two elements \( x, y \in [q]^d \) only if the support of \( x \) and \( y \) are disjoint. In \cite{7}, such a Markov Chain is shown to exist for the values \((q, d) = (3, 1), (4, 2)\).
Lemma 10. Suppose that $q, d \in \mathbb{N}, q \geq 2d, d \geq 2$. There exists a symmetric Markov chain $T$ on $[q]^d$ such that $r(T) < 1$. Furthermore, if the transition $\{x_1, x_2, \ldots, x_d\} \leftrightarrow \{y_1, y_2, \ldots, y_d\}$ has positive probability in $T$, then $\{x_1, x_2, \ldots, x_d\} \cap \{y_1, y_2, \ldots, y_d\} = \emptyset$.

Proof. We first construct an undirected graph $G$ on $[q]^d$ such that there is an edge between $x, y \in [q]^d$ only if the support of $x$ and $y$ are disjoint. We then use a matrix scaling algorithm to obtain a symmetric Markov chain $T$ from the adjacency matrix of $G$. For the resulting Markov chain to have $r(T) < 1$, we need that the underlying graph $G$ is connected, and is not bipartite. Furthermore, for the scaling algorithm to produce a valid Markov chain, we need that every edge of $G$ is present in a cycle cover, where a cycle cover of a graph is a disjoint union of cycles that covers every vertex in the graph. Note that we allow trivial 2-cycles in a cycle cover, where we just take an edge twice.

We say that two multisets $x = (x_1, x_2, \ldots, x_d), y = (y_1, y_2, \ldots, y_d) \in [q]^d$ are of the same type if the following condition holds: for all pairs of indices $i, j \in [d], x_i = x_j$ if and only if $y_i = y_j$ and $(x_i - x_j)(y_i - y_j) \geq 0$. Note that this is an equivalence relation, and thus each element $x \in [q]^d$ uniquely determines its type.

Consider the graph $G = (V, E)$ where the vertex set is $V = [q]^d$. We add two kinds of edges in this graph. We add an edge between every pair of $x, y \in [q]^d$ that are of the same type, and have disjoint support. Let the subset of $[q]^d$ of elements that are supported on single element be denoted by $S$, i.e.,

$$S = \{(1, 1, \ldots, 1), (2, 2, \ldots, 2), \ldots, (q, q, \ldots, q)\}.$$

We also add edges between $x$ and $y$ if their support is disjoint, and at least one of $x$ and $y$ belongs to $S$.

First, we claim that $G$ is connected. This follows from the fact that the set of nodes in $S$ are connected to each other, and every vertex in $V$ is adjacent to at least one vertex in $S$. As $q \geq 4$, the graph is not bipartite (indeed $S$ induces a $q$-clique). We will now prove that every edge in this graph is part of a cycle cover. Given an undirected graph on vertex set $V$, a cycle cover of it is a function $\sigma : V \to V$ that is bijective, and $\sigma(u) = v$ only when $u$ and $v$ are adjacent in the underlying graph.

Towards this, we first prove that for every edge in $G$ between multisets of the same type, there is a cycle cover that uses that edge. For each type, consider the graph obtained by taking the vertices as multisets of that type, and with edges between two multisets of the same type if they are disjoint. Note that for every type, this graph is isomorphic to a Kneser graph $KG(q, k)$ (for some $k \leq d$), whose vertex set corresponds to $k$-element subsets of $[q]$ and there is an edge between two subsets if they are disjoint.

By symmetry across the subsets, we can infer that the Kneser graphs are regular. Note that every regular graph contains a cycle cover: For a regular graph $H$, consider a bipartite graph $H'$ which contains a copy of $H$ on both the left side $L$, and right side $R$. There is an edge between $x \in L, y \in R$ of $H'$ if and only if $x, y$ are adjacent in $H$. As $H$ is a regular graph, $H'$ is a regular bipartite graph, and thus, contains a perfect matching. This perfect matching in $H'$ directly gives a cycle cover of $H$. Furthermore, as Kneser graphs are also vertex-transitive, every edge in these graphs is part of a cycle cover.

Next, we consider edges of $G$ that are between multisets of different types i.e. edges between multisets $x, y$ where exactly one of $x$ and $y$ is in $S$. Consider an edge between $s \in S$ and $x \in V \setminus S$. As $q \geq 2d$, every multiset in $G$ is adjacent to at least one multiset of the same type. Let $y$ be a multiset that is adjacent to $x$ in $G$ and is of the same type as $x$. Let $s' \in S$ be chosen such that it is adjacent to $y$ in $G$. As $S$ is a complete subgraph of $G$, $s$ and $s'$ are adjacent in $G$. From the previous argument about edges between multisets of the same...
Thus, there exist a value $d_{\text{sat}}$ of $d$ such that $DAD$ is a doubly stochastic matrix. A square matrix $A = (a_{ij})$ of order $n$ is said to have total support if $A \neq 0$, and for every nonzero entry $a_{ij}$ of $A$, there exists a permutation $\sigma$ of $[n]$ such that $\sigma(i) = j$ and for all $e \in [n], a_{e,\sigma(e)} \neq 0$. When the matrix $A$ is an adjacency matrix of a graph $G$, the total support condition translates to the requirement that every edge in $G$ is part of a cycle cover, a property we have already shown to hold for the graph $G$.

Thus, we can apply the above scaling result, and view the resulting matrix $B = DAD$ as the transition matrix of a Markov chain $T$. As $A$ and $D$ are symmetric, $B$ is symmetric, i.e., $T$ is symmetric. As $A$ is connected and no principal diagonal element of $D$ is zero, $T$ is connected as well. Note that every nonzero element of $A$ stays nonzero in $T$, and $A$ is not bipartite. The above two facts combined ensure that the spectral radius $r(T)$ of $T$ is strictly less than $1$. We conclude that there exists a symmetric Markov chain $T$ on state space $[q]^d$ that has both the properties: (i) $r(T) < 1$, and (ii) there is nonzero probability of transition between two multisets only when their support is disjoint.

### 3.3 Proof of Theorem 9

Let $d$ be the constant for which Conjecture 3 is true. Thus, Conjecture 4 is true for the same value $d$ as well. Choose $q, T$ from Lemma 10 such that $T$ is a symmetric Markov chain on $[q]^d$ such that $r(T) < 1$.

We now reduce the given $d$-to-$d$ Label Cover instance to the problem of finding independent sets in $q$-colorable graphs. To be precise, given a Label Cover instance $G = ((V, E), dR, \Psi)$, we output a graph $G' = (V', E')$ such that

1. Completeness: If $G$ is satisfiable, $G'$ can be colored with $q$ colors.
2. Soundness: If $\text{isat}_t(G) < \epsilon'$, then $G'$ does not have any independent set of size $\epsilon$.

The parameters $t$ and $\epsilon'$ will be set later.

#### Reduction

Our reduction follows the standard Label Cover Long Code paradigm, and in particular closely mirrors [7]. We replace each vertex $w \in V$ of the Label Cover with a set $f_w$ of $[q]^{dR}$ nodes, each corresponding to a vertex in $G'$. Consider an edge $e = (u, v)$ where $\Psi_e$ is an associated constraint with permutations $\pi_1, \pi_2$ on $[dR]$ such that $(a, b) \in \Psi_e$ if and only if $(\pi_1^{-1}(a), \pi_2^{-1}(b)) \in d \leftrightarrow d$.

We add an edge between $(x_1, x_2, \ldots, x_{dR}) \in f_u$ and $(y_1, y_2, \ldots, y_{dR}) \in f_v$ to $E'$ if and only if

$$\forall i \in [R], T((x_{\pi_1(di - d + 1)}, x_{\pi_1(di - d + 2)}, \ldots, x_{\pi_1(di)})) \leftrightarrow (y_{\pi_2(di - d + 1)}, y_{\pi_2(di - d + 2)}, \ldots, y_{\pi_2(di)})) > 0.$$

#### Completeness

Suppose $\sigma: V \rightarrow [dR]$ be a labeling satisfying all the constraints of the Label Cover instance $G$. We color the node $(x_1, x_2, \ldots, x_{dR}) \in f_w$ with $x_{\sigma(w)} \in [q]$. We claim that this is a legit $q$-coloring of $G'$. Suppose that we added an edge between $x \in f_u$ and $y \in f_v$. Let $x$ be colored with $x_a$ and $y$ be colored with $y_b$. As $(a, b) \in \Psi_{(u, v)}$, we have $(\pi_1^{-1}(a), \pi_2^{-1}(b)) \in d \leftrightarrow d$. Thus, there exist $i \in [R], 1 \leq p, q \leq d$ such that $a = \pi_1(di - d + p)$ and $b = \pi_2(di - d + q)$. 

As we have added an edge between $x \in f_u$ and $y \in f_v$, $x_a \neq y_b$ as the Markov chain $T$ has nonzero probability only between two elements of $[q]^d$ with disjoint support. Thus, there exists a $q$-coloring of $G'$ when $G$ is satisfiable.

**Soundness**

We prove the contrapositive that if $G'$ has an independent set of relative size $\epsilon$, then there exists a labeling of $G$ with isat$_{1}(G) \geq \epsilon'$. Let $S \subseteq V'$ be the largest independent set of $G'$.

We know that $|S| \geq \epsilon |V'|$. This implies that in at least $\epsilon' = \frac{\epsilon}{2}$ fraction of the long code blocks, at least $\frac{\epsilon}{2}$ fraction of nodes belong to $S$. Let this subset of $V$ be denoted by $Z$. Our goal is to show that there exists a small set of labels $\tau : Z \rightarrow 2^{[d]}$ to which we can decode the vertices in $Z$ such that all the constraints induced in $Z$ are satisfied by $\tau$.

For every vertex $w \in Z$, we define functions $g_u : [q]^{dR} \rightarrow \{0,1\}$ to be the indicator functions of set $S$ inside the long code blocks corresponding to $w$ i.e. $g_u(x) = 1$ if and only if $x \in S$. Consider an edge $e = (u,v)$ corresponding to the constraint $\Psi_e$ induced in $Z$. Let the functions $f : [q]^{dR} \rightarrow \{0,1\}$ and $g : [q]^{dR} \rightarrow \{0,1\}$ be defined such that $f(x^{z_1}) = g_u(x)$ and $g(y^{z_2}) = g_v(y)$, where $\pi_1$ and $\pi_2$ are the permutations underlying the relation $\Psi_e$ i.e. $(a,b) \in \Psi_e$ if and only if $(\pi^{-1}_1(a), \pi^{-1}_2(b)) \in d \leftrightarrow d$.

We note that $(f,Tg)$ is equal to zero. In other words, suppose that $x, y \in [q]^{dR}, x \in f_u, y \in f_v$ are such that

$$\forall i \in [R], T((x_{d_i - d + 1}, x_{d_i - d + 2}, \ldots, x_{d_i}) \leftrightarrow (y_{d_i - d + 1}, y_{d_i - d + 2}, \ldots, y_{d_i})) > 0. \quad (1)$$

Then, $f(x)g(y) = 0$. Suppose for contradiction that there exist $x, y \in [q]^{dR}$ satisfying the above condition, and $f(x) = g(y) = 1$. Let $x' \in f_u, y' \in f_v$ be such that $(x')^{z_1} = x, (y')^{z_2} = y$. We have $g_u(x') = g_v(y') = 1$. That is, both $x' \in f_u, y' \in f_v$ are in the independent set $S$. However, Equation (1) can be rewritten as the following:

$$\forall i \in [R], T((x'_{\pi_1(d_i - d + 1)}, x'_{\pi_1(d_i - d + 2)}, \ldots, x'_{\pi_1(d_i)}) \leftrightarrow (y'_{\pi_2(d_i - d + 1)}, y'_{\pi_2(d_i - d + 2)}, \ldots, y'_{\pi_2(d_i)})) > 0. \quad (2)$$

Note that this is precisely the condition for adding edges in $G'$. Thus, Equation (2) implies that $x' \in f_u$ and $y' \in f_v$ are adjacent in $E'$, and thus cannot both be part of the independent set $S$. This completes the proof that $(f,Tg) = 0$.

Thus, $(\overline{f}, \overline{g})$ is also equal to zero, where $\overline{f} : [q]^{dR} \rightarrow \{0,1\}$ and $\overline{g} : [q]^{dR} \rightarrow \{0,1\}$ are the corresponding functions in $[q]^{dR}$ of $f, g$. From the definition of $Z$, $\mathbb{E}(\overline{f}) \geq \frac{\epsilon}{2}$ and $\mathbb{E}(\overline{g}) \geq \frac{\epsilon}{2}$. We apply Theorem 7 to $\overline{f}$ and $\overline{g}$ to deduce that there exists $i \in [R]$, a positive integer $k = k(\epsilon)$ and $\delta = \delta(\epsilon)$ such that $I_i^{\leq k}(\overline{f}) \geq \delta$ and $I_i^{\leq k}(\overline{g}) \geq \delta$. This motivates us to define the label set of vertex $w \in Z$, $L(w)$ as the following:

$$L(w) := \{ i \in [dR] : I_i^{\leq dk}(g_u) \geq \frac{\delta}{d} \}$$

As the sum of $k$ degree influences of all variables is at most $k$, the size of $L(w)$ is upper bounded by $\frac{k d}{\delta}$ for every $v$. Thus, we set the parameter $t$ to be $\frac{k d}{\delta}$. The final step is to prove that the labeling $L$ is indeed a valid labeling inside edges induced in $Z$. Consider an edge $e = (u,v)$ induced in $Z$ with the constraint relation being $\Psi_e$ such that $(a,b) \in \Psi_e$ if and only if $(\pi_1(a), \pi_2(b)) \in d \leftrightarrow d$. Our goal is to show that there exist indices $\sigma_1, \sigma_2 \in [dR]$ such that $\sigma_1 \in L(u), \sigma_2 \in L(v)$ and $(\sigma_1, \sigma_2) \in \Psi_e$. Using Theorem 7, we can deduce that there exists $i \in [R]$ such that $I_i^{\leq k}(\overline{f}) \geq \delta$ and $I_i^{\leq k}(\overline{g}) \geq \delta$. Using Lemma 6, we can conclude that there exist $i_1, i_2 \in [dR]$ such that $I_{i_1}^{\leq dk}(f) \geq \frac{\delta}{d}$ and $I_{i_2}^{\leq dk}(g) \geq \frac{\delta}{d}$ such
that \((i_1, i_2) \in d \leftrightarrow d\). Let \(\sigma_1, \sigma_2 \in [dR]\) be such that \(i_1 = \pi_1(\sigma_1), i_2 \in \sigma_2\). As \(f(x^\tau) = g_u(x)\), \(I_{\sigma}^{e \leq dR}(g_u) \geq \frac{\epsilon}{dR}\). And thus, \(\sigma_1 \in L(u)\), and similarly \(\sigma_2 \in L(v)\). As \((i_1, i_2) \in d \leftrightarrow d\), \((\sigma_1, \sigma_2) \in \Psi_e\), which completes the proof.

4 Reducing multigraph (exact) \(d\text{-to-1} \) to \((d + 1)\text{-to-1} \) conjecture

For the version of \(d\text{-to-1} \) conjecture where we only require the constraint maps to be at most \(d\text{-to-1} \), the \(d\text{-to-1} \) conjecture trivially implies the \((d + 1)\text{-to-1} \) conjecture. O’Donnell and Wu [16] remark that no such reduction appears to be known for the exact \(d\text{-to-1} \) conjecture. Here we prove that the exact \(d\text{-to-1} \) conjecture implies the exact \((d + 1)\text{-to-1} \) conjecture when the underlying Label Cover instances are allowed to have parallel edges. We remark that multigraph version of exact \(d\text{-to-1} \) conjecture, which is implied by the simple graph version, also suffices for our reduction to graph coloring (and indeed all known reductions from \(d\text{-to-1} \) Label Cover).

Let \(G = ((V = X \cup Y, E), (dR, R), \Psi)\) be a Label Cover instance such that every constraint is of \(d\text{-to-1} \) structure. We reduce it to \(G' = ((V = X \cup Y, E'), ((d + 1)R, R), \Psi')\) such that

1. If \(G\) is satisfiable, \(G'\) is satisfiable as well.
2. If every labeling violates at least \(\epsilon'\) fraction of constraints in \(G\), then every labeling violates at least \(\epsilon' = 2\epsilon\) fraction of constraints in \(G'\).

Reduction

We first change the label set of \(X\) from \([dR]\) to \([(d + 1)R]\). For every constraint \(\psi\) in \(G\) between nodes \(u \in X\) and \(v \in Y\), we replace it with \(R\) constraints \(\psi_1, \psi_2, \ldots, \psi_R\) between \(u\) and \(v\) in the following way: the relation between old labels is the same as \(\psi\) i.e. when \(x \leq dR\), \((x, y) \in \psi_j\) for \(j = 1, 2, \ldots, R\) if and only if \((x, y) \in \psi\). When \(x > dR\), \((x, y) \in \psi_j\) if and only if \(R\) divides \((x + j - y)\). This ensures that each new label is mapped to a different label in each of the \(R\) new constraints. The constraints are clearly of \((d + 1)\text{-to-1} \) form.

Completeness

If there is a labeling satisfying all the constraints of \(G\), the same labeling satisfies all the constraints in \(G'\) as well.

Soundness

Suppose that there is no labeling satisfying at least \(\epsilon\) fraction of constraints in \(G\). Note that this implies that \(R\) is at least \(\frac{1}{2}\) as there is always a labeling satisfying at least \(\frac{1}{\pi}\) fraction of constraints: fix a labeling to the vertices on the left, and assign a label to the vertices in \(R\) uniformly at random from \([R]\). We claim that there is no labeling satisfying more than \(2\epsilon\) fraction of constraints in \(G'\). Consider an arbitrary labeling of \(G\), \(\sigma : V \rightarrow [(d + 1)R]\). We can divide the set of edges \(E'\) of \(G'\) into two parts: the edges \((u, v)\) such that \(\sigma(u) \leq dR\) and the edges \((u, v)\) such that \(\sigma(u) > dR\). Let the set of first type of edges where the left vertex is assigned the new label be denoted by \(E_1\), and the set of second type of edges be denoted by \(E_2\). In \(E_1\), the fraction of constraints that can be satisfied by \(\sigma\) is at most \(\frac{1}{\pi} \leq \epsilon\). Note that we can get a labeling \(\sigma'\) of \(G\) by replacing labels of vertices in \(X\) with label greater than \(dR\) with an arbitrary label in \([dR]\), and keeping rest of the labels intact. For the edges in \(E_2\), the labelings \(\sigma\) and \(\sigma'\) coincide. As \(\sigma'\) can satisfy at most \(\epsilon\) fraction of constraints of \(G\), \(\sigma\) can only satisfy at most \(\epsilon\) fraction of overall edges in \(E'\). Thus, overall \(\sigma\) satisfies at most \(\epsilon + \frac{1}{\pi} \leq 2\epsilon\) fraction of constraints in \(E'\), which proves the required soundness claim.
5 Conclusion

In this paper, we prove that the $d$-to-$1$ conjecture, for arbitrarily large $d$, implies the NP-hardness of the longstanding and elusive problem of coloring 3-colorable graphs with constantly many colors. Note that the $d$-to-$1$ conjecture requires the soundness parameter to be arbitrarily small, independent of $d$. Currently, the best NP-hardness of $d$-to-$1$ Label Cover achieves a soundness of $d^{-\Omega(1)}$. This follows from the PCP Theorem [1,2] combined with Raz’s parallel repetition [18]. However, this does not yield any explicit constant in the exponent, obtaining which is an interesting open question. One can also investigate whether improving the soundness of $d$-to-$1$ Label Cover to something quantitatively much stronger, say inverse exponential in $d$, would have some implications for inapproximability of graph coloring.
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1 Introduction

In this paper we consider the proof systems Polynomial Calculus (PC) and Sums-of-Squares (SOS). PC is a proof system that is used to derive polynomial equalities from a set of polynomial equality constraints in a step-by-step fashion similar to traditional logical proof systems. A PC proof is a compact certificate that the proved polynomial is in the ideal generated by the constraints. PC was introduced by Clegg et al. [4].

Sums-of-Squares proof system on the other hand is a proof system used to derive polynomial inequalities from a set of polynomial constraints. As a proof system Sums-of-Squares was first investigated by Grigoriev and Vorobjov in [6], but it has its roots in semialgebraic geometry and combinatorial optimization. We refer the reader to [10] for a thorough presentation of these connections.

Feasible interpolation was introduced by Krajíček in [9] as a framework to prove lengths-of-proofs lower bounds for propositional proof system from lower bounds on Boolean circuits or other computational models. The feasible interpolation has been applied to prove lower bounds for example for Resolution [9] and Cutting Planes [12] from lower bounds on monotone Boolean and real circuits, respectively. On the negative side Krajíček and Pudlák showed in [8] that Extended Frege does not admit feasible interpolation with respect to Boolean circuits unless RSA is not secure against P/poly. This was later extended to Frege in [3] and to bounded depth Frege in [2] under other cryptographic assumptions.
We will prove here feasible interpolation for both PC and SOS for equality constrains \( P(x, y) \) and \( Q(y, z) \) in disjoint sequences \( x, y \) and \( z \) of variables. We show that for both proof systems given a refutation \( \Pi \) of \( P(x, z) \cup Q(y, z) \) and an assignment \( a \) to the variables \( z \), one can in polynomial time in the bit-complexity of \( \Pi \) find a refutation of \( P(x, a) \) or a refutation of \( Q(y, a) \). Previously, a form of feasible interpolation for PC was proven for degree bounded PC-refutations by Pudlák and Sgall [13]. We know of no previous results on feasible interpolation for Sums-of-Squares proofs.

From [4] we know that PC is degree-automatable: any degree \( d \) proof can be found in time \( n^{O(d)} \). The same is not true in general for SOS, since the coefficients in a small degree proof might be exceedingly large. This was first noted by O’Donnell in [11]. O’Donnell demonstrated a simple system of polynomial constraints that admit a degree 2 proofs of non-negativity, so that every degree 2 proof necessarily has coefficients of exponential bit-complexity. Later the example of [11] was strengthened by Raghavendra and Weitz in [14] by giving a system of constraints over the Boolean cube that have proofs of non-negativity of degree 2, but any proof of degree less than \( O(\sqrt{n}) \) must have exponential bit-complexity.

In view of these issues on the bit-complexity of SOS, the question arises whether doubly exponential coefficients can pose a problem for feasible interpolation. However we show that we can use the given refutation of \( P(x, z) \cup Q(y, z) \) to bound the coefficients appearing in a refutation of \( P(x, a) \) or a refutation of \( Q(y, a) \).

Our proofs rely on a ‘semantic’ characterizations of refutations with bounded resources. A standard way to prove lower bounds in proof complexity is to exhibit a ‘semantic’ object whose existence is in contradiction with the existence of refutations with bounded resources. These include the reduction operators first used in [15] against low-degree PC-refutations, the \( d \)-designs first used in [1] against low-degree Nullstellensatz refutations and pseudoexpectations first used in [6] against low-degree Sums-of-Squares refutations. In many cases these objects actually characterize the associated classes of refutations, and thus they, from a logical point of view, give soundness and completeness theorems for resource bounded refutations. If soundness of these characterizations can be used to prove lower bounds, the completeness properties are useful in establishing upper bounds on proofs as exemplified by the proofs of Theorems 3 and 9 below.

**Main results.** Let \( P(x, z) \) and \( Q(y, z) \) be sets of polynomial equations, where \( x, y \) and \( z \) are disjoint sequences of variables. Our main results are as follows:

- For any finite field \( F \) there is a polynomial time algorithm that given a PC-refutation of \( P(x, z) \cup Q(y, z) \), and an assignment \( a \) to the variables \( z \), outputs a PC-refutation of \( P(x, a) \) or a PC-refutation of \( Q(y, a) \). (Theorem 5)
- There is a polynomial time algorithm that given an SOS-refutation of \( P(x, z) \cup Q(y, z) \) over the Boolean hypercube and a Boolean assignment \( a \) to the variables \( z \) outputs an SOS-refutation of \( P(x, a) \) over the Boolean hypercube or an SOS-refutation of \( Q(y, a) \) over the Boolean hypercube. (Theorem 14)

**Proof methods.** We study the two systems in two separate parts. Each part follows the same outline. First we define a suitable class of proofs and its semantic counterpart. We define proofs over some fixed set of monomials. The idea is to shift the focus from trying to obtain size-of-proof upper bounds directly to proving the existence of proofs that use only monomials from some small set \( S \). The corresponding semantic operators are then defined on the vector space of all polynomials which are linear combinations of elements of \( S \).
Secondly, we prove a feasible disjunction property for the system using the obtained semantic characterizations. Given a refutation of $P(x) \cup Q(y)$, where $x$ and $y$ are disjoint sequences of variables, we can define sets $S_x$ and $S_y$ whose size are polynomial in the size of the given refutation, such that either $P(x)$ has a refutation over $S_x$ or $Q(y)$ has a refutation over $S_y$.

Finally, we argue that the refutations whose existence is guaranteed by the feasible disjunction property can be found in time polynomial in the size of the underlying set of monomials. For PC we give a simple proof search algorithm, and for SOS we use the ellipsoid algorithm to search for a proof after meeting sufficient conditions for polynomial run-time.

\section{Preliminaries}

\subsection{Polynomials and the Boolean Ideal}

A monomial is a product of variables. A term over a field $F$ is a product of a non-zero element of $F$, called the coefficient of the term, and a monomial. A polynomial is a finite sum of terms, i.e. a finite linear combination of monomials. We write $F[x]$ for the set of all polynomials over a field $F$. In particular $\mathbb{R}[x]$ denotes the set of all monomials with real coefficients. For any set $S$ of monomials we denote by $F[S]$ the set of all linear combinations of monomials from $S$. For any $p \in \mathbb{R}[x]$ we denote by $\|p\|$ the largest absolute value of a coefficient that appears in $p$.

For SOS we consider polynomials over $n$ pairs of twin variables $x_1, \ldots, x_n, \bar{x}_1, \ldots, \bar{x}_n$. The intended meaning is that the variables range over Boolean values $\{0,1\}$ and that a pair of twin variables assumes opposite values. Accordingly, we define the Boolean ideal $I_n$ to be the ideal generated by the Boolean axioms $\{x_i^2 - x_i, x_i + \bar{x}_i - 1 : i \in [n]\}$. We write $p \equiv q \mod I_n$ if $p - q \in I_n$.

The Boolean axioms form a Gröbner basis for the Boolean ideal. This is readily seen using the Buchberger’s criterion. The important consequence of this for our purposes is that the multivariate division algorithm with respect to the Boolean axioms leaves a unique remainder, and in particular the remainder is 0 if and only if $p \in I_n$. For more information on multivariate division and Gröbner bases, we refer the reader to [5].

\subsection{Polynomial Calculus and Sums-of-Squares proofs}

Let $Q$ be a set of polynomials over an arbitrary field $F$. We think of elements of $Q$ as equality constraints $q = 0$. Let $p$ be another polynomial. A PC-proof of $p$ from $Q$ is a sequence $p_1, \ldots, p_\ell$ of polynomials such that $p_\ell = p$ and for each $i \in [\ell]$ one of the following hold:

(i) $p_i \in Q$;
(ii) there are $j, k < i$ and $a, b \in F$ such that $p_i = ap_j + bp_k$;
(iii) there is $j < i$ and a variable $x$ such that $p_i = xp_j$.

A PC-proof of $p$ from $Q$ is a certificate that $p$ is in the ideal generated by $Q$. A PC-refutation of $Q$ is a PC-proof of 1 from $Q$.

Let now $Q$ be a set of real polynomials over $n$ pairs of Boolean variables. A Sums-of-Squares proof of non-negativity of $p$ from $Q$ over the Boolean hypercube is a polynomial equality of the form

$$p = \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} \ell_q q + \sum_{i \in [n]} (u_i \left(x_i^2 - x_i\right) + v_i \left(x_i + \bar{x}_i - 1\right)), \quad (1)$$
where $r_i, t_q, u_i$ and $v_i$ are arbitrary real polynomials. An SOS refutation of $Q$ over the Boolean hypercube is a proof of non-negativity of $-1$. Usually we will simply write the SOS proof (1) as

$$p \equiv \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} t_q q \mod I_n$$

and omit the explicit lifts of the Boolean axioms.

## 3 Feasible interpolation for Polynomial Calculus

### 3.1 PC proofs over a set of monomials

Let $Q$ be a set of polynomials over field $F$ and let $S$ be a set of monomials containing all the monomials in $Q$ and the empty monomial 1. Let $\hat{S} = S \cup xS$, where $xS = \{xm : m \in S$ and $x$ is a variable}. A PC-proof of $p$ from $Q$ over $S$ is a PC-proof of $p$ from $Q$, where only monomials from the set $\hat{S}$ appear, and the inference rule $p/xp$ is only applied when $p \in F[\hat{S}]$. Denote by $PC_S(Q)$ the set of all $p$ such that there exists a PC-proof of $p$ from $Q$ over $\hat{S}$.

Let now $\prec$ be a total order on $\hat{S}$ satisfying the following two conditions:

(i) $1 \leq m$ for any $m \in \hat{S}$;

(ii) if $m \in S$ and $m' \in \hat{S} \setminus S$, then $m < m'$.

The leading monomial of a polynomial $p \in F[\hat{S}]$, denoted $LM(p)$, is the largest monomial with respect to $\prec$ that appears in $p$ with a non-zero coefficient. The leading term of a polynomial $p \in F[\hat{S}]$, denoted $LT(p)$, is the term, whose underlying monomial is the leading monomial of $p$.

We say that a term $t \in F[\hat{S}]$ is $S$-reducible modulo $Q$ if there is $p \in PC_S(Q)$ such that $t = LT(p)$. Otherwise the term is $S$-irreducible modulo $Q$. The following lemma shows that any polynomial in $F[\hat{S}]$ can be uniquely factorized into a provable and an $S$-irreducible component.

> **Lemma 1.** For any polynomial $p \in F[\hat{S}]$ there are unique $q \in F[\hat{S}]$ and $r \in F[\hat{S}]$ such that

1. $p = q + r$;
2. $q \in PC_S(Q)$;
3. $r$ is a sum of $S$-irreducible terms modulo $Q$.

Moreover $LT(p) \geq t$ for each term $t$ in $r$.

**Proof.** To prove the existence of such $q$ and $r$, we construct sequences $p_i, q_i, r_i$ such that

1. $p = p_i + q_i + r_i$;
2. $q_i \in PC_S(Q)$;
3. $r_i$ is a sum of $S$-irreducible terms.
4. $p_m = 0$ for some $m$.

Let $p_1 = p$ and $q_1 = r_1 = 0$. For step $i$, let $LT(p_i) = t_i$. If $t_i$ is $S$-reducible as witnessed by $q \in PC_S(Q)$ let $p_{i+1} = p_i - q$, $q_{i+1} = q + q$ and $r_{i+1} = r_i$. On the other hand, if $t_i$ is $S$-irreducible, let $p_{i+1} = p_i - t_i$, $q_{i+1} = q_i$ and $r_{i+1} = r_i + t_i$.

Now $p_m = 0$ for some $m$, since the rank of the leading term of $p_i$ decreases at each step. By construction, $q_m$ and $r_m$ satisfy the conditions of the lemma.

To prove the uniqueness of $q$ and $r$, suppose $p = q + r$ and $p = q' + r'$, i.e. $q - q' = r' - r$. Now $q - q' \in PC_S(Q)$ and so $r' - r \in PC_S(Q)$. Hence $LT(r' - r)$ is not $S$-irreducible. However, since both $r$ and $r'$ are sums of $S$-irreducible terms, it follows that $LT(r' - r) = 0$ and so $r = r'$. Hence also $q = q'$.

\[\blacksquare\]
Consider now the mapping $R_Q^S: \mathbb{F}[\hat{S}] \to \mathbb{F}[\hat{S}]$ that maps each $p$ to the unique sum $r$ of $S$-irreducible terms modulo $Q$ such that $p - r \in PC_S(Q)$. The following lemma gathers four basic properties of the mapping.

**Lemma 2.** The following hold.

(i) If there is no refutation of $Q$ over $S$, then $R_Q^S(1) = 1$;
(ii) $R_Q^S$ is a linear function;
(iii) $R_Q^S(R_Q^S(p)) = R_Q^S(p)$ for any polynomial $p \in \mathbb{F}[\hat{S}]$;
(iv) $R_Q^S(xm) = R_Q^S(xR_Q^S(m))$ for any $m \in S$ and any variable $x$.

**Proof.** (i) If there is no refutation of $Q$ over $S$, then, by part (i) of the definition of $<$, the constant polynomial 1 is $S$-irreducible modulo $Q$. On the other hand 0 $\in PC_S(Q)$ and so, by the uniqueness of the factorization, $R_Q^S(1) = 1$.

(ii) Firstly, we have that $p - R_Q^S(p), q - R_Q^S(q) \in PC_S(Q)$, and so $p + q - (R_Q^S(p) + R_Q^S(q)) \in PC_S(Q)$. Now $R_Q^S(p) + R_Q^S(q)$ is a sum of $S$-irreducible terms modulo $Q$ and so, by the uniqueness of the factorization, $R_Q^S(p + q) = R_Q^S(p) + R_Q^S(q)$. Similarly $ap - aR_Q^S(p) \in PC_S(Q)$ and so $R_Q^S(ap) = aR_Q^S(p)$.

(iii) We have that $p - R_Q^S(p), R_Q^S(p) - R_Q^S(R_Q^S(p)) \in PC_S(Q)$ and so also $p - R_Q^S(R_Q^S(p)) \in PC_S(Q)$, where $R_Q^S(R_Q^S(p))$ is a sum of $S$-irreducible terms modulo $Q$. Hence, again by the uniqueness of the factorization, $R_Q^S(p) = R_Q^S(R_Q^S(p))$.  

(iv) Again, we have that $m - R_Q^S(m) \in PC_S(Q)$. Now, by Lemma 1, each term $t$ in $R_Q^S(m)$ satisfies $t \leq m$. Hence, by part (ii) of the definition of $<$, each $t$ in $R_Q^S(m)$ is in $S$, and so $R_Q^S(m) \in \mathbb{F}[S]$. Hence also $xm - xR_Q^S(m) \in PC_S(Q)$. It follows that $R_Q^S(xm) = R_Q^S(xR_Q^S(m))$.

### 3.2 Feasible disjunction for PC

In this section we prove a feasible disjunction property for Polynomial Calculus using the machinery developed in the previous section. Below $P(x)$ and $Q(y)$ are set of polynomials in disjoint sequences $x$ and $y$ of variables.

For a set of monomials $S$, and a sequence $x$ of variables, we denote by $S_x$ the projection of $S$ onto the variables $x$, i.e. $m \in S_x$, if only variables from $x$ appear in $m$, there is some $m'$, where no variables from $x$ appear and $mm' \in S$.

**Theorem 3.** Let $\Pi$ be a PC-refutation of $P(x) \cup Q(y)$, and let $S$ be the set of all monomials appearing in the refutation $\Pi$. Then there is a PC-refutation of $P(x)$ over $S_x$ or a PC-refutation of $Q(y)$ over $S_y$.

**Proof.** Suppose towards a contradiction that the conclusion does not hold, and consider the reduction operators $R_{S_x}^{P(x)}$ and $R_{S_y}^{Q(y)}$. Let $S' := \{mxmy : mx \in S_x \text{ and } my \in S_y\}$, and define a linear function $R: \mathbb{F}[S'] \to \mathbb{F}[\hat{S}]$ with

$$R(mxmy) = R_{S_x}^{P(x)}(mx)R_{S_y}^{Q(y)}(my)$$

for any $mxmy \in S'$ and extend linearly.

We claim now that $R$ has the following properties:

(i) $R(1) = 1$;
(ii) $R(p(x,a)) = 0$ for any $p(x,a) \in P(x,a)$;
(iii) $R(q(y,a)) = 0$ for any $q(y,a) \in Q(y,a)$;
(iv) $R(x,m) = R(x,R(m))$ if $m \in S$;
(v) $R(y,m) = R(y,R(m))$ if $m \in S$. 
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The item (i) holds, since by Lemma 2(i), $R^{P(x)}(1) = R^{Q(y)}(1) = 1$. It is clear that both (ii) and (iii) hold.

Finally (iv) holds, by Lemma 2, since

$$ R(x) = R_{S_x}(x)R_{S_y}(y) $$
$$ = R_{S_x}(x)R_{S_y}(y) $$
$$ = R(x,R_{S_y}(m)) $$
$$ = R(x,R(m)) $$

The case (v) is proved similarly.

Now the existence of such $R$ is in contradiction with the assumption that in $Π$ there appears only monomials from $S$. Firstly $R$ is defined for all the polynomial appearing in $Π$. Secondly, by (ii) and (iii), $R$ maps each axiom in $P(x) \cup Q(y)$ to zero, and, by linearity and (iv) and (v), respects the inference rules in the sense that $R$ maps the consequent of a rule to zero whenever it maps the premises to zero. Hence, by induction on the structure of the refutation, $R(1) = 0$, against (i).

\[\square\]

### 3.3 Proof search over $S$

In this section we show how to find proofs over a given set $S$ of monomials in time polynomial in $|S|$. We make this claim only for proofs over a finite field $F$. In order to avoid pathological counterexamples we tacitly assume that the size of $S$ is at least the number of distinct variables in $S$.

We begin by constructing a basis $B$ for $PC_S(Q)$. The construction is given by the following algorithm, which is a modification of an algorithm from [4].

\begin{algorithm}
\begin{itemize}
  \item \textbf{Algorithm 1} Proof search over $S$.
  \begin{itemize}
    \item Initially $A = Q$ and $B = \emptyset$;
    \item while $A \neq \emptyset$ do
      \begin{itemize}
        \item Pick $p \in A$ and remove it from $A$;
        \item while $LM(p) \in LM(B)$ do
          \begin{itemize}
            \item Let $q \in B$ be such that $LM(q) = LM(p)$;
            \item Let $p \leftarrow p - aq$, where $a$ is such that $LT(p) = aLT(q)$;
          \end{itemize}
        \end{itemize}
        \item If $p \neq 0$, add $p$ to $B$;
        \item If $p \in F[S]$, add $xp$ to $A$ for every variable $x$;
      \end{itemize}
    \end{itemize}
  \item Output $B$;
\end{itemize}
\end{algorithm}

Now $B$ is a linearly independent set of polynomials, since all elements of $B$ have distinct leading monomials. As all elements of $B$ have distinct leading monomials there is never more than $|S|^3$ elements in $A$ and thus the algorithm halts after polynomially many steps in $|S|$. Hence for any finite field the above algorithm will halt in time polynomial in $|S|$. In the following we prove that $B$ is actually a basis for $PC_S(Q)$.

\begin{lemma}
At the end of the above algorithm $\text{span}(B) = PC_S(Q)$.
\end{lemma}

\begin{proof}
Clearly each $q \in B$ has a proof from $Q$ over $S$, and so $\text{span}(B) \subseteq PC_S(Q)$.
\end{proof}
Now suppose \( p \in \text{PC}_S(Q) \) and let \( p_1, \ldots, p_k \) be a PCR proof of \( p \) from \( Q \) over \( S \). We show by induction on the structure of the proof that \( p_i \in \text{span}(B) \) for any \( i \in [k] \). To see that each axiom is in \( B \), note that \( \text{span}(A \cup B) \) can only increase at each stage of the algorithm. Hence, as the algorithm halts with \( A = \emptyset \), at the end each axiom is in \( \text{span}(B) \). If \( p_i = ap_j + bp_k \) for some \( j, k < i \), and \( p_j, p_k \in \text{span}(B) \), then clearly \( p_i \in \text{span}(B) \).

Finally, suppose that \( p_i = xp_j \) for some \( j < i \) and some variable \( x \). Now \( p_j \in F[S] \), and by induction assumption, \( p_j \in \text{span}(B) \). Write \( p_j = \sum a_k q_k \) for some \( a_k \in F \) and \( q_k \in B \). We claim that \( q_k \in F[S] \) for each \( k \) with non-zero \( a_k \). To see this, let \( m \) be the maximal monomial that appears in any \( q_k \) with a non-zero coefficient. Now \( m \) appears in only one of the \( q_k \)’s, since they all have distinct leading monomials, and so the monomial \( m \) has a non-zero coefficient in \( p_j \). Hence \( m \in S \), and so \( q_k \in F[S] \) for every \( k \). Now for any \( k \), \( q_k \) was added to \( B \) and \( xq_k \) was added to \( A \) at some stage of the algorithm. Now, at that stage \( xq_k \in \text{span}(A \cup B) \). However, since the span only increases during the execution of the algorithm, \( xq_k \in \text{span}(B) \) at the end of the algorithm. Hence \( xp_j \in \text{span}(B) \) at the end of the algorithm. ▶

Now to check whether there is a PC proof of \( p \) from \( Q \) over \( S \) one simply needs to reduce the polynomial \( p \) with respect to the basis \( B \). This is easy to do, since all the elements of \( B \) have distinct leading monomials. In order to construct the proof, one needs proofs for the basis elements. The construction of these proofs is easily incorpobarable into the algorithm above.

### 3.4 Feasible interpolation

Finally as a consequence of Theorem 3 and Section 3.3 we obtain the feasible interpolation property for PC over any finite field. Below \( P(x, z) \) and \( Q(y, z) \) are two sets of polynomials, where \( x, y \) and \( z \) are disjoint sequences of variables.

▶ Theorem 5. For any finite field \( F \), there is a polynomial time algorithm that given a PC-refutation of \( P(x, z) \cup Q(y, z) \), and an assignment \( a \) to the variables \( z \), outputs a PC-refutation of \( P(x, a) \) or a PC-refutation of \( Q(y, a) \).

### 4 Feasible interpolation for Sums-of-Squares

#### 4.1 Bounded SOS proofs over a set of monomials

Let \( Q \) be a set of polynomials and let \( S \) be a set of monomials that includes all the monomials appearing in \( Q \) and the empty monomial 1.

Denote by \( S^2 \) the set of all monomials \( m \) such that \( m = m_1 m_2 \), where \( m_1, m_2 \in S \). An SOS proof of non-negativity of some \( p \in \mathbb{R}[S^2] \) from \( Q \) over \( S \) is a polynomial equality of the form

\[
p = \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} t_q q \mod I_n
\]

where \( r_i, t_q \in \mathbb{R}[S] \). We write \( Q \vdash_S p \geq q \) if there is a proof of non-negativity of \( p - q \) from \( Q \) over \( S \). The proof is \( R \)-bounded if \( \|t_q\| \leq R \) for each \( q \in Q \). We need to consider explicitly bounded proofs in order to later be able to give a polynomial time proof search algorithm.

We prove first the important fact that every polynomial in \( \mathbb{R}[S^2] \) has provable upper bounds over \( S \) modulo the Boolean ideal.
Lemma 6. For any $p \in \mathbb{R}[S^2]$ there is $r \in \mathbb{R}_+$ such that

$$\emptyset \vdash_S r \geq p.$$ 

Proof. Let first $m \in S$, and let $a \in \mathbb{R}$. We want to show that there is some $b \in \mathbb{R}_+$ such that $Q \vdash_S b \geq am$. If $a < 0$, then $-am \equiv (\sqrt{-am})^2 \mod I_n$ and so $Q \vdash_S 0 \geq am$. On the other hand if $a > 0$, then $-am \equiv (\sqrt{a} - \sqrt{am})^2 \mod I_n$, and so $Q \vdash_S a \geq am$.

Let then $m_1, m_2 \in S$ and $a \in \mathbb{R}$. We show again that there is some $b \in \mathbb{R}_+$ such that $Q \vdash_S b \geq am_1 m_2$. If $a < 0$, then $-am_1 - 2am_1 m_2 - am_2 \equiv (\sqrt{-am_1} + \sqrt{-am_2})^2$ mod $I_n$. On the other hand, by the above paragraph, there are $b_1, b_2 \in \mathbb{R}_+$ such that $Q \vdash_S b_1 \geq -am_1$ and $Q \vdash_S b_2 \geq -am_2$. Hence $Q \vdash_S (b_1 + b_2)/2 \geq am_1 m_2$. If $a > 0$, then $am_1 - 2am_1 m_2 + am_2 \equiv (\sqrt{am_1} - \sqrt{am_2})^2$ mod $I_n$. Again there are $b_1, b_2 \in \mathbb{R}_+$ such that $Q \vdash_S b_1 \geq am_1$ and $Q \vdash_S b_2 \geq am_2$, and so $Q \vdash_S (b_1 + b_2)/2 \geq am_1 m_2$. ▶

Now we define the objects that we consider to be the semantic counterparts of bounded refutations over a set of monomials. Let $\varepsilon > 0$. A linear functional $E: \mathbb{R}[S^2] \to \mathbb{R}$ is an $\varepsilon$-pseudoexpectation for $Q$ over $S$ if the following properties hold:

(i) $E(1) = 1$;

(ii) $E(p) = E(q)$ if $p \equiv q \mod I_n$;

(iii) $E(p^2) \geq 0$ for any $p \in \mathbb{R}[S]$;

(iv) $|E(mq)| \leq \varepsilon$ for any $m \in S$ and any $q \in Q$.

The following two lemmas show connections between $\varepsilon$-pseudoexpectations and proofs with bounded coefficients.

Lemma 7. If there is an $\varepsilon$-pseudoexpectation for $Q$ over $S$, then there is no $R$-bounded refutation of $Q$ over $S$ for $R$ less than $1/\varepsilon|S||Q|$.

Proof. Let $E$ be an $\varepsilon$-pseudoexpectation for $Q$ over $S$, and suppose that

$$-1 \equiv \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} t_q q \mod I_n$$

is a refutation over $S$ with $\|t_q\| < 1/\varepsilon|S||Q|$ for any $q \in Q$. Now $|E(amq)| \leq |a|\varepsilon$ for each $m \in S$, $q \in Q$ and $a \in \mathbb{R}$. Hence $|E(t_q q)| < 1/|Q|$ for each $q \in Q$, and so $|E(\sum_{q \in Q} t_q q)| < 1$. Now applying $E$ to both sides of the refutation we obtain that $-1 \geq \sum_{q \in Q} E(t_q q) > -1$. ▶

Lemma 8. If there is no $R$-bounded refutation of $Q$ over $S$, then there is a $(1/R)$-pseudoexpectation for $Q$ over $S$.

Proof. Suppose there is no $R$-bounded refutation of $Q$ over $S$, and consider the following two sets

$$A := \{ p \in \mathbb{R}[S^2] : \emptyset \vdash_S p \geq 0 \}$$

and

$$B := \{-1 + \sum_{q \in Q} t_q q : t_q \in \mathbb{R}[S] \text{ and } \|t_q\| \leq R \text{ for every } q \in Q \}.$$ 

Now, by assumption, $A$ and $B$ are disjoint, $A$ is a convex cone and $B$ is a convex set. Hence, by the hyperplane separation theorem, there is a non-trivial linear functional $L: \mathbb{R}[S^2] \to \mathbb{R}$ such that $L(p) \geq 0$ for every $p \in A$, and $L(p') \leq 0$ for every $p' \in B$. 

We want to first argue that \( L(1) \neq 0 \). So suppose towards a contradiction that \( L(1) = 0 \). By Lemma 6, for any \( p \in \mathbb{R}[S^2] \) there is some \( R \in \mathbb{R}_+ \) such that \( 0 +_S R \geq p \geq -R \). It follows that \( L(R) \geq L(p) \geq L(-R) \), and so \( L(p) = 0 \) for every \( p \in \mathbb{R}[S^2] \) against the non-triviality of \( L \).

Now define \( E(p) = L(p)/L(1) \) for any \( p \in \mathbb{R}[S^2] \). We claim that \( E \) has the desired properties. We prove the last case. By definition, \(-1 \pm Raq \in B \), and so \( E(-1 \pm Raq) \leq 0 \) for any \( m \in S \) and \( q \in Q \). Hence \( |E(maq)| \leq 1/R \). ▶

### 4.2 Feasible disjunction for SOS

In this section we prove a feasible disjunction property for SOS. For a refutation

\[
-1 = \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} t_q + \sum_{i \in [n]} (u_i (x_i^2 - x_i) + v_i (x_i + \bar{x}_i - 1))
\]

the explicit monomials of the refutation are all the monomials appearing in the polynomials \( r_i, t_q, q, u_i, v_i, x_i^2 - x_i \) and \( x_i + \bar{x}_i - 1 \), i.e. the explicit monomials are the monomials that appear in an explicit representation of the refutation.

▶ **Theorem 9.** Let

\[
-1 = \sum_{i \in [k]} r_i^2 + \sum_{p(x) \in P(x)} t_{p(x)} + \sum_{q(y) \in Q(y)} t_{q(y)} + \sum_{i \in [n]} (u_i (x_i^2 - x_i) + v_i (x_i + \bar{x}_i - 1)) \sum_{i \in [n]} (u_i' (y_i^2 - y_i) + v_i' (y_i + \bar{y}_i - 1))
\]

be an SOS refutation of \( P(x) \cup Q(y) \) with \( \|t_p\|, \|t_q\| \leq R \) for every \( p(x) \in P(x) \) and \( q(y) \in Q(y) \), let \( S \) be the set of explicit monomials appearing in the refutation, and let \( R' = 2R|P(x) \cup Q(y)||S| \). Then there is a \( R' \)-bounded refutation of \( P(x) \) over \( S_x \) or a \( R' \)-bounded refutation of \( Q(y) \) over \( S_y \).

**Proof.** Suppose towards a contradiction that the conclusion does not hold. Then, by Lemma 8, there are \( 1/R' \)-pseudoexpectations for \( P(x) \) over \( S_x \) and \( Q(y) \) over \( S_y \). Now define a linear functional \( E : \mathbb{R}[S^2] \to \mathbb{R} \) with

\[
E(m) = E_x(m_x)E_y(m_y),
\]

for \( m \in S^2 \) and extend linearly. Here \( m_x \) and \( m_y \) are the projections of the monomial \( m \) to variables \( x \) and \( y \), respectively. We claim that \( E \) has the following properties.

(i) \( E(1) = 1 \);

(ii) \( E(m(x_i^2 - x_i)) = 0 \) for any \( m \in S \) and any variable \( x_i \);

(iii) \( E(m(x_i + \bar{x}_i - 1)) = 0 \) for any \( m \in S \) and any variable \( x \);

(iv) \( E(m(y_i^2 - y_i)) = 0 \) for any \( m \in S \) and any variable \( y_i \);

(v) \( E(m(y_i + \bar{y}_i - 1)) = 0 \) for any \( m \in S \) and any variable \( y_i \);

(vi) \( E(p^2) \geq 0 \) for any \( p \in \mathbb{R}[S] \);

(vii) \( |E(m(p(x)))| \leq 1/R' \) for any \( m \in S \) and any \( p(x) \in P(x) \);

(viii) \( |E(m(q(y)))| \leq 1/R' \) for any \( m \in S \) and any \( q(y) \in Q(y) \).
4.3 Proof search over $S$ with bounded coefficients

In this section we show how to find the bounded refutation, whose existence is guaranteed by Theorem 9, in time polynomial in the size of $S$ and log $R$. Again we tacitly assume that the size of $S$ is at least the number of distinct variables appearing in $S$. For proof search we use the ellipsoid algorithm. Before we can apply the algorithm we need to show that we can bound the other coefficients appearing in the proof using the bound on the $t_q$ polynomials.

As a first step we show that we can bound the coefficients appearing in the sum of squares part of a given refutation. The next lemma is a simple special case of the main theorem of [14].

Lemma 10. Let $p \in \mathbb{R}[S^2]$. If there is a proof of non-negativity of $p$ from $\emptyset$ over $S$, then there are $r_i \in \mathbb{R}[S]$ such that

$$p \equiv \sum_{i \in [k]} r_i^2 \mod I_n$$

and $\|r_i\|_1$ is at most polynomial in $2^{\text{poly}(|S|)}$ and $\|p\|$ for any $i \in [k]$.

Proof. The proof is practically the same as the proof of the main theorem of [14] with only small differences. We’ll sketch the proof for completeness.

Let $v_S$ be a vector of all the monomials in $S$, and let $C$ be a PSD matrix such that $p \equiv \langle C, v_S v_S^T \rangle \mod I_n$. Now denote by $M_S$ the averaged matrix $E_{\alpha \in [0,1]^n} v_S(\alpha) v_S^T(\alpha)$ over all Boolean assignments. Now, by Lemma 6 of [14], the smallest non-zero eigenvalue $\delta$ of $M_S$ is at least $1/2^{\text{poly}(|S|)}$.

Let now $P = \sum uu^T$ be a projection to the zero eigenspace of $M_S$. Now, for each $u$, $u^T v_S$ is zero on all Boolean assignments, and thus $u^T v_S \equiv 0 \mod I_n$. Hence

$$\langle C, v_S v_S^T \rangle \equiv \langle (C, (P + P^T) v_S v_S^T (P + P^T)) \mod I_n$$

$$\equiv \langle C, P^+ v_S v_S^T P^+ \rangle \mod I_n$$

$$\equiv \langle P^+ C P^+, v_S v_S^T \rangle \mod I_n$$
Let \( C' = P^iCP^k \), so that \( p \equiv \langle C', v_Sv_S^T \rangle \). Now, by taking averages on both sides, we obtain that
\[
\mathbb{E}_{\alpha \in \{0,1\}} \alpha[p(\alpha)] = \langle C', M_S \rangle.
\]

Now the left hand side is at most polynomial in \( \|p\| \) and \( |S| \). On the other hand the right hand side is at least \( \delta \text{Tr}(C') \), since every non-zero eigenvalue of \( M_S \) is at least \( \delta \) and the zero eigenspace of \( C' \) is included in the zero-eigenspace of \( M_S \). Since the Frobenius norm of \( C' \) is bounded by \( \text{Tr}(C') \) we have that each entry of \( C' \) is at most polynomial in \( 2^\text{poly}(|S|) \) and \( \|p\| \). Now let \( r_i, i \in [k] \) be such that \( \sum_{i \in [k]} r_i^2 = \langle C', v_Sv_S^T \rangle \). Now each coefficient of \( r_i \) is bounded by a polynomial in \( 2^\text{poly}(|S|) \) and \( \|p\| \). ◀

\textbf{Corollary 11.} Let \( p \in \mathbb{R}[S^2] \). If there is an \( R \)-bounded proof of \( p \) from \( Q \) over \( S \), then there are \( r_i \in \mathbb{R}[S] \) such that
\[
p = \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} t_qq \mod I_n,
\]
and the absolute value of all the coefficients appearing in each \( r_i \) is at most polynomial in \( 2^\text{poly}(|S|) \), \( R \) and \( \|p\| \).

\textbf{Proof.} If \( p \equiv \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} t_qq \mod I_n \), then \( p - \sum_{q \in Q} t_qq \equiv \sum_{i \in [k]} r_i^2 \mod I_n \), and the result follows from the previous lemma. ◀

Secondly we need to restrict the search space for the lifts of the Boolean axioms. In our definition of a proof over a set of monomials, we worked over the Boolean ideal, and thus did not restrict the lifts of the Boolean axioms in any way. However since the Boolean axioms form a Gröbner basis for the Boolean ideal, we can show that there is a well-behaved set \( S \) of monomials computable from \( S \) in time polynomial in \( |S| \) such that for any \( p \in \mathbb{R}[S^2] \) with \( p \equiv 0 \mod I_n \) there are \( u_i, v_i \in \mathbb{R}[\bar{S}] \) such that
\[
p = u_i(x_i^2 - x_i) + v_i(x_i + \bar{x}_i - 1)
\]
To see this consider any monomial ordering \( < \) such that \( B_n \) forms a Gröbner basis for \( I_n \) with respect to \( < \), and define the set \( S_m \) for any monomial \( m \) with the following algorithm.

\textbf{Algorithm 2} Construction of the set \( S_m \).

Initially \( I = \{m\} \) and \( S_m = \emptyset \);
\begin{algorithmic}
\While{leading monomial of some Boolean axiom divides \( \text{LM}(I) \)}
\State Let \( p \) be the first Boolean axiom such that \( \text{LM}(p) \) divides \( \text{LM}(I) \);
\State Let \( m' \) be such that \( \text{LM}(I) = m'\text{LM}(p) \);
\State Let \( p' = m - m'p \);
\State Add \( m' \) to \( S_m \);
\State Add all the monomials in \( p' \) to \( I \);
\EndWhile
\State Output \( S_m \);
\end{algorithmic}

The runtime of the above algorithm is polynomial in the degree of \( m \). Now define \( \bar{S} = \bigcup_{m \in S} S_m \). Now, if \( S \) is a set of multilinear monomials, set \( \bar{S} \) can be computed in time polynomial in \( |S| \).
Lemma 12. For each \( p \in \mathbb{R}[S^2] \) such that \( p \equiv 0 \mod I_n \) there are \( u_i, v_i \in \mathbb{R}[\bar{S}] \) such that
\[
p = \sum_{i \in [n]} \left( u_i(x_i^2 - x_i) + v_i(x_i + \bar{x}_i - 1) \right).
\]
Moreover the absolute value of the coefficients in \( u_i \) and \( v_i \) is bounded by a polynomial in \( ||p||, |S| \) and the degree of \( p \).

Proof. The proof follows since, as the Boolean axioms form a Gröbner basis for \( I_n \) with respect to \( < \), we have that \( p \equiv 0 \mod I_n \) if and only if \( p \) reduces to 0 with the multivariate division algorithm with respect to the monomial ordering \( < \). The multivariate division algorithm will construct \( u_i \) and \( v_i \) that are linear combinations of monomials from \( \bar{S} \). The last part follows from the fact that the algorithm halts after polynomially many steps in the degree of \( p \) and \( |S| \).

Now as a corollary to Corollary 11 and Lemma 12 we have the following

Corollary 13. Let \( p \in \mathbb{R}[S^2] \). If there is an \( R \)-bounded proof of \( p \) from \( Q \) over \( S \), then there are \( r_i \in \mathbb{R}[S] \) and \( u_i, v_i \in \mathbb{R}[\bar{S}] \) such that
\[
p = \sum_{i \in [k]} r_i^2 + \sum_{q \in Q} t_q q + \sum_{i \in [n]} \left( u_i(x_i^2 - x_i) + v_i(x_i + \bar{x}_i - 1) \right),
\]
and the absolute value of all the coefficients appearing in each \( s_i, u_i \) and \( v_i \) is at most polynomial in \( 2^{\text{poly}(|S|)}, R \) and \( ||p|| \).

Now the existence of a proof given by Corollary 13 can be expressed as feasibility of a set of linear and semidefinite constraints over explicitly bounded variables and so we can find an approximate solution to the set of constraints in polynomial time using the ellipsoid algorithm. We will sketch some details below. For details on ellipsoid algorithm see [7].

For each \( q \in Q \), let \( \bar{q} \in \mathbb{R}^S \) such that \( \bar{q}^Tv_S = q \), and introduce a vector \( x_q \) of variables. Similarly for each \( m, m' \in \bar{S} \), introduce a variable \( x_{m,m'} \). In addition, introduce variables \( y_{m,x_i}, y_{m,x}, \) for each \( i \) and \( m \in \bar{S} \) and variables \( z_{m,x_i}, z_{m,\bar{x}_i}, z_{m,i} \) for each \( i \in [n] \) and \( m \in \bar{S} \). Now let \( p = \sum_{k \in S^2} a_k k \) and introduce for every \( k \in S^2 \) a constraint \( C_k = a_k \), where
\[
C_k = \sum_{m,m' \in \bar{S}} \left( x_{m,m'} + \sum_{q \in Q} \bar{q}_m x_q m' \right)
+ \sum_{i \in [n]} \left( y_{m,x_i} + \sum_{m \in \bar{S}} y_{m,x} \right) + \sum_{m \in \bar{S}} z_{m,\bar{x}_i} + \sum_{m \in \bar{S}} z_{m,i}.
\]
Let \( X \) be the matrix \( X_{m,m'} = x_{m,m'} \), and add the constraint \( X \succeq 0 \). Finally add the bounding constraints \(-R' \leq x \leq R'\) for each variable for \( R' \) of magnitude polynomial in \( 2^{\text{poly}(|S|)}, R \) and \( ||p|| \). Now any feasible solution gives a proof of \( p \) from \( Q \) with all coefficients bounded by \( R' \) and vice versa.

For \( \epsilon > 0 \), an \( \epsilon \)-relaxation of the above constraints is the set of constraints \( |C_k - a_k| \leq \epsilon \), \( X \succeq 0 \) and \(-R' - \epsilon \leq x \leq R' + \epsilon \) for every variable \( x \). Now if there is a feasible solution for the original set of constraints, the set of solutions of the \( \epsilon \)-relaxation has volume at least \( 1/2^{\text{poly}(\log(1/\epsilon), |S|)} \).

Choose now \( \epsilon = 1/2^{\text{poly}(|S|)} \). Now the ellipsoid method can find a feasible solution to the \( \epsilon \)-relaxation in time polynomial in \( |S|, \log R \) and \( \log ||p|| \). Any such solution translates into a polynomial \( p + q \), where \( ||q|| \leq \epsilon \). Now for each \( am \) that appears in \( q \), define \( q_m \) as follows: if \( a > 0 \) let \( q_m = a(1 - m)^2 \), and if \( a < 0 \) let \( q_m = -a(m)^2 \). Now adding all \( q_m \) to \( p + q \) gives Sums-of-Squares proof of \( p - \epsilon' \) for some \( \epsilon' = 1/2^{\text{poly}(|S|)} \).
4.4 Feasible interpolation

Finally we obtain the feasible interpolation property for SOS as a corollary to Theorem 9 and section 4.3. For the theorem below \( P(x, z) \) and \( Q(y, z) \) are sets of multilinear polynomials over Boolean variables, where \( x, y \) and \( z \) are disjoint sequences of variables.

\[ \textbf{Theorem 14.} \text{ Let } P(x, z) \text{ and } Q(y, z) \text{ be sets of multilinear polynomials. There is a polynomial time algorithm that given an SOS-refutation of } P(x, z) \cup Q(y, z) \text{ and an assignment } a \text{ to the variables } z \text{ outputs an SOS-refutation of } P(x, a) \text{ or an SOS-refutation of } Q(y, a). \]

5 Concluding remarks

We have seen that both Polynomial Calculus and Sums-of-Squares admit a strong form of feasible interpolation. Using similar methods we can also prove that Sherali-Adams proof system admits equally strong feasible interpolation property. The proof can be obtained by a simple modification of the proof for Sums-of-Squares. The proof is actually considerably simpler since the problem of too large coefficients does not appear with Sherali-Adams proofs.

Sums-of-Squares proofs cannot admit monotone feasible interpolation, since the Clique-Coloring formulas have small Sums-of-Squares refutations. Pudlák and Sgall prove in [13] that degree bounded Polynomial Calculus admits monotone feasible interpolation with respect to monotone polynomial programs. An interesting open question is whether one can prove monotone feasible interpolation for Polynomial Calculus with respect to monotone circuits.

We only prove feasible interpolation for SOS for sets of equality constraints. If there are inequality constraints, we can only prove a feasible disjunction property with respect to monomial size: if there is a refutation of \( P(x, z) \cup Q(y, z) \) of monomial size \( s \), then for any \( a \) there is a refutation of \( P(x, a) \) or a refutation of \( Q(y, a) \) of monomial size \( O(s) \). The problem is that we don’t have nice counterparts of the \( \varepsilon \)-pseudoexpectations when we add inequality constraints.

Finally we want to emphasize that although we proved the feasible interpolation for Sums-of-Squares only over the \( \{0, 1\} \)-values, importantly the argument works also for Boolean values over the \( \pm 1 \) basis.
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1 Introduction

1.1 Background

Active learning is a subfield of machine learning, in which at any time, the learning algorithm is able to query an oracle for the label of a particular data point. One model for active learning is the membership query synthesis model [2]. Here, the learner wants to minimize the number of oracle queries, as such queries are expensive – they usually correspond to either consulting with a specialist, or performing an expensive computation. In this setting, the learning algorithm is allowed to query the oracle for the label of any data point in the instance space. See [21] for a more in-depth survey on the various active learning models.
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Figure 1.1 The shaded region shows the symmetric difference between the hypothesis and true classifier. (I) Learning halfspaces. (II) Learning arbitrary convex regions.

Figure 1.2 (I) A set of points $P$. (II) The unknown convex body $C$. (III) Classifying all points of $P$ as either inside or outside $C$.

PAC learning

A classical approach for learning is using random sampling, where one gets labels for the samples (i.e., in the above setting, the oracle is asked for the labels of all items in the random sample). PAC learning studies the size of the sample needed. For example, consider the problem of learning a halfplane for $n$ points $P \subseteq \mathbb{R}^2$, given a parameter $\varepsilon \in (0, 1)$. The first stage is to take a labeled random sample $R \subseteq P$. The algorithm computes any halfplane that classifies the sample correctly (i.e., the hypothesis). The misclassified points lie in the symmetric difference between the learned halfplane, and the (unknown) true halfplane, see Figure 1.1. In this case, the error region is a double wedge, and it is well known that its VC-dimension [22] is a constant (at most eight). As such, by the $\varepsilon$-net Theorem [13], a sample of size $O(\varepsilon^{-1} \log \varepsilon^{-1})$ is an $\varepsilon$-net for double wedges, which implies that this random sampling algorithm has at most $\varepsilon n$ error.

A classical example of a hypothesis class that cannot be learned is the set of convex regions (even in the plane). Indeed, given a set of points $P$ in the plane, any sample $R \subseteq P$ cannot distinguish between the true region being $\mathcal{CH}(R)$ or $\mathcal{CH}(P)$. Intuitively, this is because the hypothesis space in this case grows exponentially in the size of the sample (instead of polynomially).
We stress that the above argument does not necessarily imply these types of hypothesis classes are unlearnable in practice. In general, there are other ways for learning algorithms to handle hypothesis classes with high (or even infinite) VC-dimension (for example, using regularization or assuming there is a large margin around the decision boundary).

**Weak $\varepsilon$-nets**

Because $\varepsilon$-nets for convex ranges do not exist, an interesting direction to overcome this problem is to define weak $\varepsilon$-nets [13]. A set of points $R$ in the plane, not necessarily a subset of $P$, is a weak $\varepsilon$-net for $P$ if for any convex body $C$ containing at least $\varepsilon n$ points of $P$, it also contains a point of $R$. Matoušek and Wagner [16] gave a weak $\varepsilon$-net construction of size $O(\varepsilon^{-d}(\log \varepsilon^{-1})^{O(d^2 \log d)})$, which is doubly exponential in the dimension. The state of the art is the recent result of Rubin [20], that shows a weak $\varepsilon$-net construction in the plane of size (roughly) $O(1/\varepsilon^{3/2})$. However, these weak $\varepsilon$-nets cannot be used for learning such concepts. Indeed, the analysis above required an $\varepsilon$-net for the symmetric difference of two convex bodies of finite complexity, see Figure 1.1.

**PAC learning with additional parameters**

If one assumes the input instance obeys some additional structural properties, then random sampling can be used. For example, suppose that the point set $P$ has at most $k$ points in convex position. For an arbitrary convex body $C$, the convex hull $CH(P \cap C)$ has complexity at most $k$. Let $R \subseteq P$ be a random sample, and $C'$ be the learned classifier for $R$. The region of error is the symmetric difference between $C$ and $C'$. In particular, since $k$-vertex polytopes in $\mathbb{R}^d$ have VC-dimension bounded by $O(d^2 k \log k)$ [15], this implies that the error region also has VC-dimension at most $O(d^2 k \log k)$. Hence if $R$ is a random sample of size $O(d^2 k \log k \varepsilon^{-1} \log \varepsilon^{-1})$, the $\varepsilon$-net Theorem [13] implies that this sampling algorithm has error at most $\varepsilon n$. However, even for a set of $n$ points chosen uniformly at random from the unit square $[0,1]^2$, the expected number of points in convex position is $O(n^{1/3})$ [1]. Since we want $|R| < n$, this random sampling technique is only useful when $\varepsilon$ is larger than $\log^2 n / n^{2/3}$ (ignoring constants).

To summarize the above discussions, random sampling on its own does not seem powerful enough to learn arbitrary convex bodies, even if one allows some error to be made. In this paper we focus on developing algorithms for learning convex bodies in low dimensions, where the algorithms are deterministic and do not make any errors.

**1.2 Problem and motivation**

**The problem**

In this paper, we consider a variation on the active learning problem, in the membership query synthesis model. Suppose that the learner is trying to learn an unknown convex body $C$ in $\mathbb{R}^d$. Specifically, the learner is provided with a set $P$ of $n$ unlabelled points in $\mathbb{R}^d$, and the task is to label each point as either inside or outside $C$, see Figure 1.2. For a query $q \in \mathbb{R}^d$, the oracle either reports that $q \in C$, or returns a hyperplane separating $q$ and $C$ (as a proof that $q \not\in C$). Note that if the query is outside the body, the oracle answer is significantly more informative than just the label of the point. The problem is to minimize the overall number of queries performed.
Hard and easy instances

Note that in the worst case, an algorithm may have to query the oracle for all input points – such a scenario happens when the input points are in convex position, and any possible subset of the points can be the points in the (appropriate) convex body. As such, the purpose here is to develop algorithms that are instance sensitive – if the given instance is easy, they work well. If the given instance is hard, they might deteriorate to the naive algorithm that queries all points.

Natural inputs where one can hope to do better, are when relatively few points are in convex position. Such inputs are grid points, or random point sets, among others. However, there are natural instances of the problem that are easy, despite the input having many points in convex position. For example, consider when the convex body is a triangle, with the input point set being $n/2$ points spread uniformly on a tiny circle centered at the origin, while the remaining $n/2$ points are outside the convex body, spread uniformly on a circle of radius 10 centered at the origin. Clearly, such a point set can be fully classified using a sequence of a constant number of oracle queries. See Figure 3.1 for some related examples.

1.3 Additional motivation & previous work

Separation oracles

The use of separation oracles is a common tool in optimization (e.g., solving exponentially large linear programs) and operations research. It is natural to ask what other problems can be solved efficiently when given access to this specific type of oracle. For example, Bárány and Füredi [3] study the problem of computing the volume of a convex body in $\mathbb{R}^d$ given access to a separation oracle.

Other types of oracles

Various models of computation utilizing oracles have been previously studied within the community. Examples of other models include nearest-neighbor oracles (i.e., black-box access to nearest neighbor queries over a point set $P$) [11], proximity probes (which given a convex polygon $C$ and a query $q$, returns the distance from $q$ to $C$) [18], and linear queries. Recently, Ezra and Sharir [7] gave an improved algorithm for the problem of point location in an arrangement of hyperplanes. Here, a linear query consists of a point $x$ and a hyperplane $h$, and outputs either that $x$ lies on $h$, or else which side of $h$ contains $x$. Alternatively, their problem can be interpreted as querying whether or not a given point lies in a halfspace $h^+$. Here, we study the more general problem as the convex body can be the intersection of many halfspaces.

Furthermore, other types of active learning models (in addition membership query model) have also been studied within the learning community, see, for example, [2].
Active learning

As discussed, the problem at hand can be interpreted as active learning a convex body in relation to a set of points $P$ that need to be classified (as either inside or outside the body), where the queries are via a separation oracle. We are unaware of any work directly on this problem in the theory community, while there is some work in the machine learning community that studies related active learning classification problems [6, 9, 21, 14].

For example, Kane et al. [14] study the problem of actively learning halfspaces with access to comparison queries. Given a halfspace $h^+$ to learn, the model has two types of queries: (i) label queries (given $x \in \mathbb{R}^d$, is $x \in h^+$?), and (ii) comparison queries (given $x_1, x_2 \in \mathbb{R}^d$, is $x_1$ closer to the boundary of $h^+$ than $x_2$?). For example, they show that in the plane, one can classify all points using $O(\log n)$ comparison/label queries in expectation.

1.4 Our results

Due to space constraints, not all of the results listed below are included in this version. We refer the reader to the full version of the paper [12] for proofs of missing results.

(A) We develop a greedy algorithm, for points in the plane, which solves the problem using $O(\mathcal{O}_P \log n)$ oracle queries, where $\mathcal{O}_P$ is the largest subset of points of $P$ in convex position. See Theorem 8. It is known that for a random set of $n$ points in the unit square, $E[\mathcal{O}_P] = \Theta(n^{1/3})$ [1], which readily implies that classifying these points can be solved using $O(n^{1/3} \log n)$ oracle queries. A similar bound holds for the $\sqrt{n} \times \sqrt{n}$ grid. An animation of this algorithm is on YouTube [10]. We also show that this algorithm can be implemented efficiently, using dynamic segment trees, see Lemma 9. We remark that Kane et al. [14] develop a framework and randomized algorithm for learning a concept $C$, where the expected number of queries depends near-linearly on a parameter they define as the inference dimension [14, Definition III.1] of the concept class. For our problem, one can show that the inference dimension is $O(\mathcal{O}_P)$. As a corollary of their framework, one can obtain a randomized algorithm which solves our problem where the expected number of queries is $O(\mathcal{O}_P \log \mathcal{O}_P \log n)$. Our algorithm shaves a logarithmic factor in the number of queries and is deterministic.

(B) The above algorithm naturally extends to three dimensions, also using $O(\mathcal{O}_P \log n)$ oracle queries. While the proof idea is similar to that of the algorithm in 2D, we believe the analysis in three dimensions is also technically interesting. See Theorem 10.

(C) For a given point set $P$ and convex body $C$, we define the separation price $\mathcal{S}(P, C)$ of an instance $(P, C)$, and show that any algorithm classifying the points of $P$ in relation to $C$ must make at least $\mathcal{S}(P, C)$ oracle queries (Lemma 11). As an aside, we show in [12] that when $P$ is a set of $n$ points chosen uniformly at random from the unit square and $C$ is a (fixed) smooth convex body, $E[\mathcal{S}(P, C)] = O(n^{1/3})$, and this bound is tight when $C$ is a disk (our result also generalizes to higher dimensions). For randomly chosen points, the separation price is related to the expected size of the convex hull of $P \cap C$, which is also known to be $\Theta(n^{1/3})$ [23]. We believe this result may be of independent interest.

(D) In Section 3 we present an improved algorithm for the 2D case, and show that the number of queries made is $O(\mathcal{S}(P, C) \log^2 n)$. This result is $O(\log^2 n)$ approximation to the optimal solution, see Theorem 12.

(E) We consider the extreme scenarios of the problem: Verifying that all points are either inside or outside of $C$. For each problem we present a $O(\log n)$ approximation algorithm to the optimal strategy. The results are presented in the full version of the paper [12].
Section 4 presents an application of the above results, we consider the problem of minimizing a convex function \( f : \mathbb{R}^2 \to \mathbb{R} \) over a point set \( P \). Specifically, the goal is to compute \( \arg \min_{p \in P} f(p) \). If \( f \) and its derivative can be efficiently evaluated at a given query point, then \( f \) can be minimized over \( P \) using \( O(C_P \log^2 n) \) queries to \( f \) (or its derivative) in expectation. We refer the reader to Lemma 17.

Given a set of \( n \) points \( P \) in \( \mathbb{R}^d \), the discrete geometric median of \( P \) is a point \( p \in P \) minimizing the function \( \sum_{q \in P} \| p - q \|_2 \). As a corollary of Lemma 17, we obtain an algorithm for computing the discrete geometric median for \( n \) points in the plane. The algorithm runs in \( O(n \log^2 n \cdot \log n \log \log n + O_P) \) expected time. See Lemma 18. In particular, if \( P \) is a set of \( n \) points chosen uniformly at random from the unit square, it is known \( \mathbb{E}[\| \text{median} \|_2] = \Theta(n^{1/3}) \) [1] and hence the discrete geometric median can be computed in \( O(n^{1/3} \log^2 n) \) expected time.

While there has been ample work on approximating the geometric median (recently, Cohen et al. [5] gave a \((1 + \varepsilon)\) approximation algorithm to the geometric median in \( O(dn \log^{3/2}(1/\varepsilon)) \) time), we are unaware of any exact sub-quadratic algorithm for the discrete case even in the plane.

\[ \text{Remark.} \] Throughout this paper, the model of computation we have assumed is unit-cost real RAM.

## 2 The greedy algorithm in two and three dimensions

### 2.1 Preliminaries

For a set of points \( P \subseteq \mathbb{R}^2 \), let \( \mathcal{CH}(P) \) denote the convex hull of \( P \). Given a convex body \( C \subseteq \mathbb{R}^d \), two points \( p, x \in \mathbb{R}^d \setminus \text{int}(C) \) are mutually visible, if the segment \( px \) does not intersect \( \text{int}(C) \), where \( \text{int}(C) \) is the interior of \( C \). We also use the notation \( P \cap C = \{ p \in P \mid p \in C \} \).

For a set \( P \subseteq \mathbb{R}^d \), a centerpoint of \( P \) is a point \( c \in \mathbb{R}^d \), such that for any closed halfspace \( h^+ \) containing \( c \), we have \( |h^+ \cap P| \geq |P|/(d + 1) \). A centerpoint always exists, and it can be computed exactly in \( O(n^{d-1} + n \log n) \) time [4].

Let \( C \) be a convex body in \( \mathbb{R}^d \) and \( q \in \mathbb{R}^d \) be a point such that \( q \) lies outside \( C \). A hyperplane \( h \) separates \( q \) from \( C \) if \( q \) lies in the closed halfspace \( h^+ \) bounded by \( h \), and \( C \) is contained in the open halfspace \( h^- \) bounded by \( h \). This definition allows the separating hyperplane to contain the point \( q \), and will simplify the descriptions of the algorithms.

### 2.2 The greedy algorithm in 2D

#### 2.2.1 Operations

Initially, the algorithm copies \( P \) into a set \( U \) of unclassified points. The algorithm is going to maintain an inner approximation \( B \subseteq C \). There are two types of updates (Figure 2.1 illustrates the two operations):

- **(A) expand** \((p)\): Given a point \( p \in C \setminus B \), the algorithm is going to:
  - (i) Update the inner approximation: \( B \leftarrow \mathcal{CH}(B \cup \{p\}) \).
  - (ii) Remove (and mark) newly covered points: \( U \leftarrow U \setminus B \).
- **(B) remove** \((\ell)\): Given a closed halfplane \( \ell^+ \) such that \( \text{int}(C) \cap \ell^+ = \emptyset \), the algorithm marks all the points of \( U_\ell = U \cap \text{int}(\ell^+) \) as being outside \( C \), and sets \( U \leftarrow U \setminus U_\ell \).
2.2.2 The algorithm

The algorithm repeatedly performs rounds, as described next, until the set of unclassified points is empty.

At every round, if the inner approximation $B$ is empty, then the algorithm sets $U^+ = U$. Otherwise, the algorithm picks a line $\ell$ that is tangent to $B$ with the largest number of points of $U$ on the other side of $\ell$ than $B$. Let $\ell^-$ and $\ell^+$ be the two closed halfspace bounded by $\ell$, where $B \subseteq \ell^-$. The algorithm computes the point set $U^+ = U \setminus \ell^+$. We have two cases:

(A) Suppose $|U^+|$ is of constant size. The algorithm queries the oracle for the status of each of these points. For every point $p \in U^+$, such that $p \in C$, the algorithm performs $\text{expand}(p)$. Otherwise, the oracle returned a separating line $\ell$, and the algorithm calls $\text{remove}(\ell^+)$. 

(B) Otherwise, $|U^+|$ does not have constant size. The algorithm computes a centerpoint $c \in \mathbb{R}^2$ for $U^+$, and asks the oracle for the status of $c$. There are two possibilities:

(i) If $c \in C$, then the algorithm performs $\text{expand}(c)$. 

(ii) If $c \not\in C$, then the oracle returned a separating line $h$, and the algorithm performs $\text{remove}(h)$. 

2.2.3 Analysis

Let $B_i$ be the inner approximation at the start of the $i$th iteration, and let $z$ be the first index where $B_z$ is not an empty set. Similarly, let $U_i$ be the set of unclassified points at the start of the $i$th iteration, where initially $U_1 = U$.

Lemma 1. The number of (initial) iterations in which the inner approximation is empty is $z = O(\log n)$.

Proof. As soon as the oracle returns a point that is in $C$, the inner approximation is no longer empty. As such, we need to bound the initial number of iterations where the oracle returns that the query point is outside $C$. Let $f_i = |U_i|$, and note that $U_1 = P$ and $f_1 = |P| = n$. Let $c_i$ be the centerpoint of $U_i$, which is the query point in the $i$th iteration ($c_i$ is outside $C$). As such, the line separating $c_i$ from $C$, returned by the oracle, has at least $f_i/3$ points of $U_i$ on the same side as $c_i$, by the centerpoint property. All of these points get labeled in this iteration, and it follows that $f_{i+1} \leq (2/3)f_i$, which readily implies the claim, since $f_z < 1$, for $z = \lceil \log_{3/2} n \rceil + 1$. ▶
Definition 2 (Visibility graph). Consider the graph $G_i$ over $U_i$, where two points $p, r \in U_i$ are connected $\iff$ the segment $pr$ does not intersect the interior of $B_i$.

The visibility graph as an interval graph

For a point $p \in U_i$, let $I_i(p)$ be the set of all directions $v$ (i.e., vectors of length 1) such that there is a line perpendicular to $v$ that separates $p$ from $B_i$. Formally, a line $\ell$ separates $p$ from $B_i$, if the interior of $B_i$ is on one side of $\ell$ and $p$ is on the (closed) other side of $\ell$ (if $p \in \ell$, the line is still considered to separate the two). Clearly, $I_i(p)$ is a circular interval on the unit circle. See Figure 2.2. The resulting set of intervals is $V_i = \{I_i(p) \mid p \in U_i\}$. It is easy to verify that the intersection graph of $V_i$ is $G_i$. Throughout the execution of the algorithm, the inner approximation $B_i$ grows monotonically, this in turn implies that the visibility intervals shrink over time; that is, $I_i(p) \subseteq I_{i-1}(p)$, for all $p \in P$ and $i$. Intuitively, in each round, either many edges from $G_i$ are removed (because intervals had shrunk and they no longer intersect), or many vertices are removed (i.e., the associated points are classified).

Definition 3. Given a set $V$ of objects (e.g., intervals) in a domain $D$ (e.g., unit circle), the depth of a point $p \in D$, is the number of objects in $V$ that contain $p$. Let $\text{depth}(V)$ be the maximum depth of any point in $D$.

When it is clear, we use $\text{depth}(G)$ to denote $\text{depth}(V)$, where $G = (V, E)$ is the intersection graph in Definition 2.

First, we bound the number of edges in this visibility graph $G$ and then argue that in each iteration, either many edges of $G$ are discarded or vertices are removed (as they are classified).

Lemma 4. Let $V$ be a set of $n$ intervals on the unit circle, and let $G = (V, E)$ be the associated intersection graph. Then $|E| = O(\alpha \omega^2)$, where $\omega = \text{depth}(V)$ and $\alpha = \alpha(G)$ is the size of the largest independent set in $G$. Furthermore, the upper bound on $|E|$ is tight.

Proof. Let $J$ be the largest independent set of intervals in $G$. The intervals of $J$ divide the circle into $2|J|$ (atomic) circular arcs. Consider such an arc $\gamma$, and let $K(\gamma)$ be the set of all intervals of $V$ that are fully contained in $\gamma$. All the intervals of $K(\gamma)$ are pairwise intersecting, as otherwise one could increase the size of the independent set. As such, all the intervals of $K(\gamma)$ must contain a common intersection point. It follows that $|K(\gamma)| \leq \omega$. 
Let $K'(\gamma)$ be the set of all intervals intersecting $\gamma$. This set might contain up to $2\omega$ additional intervals (that are not contained in $\gamma$), as each such additional interval must contain at least one of the endpoints of $\gamma$. Namely, $|K'(\gamma)| \leq 3\omega$. In particular, any two intervals intersecting inside $\gamma$ both belong to $K'(\gamma)$. As such, the total number of edges contributed by $K'(\gamma)$ to $G$ is at most $\binom{\omega}{2} = O(\omega^2)$. Since there are $\leq 2\omega$ arcs under consideration, the total number of edges in $G$ is bounded by $O(\alpha\omega^2)$, which implies the claim.

The lower bound is easy to see by taking an independent set of intervals of size $\alpha$, and replicating every interval $\omega$ times.

Lemma 5. Let $P$ be a set of $n$ points in the plane lying above the $x$-axis, $c$ be a centerpoint of $P$, and $S = \binom{P}{2}$ be set of all segments induced by $P$. Next, consider any point $r$ on the $x$-axis. Then, the segment $cr$ intersects at least $n^2/36$ segments of $S$.

Proof. If the segment $cr$ intersects the segment $p_1p_2$, for $p_1, p_2 \in P$, then we consider $p_1$ and $p_2$ no longer be mutually visible. It suffices to lower bound the number of pairs of points which lose mutual visibility of each other.

Consider a line $\ell$ passing through the point $c$. Let $\ell^+$ be the closed halfspace bounded by $\ell$ containing $r$. Note that $|P \cap \ell^+| \geq n/3$, since $c$ is a centerpoint of $P$, and $c \in \ell$. Rotate $\ell$ around $c$ until there are $\geq n/6$ points on each side of $rc$ in the halfspace $\ell^+$. To see why this rotation of $\ell$ exists, observe that the two halfspaces bounded by the line spanning $rc$, have zero points on one side, and at least $n/3$ points on the other side – a continuous rotation of $\ell$ between these two extremes, implies the desired property.

Observe that points in $\ell^+$ and on opposite sides of the segment $cr$ cannot see each other, as the segment connecting them must intersect $cr$. Consequently, the number of induced segments that $cr$ intersects is at least $n^2/36$.

Lemma 6. Let $G_i$ be the intersection graph, in the beginning of the $i$th iteration, and let $m_i = |E(G_i)|$. After the $i$th iteration of the greedy algorithm, we have $m_{i+1} \leq m_i - \omega^2/36$, where $\omega = \text{depth}(G_i)$.

Proof. Recall that in the algorithm $U^+ = U_i \cap \ell^+$ is the current set of unclassified points and $\ell$ is the line tangent to $B_i$, where $\ell^+$ is the closed halfspace that avoids the interior of $B_i$ and contains the largest number of unlabeled points of $U_i$. We have that $\omega = |U^+|$.

If a remove operation was performed in the $i$th iteration, then the number of points of $U^+$ which are discarded is at least $\omega/3$. In this case, the oracle returned a separating line $h$ between a centerpoint $c$ of $U^+$ and the inner approximation. For the halfspace $h^+$ containing $c$, we have $t_i = |U^+ \cap h^+| \geq |U^+|/3 \geq \omega/3$. Furthermore, all the points of $U^+$ are pairwise mutually visible (in relation to the inner approximation $B_i$). Namely, $m_{i+1} = |E(G_i - (U^+ \cap h^+))| \leq m_i - \binom{\omega}{2} \leq m_i - \omega^2/36$. 
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If an expand operation was performed, the centerpoint $c$ of $U^+$ is added to the current inner approximation $B_i$. Let $r$ be a point in $\ell \cap B_i$, and let $c_i$ be the center point of $U_i$ computed by the algorithm. By Lemma 5 applied to $r, c$ and $U^+$, we have that at least $\omega^2/36$ pairs of points of $U^+$ are no longer mutually visible to each other in relation to $B_{i+1}$.

We conclude, that at least $\omega^2/36$ edges of $G_i$ are no longer present in $G_{i+1}$.

\begin{definition}
A subset of points $X \subseteq P \subseteq \mathbb{R}^2$ are in convex position, if all the points of $X$ are vertices of $\text{CH}(X)$ (note that a point in the middle of an edge is not considered to be a vertex). The index of $P$, denoted by $\omega_P$, is the cardinality of the largest subset of $P$ of points which are in convex position.
\end{definition}

\begin{theorem}
Let $C$ be a convex body provided via a separation oracle, and let $P$ be a set of $n$ points in the plane. The greedy classification algorithm performs $O((\omega_P + 1) \log n)$ oracle queries. The algorithm correctly identifies all points in $P \cap C$ and $P \setminus C$.
\end{theorem}

\begin{proof}
By Lemma 1, the number of iterations (and also queries) in which the inner approximation is empty is $O(\log n)$, and let $z = O(\log n)$ be the first iteration such that the inner approximation is not empty. It suffices to bound the number of queries made by the algorithm after the inner approximation becomes non-empty.

For $i \geq z$, let $G_i = (U_i, E_i)$ denote the visibility graph of the remaining unclassified points $U_i$ in the beginning of the $i$th iteration. Any independent set in $G_i$ corresponds to a set of points $X \subseteq P$ that do not see each other due to the presence of the inner approximation $B_i$. That is, $X$ is in convex position, and furthermore $|X| \leq \omega_P$.

For $0 \leq t \leq n$, let $s(t)$ be the first iteration $i$, such that $\text{depth}(G_i) \leq t$. Since the depth of $G_i$ is a monotone decreasing function, this quantity is well defined. An epoch is a range of iterations between $s(t)$ and $s(t/2)$, for any parameter $t$. We claim that an epoch lasts $O(\omega_P)$ iterations (and every iteration issues only one oracle query). Since there are only $O(\log n)$ (non-overlapping) epochs till the algorithm terminates, as the depth becomes zero, this implies the claim.

So consider such an epoch starting at $i = s(t)$. We have $m = m_i = |E(G_i)| = O(\omega_P t^2)$, by Lemma 4, since $\omega_P$ is an upper bound on the size of the largest independent set in $G_i$. By Lemma 6, as long as the depth of the intervals is at least $t/2$, the number of edges removed from the graph at each iteration, during this epoch, is at least $\Omega(t^2)$. As such, the algorithm performs at most $O(m_i/t^2) = O(\omega_P)$ iterations in this epoch, till the maximum depth drops to $t/2$.

\end{proof}

2.2.4 Implementing the greedy algorithm

With the use of dynamic segment trees [17] we show that the greedy classification algorithm can be implemented efficiently.

\begin{lemma}
Let $C$ be a convex body provided via a separation oracle, and let $P$ be a set of $n$ points in the plane. If an oracle query costs time $T$, then the greedy algorithm can be implemented in $O(n \log^2 n \log \log n + T \cdot \omega_P \log n)$ expected time.
\end{lemma}

\begin{proof}
The algorithm follows the proof of Theorem 8. We focus on efficiently implementing the algorithm once inner approximation is no longer empty. Let $U \subseteq P$ be the subset of unclassified points. By binary searching on the vertices of the inner approximation $B$, we can compute the collection of visibility intervals $\mathcal{V}$ for all points in $U$ in $O(|U| \log m) = O(n \log n)$ time (recall that $\mathcal{V}$ is a collection of circular intervals on the unit circle). We store these intervals in a dynamic segment tree $T$ with the modification that each node $v$ in $T$ stores the maximum depth over all intervals contained in the subtree rooted at $v$. Note that $T$ can be made fully dynamic to support updates in $O(\log n \log \log n)$ time [17].
An iteration of the greedy algorithm proceeds as follows. Start by collecting all points $U^+ \subseteq U$ realizing the maximum depth using $T$. When $t = |U^+|$, this step can be done in $O(\log n + t)$ time by traversing $T$. We compute the centerpoint of $U^+$ in $O(t \log t)$ expected time [4] and query the oracle using this centerpoint. Either points of $U$ are classified (and we delete their associated intervals from $T$) or we improve the inner approximation. The inner approximation (which is the convex hull of query points inside the convex body $C$) can be maintained in an online fashion with insert time $O(\log n)$ [19, Chapter 3]. When the inner approximation expands, the points of $U^+$ have their intervals shrink. As such, we recompute $I(p)$ for each $p \in U^+$ and reinsert $I(p)$ into $T$.

As defined in the proof of Theorem 8, an epoch is the subset of iterations in which the maximum depth is in the range $[t/2, t]$, for some integer $t$. During such an epoch, we make two claims:

1. there are $\sigma = O(n)$ updates to $T$, and
2. the greedy algorithm performs $O(n/t)$ centerpoint calculations on sets of size $O(t)$.

Both of these claims imply that a single epoch of the greedy algorithm can be implemented in expected time $O(\sigma \log n \log \log n + n \log n + T \cdot \bigcirc P)$. As there are $O(\log n)$ epochs, the algorithm can be implemented in expected time $O(n \log^2 n \log \log n + T \cdot \bigcirc P \log n)$.

We now prove the first claim. Recall that we have a collection of intervals $\mathcal{V}$ lying on the circle of directions. Partition the circle into $k$ atomic arcs, where each arc contains $t/10$ endpoints of intervals in $\mathcal{V}$. Note that $k = 20n/t = O(n/t)$. For each circular arc $\gamma$, let $\mathcal{V}_\gamma \subseteq \mathcal{V}$ be the set of intervals intersecting $\gamma$. As the maximum depth is bounded by $t$, we have that $|\mathcal{V}_\gamma| \leq t + t/10 = 1.1t$. In particular, if $G[\mathcal{V}_\gamma]$ is the induced subgraph of the intersection graph $G$, then $G[\mathcal{V}_\gamma]$ has at most $\left(\frac{|\mathcal{V}_\gamma|}{2}\right) = O(t^2)$ edges.

In each iteration, the greedy algorithm chooses a point in an arc $\gamma$ (we say that $\gamma$ is hit) and edges are only deleted from $G[\mathcal{V}_\gamma]$. The key observation is that an arc $\gamma$ can only be hit $O(1)$ times before all points of $\gamma$ have depth below $t/2$, implying that it will not be hit again until the next epoch. Indeed, each time $\gamma$ is hit, the number of edges in the induced subgraph $G[\mathcal{V}_\gamma]$ drops by a constant factor (Lemma 6). Additionally, when $G[\mathcal{V}_\gamma]$ has less than $\left(\frac{t^2}{2}\right)$ edges then any point on $\gamma$ has depth less than $t/2$. These two facts imply that an arc is hit $O(1)$ times.

When an arc is hit, we must reinsert $|\mathcal{V}_\gamma| = O(t)$ intervals into $T$. In particular, over a single epoch, the total number of hits over all arcs is bounded by $O(k)$. As such, $\sigma = O(kt) = O(n)$.

For the second claim, each time an arc is hit, a single centerpoint calculation is performed. Since each arc has depth at most $t$ and is hit a constant number of times, there are $O(k) = O(n/t)$ such centerpoint calculations in a single epoch, each costing expected time $O(t \log t)$.

In Section 4 we present an application of the greedy classification algorithm. Namely, we present an efficient algorithm for computing the discrete geometric median of a point set (Lemma 18).

### 2.3 The greedy algorithm in 3D

Consider the 3D variant of the 2D problem: Given a set of points $P$ in $\mathbb{R}^3$ and a convex body $C$ specified via a separation oracle, the task at hand is to classify, for all the points of $P$, whether or not they are in $C$, using the fewest oracle queries possible.

The greedy algorithm naturally extends, where at each iteration $i$ a plane $e_i$ is chosen that is tangent to the current inner approximation $B_i$, such that its closed halfspace (which avoids the interior of $B_i$) contains the largest number of unclassified points from the set $U_i$. 

If the queried centerpoint is outside, the oracle returns a separating plane and as such points can be discarded by the remove operation. Similarly, if the centerpoint is reported inside, then the algorithm calls the expand and updates the 3D inner approximation $B_i$.

The idea behind the analysis is similar to Theorem 8. The challenge in analyzing the greedy algorithm in 3D is that mutual visibility between pairs of points is not necessarily lost as the inner approximation grows. Thus we have to analyze mutual visibility between triples of points. The analysis considers both the intersection graph $G_i$ between pairs of points, and a new hypergraph $H_i$, where there is an edge $\{p, q, r\}$ in $H_i$ if the triangle in $R^3$ formed by the points $p, q, r$ avoids the inner approximation $B_i$. The main technical ingredient involves bounding the number of edges in $H_i$ by the maximum depth and size of the largest independent set in $G_i$. Finally, we argue that in each iteration a constant number of edges are deleted from $H_i$ by the centerpoint property. The full details are presented in [12]. We obtain the following result.

\begin{itemize}
\item \textbf{Theorem 10} (Proof in [12]). Let $C \subseteq R^3$ be a convex body provided via a separation oracle, and let $P$ be a set of $n$ points in $R^3$. The greedy classification algorithm performs $O((\beta_P + 1) \log n)$ oracle queries. The algorithm correctly identifies all points in $P \cap C$ and $P \setminus C$.
\end{itemize}

3 An instance-optimal approximation in two dimensions

Before discussing the improved algorithm, we present a lower bound on the number of oracle queries performed by any algorithm that classifies all the given points. We then present the improved algorithm, which matches the lower bound up to a factor of $O(\log^2 n)$.

3.1 A lower bound

Given a set $P$ of points in the plane, and a convex body $C$, the outer fence of $P$ is a closed convex polygon $F_{out}$ with minimum number of vertices, such that $C \subseteq F_{out}$ and $C \cap P = F_{out} \cap P$. Similarly, the inner fence is a closed convex polygon $F_{in}$ with minimum number of vertices, such that $F_{in} \subseteq C$ and $F_{in} \cap P = F_{in} \cap P$. Intuitively, the outer fence separates $P \setminus C$ from $\partial C$, while the inner fence separates $P \cap C$ from $\partial C$. The separation price of $P$ and $C$ is

$$\@ (P, C) = |F_{in}| + |F_{out}|,$$

where $|F|$ denotes the number of vertices of a polygon $F$. See Figure 3.1 for an example.

\begin{itemize}
\item \textbf{Lemma 11.} Given a point set $P$ and a convex body $C$ in the plane, any algorithm that classifies the points of $P$ in relation to $C$, must perform at least $\@ (P, C)$ separation oracle queries.
\end{itemize}

\textbf{Proof.} Consider the set $Q$ of queries performed by the optimal algorithm (for this input), and split it, into the points inside and outside $C$. The set of points inside, $Q_{in} = Q \cap C$ has the property that $Q_{in} \subseteq C$, and furthermore $CH(Q_{in}) \cap P = C \cap P$ – otherwise, there would be a point of $C \cap P$ that is not classified. Namely, the vertices of $CH(Q_{in})$ are vertices of a fence that separates the points of $P$ inside $C$ from the boundary of $C$. As such, we have that $|Q_{in}| \geq |CH(Q_{in})| \geq |F_{in}|$. 

Figure 3.1 The separation price, for the same point set, is different depending on how “tight” the body is in relation to the inner and outer point set.

Similarly, each query in $Q_{\text{out}} = Q \setminus Q_{\text{in}}$ gives rise to a separating halfplane. The intersection of the corresponding halfplanes is a convex polygon $H$ which contains $C$, and furthermore contains no point of $P \setminus C$. Namely, the boundary of $H$ behaves like an outer fence. As such, we have $|Q_{\text{out}}| \geq |H| \geq |F_{\text{out}}|$.

Combining, we have that $|Q| = |Q_{\text{in}}| + |Q_{\text{out}}| \geq |F_{\text{in}}| + |F_{\text{out}}| = \Theta(P,C)$, as claimed. ▶

Remarks.
1. Naturally the separation price, and thus the proof of the lower bound, generalizes to higher dimensions. See [12].
2. The lower bound only holds for $d \geq 2$. In 1D, the problem can be solved using $O(\log n)$ queries with binary search. The above would predict that any algorithm needs $\Omega(1)$ queries. However it is not hard to argue a stronger lower bound of $\Omega(\log n)$. 
3. In [12], we show that when $P$ is a set of $n$ points chosen uniformly at random from a square and $C$ is a smooth convex body, $E[\Theta(P,C)] = O(n^{1/3})$. Thus, when the points are randomly chosen, one can think of $\Theta(P,C)$ as growing sublinearly in $n$.

3.2 A sketch of the improved algorithm

We refer to reader to [12] for a complete description of the improved algorithm in 2D. The idea of the algorithm is conceptually the same as the greedy algorithm of Section 2: at all times a current inner approximation $B \subseteq C$ and the set of unclassified points $U \subseteq P$ are maintained. We define a pocket to be a connected region of $CH(U \cup B) \setminus B$ (see Figure 3.2). The algorithm will repeatedly choose points inside a pocket, and attempt to classify them, while simultaneously dividing the pocket into two smaller pockets. In this way, we improve the inner approximation $B$ every time a pocket is handled. The algorithm continues in this fashion until all points are classified. The analysis involves a careful charging argument. Roughly speaking, whenever a pocket contains a vertex of $F_{\text{in}}$ or $F_{\text{out}}$, we can charge the work of creating and splitting the pocket to such a vertex. Otherwise, a pocket contains no vertex from either fence. For such a pocket, we prove that when this pocket was created by the algorithm, all of the points contained in the pocket must lie outside $C$. When all points inside a pocket are outside $C$, we argue that they can all be classified as outside after $O(\log n)$ queries by using centerpoints as the oracle queries.

◨ Theorem 12 (Proof in [12]). Let $C$ be a convex body provided via a separation oracle, and let $P$ be a set of $n$ points in the plane. The improved classification algorithm performs $O\left(\left[1 + \Theta(P,C)\right] \log^2 n\right)$ oracle queries. The algorithm correctly identifies all points in $P \cap C$ and $P \setminus C$. 
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Application: Minimizing a convex function

Suppose we are given a set of \( n \) points \( P \) in the plane and a convex function \( f : \mathbb{R}^2 \to \mathbb{R} \). Our goal is to compute the point in \( P \) minimizing \( \min_{p \in P} f(p) \). Given a point \( p \in \mathbb{R}^2 \), assuming that we can evaluate \( f \) and its derivative of \( f \) at \( p \) efficiently, we show that the point in \( P \) minimizing \( f \) can be computed using \( O(O_P \log^2 n) \) evaluations to \( f \) or its derivative.

Definition 13. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a convex function. For a number \( c \in \mathbb{R} \), define the level set of \( f \) as \( \mathcal{L}_f(c) = \{ p \in \mathbb{R}^d \mid f(p) \leq c \} \). If \( f \) is a convex function, then \( \mathcal{L}_f(c) \) is a convex set for all \( c \in \mathbb{R} \).

Definition 14. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a convex (and possibly non-differentiable) function. For a point \( p \in \mathbb{R}^d \), a vector \( v \in \mathbb{R}^d \) is a subgradient of \( f \) at \( p \) if for all \( q \in \mathbb{R}^d \), \( f(q) \geq f(p) + \langle v, q - p \rangle \). The subdifferential of \( f \) at \( p \in \mathbb{R}^d \), denoted by \( \partial f(p) \), is the set of all subgradients \( v \in \mathbb{R}^d \) of \( f \) at \( p \).

It is well known that when the domain for \( f \) is \( \mathbb{R}^d \) and \( f \) is a convex function, then \( \partial f(p) \) is a non-empty set of all \( p \in \mathbb{R}^d \) (for example, see [8, Chapter 3]).

Let \( \alpha = \min_{p \in P} f(p) \). We have that \( \mathcal{L}_f(\alpha) \cap P = \{ p \in P \mid f(p) = \alpha \} \) and \( \mathcal{L}_f(\alpha') \cap P = \emptyset \) for all \( \alpha' < \alpha \). Hence, the problem is reduced to determining the smallest value \( r \) such that \( \mathcal{L}_f(r) \cap P \) is non-empty.

Lemma 15. Let \( P \) be a collection of \( n \) points in the plane. For a given value \( r \), let \( C_r = \mathcal{L}_f(r) \). The set \( C_r \) can be computed using \( O(O_P \log n) \) evaluations to \( f \) or its derivative. If \( T \) is the time needed to evaluate \( f \) or its derivative, the algorithm can be implemented in \( O(n \log^2 n \log \log n + T \cdot O_P \log n) \) expected time.

Proof. The Lemma follows by applying Theorem 8. Indeed, let \( C_r = \mathcal{L}_f(r) \) be the convex body of interest. It remains to design a separation oracle for \( C_r \).

Given a query point \( q \in \mathbb{R}^2 \), first compute \( c = f(q) \). If \( c \leq r \), then report that \( q \in C_r \). Otherwise, \( c > r \). In this case, compute some gradient vector \( v \in \partial f(q) \). Using the vector \( v \), we can obtain a line \( \ell \) tangent to the boundary of \( \mathcal{L}_f(c) \) at \( q \). As \( \mathcal{L}_f(r) \subseteq \mathcal{L}_f(c) \), \( \ell \) is a separating line for \( q \) and \( C_r \), as desired. As such, the number of separation oracle queries needed to determine \( C_r \) is bounded by \( O(O_P \log n) \) by Theorem 8.

The implementation details of Theorem 8 are given in Lemma 9.

The algorithm

Let \( \alpha = \min_{p \in P} f(p) \). For a given number \( r \geq 0 \), set \( P_r = \mathcal{L}_f(r) \cap P \). We develop a randomized algorithm to compute \( \alpha \).
Set \( P_0 = P \). In the \( i \)th iteration, the algorithm chooses a random point \( p_i \in P_{i-1} \) and computes \( r_i = f(p_i) \). Next, we determine \( P_{r_i} \) using Lemma 15. In doing so, we modify the separation oracle of Lemma 15 to store the collection of queries \( S_i \subseteq P \) which satisfy \( f(s) = r_i \) for all \( s \in S_i \). We set \( P_{r_i+1} = P_{r_i} \setminus S_i \). Observe that all points \( p \in P_{r_i+1} \) have \( f(p) < r_i \). The algorithm continues in this fashion until we reach an iteration \( j \) in which \( |P_{r_j+1}| \leq 1 \). If \( P_{r_j+1} = \{ q \} \) for some \( q \in P \), output \( q \) as the desired point minimizing the geometric median. Otherwise \( P_{r_j+1} = \emptyset \), implying that \( P_{r_j} = S_j \), and the algorithm outputs any point in the set \( S_j \).

Analysis

We analyze the running time of the algorithm. To do so, we argue that the algorithm invokes the algorithm in Lemma 15 only a logarithmic number of times.

\[ \text{Lemma 16. In expectation, the above algorithm terminates after } O(\log n) \text{ iterations.} \]

\textbf{Proof.} Let \( V = \{ f(p) \mid p \in P \} \) and \( N = |V| \). For a number \( r \), define \( V_r = \{ i \in V \mid i \leq r \} \). Notice that we can reinterpret the algorithm described above as the following random process. Initially set \( r_0 = \max_{i \in V} i \). In the \( i \)th iteration, choose a random number \( r_i \in V_{r_{i-1}} \). This process continues until we reach an iteration \( j \) in which \( |V_{r_j}| \leq 1 \).

We can assume without loss of generality that \( V = \{ 1, 2, \ldots, N \} \). For an integer \( i \leq N \), let \( T(i) \) be the expected number of iterations needed for the random process to terminate on the set \( \{ 1, 2, \ldots, i \} \). We have that \( T(i) = 1 + \frac{1}{i} \sum_{j=1}^{i-1} T(i-j) \), with \( T(1) = 0 \). This recurrence solves to \( T(i) = O(\log i) \). As such, the algorithm repeats this random process \( O(\log N) = O(\log n) \) times in expectation. \( \square \)

\[ \text{Lemma 17. Let } P \text{ be a set of } n \text{ points in } \mathbb{R}^2 \text{ and let } f : \mathbb{R}^2 \to \mathbb{R} \text{ be a convex function. The point in } P \text{ minimizing } f \text{ can be computed using } O(\log^2 n) \text{ evaluations to } f \text{ or its derivative. The bound on the number of evaluations holds in expectation. If } T \text{ is the time needed to evaluate } f \text{ or its derivative, the algorithm can be implemented in } O(n \log^2 n) \text{ expected time.} \]

\textbf{Proof.} The result follows by combining Lemma 15 and Lemma 16. \( \square \)

4.1 The discrete geometric median

Let \( P \) be a set of \( n \) points in \( \mathbb{R}^d \). For all \( x \in \mathbb{R}^d \), define the function \( f(x) = \sum_{q \in P-x} \| x - q \|_2 \).

The \textbf{discrete geometric median} is defined as the point in \( P \) minimizing the quantity \( \min_{p \in P} f(p) \).

Note that \( f \) is convex, as it is the sum of convex functions. Furthermore, given a point \( p \), we can compute \( f(p) \) and the derivative of \( f \) at \( p \) in \( O(n) \) time. As such, by Lemma 17, we obtain the following.

\[ \text{Lemma 18. Let } P \text{ be a set of points in } \mathbb{R}^2. \text{ Then the discrete geometric median of } P \text{ can be computed in } O(n \log^2 n \cdot \log n \log \log n + O_P) \text{ expected time.} \]

\[ \text{Remark. For a set of } n \text{ points } P \text{ chosen uniformly at random from the unit square, it is known that in expectation } O_P = \Theta(n^{1/3}) \text{ [1]. As such, the discrete geometric median for such a random set } P \text{ can be computed in } O(n^{4/3} \log^2 n) \text{ expected time.} \]
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5 Conclusion and open problems

In this paper we have presented various algorithms for classifying points with oracle access to an unknown convex body. As far as the authors are aware, this problem has not been studied within the community previously. However we believe that this is an interesting and natural problem. We now pose some open problems.

(A) Develop a more natural instance-optimal algorithm in 2D which improves upon the $O(\log^2 n)$ approximation. Alternatively, develop algorithms in which the number of queries is parameterized by different functions of the input instance.

(B) An algorithm in 3D which is instance-optimal up to some additional factors (see [12] for the definition of the separation price in higher dimensions).

(C) Any results beyond three dimensions is unknown. The greedy algorithm (Theorem 8 and Theorem 10) easily extends to $\mathbb{R}^d$. However the analysis in higher dimensions will most likely reveal that the algorithm makes (ignoring logarithmic factors) of the order of $O_P(\mathcal{O}(d))$ queries, which is only interesting when $O_P$ is much smaller than $n$.
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Abstract
The terminal backup problems [Anshelevich and Karagiozova, 2011] form a class of network design problems: Given an undirected graph with a requirement on terminals, the goal is to find a minimum cost subgraph satisfying the connectivity requirement. The node-connectivity terminal backup problem requires a terminal to connect other terminals with a number of node-disjoint paths. This problem is not known whether is NP-hard or tractable. Fukunaga (2016) gave a 4/3-approximation algorithm based on LP-rounding scheme using a general LP-solver.

In this paper, we develop a combinatorial algorithm for the relaxed LP to find a half-integral optimal solution in $O(m \log(mUA) \cdot MF(kn, m + k^2n))$ time, where $m$ is the number of edges, $k$ is the number of terminals, $A$ is the maximum edge-cost, $U$ is the maximum edge-capacity, and $MF(n', m')$ is the time complexity of a max-flow algorithm in a network with $n'$ nodes and $m'$ edges. The algorithm implies that the 4/3-approximation algorithm for the node-connectivity terminal backup problem is also efficiently implemented. For the design of algorithm, we explore a connection between the node-connectivity terminal backup problem and a new type of a multiflow, called a separately-capacitated multiflow. We show a min-max theorem which extends Lovász-Cherkassky theorem to the node-capacity setting. Our results build on discrete convex analysis for the node-connectivity terminal backup problem.
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1 Introduction

Network design problems are central problems in combinatorial optimization. A large number of basic combinatorial optimization problems are network design problems. Examples are spanning tree, matching, TSP, and Steiner networks. They admit a typical formulation of a network design problem: Find a minimum-cost network satisfying given connectivity requirements. The present paper addresses a relatively new class of network design problems,
terminal backup problems. The problem is to find a cheapest subnetwork in which each terminal can send a specified amount of flows to other terminals, i.e., the data in each terminal can be backed up, possibly in a distributed manner, in other terminals.

A mathematical formulation of the terminal backup problem is given as follows. Let 
\((V, E), S, u, c, a, r)\) be an undirected network, where \((V, E)\) is a simple undirected graph, \(S \subseteq V (|S| \geq 3)\) is a set of terminals, \(u : E \rightarrow \mathbb{Z}_+\) is a nonnegative edge-capacity function, \(c : V \setminus S \rightarrow \mathbb{Z}_+\) is a nonnegative node-capacity function, \(a : E \rightarrow \mathbb{Z}_+\) is a nonnegative edge-cost function, and \(r : S \rightarrow \mathbb{Z}_+\) is a nonnegative requirement function on terminals. The goal is to find a feasible edge-capacity function \(x\) of minimum cost \(\sum_{e \in E} a(e)x(e)\). Here an edge-capacity function \(x\) is said to be feasible if \(0 \leq x \leq u\) and each terminal \(s \in S\) has a flow \(r(s)\) from \(s\) to \(S \setminus \{s\}\), an \(\{s\} - (S \setminus \{s\})\) flow, of total flow-value \(r(s)\) in the network \(((V, E), S, x, c)\) capacitated by the edge-capacity \(x\) and the node-capacity \(c\).

The original formulation, due to Anshelevich and Karagiozova [1], is uncapacitated (i.e., \(u, c\) are infinity), requires \(x\) to be integer-valued, and assumes \(r(s) = 1\) for all \(s \in S\). They showed that an optimal solution can be obtained in polynomial time. Bernáth et al. [2] extended this polynomial time solvability to an arbitrary integer-valued requirement \(r\). For the setting of general edge-capacity (and infinite node-capacity), which we call the edge-connectivity terminal backup problem (ETB), it is unknown whether ETB is NP-hard or tractable.

Fukunaga [8] considered the above setting including both edge-capacity and node-capacity, which we call the node-connectivity terminal backup problem (NTB), and explored intriguing features of its fractional relaxation. The fractional ETB (FETB) and fractional NTB (FNTB) are LP-relaxations obtained from ETB and NTB, respectively, by relaxing solution \(x\) to be real-valued. Fukunaga showed the half-integrality property of FNTB, that is, there always exists an optimal solution that is half-integer-valued. Based on this property, he developed a 4/3-approximation algorithm for NTB by rounding a half-integral (extreme) optimal solution. Moreover, he noticed a useful relationship between FETB and multiflow (multiflow). In fact, a solution of FETB is precisely the edge-support of a multiflow consisting of the \(r(s)\) amount of \(\{s\} - (S \setminus \{s\})\) flow for each \(s \in S\). This is a consequence of Lovász–Cherkassky theorem [5, 21] in multiflow theory. In particular, FETB is equivalent to a minimum-cost multiflow problem, which is a variant of the one studied by Karzanov [19, 20] and Goldberg and Karzanov [10].

Utilizing this connection, Hirai [12] developed a combinatorial polynomial time algorithm for FETB and the corresponding multiflow problem. This algorithm uses a max-flow algorithm as a subroutine, and brings a combinatorial implementation of Fukunaga’s 4/3-approximation algorithm for ETB, where he used a generic LP-solver (e.g., the ellipsoid method) to obtain a half-integral extreme optimal solution.

Our first contribution is the extension of this result to the NTB setting, implying that the 4/3-approximation algorithm for NTB is also efficiently implemented.

**Theorem 1.** A half-integral optimal solution of FNTB can be obtained in \(O(m \log(mUA) \cdot MF(kn, m + k^2n))\) time.

Here \(n := |V|, m := |E|, k := |S|, U := \max_{e \in E} u(e), a := \max_{e \in E} a(e),\) and \(MF(n', m')\) is the time complexity of an algorithm for solving the max-flow problem in the network with \(n'\) nodes and \(m'\) edges.

As in the ETB case, we explore and utilize a new connection between NTB and a multiflow problem. We introduce a new notion of a free multiflow with separate node-capacity constraints or simply a separately-capacitated multiflow. Instead of the usual node-capacity
constraints, this multiflow should satisfy the separate node-capacity constraints: For each terminal \( s \in S \) and each node \( i \in V \), the total flow-value of flows connecting \( s \) to the other terminals and flowing into \( i \) is at most the node capacity \( c(i) \).

Our second contribution is a min-max theorem for separately-capacitated multiflows, which extends Lovász–Cherkassky theorem to the node-capacitated setting and implies that a solution of FNTB is precisely the edge-support of a separately-capacitated multiflow. This answers Fukunaga’s comment: how the computation should proceed in the node capacitated setting remains elusive [8, p. 799].

Theorem 2. The maximum flow-value of a separately-capacitated multiflow is equal to \((1/2) \sum_{s \in S} \nu_s\), where \( \nu_s \) is the minimum capacity of an \( \{s\} - (S \setminus \{s\}) \) cut. Moreover, a half-integral maximum multiflow exists, and it can be found in \( O(n \cdot MF(kn, m + k^2n)) \) time.

Here, a \( T - T' \) cut is a union of an edge-subset \( F \subseteq E \) and a node-subset \( X \subseteq V \setminus (T \cup T') \) such that removing those subsets disconnects \( T \) and \( T' \), and its capacity is defined as \( u(F) + c(X) \).

Our algorithm for Theorem 1 builds on the ideas of Discrete Convex Analysis (DCA) beyond \( \mathbb{Z}^n \) — a theory of discrete convex functions on special graph structures generalizing \( \mathbb{Z}^n \) (the grid graph), which has been recently differentiated from the original DCA [23] and has been successfully applied to algorithm design for well-behaved classes of multiflow and related network design problems [12, 13, 14, 16]. Indeed, the algorithm in [12] for FETB was designed as: Formulate the dual of FETB as a minimization of an \( L \)-convex function on the (Cartesian) product of trees, apply the framework of the steepest descent algorithm (SDA), and show that it is implemented by using a max-flow algorithm as a subroutine.

We formulate the dual of FNTB as an optimization problem on the product of the spaces of all subtrees of a fixed tree (Section 2.1). We develop a simple cut-descent algorithm for this optimization problem (Sections 2.2 and 2.3). Then we prove that this coincides with SDA for an \( L \)-convex function defined on the graph structure on the space of all subtrees (Section 3). Then the number of descents is estimated by a general theory of SDA, and the cost-scaling method is naturally incorporated to derive the time complexity (Section 2.4). Theorem 2 is obtained as a byproduct of these arguments. Due to the space limitation, we omit most of technical proofs, which are given in the full version.

Related work

ETB is a survivable network design problem (SND) with a special skew-supermodular function, and NTB is a node connectivity version (NSND) with a special skew-supermodular biset function. In his influential paper [18], Jain devised the iterative rounding method, and obtains a 2-approximation algorithm for SND, provided that an extreme optimal solution of the LP-relaxation of SND (with modified skew-supermodular functions) is available. Fleischer, Jain, and Williamson [7] and Cheriyan, Vempala, and Vetta [4] extended this iterative rounding 2-approximation algorithm to some classes of NSND. One of important open problems in the literature is a design of a combinatorial 2-approximation algorithm for (V)SND with the skew-supermodular (biset) function associated with connectivity requirements. One approach is to devise a combinatorial polynomial time algorithm to find an extreme optimal solution of its LP-relaxation; the currently known only polynomial time algorithm is a general LP-solver (e.g., the ellipsoid method). Our algorithm for FNTB, though it is the LP-relaxation of a very special NSND, may give an insight on such a research direction. On this direction, Feldmann, Könemann, Pashkovich, and Sanità [6] gave a \((2 + \epsilon)\)-approximation algorithm for SND with a proper function by solving the LP-relaxation approximately via the multiplicative weights method [9].
The notion of a separately-capacitated multiflow, introduced in this paper, is a new variation of $S$-paths packing. As seen in [24, Chapter 73], $S$-paths packing is one of the well-studied subjects in combinatorial optimization. Recent work [17] developed a fast algorithm for half-integral nonzero $S$-paths packing problem on a group-valued graph (with unit-capacity). Our derivation of Theorem 2 is different with flow-augmenting arguments such as Cherkassky’s T-operation or those in [17]. It is a future research to develop such an algorithm for a separately-capacitated multiflow. Also, exploring an integer version of Theorem 2, an analogue of Mader’s theorem [22], is an interesting future direction.

Notations

Let $\mathbb{Z}, \mathbb{Z}_+, \mathbb{R}, \mathbb{R}_+$ be the set of integers, nonnegative integers, reals, and nonnegative reals, respectively. Let $\mathbb{Z}^*, \mathbb{Z}^+_2$ be the set of half-integers and nonnegative half-integers, respectively, i.e., $\mathbb{Z}^* := \mathbb{Z}/2$. Let $\overline{\mathbb{R}} := \mathbb{R} \cup \{+\infty\}$ and $\underline{\mathbb{R}} := \mathbb{R} \cup \{-\infty\}$. Let denote $(a)^+ := \max\{a, 0\}$ for $a \in \mathbb{R}$. For a finite set $V$, we often identify a function on $V$ with a vector in $\mathbb{R}^V$. For $i \in V$, its characteristic function $\chi_i : V \rightarrow \mathbb{R}$ is defined by $\chi_i(j) = 1$ if $j = i$ and $\chi_i(j) = 0$ otherwise. For a function $f$ on $V$ and a subset $U \subseteq V$, we denote $f(U) := \sum_{i \in U} f(i)$.

In this paper, all graphs are simple and connected unless otherwise specified. For an undirected graph on nodes $V$, the set of edges connecting $U_1$ and $U_2$ ($U_1, U_2 \subseteq V$) is denoted by $\delta(U_1, U_2)$. If $U_2 = V \setminus U_1$, we simply denote it by $\delta U_1$. If $U_1$ is a singleton, i.e., $U_1 = \{i\}$, then we denote $\delta[i]$ by $\delta i$. An edge connecting $i$ and $j$ is denoted by $ij$.

2 Node-Connectivity Terminal Backup Problem

Let $((V,E), S, u, c, a, r)$ be a network. Assume that $S = \{1, \ldots, k\} \subseteq V = \{1, \ldots, n\}$. By a perturbation technique, we may assume that $a$ is positive; see Remark 3.

A sufficient and necessity condition for the feasibility of NTB is easily derived from the Menger’s theorem as follows. A biset is a pair of node subsets $X, X^+ \subseteq V$ with $X \subseteq X^+$. We write $\hat{X} = (X, X^+)$ for a biset. Let $\Gamma(\hat{X}) := X^+ \setminus X$, and let $\delta(\hat{X}) := \delta(X, V \setminus X^+)$. For $s \in S$, define a family $C_s$ of bisets by

$$C_s := \{(X, X^+)| \{s\} \subseteq X \subseteq X^+ \subseteq V \setminus (S \setminus \{s\})\}.$$ 

Let $C := \bigcup_{s \in S} C_s$. Then an edge-capacity $x : E \rightarrow \mathbb{Z}_+$ is feasible if and only if

$$x(\delta(\hat{X})) + c(\Gamma(\hat{X})) \geq r(s) \quad (\hat{X} \in C_s, \ s \in S). \quad (1)$$

We assume that $u$ satisfies (1) throughout the paper (otherwise NTB is infeasible).

Fukunaga [8] developed an approximation algorithm for NTB via the following relaxation problem FNTB:

(FNTB) \begin{align*}
\text{Minimize} & \quad \sum_{e \in E} a(e)x(e) \\
\text{subject to} & \quad x(\delta(\hat{X})) + c(\Gamma(\hat{X})) \geq r(s) \quad (s \in S, \ \hat{X} \in C_s), \\
& \quad 0 \leq x(e) \leq u(e) \quad (e \in E). \quad (2)
\end{align*}

From the assumption, the polytope defined by (2) and (3) is nonempty. Also, it is known [8, Corollary 3.3] that the polytope is half-integral. Thus FNTB has a half-integral optimal solution. This can be obtained by a general LP solver [8, Lemma 4.4].
Remark 3. If \( Z := \{ e \in E \mid a(e) = 0 \} \) is nonempty, then we use the following perturbation technique based on [10, 20]. Recall that \( U \) is the maximum edge capacity. Define a positive edge-cost \( a' \) by \( a'(e) := 1 \) for \( e \in Z \) and \( a'(e) := (2U|Z| + 1)a(e) \) for \( e \notin Z \). Let \( x^* \) be a half-integral optimal solution of FNTB under the edge-cost \( a' \) (it exists by the half-integrality). We prove that \( x^* \) is also optimal under the original edge-cost \( a \). It suffices to show that 
\[ \sum_{e \in E} a(e)x^*(e) \leq \sum_{e \in E} a(e)x(e) \]
for any feasible half-integral edge-capacity \( x \). It holds that 
\[ (2U|Z| + 1)(\sum_{e \in E} a(e)x^*(e) - \sum_{e \in E} a(e)x(e)) = \sum_{e \in E} a'(e)x^*(e) - \sum_{e \in E} a'(e)x(e) - x^*(Z) + x(Z) \leq U|Z| \]
and thus 
\[ \sum_{e \in E} a(e)x^*(e) - \sum_{e \in E} a(e)x(e) \leq U|Z|/(2U|Z| + 1) < 1/2. \]
By the half-integrality, we obtain 
\[ \sum_{e \in E} a(e)x^*(e) - \sum_{e \in E} a(e)x(e) \leq 0. \]

2.1 Combinatorial Duality for FNTB

We introduce a combinatorial duality theory for FNTB. For each \( s \in S \), consider an infinite path graph \( P_s \) with one endpoint. Glue those \( k (= |S|) \) endpoints, and denote the resulting graph by \( T \). We denote the set of nodes of \( P_s \) and \( T \) also by \( P_s \) and \( T \), respectively. We give length \( 1/2 \) for each edge in \( T \). The glued endpoint is denoted by \( 0 \), and the point in \( P_s \) \( (s \in S) \) having the distance \( l \) from 0 is denoted by \( (l, s) \). We denote the set of all subtrees of \( T \) by \( \mathcal{S} = \mathcal{S}(T) \). If a subtree \( T \) does not contain 0, then it is contained in some \( P_s \). Such a subtree \( T \) is said to be of \( s \)-type and is denoted by \( [l, l']_s \), where \( (l, s) \) and \( (l', s) \) are the closest and farthest nodes from 0 in \( T \), respectively. If a subtree \( T \) contains 0, then it is said to be of \( 0 \)-type and is denoted by \( [l_1, l_2, \ldots, l_k]_s \), where \( (l_s, s) \) is the node in \( T \cap P_s \) farthest from 0 for each \( s \in S \). We identify a node on \( T \) with a subtree consisting of this node only.

For a \( 0 \)-type subtree \( T = [l]_s \in \mathcal{S} \), let \( \text{size}_s(T) := l_s \) for \( s \in S \), and \( \text{size}(T) := \sum_{s \in S} \text{size}_s(T) \). For an \( s \)-type subtree \( T = [l, l']_s \in \mathcal{S} \), let \( \text{size}(T) := l' - l \). For two subtrees \( T, T' \in \mathcal{S} \), we denote the minimum distance between \( T \) and \( T' \) on \( T \) by \( \text{dist}(T, T') \), i.e., \( \text{dist}(T, T') := \min \{ d_T(v, v') \mid v \in T, v' \in T' \} \), where \( d_T \) is the shortest distance on \( T \).

We formulate a dual of FNTB as a problem of assigning a subtree for each node \( i \in V \). That is, subtrees are viewed as node-potentials. So we use \( p_i \) and \( p : V \to \mathbb{S} \) for denoting a subtree assigned for node \( i \in V \) and a potential function, respectively. Formally, let us consider the following maximization problem DTB.

\[
\text{(DTB)} \quad \text{Maximize} \quad \sum_{s \in \mathcal{S}} p_s \text{dist}(0, p_s) - \sum_{i \in V \setminus \mathcal{S}} c_i \text{size}(p_i) - \sum_{i,j \in E} u_{ij} \text{dist}(p_i, p_j) - a_{ij}^+ \\
\text{subject to} \quad p : V \to \mathbb{S}, \\
p_s \in P_s \quad (s \in \mathcal{S}).
\]

It turns out in the proof of Proposition 4 below that this seemingly strange formulation of DTB is essentially the LP-dual of FTB. If \( p : V \to \mathbb{S} \) satisfies (4), then it is called a potential. See Figure 1 for an intuition for a subtree-valued potential \( p \). A potential \( p \) is said to be proper if any \( p_i \) for \( i \in V \) is contained in the minimal subtree that contains all \( p_s \) \( (s \in \mathcal{S}) \).

Proposition 4. The optimum value of FNTB is at least that of DTB. Moreover, there exists a proper optimal potential for DTB.

Proof. Let \( p : V \to \mathbb{S} \) be any potential (not necessarily proper). For each \( s \in \mathcal{S} \), suppose that \( p_s \) is written as \( p_s = (M_s, s) \) for \( M_s \in \mathbb{Z}^+_s \). Define a new proper potential \( p' : V \to \mathbb{S} \) by

\[
p'_i := \begin{cases} 
[\min\{l, M_s\}, \min\{l', M_s\}]_s & \text{if } p_i = [l, l']_s, \\
[\min\{l_1, M_1\}, \ldots, \min\{l_k, M_k\}] & \text{if } p_i = [l_1, \ldots, l_k].
\end{cases}
\]

Then the objective function value of \( p' \) does not decrease. This implies the latter part of the statement.
We next show the former part, i.e., the weak duality. The LP dual of FNTB is written as

\[
\text{Maximize } \sum_{s \in S} \sum_{\hat{X} \in C_s} (r_s - c(\Gamma(\hat{X})))\pi(\hat{X}) - \sum_{e \in E} u_e \left( \sum_{\hat{X} \in C, \hat{X} \in \delta \hat{X}} \pi(\hat{X}) - a_e \right) \\
\text{subject to } \pi : C \to \mathbb{R}_+.
\]

We show that for any proper potential \( p : V \to S \), we can construct \( \pi : C \to \mathbb{R}_+ \) such that

\[
\sum_{\hat{X} \in C, \hat{X} \in \delta \hat{X}} \pi(\hat{X}) = \text{dist}(0, p_s) \quad (s \in S), \\
\sum_{\hat{X} \in C, \hat{X} \in \delta \hat{X}} \pi(\hat{X}) = \text{size}(p_i) \quad (i \in V \setminus S), \\
\sum_{\hat{X} \in C, \hat{X} \in \delta \hat{X}} \pi(\hat{X}) = \text{dist}(p_i, p_j) \quad (ij \in E).
\]

Then by \( \sum_{\hat{X} \in C, \hat{X} \in \delta \hat{X}} (r(\hat{X})) = \sum_{\hat{X} \in C} \sum_{i \in \Gamma(\hat{X})} c_i \pi(\hat{X}) = \sum_{i \in V \setminus S} c_i \sum_{\hat{X} \in C, \hat{X} \in \Gamma(\hat{X})} \pi(\hat{X}) \), the weak duality follows.

Let \( e \) be an edge in \( T \). We define a biset \( (X_e, X_e^+) \) as follows. When we remove \( e \) from \( T \), there appear two connected components. Let \( T_e \) be the component which does not contain \( 0 (\in T) \). Define \( X_e, X_e^+ \subseteq V \) by

\[
X_e := \{ i \in V \mid p_i \text{ is contained in } T_e \}, \quad X_e^+ := X_e \cup \{ i \in V \mid p_i \text{ contains } e \}.
\]

Observe that if \( e \) is an edge in \( P_s \) and \( X_e \neq \emptyset \), then \( (X_e, X_e^+) \in \mathcal{C}_s \). Then a potential function \( \pi : C \to \mathbb{R}_+ \) defined by

\[
\pi(\hat{X}) := \frac{1}{2} |\{ e \mid \hat{X} = (X_e, X_e^+) \}| \quad (\hat{X} \in C)
\]

satisfies (5)–(7).

We remark that the technique used in the above proof is based on a tree representation of a laminar biset family; see also [11] for the relating argument that maps to each node a subtree as a potential. We also note that our algorithm below will give an algorithmic proof of the strong duality.
We next derive from Proposition 4 the complementary slackness condition. Let \( p : V \to \mathbb{S} \) be a proper potential. By \( p \), we decompose \( V \) into \( S \cup V_0 \cup \bigcup_{s \in S} V_s \), where

\[
V_0 := \{ i \in V \mid p_i \text{ is of 0-type} \}, \\
V_s := \{ i \in V \mid p_i \text{ is of } s\text{-type} \} \quad (s \in S).
\]

In the next lemma, we see that it is sufficient to only consider edges \( ij \in E \) with \( \text{dist}(p_i, p_j) \geq a_{ij} \). Let denote the set of such edges by

\[ E^* := \{ ij \in E \mid \text{dist}(p_i, p_j) \geq a_{ij} \}. \]

For \( i \in V_0 \) and \( s \in S \), we denote a set of edges in \( E^* \) connecting \( i \) and \( V_s \) by

\[ E_{i,s} := \{ ij \in E^* \mid j \in V_s \} \quad (i \in V_0, \ s \in S). \]

By the positivity of \( a \), we see that \( (E^{i,0}, E^{i,1}, \ldots, E^{i,k}) \) is a partition of \( E^* \cap \delta i \). For \( i \in V_0 \) \( (s \in S) \), there appear two connected components when we remove \( p_i \) from \( T \). Let \( T_{i,0} \) be the component which includes \( 0 \in T \), and let \( T_{i,+} \) be the other component. Then we define the sets of edges \( E_{i,0}^* \) and \( E_{i,+}^* \) by

\[
E_{i,0}^* := \{ ij \in E^* \mid p_i \text{ is contained in } T_{i,0} \}, \\
E_{i,+}^* := \{ ij \in E^* \mid p_j \text{ is contained in } T_{i,+} \}.
\]

By the positivity of \( a \), we see that \( (E_{i,0}^*, E_{i,+}^*) \) is a partition of \( E^* \cap \delta i \).

**Lemma 5.** Let \( x : E \to \mathbb{R}_+ \) be an edge-capacity function with \( 0 \leq x \leq u \), and let \( p : V \to \mathbb{S} \) be a proper potential. If \( x \) and \( p \) satisfy the following conditions (A1–5), then \( x \) and \( p \) are optimal solutions for FNTB and DTB, respectively:

(A1) For each \( ij \in E \), if \( \text{dist}(p_i, p_j) > a_{ij} \), then \( x_{ij} = u_{ij} \).

(A2) For each \( ij \in E \), if \( \text{dist}(p_i, p_j) < a_{ij} \), then \( x_{ij} = 0 \).

(A3) For each \( i \in \bigcup_{s \in S} V_s \), it holds \( x(E_{i,0}^*) = x(E_{i,+}^*) \leq c_i \). If \( \text{size}(p_i) > 0 \), then \( x(E_{i,0}^*) = x(E_{i,+}^*) = c_i \).

(A4) For each \( i \in V_0 \) and \( s \in S \), it holds \( x(E_{i,s}^*) \leq c_i \) and \( x(E_{i,s}^*) \leq \sum_{s' \neq s} x(E_{i,s'}^*) \). If \( \text{size}(p_i) > 0 \), then \( x(E_{i,s}^*) = c_i \).

(A5) For each \( s \in S \), it holds \( x(\delta s) \geq r_s \). If \( \text{dist}(0, p_s) > 0 \), then \( x(\delta s) = r_s \).

**Proof.** Let \( x \) and \( p \) satisfy (A1–5). For the feasibility of \( x \), it is sufficient to show that, for each \( s \in S \), there exists a flow satisfying the capacities \( x \) and \( c \) that connects \( s \) and \( S \setminus \{ s \} \) with flow-value \( r_s \). To prove this, we decompose \( x \) into a separately-capacitated multilow. An \( S \)-path is a path connecting distinct terminals. Consider the following algorithm, which takes \( x \) as an input and outputs a function \( \lambda : \mathcal{P} \to \mathbb{R}_+ \), where \( \mathcal{P} \) is a set of \( S \)-paths:

0. Let \( \mathcal{P} = \emptyset \).
1. Take \( s \in S \) and an edge \( sj \) satisfying \( x(sj) > 0 \). If such a pair does not exist, then stop the algorithm; output (\( \mathcal{P}, \lambda \)). Otherwise, let \( j_0 \leftarrow s \), \( j_1 \leftarrow j \), \( \mu \leftarrow x(sj) \), \( t \leftarrow 1 \).
2. If \( j_t \) is a terminal, then add \( P = (j_0, j_1, \ldots, j_t) \) to \( \mathcal{P} \) and let \( \lambda(P) := \mu > 0 \). Update \( x(e) \leftarrow x(e) - \mu \) on each edge \( e \) in \( P \), and return to Step 1. Otherwise go to Step 3.
3. If \( j_t \in \bigcup_{s \in S} V_s \), then \( j_{t-1}j_t \in E_{j_{t-1},j_t}^* \) or \( j_{t-1}j_t \in E_{j_{t-1},j_t}^{j_{t-1},0} \) by (A2) and \( x(j_{t-1}j_t) > 0 \). In the former case, take \( j_tj_{t+1} \in E_{j_{t-1},j_t}^{j_{t-1},0} \) with \( x(j_tj_{t+1}) > 0 \). Such an edge exists by the former part of (A3). In the latter case, take \( j_tj_{t+1} \in E_{j_{t-1},j_t}^{j_{t-1},+} \) with \( x(j_tj_{t+1}) > 0 \). Update \( \mu \leftarrow \min(\mu, x(j_tj_{t+1})) \), \( t \leftarrow t + 1 \), and return to Step 2.
If \( j_t \in V_0 \), then \( j_{t-1}j_t \in E^{i,s} \) (as we will show). Take \( s' \neq s \) with maximum \( x(E^{j_t,s'}) > 0 \), and take \( j_tj_{t+1} \in E^{i,s'} \) with \( x(j_tj_{t+1}) > 0 \). Such an edge exists by \( x(j_{t-1}j_t) > 0 \) and the former part of (A4). Update

\[
\mu \leftarrow \min \left\{ \mu, \frac{\min \left\{ \sum_{s'' \neq s} x(E^{j_t,s''}) - x(E^{j_t,s'}) \mid s'' \neq s, s' \right\}}{2} \right\},
\]

and \( t \leftarrow t + 1 \). Note that \( \mu > 0 \) by the maximality of \( x(E^{j_t,s'}) \). Return to Step 2.

Suppose that we add \( (j_0, j_1, \ldots, j_t) \) to \( \mathcal{P} \) in Step 2. Observe that \( j_{t+1} \) is at a side opposite to \( j_{t-1} \) based on \( \mathcal{P} \) for each \( t = 1, \ldots, \ell - 1 \). By the positivity of \( a \) and (A2), \( \{j_{t-1}, j_t, j_{t+1}\} \) are distinct and

\[
\text{dist}(p_{j_{t-1}}, p_{j_{t+1}}) = \text{dist}(p_{j_{t-1}}, p_{j_t}) + \text{dist}(p_{j_t}, p_{j_{t+1}})
\]

if \( j_t \in \bigcup_{s \in S} V_s \), and

\[
\text{dist}(p_{j_{t-1}}, p_{j_{t+1}}) = \text{dist}(p_{j_{t-1}}, p_{j_t}) + \text{size}(p_{j_{t-1}}) + \text{size}(p_{j_t}) + \text{size}(p_{j_{t+1}})
\]

if \( j_t \in V_0 \), where \( j_{t-1} \in V_s \) and \( j_{t+1} \in V_{s'} \) (\( s \neq s' \)). Since \( \mathcal{T} \) is a tree, we can show

\[
\text{dist}(p_{j_t}, p_{j_{t+1}}) = \sum_{t=0}^{\ell-1} \text{dist}(p_{j_t}, p_{j_{t+1}}) + \sum_{1 \leq i \leq \ell - 1, i \neq t} \text{size}(p_{j_t}) + \text{size}(p_{j_{t-1}}) + \text{size}(p_{j_{t+1}})
\]

(8)

by an induction, where \( j_{\ell} \in V_0 \) (if exists); see also [12, Lemma 3.9]. Hence \( (j_0, j_1, \ldots, j_\ell) \) is a “shortest path on \( \mathcal{T} \)” from \( j_0 \) to \( j_\ell \), and \( j_0, \ldots, j_\ell \) are distinct.

Thus after \( |V| \) executions of Step 3, the algorithm adds a path \( P \) to \( \mathcal{P} \) in Step 2. Also the algorithm keeps (A2) and the former parts of (A3–4). To see it for (A4), suppose that the algorithm adds a path \( (j_0, j_1, \ldots, j_\ell) \) to \( \mathcal{P} \) in Step 2, where \( j_0 = s \in S, j_\ell \in V_0 \) and \( j_t \in s' \in S \). By the above argument, such \( t \) is uniquely determined (if exists). Then for all \( s'' \neq s, s' \), we have \( \sum_{s'' \neq s} x(E^{i,s''}) - x(E^{i,s'}) \geq 2\mu \). Thus after the decrease of the value of \( x \) along with \( P \), it satisfies that \( \sum_{s'' \neq s} x(E^{i,s''}) - x(E^{i,s'}) \geq 0 \).

After the decrease of the value of \( x \) along with a path, it becomes \( x(e) = 0 \) for at least one edge \( e \in E \), or becomes \( \sum_{s' \neq s} x(E^{i,s'}) = 0 \) for at least one pair of \( i \in V_0 \) and \( s \in S \). The algorithm keeps those values to be zero in the remaining execution, implying that it terminates after adding at most \( O(m + n) \) paths to \( \mathcal{P} \). To see it, suppose that after the decrease of the value of \( x \) along with a path, it becomes \( \sum_{s' \neq s} x(E^{i,s'}) = 0 \) for \( i \in V_0 \) and \( s \in S \). If the algorithm chooses a path \( (j_0, \ldots, j_{t-1}j_t) \) for adding to \( \mathcal{P} \) in the remaining execution, then by the maximality of \( x(E^{i,s}) \), it should satisfy that \( j_{t-1}j_t \in E^{i,s} \) or \( j_tj_{t+1} \in E^{i,s} \). Thus \( \sum_{s' \neq s} x(E^{i,s'}) - x(E^{i,s}) \) does not change by the decrease of the value of \( x \) along with \( (j_0, \ldots, j_{t-1}) \).

We have shown the algorithm always terminates in finite steps. For the output \( f = (\mathcal{P}, \lambda) \), let \( f(e) = \sum_{P \in \mathcal{P} : e \in P} \lambda(P) \) for \( e \in E \), and let \( f(i) := \sum_{P \in \mathcal{P} : i \in P} \lambda(P) \) for \( i \in V \). Also let \( \mathcal{P}_s \subseteq \mathcal{P} \) be the subset of paths connecting \( s \) to other terminals, and let \( f_s = (\mathcal{P}_s, \lambda_s) \) for \( s \in S \). Clearly, it holds that \( f(e) \leq x(e) \leq u(e) \) for \( e \in E \). For \( i \in V_s \) (\( s \in S \)), if a path \( P \in \mathcal{P} \) goes through \( i \), then \( P \) must be contained in \( \mathcal{P}_s \). Thus by the former part of (A3), \( f_s(i) = f(i) \leq x(E^{i,s}) \leq c(i) \). Also, \( f_{s'}(i) \leq f_s(i) \leq c(i) \) for any \( s' \neq s \). On the other hand, for \( i \in V_0 \), if a path in \( \mathcal{P}_s \) (\( s \in S \)) goes through \( i \), then it must include an edge contained in \( E^{i,s} \). Thus by the former part of (A4), we have \( f_s(i) \leq x(E^{i,s}) \leq c(i) \). Therefore \( f \) is a separately-capacitated multiflow. Moreover, \( f_s \) satisfies the requirement \( r \) by the former part of (A5). Thus \( x \) is a feasible solution of FNTB.
We next show the optimality of \( x \) and \( p \). First observe that when the algorithm terminates, all edges \( e \in E \) satisfy \( x(e) = 0 \). In fact, if there exists an edge \( e \in E \) with \( x(e) > 0 \), then we can construct an \( S \)-path with edges having positive \( x \)-values by repeating to apply the former parts of (A3–4). Thus \( f(e) = x(e) \) (\( e \in E \)) for the original input \( x \). We see that

\[
\sum_{ij \in E} a_{ij}x_{ij} - \sum_{s \in S} r_s \text{dist}(0, p_s) + \sum_{i \in V \setminus S} c_i \text{size}(p_i) + \sum_{ij \in E} u_{ij}(\text{dist}(p_i, p_j) - a_{ij})^+
\]

\[
= \sum_{ij \in E} (\text{dist}(p_i, p_j) - a_{ij})^+(u_{ij} - x_{ij}) + \sum_{ij \in E} (a_{ij} - \text{dist}(p_i, p_j))^+x_{ij} + \sum_{ij \in E} x_{ij} \text{dist}(p_i, p_j)
\]

\[
+ \sum_{i \in V \setminus S} c_i \text{size}(p_i) - \sum_{s \in S} r_s \text{dist}(0, p_s)
\]

\[
= \sum_{ij \in E} (\text{dist}(p_i, p_j) - a_{ij})^+(u_{ij} - x_{ij}) + \sum_{ij \in E} (a_{ij} - \text{dist}(p_i, p_j))^+x_{ij}
\]

\[
+ \sum_{s \in S} \sum_{i \in V_s} (c_i - f(i)) \text{size}(p_i) + \sum_{i \in V_0} \sum_{s \in S} (c_i - f_s(i)) \text{size}_s(p_i) + \sum_{s \in S} (f(s) - r_s) \text{dist}(0, p_s), \tag{9}
\]

where we use \( a + (d - a)^+ = d + (a - d)^+ \) for \( a, d \in \mathbb{R} \) and

\[
\sum_{ij \in E} f(ij) \text{dist}(p_i, p_j) + \sum_{i \in V_s} \sum_{s \in S} f(i) \text{size}(p_i) + \sum_{i \in V_0} \sum_{s \in S} f_s(i) \text{size}_s(p_i)
\]

\[
= \sum_{ij \in E} \sum_{P \in \mathcal{P}, i \in V(P)} \lambda(P) \text{dist}(p_i, p_j)
\]

\[
+ \sum_{s \in S} \sum_{i \in V_s} \sum_{P \in \mathcal{P}, i \in V(P)} \lambda(P) \text{size}(p_i) + \sum_{i \in V_0} \sum_{s \in S} \sum_{P \in \mathcal{P}, s \in V(P)} \lambda_s(P) \text{size}_s(p_i)
\]

\[
= \sum_{st} \sum_{P \in \mathcal{P}, P \text{ connecting } st} \lambda(P) \text{dist}(p_s, p_t) = \sum_{s \in S} f(s) \text{dist}(0, p_s)
\]

by (8). We see \( f(i) = x(E_i^0) (= x(E_i^{1,+})) \) for \( i \in \bigcup_{s \in S} V_s \), and \( f_s(i) = x(E_i^{1,+}) \) for \( i \in V_0 \) and \( s \in S \). Also \( f(s) = x(s) \) for \( s \in S \). Then (9) is zero by (A1–2) and the latter parts of (A3–5). By Proposition 4, we conclude that \( x \) and \( p \) are both optimal. \hfill \( \blacksquare \)

\textbf{Remark 6.} Suppose the input edge-capacity \( x \) satisfies \( x(\delta i) \in \mathbb{Z}_+ \) for any \( i \in V \). Then \( \mu \) is always half-integral, and the integrality of \( x(\delta i) \) is also kept in the execution of the algorithm. Thus the output multflow is half-integer-valued. This argument will be used for proving a min-max theorem (Theorem 2) for a separately-capacitated multflow later.

The decomposition algorithm is based on [11, Lemma 4.5]; see also [14, Lemma 3.3].

The existence of an edge-capacity \( x \) satisfying (A1–5) can be checked by solving the undirected circulation problem. This fact leads a simple descent algorithm for DTB and FNDB. Notice that a potential \( p : V \rightarrow \mathbb{S} \) can be identified with a vector in \( \mathbb{S}^n \). For brevity we write \( p \in \mathbb{S}^n \) below. Let \( h_\alpha = h : \mathbb{S}^n \rightarrow \mathbb{R} \) be a function defined by

\[
h(p) := -\sum_{s \in S} r_s \text{dist}(0, p_s) + \sum_{i \in V \setminus S} c_i \text{size}(p_i) + \sum_{ij \in E} u_{ij}(\text{dist}(p_i, p_j) - a_{ij})^+
\]

if \( p \in \mathbb{S}^n \) is a potential and \( h(p) := \infty \) otherwise. Then DTB is precisely a minimization of \( h \) over \( \mathbb{S}^n \). Consider the following algorithm DESCENT:
Algorithm 1 DESCENT.

0. Initialize \( p \equiv 0 \) (i.e., \( p(i) = 0 \) for any \( i \in V \)).
1. Check the sufficiency of the optimality of \( p \) by searching \( x \) satisfying (A1–5).
2. If \( x \) is found, then \( x \) and \( p \) are optimal; stop.
3. Otherwise find \( q \in S^o \) with \( h(q) < h(p) \); update \( p \) by \( q \) and go to Step 1.

We give more details of DESCENT in Section 2.3. As for Step 1, we can also do Step 3 by the undirected circulation problem; \( q \) is computed by the certificate of the nonexistence of \( x \). In the following subsections, we introduce the undirected circulation problem and discuss how to find \( x \) or \( q \) in each case.

2.2 Checking the Optimality

Let \((U, F)\) be an undirected graph, and let \( b : F \to \mathbb{R} \) and \( \overline{b} : F \to \mathbb{R} \) be lower and upper capacity functions satisfying \( b(e) \leq \overline{b}(e) \) for each \( e \in F \). The graph \((U, F)\) may contain self-loops but no multiedges. The circulation problem on \((U, F, b, \overline{b})\) is the problem of finding an edge-weight \( y : F \to \mathbb{R} \) satisfying \( b(e) \leq y(e) \leq \overline{b}(e) \) for each \( e \in F \) and \( \sum_{ij \in F} y(ij) = 0 \) for each \( i \in U \). Such a \( y \) is called a circulation.

Let \( 3^U \) denote the set of pairs \((Y, Z)\) of two subsets \( Y, Z \subseteq U \) with \( Y \cap Z = \emptyset \). For \((Y, Z) \in 3^U\), let \( \chi_{Y, Z} := \sum_{i \in Y} \chi_i - \sum_{i \in Z} \chi_i \in \mathbb{R}^U \). Define the cut function \( \kappa : 3^U \to \mathbb{R} \) by

\[
\kappa(Y, Z) := \sum_{ij \in F} \{(\chi_{Y, Z}(\{i, j\}))^+ b(ij) - (\chi_{Z, Y}(\{i, j\}))^+ \overline{b}(ij)\} \quad ((Y, Z) \in 3^U).
\]

It is well-known that the feasibility of the circulation problem is characterized via the cut function. We can show it by reducing to Hoffman’s circulation theorem. A cut \((Y, Z) \in 3^U\) with \( \kappa(Y, Z) > 0 \) is called violating, and is called maximum violating if it attains the maximum \( \kappa(Y, Z) \) among all violating cuts.

Lemma 7 (see, e.g., [16, Theorems 2.4, 2.7]). Let \((U, F, b, \overline{b})\) be an undirected network.

1. The circulation problem is feasible if and only if \( \kappa(Y, Z) \leq 0 \) for any \((Y, Z) \in 3^U\).
2. If \( b \) and \( \overline{b} \) are integer-valued, then there exists a feasible half-integer-valued circulation \( y : E \to \mathbb{Z}^*_+ \).
3. Under the same assumption, we can obtain a feasible half-integer-valued circulation or a maximum violating cut in \( O(MF(|U|, |F|)) \) time.

Let us return to our problem. For a given proper potential \( p \in S^o \), the existence of \( x : E \to \mathbb{R}_+ \) satisfying (A1–5) reduces to the undirected circulation problem on the following network \( N_p := ((U, F), \overline{\chi}, \overline{\tau}) \). See Figure 2 for the following construction.

For each \( i \in \bigcup_{s \in S} V_s \), divide \( i \) into two nodes \( U_i := \{i^-1, i^+\} \), and connect nodes by an edge \( i^-1 \). For representing (A3), let \( \overline{\tau}(i^+) := -c_i \), and let \( \overline{\tau}(i^-) := 0 \) if \( \text{size}(p_i) = 0 \) and \( \tau(i^+) := -c_i \) if \( \text{size}(p_i) > 0 \). For each \( i \in V_0 \), divide \( i \) into \( 2k \) nodes \( U_i := U_i^0 \cup U_i^+ \), where \( U_i^0 := \{i, i^+, i^{2+}, \ldots, i^{k^+}\} \) and \( U_i^+ := \{i^0, i^0, i^{2+}, \ldots, i^{k^+}\} \), and connect them by edges \( i^0, i^{s+}, \ldots, i^{k^+} \) for \( s \in S \) and \( i^0, i^{s+}, \ldots, i^{k^+} \) for \( s' \in S \). For representing (A4), let \( \overline{\tau}(i^{s+}) := -c_i \), and let \( \overline{\tau}(i^{s+}) := 0 \) if \( \text{size}(p_i) = 0 \) and \( \tau(i^{s+}) := -c_i \) if \( \text{size}(p_i) > 0 \). Also let \( \overline{\tau}(i^0, i^{s+}, i^{s+}) := 0 \) and \( \overline{\tau}(i^0, i^{s+}, i^{s+}) := \infty \). For each \( s \in S \), let \( s^0 := s \) and \( U_s := \{s^0\} \), and add a self-loop \( s^0 \). For representing (A5), let \( \tau(s^0, s^0) := -\infty \) if \( \text{dist}(0, p_s) = 0 \) and \( \tau(s^0, s^0) := -r_s \) if \( \text{dist}(0, p_s) > 0 \), and let \( \overline{\tau}(s^0, s^0) := -r_s \).
For each edge $ij \in E$, if $\text{dist}(p_i, p_j) < a_{ij}$, then $x_{ij} = 0$ by (A2). Thus we remove those edges. Let $E_\ell$ be the set of edges $ij \in E$ with $\text{dist}(p_i, p_j) > a_{ij}$, and let $E_w$ be the set of edges $ij \in E$ with $\text{dist}(p_i, p_j) = a_{ij}$. We replace endpoints of each edge $ij \in E_\ell \cup E_w$. If $i \in V_0$ and $j \in V_s$ (or $s \neq s'$), then replace $ij$ with $i_0j$. If $i, j \in V_s$ and $p_i$ is closer to 0 than $p_j$, i.e., $\text{dist}(0, p_i) < \text{dist}(0, p_j)$, then replace $ij$ with $i_0j$. We identify those replaced edges with the original edges. Let $c(ij) := 0$ if $ij \in E_\ell$ and $c(ij) := u_{ij}$ if $ij \in E_w$, and let $c(ij) := u_{ij}$. $U$ and $F$ are defined as the union of all nodes and edges in the above, respectively.

Theorem 8. Let $\mathcal{N}_p = ((U, F), c, \ell)$ be the undirected network constructed from a proper potential $p \in \mathbb{S}^n$. If it has a (half-integer-valued) circulation $y : F \to \mathbb{R}$, then an edge-capacity function $x : E \to \mathbb{R}_+$ defined by

$$x(e) = \begin{cases} y(e) & \text{if } e \in E_\ell \cup E_w, \\ 0 & \text{otherwise (} e = ij \text{ with } \text{dist}(p_i, p_j) < a_{ij} \text{)} \end{cases}$$

satisfies (A1–5).

Proof. We can obtain (A1–5) from definitions immediately. For example, the former part of (A4) follows from $x(E_{i,s}) = -y(i^{s,0}i^{s,+}) \leq -g(i^{s,0}i^{s,+}) = c_i$ and

$$x(E_{i,s}) = -y(i^{s,0}i^{s,+}) = \sum_{s' \neq s} y(i^{s,0}i^{s',0}) \geq \sum_{s' \neq s} -y(i^{s',0}i^{s',+}) = \sum_{s' \neq s} x(E_{i,s'}),$$

and the latter part of (A4) follows from $-y(i^{s,0}i^{s,+}) \geq -\ell(i^{s,0}i^{s,+}) = c_i$ for $i \in V_0$ and $s \in S$ with size$_s(p_i) > 0$.

2.3 Finding a Descent Direction

If the algorithm in Lemma 7 outputs a circulation in $\mathcal{N}_p$, then an optimal edge-capacity is computed from the circulation, and $p$ is optimal by Lemma 5 and Theorem 8. Otherwise the algorithm outputs a maximum violating cut. We show that we can find $q \in \mathbb{S}^n$ with $h(q) < h(p)$ using the maximum violating cut. A basic idea is to modify each subtree $p_i$, according to the intersection pattern of the maximum violating cut with $U_i$, so that the objective function $h$ decreases. This implies the necessity of Lemma 5 and the strong duality of Proposition 4.
We begin by introducing the notion of basic moves for a subtree. For an s-type subtree \( T = [l, l']_s \), we denote its endpoints by \( v_0(T) := (l, s) \in T \) and \( v_+(T) := (l', s) \in T \). When we remove \( T \) from \( T \), there appear two connected components. Let \( T'_0 \) be the component containing \( 0 (\in T) \), and \( T'_+ \) be the other. We can expand the subtree \( T \) by adding a node next to \( T \). There are two nodes next to \( T \), one is contained in \( T'_0 \) and the other is contained in \( T'_+ \). The 0-expansion is the operation to add that node contained in \( T_{i,0} \) to \( T \), and the \( +\)-expansion is the operation to add that node contained in \( T_{i,+} \) to \( T \). If \( T \) satisfies size(\( T \)) > 0, then we can shrink \( T \) by removing \( v_0(T) \) or \( v_+(T) \) from \( T \). The 0-shrinkage is the operation to remove \( v_0(T) \) from \( T \), and the \( +\)-shrinkage is the operation to remove \( v_+(T) \) from \( T \).

For a 0-type subtree \( T = [l_s]_{s \in S} \), we denote its endpoints by \( v_s(T) := (l_s, s) \in T \) for \( s \in S \). When we remove \( T \) from \( T \), there appear \( k (= |S|) \) connected components. For \( s \in S \), let \( T'_s \) be the component which is contained in \( P_s \). As above, we can expand the subtree \( T \) by adding a node next to \( T \). There are \( k \) nodes next to \( T \), and each \( T'_s \) \((s \in S)\) contains exactly one such a node. The \((s, +)-expansion \) for \( s \in S \) is the operation to add that node contained in \( T'_s \) to \( T \). If \( T \) satisfies size(\( T \)) > 0 for \( s \in S \), then we can shrink \( T \) by removing \( v_s(T) \) from \( T \). The \((s, +)-shrinkage \) for \( s \in S \) with size(\( T \)) > 0 is the operation to remove \( v_s(T) \) from \( T \). For \( s \in S \), if size(\( T \)) = 0 for any other \( s' \in S \), then we can shrink \( T \) by removing \( 0 (\in T) \) from \( T \). The \((s, 0)-shrinkage \) for such \( s \in S \) is the operation to remove 0 from \( T \). We call these expansion and shrinkages basic moves.

Let \((Y, Z) \in 3^U\) be a cut. From \((Y, Z)\), the modification \( p^{Y,Z} \) of \( p \) is defined as follows. For \( s \in S \), do:
- If \( s^0 \in Y \), then 0-expand and +-shrink \( p_s \).
- If \( s^0 \in Z \), then +-expand and 0-shrink \( p_s \).
For \( i \in \bigcup_{s \in S} V_s \), do:
- If \( i^0 \in Y \), then 0-expand \( p_i \). If \( i^0 \in Z \), then 0-shrink \( p_i \).
- If \( i^+ \in Y \), then +-expand \( p_i \). If \( i^+ \in Z \), then +-shrink \( p_i \).
For \( i \in V_0 \), do:
- If \( U_{i}^0 \cap (Y \cup Z) = \emptyset \), then we do the following for each \( s \in S \):
  - If \( i^{s,+} \in Y \), then \((s, +)-expand \) \( p_i \). If \( i^{s,+} \in Z \), then \((s, +)-shrink \) \( p_i \).
- If \( i^{s,0} \in Z \) for some \( s \in S \), then \((s, 0)-shrink \) \( p_i \). Also do the following:
  - If \( i^{s,+} \in Y \), then \((s, +)-expand \) \( p_i \). If \( i^{s,+} \in Z \), then \((s, +)-shrink \) \( p_i \).
There may exists \( i \in V \) that such a move cannot be defined, e.g., \( i \in \bigcup_{s \in S} V_s \) with size(\( p_i \)) ≤ 1/2 and \( \{i^0, i^+\} \subseteq Z \), or \( j \in V_0 \) with \( \{j^{s,0}, j^{s',0}\} \subseteq Z \). If the moves can be defined for all \( i \in V \), then the cut \((Y, Z)\) is called movable. For a movable cut \((Y, Z) \in 3^U\), we denote the modified potential by \( p^{Y,Z} \).

We call a node \((l, s) \in T\) even if the number of edges between \((l, s)\) and 0 is even, and odd otherwise. A basic move is said to be upward if the added node is even or the removed node is odd. A basic move is said to be downward if the added node is odd or the removed node is even. A movable cut \((Y, Z) \in 3^U\) is upward-movable (resp. downward-movable) if all basic moves occurring in the modification from \( p \) to \( p^{Y,Z} \) are basic upward moves (resp. basic downward moves). Let denote the sets of all upward-movable cuts and downward-movable cuts by \( \mathcal{M}^\uparrow \) and \( \mathcal{M}^\downarrow \), respectively.

**Lemma 9.** For \((Y, Z) \in \mathcal{M}^\uparrow \cup \mathcal{M}^\downarrow \), it holds \( h(p^{Y,Z}) - h(p) = -\kappa(Y, Z)/2 \).

Thus we are motivated to obtain an upward- or downward-movable cut \((Y, Z)\) with a positive \( \kappa(Y, Z) \) value. The following lemma says that we can do this efficiently given a maximum violating cut.
Lemma 10. Given a maximum violating cut, we can obtain an upward-movable cut \((Y, Z) \in \mathcal{M}^+\) and a downward-movable cut \((Y', Z') \in \mathcal{M}^-\) satisfying
\[
\kappa(Y, Z) = \max_{(Y'', Z'') \in \mathcal{M}^+} \kappa(Y'', Z''), \quad \kappa(Y', Z') = \max_{(Y'', Z'') \in \mathcal{M}^-} \kappa(Y'', Z'')
\]
in \(O(kn)\) time. Moreover, at least one of \(\kappa(Y, Z)\) and \(\kappa(Y', Z')\) is positive.

Theorem 11. Let \(\mathcal{N}_p := ((U, F), \underline{c}, \overline{c})\) be the undirected network constructed from a proper potential \(p \in \mathbb{S}^n\). Suppose that the instance is infeasible. Given a maximum violating cut, we can obtain a proper potential \(q \in \mathbb{S}^n\) with \(h(q) < h(p)\) in \(O(kn)\) time.

Proof. By Lemma 10, we can obtain an upward-movable cut \((Y, Z) \in \mathcal{M}^+\) and a downward-movable cut \((Y', Z') \in \mathcal{M}^-\) satisfying (11) in \(O(kn)\) time. Let \((Y'', Z'')\) be the cut that attains maximum \(\kappa\)-value among \(\{(Y, Z), (Y', Z')\}\), and let \(q := p^{Y'', Z''}\). Then \(h(q) < h(p)\) by Lemmas 9 and 10. We can make \(q\) proper by the procedure given in the first part of the proof of Proposition 4.

Now we are ready to present the details of DESCENT. First construct \(\mathcal{N}_p\) from the current proper potential \(p \in \mathbb{S}^n\), and run the algorithm given in Lemma 7 to solve the circulation problem; this corresponds to Step 1 given in the procedure at the end of Section 2.1. If a feasible half-integer-valued circulation is obtained, then a half-integral optimal edge-capacity \(x\) is computed by Theorem 8; this corresponds to Step 2. Otherwise a maximum violating cut is obtained, and then a proper potential \(q \in \mathbb{S}^n\) with \(h(q) < h(p)\) is computed by Theorem 11; this corresponds to Step 3. One iteration of this algorithm can be done in \(O(MF(kn, m + k^2n))\) time.

The value \(-h(p)\) is at most \(mUA\) (by Proposition 4) and \(-h(p) \in \mathbb{Z}_+.\) Thus the number of iterations is at most \(O(mUA)\). Actually, this analysis of the time complexity is not tight. In fact, the number of iterations can be evaluated as \(O(nA)\).

If a potential \(q \in \mathbb{S}^n\) is obtained from a potential \(p\) by a modification defined by a movable cut on \(\mathcal{N}_p\), then we say that \(q\) is a neighbor of \(p\), that is, there exists a movable cut \((Y^t, Z^t) \in \mathcal{Z}^t\) such that \(q = p^{Y^t, Z^t}\). For \(p, q \in \mathbb{S}^n\), define a distance \(d_{\mathbb{S}^n}(p, q)\) by the minimum length of a sequence \((p = p_0, p_1, \ldots, p_\ell = q)\) such that \(p_t\) is a neighbor of \(p_{t-1}\) for all \(t = 1, \ldots, \ell\). Let \(\text{opt}(h)\) denote the set of minimizers of \(h\), and let \(d_{\mathbb{S}^n}(p, \text{opt}(h)) := \min_{q \in \text{opt}(h)} d_{\mathbb{S}^n}(p, q)\).

Lemma 12. Starting with an initial potential \(p_0 \in \mathbb{S}^n\), DESCENT finds an optimal potential at most \(d_{\mathbb{S}^n}(p_0, \text{opt}(h)) + 2\) iterations.

Lemma 12 can be shown by using DCA beyond \(\mathbb{Z}^n\). We will discuss it in Section 3.

Lemma 13. There exists an optimal potential \(p \in \text{opt}(h)\) satisfying that for any \(i \in V\), \(p_i\) is contained in \((2nA, 2nA, \ldots, 2nA) \in \mathbb{S}\).

Theorem 14. DESCENT solves FNTB in \(O(nA \cdot MF(kn, m + k^2n))\) time.

Proof. We can only consider the potentials satisfying the condition in Lemma 13. Any pair of such potentials \(p, q \in \mathbb{S}\) satisfies \(d_{\mathbb{S}^n}(p, q) = O(nA)\). Then the statement follows from Lemma 12.

We note that Theorem 14 is shown under the positivity assumption of the edge-cost \(a\). We prove Theorem 2 using Theorem 14.
Proof of Theorem 2. Let \( f = (P, \lambda) \) be a separately-capacitated multflow. Recall that \( f_s = (P_s, \lambda_{P_s}) \), where \( P_s \subseteq P \) is a subset of paths connecting \( s \) to other terminals. Let \( \text{val}(f) := \sum_{P \in \mathcal{P}} \lambda(P) \) and \( \text{val}(f_s) := \sum_{P \in \mathcal{P}_s} \lambda(P) \) for \( s \in S \). Then \( \text{val}(f_s) \) is at most the capacity of any \( (S \setminus \{s\}) \) cut. Thus \( \text{val}(f) = (1/2) \sum_{s \in S} \text{val}(f_s) \leq (1/2) \sum_{s \in S} \nu_s \).

Consider an instance \( (V, E), S, u, c, a_r \) of FNTB, where \( a \equiv 1 \) and \( a_r := \nu_r \) for each \( s \in S \). Since \( u \) clearly satisfies (1), this instance is feasible. Then DESCENT outputs a half-integral optimal edge-capacity \( x \) and an optimal potential \( p \). Since \( x \) and \( p \) satisfy the conditions (A1–5), we can apply the decomposition algorithm in the proof of Lemma 5 for \( x \), and obtain a separately-capacitated multflow \( f \). Then \( \text{val}(f) = (1/2) \sum_{s \in S} \text{val}(f_s) \leq (1/2) \sum_{s \in S} \nu_s \). Moreover, since \( x \) comes from a half-integral circulation (Theorem 8), \( x \) satisfies \( x(\delta i) \in \mathbb{Z}_+ \) for any \( i \in V \setminus S \). In fact, for \( i \in \bigcup_{s \in S} V_s \), it is observed from \( x(\delta i) = -2y(i^0 i^+) \), and for \( i \in V_0 \), it is observed from \( x(\delta i) = \sum_{s \in S} -y(i^0 s^+) = 2 \sum_{s \in S} y(i^0 s^+) \). Then by Remark 6, the decomposition algorithm outputs a half-integral-valued multflow.

The time complexity result follows from that FNTB can be solved in \( O(n \cdot \text{MF}(kn, m + k^2 n)) \) time by Theorem 14, and the decomposition algorithm runs in \( O((m + kn)n) \) time.

### 2.4 Scaling Algorithm

The time complexity of DESCENT is pseudo-polynomial. We improve it by combining with a (cost-)scaling method.

Let \( \gamma \in \mathbb{Z}_+ \) be an integer such that \( 2^\gamma \geq A \). The scaling algorithm consists of \( \gamma + 1 \) phases. In \( t \)-th phase, solve DTB with an edge-cost \( a_t : E \to \mathbb{Z}_+ \) defined by \( a_t(e) := \lceil a(e)/2^t \rceil \) (\( e \in E \)), i.e., minimize \( h_{a_t} \). (Recall \( h_a \) is defined by (10).) Here \( \lceil \cdot \rceil \) is the round-up operator. Note that all \( a_t(e) \) are positive. Begin with \( t = \mu \), and decrease \( t \) one-by-one. Then, when \( t = 0 \), the problem coincides with the original DTB. In each \( t \)-phase, we use DESCENT to minimize \( h_{a_t} \).

At the initial phase \( t = \mu \), we run DESCENT with the starting point \( p_0 \in \mathbb{S}^n \), where \( p_i(0) = 0 \) for all \( i \in V \). For \( t \)-phase with \( t \leq \mu - 1 \), the starting point is determined from the obtained optimal potential in the previous phase. Let \( 2[l, l'_t]_s := [2l, 2l'_t]_s \) and \( 2[l]_s := [2l]_s \in S \). For a potential \( p \in \mathbb{S}^n \), define a new potential \( 2p \in \mathbb{S}^n \) by \( (2p)_i := 2p_i \), for \( i \in V \).

**Lemma 15.** Let \( p \in \mathbb{S}^n \) be an optimal potential for \( t \)-phase \( (t = 1, \ldots, \mu) \). Then the potential \( 2p \in \mathbb{S}^n \) is optimal for DTB with an edge-cost \( 2a_t \).

**Proof.** By the strong duality of Proposition 4, there exists a solution \( x : E \to \mathbb{R} \) for FNTB, such that \( \sum_{e \in E} a_t(e) x(e) = -h_{a_t}(p) \). Then \( \sum_{e \in E} 2a_t(e)x(e) = -2h_{a_t}(2p) \) holds, which implies the optimality of \( 2p \) by (the weak duality of) Proposition 4.

Observe that \( a_t-1 = 2a_t - \sum_{e \in F} \chi_e \), where \( F := \{ e \in E \mid a_t(e) \text{ is odd} \} \). The key property is the following sensitivity result.

**Lemma 16.** Let \( a : E \to \mathbb{Z}_+ \) be a positive edge-cost. Let \( e \in E \) be an edge satisfying \( a(e) \geq 2 \), and \( a' := a - \chi_e \). Let \( p \in \text{opt}(h_a) \). Then \( d_{\mathbb{S}^n}(p, \text{opt}(h_{a'})) \leq 2 \).

We prove Lemma 16 in Section 3.3 using the notion of discrete convexity.

**Proof of Theorem 1.** For the initial phase \( t = \mu \), an optimal potential can be obtained in \( O(n) \) iterations of DESCENT by Lemmas 12 and 13. For each remaining phase, an optimal potential can be obtained in \( O(m) \) iterations of DESCENT by Lemmas 12, 15 and 16. Thus \( O(n + m \log A) = O(m \log A) \) iterations of DESCENT are sufficient. Recall that we assume the positivity of the edge-cost \( a \). When \( a \) is not positive, the perturbation (Remark 3) is needed. Thus the maximum of edge-costs is \( O(mUA) \). Then the theorem follows.
3 Discrete Convex Analysis for Node-Connectivity Terminal Backup

The theory of DCA beyond \( \mathbb{Z}^n \) gives an algorithm, called the steepest descent algorithm (SDA), for minimizing L-convex functions on certain graph structures. We first introduce the L-convexity and SDA, and next show that DESCENT is precisely SDA for an L-convex function. Then Lemma 12 immediately follows. Finally, we discuss a sensitivity argument, which shows Lemma 16.

3.1 A General Theory

In this subsection, we briefly introduce a theory of discrete convexity on graph structures specialized to median graphs. See [15] for further details.

We use basic terminologies of poset and lattice. Let \( L \) be a poset (partially ordered set) with a partial order \( \leq \). The principal filter \( \mathcal{F}_x \) and the principal ideal \( \mathcal{I}_x \) of \( x \in L \) are defined as \( \{ y \in L \mid y \geq x \} \) and \( \{ y \in L \mid y \leq x \} \), respectively. For \( x, y \in L \) with \( x \leq y \), the interval \( [x, y) \) is defined as the set of \( z \in L \) satisfying \( x \leq z \leq y \). We consider a (meet-)semilattice having the minimum element. A median semilattice \( L \) is a semilattice that every principal ideal is a distributive lattice and for any \( x, y, z \in L \), the join \( x \vee y \vee z \) exists if \( x \vee y, y \vee z \), and \( z \vee v \) exist. A Boolean semilattice is a median semilattice that every principal ideal is a Boolean lattice.

Let \( G \) be a (possibly infinite) undirected graph. We denote the set of nodes also by \( G \). Let \( d = d_G \) be the shortest path metric on \( G \). The (metric) interval \( I(u, v) \) of \( u, v \in G \) is the set of \( w \in G \) satisfying \( d(u, v) = d(u, w) + d(w, v) \). A median graph \( G \) is a graph that for any \( u, v, w \in G \), \( I(u, v) \cap I(v, w) \cap I(w, u) \) is a singleton.

We consider an orientation on edges of a median graph \( G \), that takes \( u \searrow v \) or \( u \nearrow v \) on each edge \( uv \). An orientation is admissible if for any 4-cycle \( (u_1, u_2, u_3, u_4) \), \( u_1 \searrow u_2 \) implies \( u_4 \searrow u_3 \). It is known [13, Lemma 2.4] that an admissible orientation on a median graph is acyclic. Thus we can define a poset on \( G \) by the admissible orientation, i.e., if an edge \( uv \) is oriented as \( u \nearrow v \), then \( u \leq v \). \( G \) with an admissible orientation is well-oriented if \( [u, v] \) is a Boolean lattice for any \( u, v \) with \( u \leq v \). In a well-oriented median graph \( G \), it is known [15, Proposition 2] that every principal filter of \( G \) is a Boolean semilattice, and every principal ideal of \( G \) is a Boolean semilattice with the reversed order.

We can define an L-convex function on a well-oriented median graph \( G \). For a function \( f : G \to \mathbb{R} \), define the effective domain of \( f \) as \( \{ u \in G \mid f(u) < \infty \} \) and denote by \( \text{dom} f \).

If a sequence of nodes \( (u = u_0, u_1, \ldots, u_{\ell} = v) \) satisfies that for any \( i = 1, \ldots, \ell \), there exist \( u', v' \in G \) with \( u' \preceq v' \) such that \( \{ u_{i-1}, u_i \} \subseteq [u', v'] \), then the sequence is said to be a \( \Delta \)-path connecting \( u \) and \( v \). A subset \( X \subseteq G \) is \( \Delta \)-connected if for any \( u, v \in X \), there exists a \( \Delta \)-path in \( X \) connecting \( u \) and \( v \). A function \( f : G \to \mathbb{R} \) is called L-convex if \( \text{dom} f \) is \( \Delta \)-connected and the restrictions of \( f \) to every principal filter and ideal are submodular. Here the submodularity on a median semilattice is a rather complicated notion; we give a formal definition in the full version.

The global optimality of an L-convex function \( f \) can be characterized by a local condition: \( u \in \text{dom} f \) is a minimizer of \( f \) if and only if \( u \) is a minimizer of \( f \) restricted to \( \mathcal{F}_u \cup \mathcal{I}_u \). This induces a natural minimization algorithm, called the steepest descent algorithm (SDA):

\[ \mathbf{Algorithm 2} \text{ SDA.} \]

0. Initialize \( u \in G \) with \( f(u) < \infty \).
1. Find a local minimizer \( v \in \mathcal{F}_u \cup \mathcal{I}_u \) of \( f \).
2. If \( f(v) = f(u) \), then stop; output \( u \). Otherwise update \( u \) by \( v \) and go to Step 1.
The number of iterations of SDA is bounded by the $\Delta$-distance from the initial point $u$ and minimizers of $f$. Here the $\Delta$-distance $d^\Delta(u,v)$ of $u,v \in G$ is the minimum length of a $\Delta$-path connecting $u$ to $v$. Let $\text{opt}(f)$ denote the set of minimizers of $f$, and let $d^\Delta(u,\text{opt}(f)) := \min_{v \in \text{opt}(f)} d^\Delta(u,v)$.

> **Theorem 17** ([15, Theorem 4.3]). The number of iterations of SDA with the initial point $u \in G$ is at most $d^\Delta(u,\text{opt}(f)) + 2$.

### 3.2 Discrete Convexity in Node-Connectivity Terminal Backup

We show that the dual objective function $h$ defined in (10) is actually an L-convex function, and the algorithm DESCENT is precisely SDA. Define a graph on $S$ by connecting two nodes (subtrees) $T,T' \in S$ such that $T$ and $T'$ can transform to each other by a basic move. If we can move $T$ to $T'$ by a basic downward-move (equivalently, we can move $T'$ to $T$ by a basic upward-move), we give an orientation $T \setminus T'$. The graph $S$ is a median graph, but not well-oriented. To make the graph well-oriented, we add a virtual subtree connecting to nodes $(l,s)$ and $(l+1/2,s)$ for each $l \in \mathbb{Z}_+^*$ and $s \in S$. We denote such a virtual subtree by $[l+1/2,l]_s$. Give a natural orientation to each added edge. Let $\mathbb{S} := S \cup \{[l+1/2,l]_s \mid l \in \mathbb{Z}_+^*, s \in S\}$. Extend $h$ to be a function on $\mathbb{S}$ by $h(p) := \infty$ if there exists $i \in V$ such that $p_i \in S \setminus S$.

> **Proposition 18.**

1. $\mathbb{S}$ is a well-oriented median graph, and so is $\mathbb{S}^n$.
2. $h$ is an L-convex function on $\mathbb{S}^n$.
3. For $p,q \in \mathbb{S}^n$, $d_{\mathbb{S}^n}(p,q) = d^\Delta(p,q)$.
4. The map $(Y,Z) \mapsto p^{Y,Z}$ is a bijection between $\mathcal{M}_p^+$ and $\mathcal{F}_p \cap \text{dom } h$, and $\mathcal{M}_h^+$ and $\mathcal{I}_p \cap \text{dom } h$.

**Proof of Lemma 12.** By Lemma 9 and Proposition 18 (4), the cuts $(Y,Z)$ and $(Y',Z')$ in Lemma 10 are minimizers of $h$ on $\mathcal{F}_p$ and $\mathcal{I}_p$, respectively. Therefore DESCENT is precisely SDA for $h$. Thus the number of iterations can be evaluated by Theorem 17, and the statement follows from Proposition 18 (3).

### 3.3 Sensitivity

To prove Lemma 16, we transform the instance $((V,E),S,u,c,a,r)$ of FNTB to an edge-uncapacitated one by a standard technique: Divide each edge $e \in E$ into two edges $e_1,e_2$, and add a new node $v_e$ into the middle of these two edges. Let the edge-costs of $e_1$ and $e_2$ be the same as the original edge-cost of $e$, and let the edge-capacities of $e_1$ and $e_2$ be $\infty$. Let the node-capacity of the added node be $u(e)$. The number of vertices in the new instance is $|V| + |E| = n + m$, and the number of edges is $2|\bar{E}| = 2m$. We denote the new instance by $((\tilde{V},\tilde{E}),\tilde{S},\tilde{u},\tilde{c},\tilde{a},\tilde{r})$.

We consider the dual problem DTB for the edge-uncapacitated instance. In this case, we say that $\tilde{p} \in \mathbb{S}^{n+m}$ is a potential for an edge-cost $\tilde{a}$ if it satisfies (4) and $\text{dist}(\tilde{p}_i,\tilde{p}_j) \leq \tilde{a}_{ij}$ for any $ij \in \tilde{E}$. Then DTB is a minimization of a function $h_{\tilde{a}} : \mathbb{S}^n \rightarrow \mathbb{R}$ defined by

$$
\tilde{h}_{\tilde{a}}(\tilde{p}) := -\sum_{s \in \tilde{S}} r_s \text{dist}(0,\tilde{p}_s) + \sum_{i \in \tilde{V} \setminus \tilde{S}} \tilde{c}_i \text{size}(\tilde{p}_i)
$$

(12)

if $\tilde{p}$ is a potential for $\tilde{a}$ and $\tilde{h}_{\tilde{a}}(\tilde{p}) := \infty$ otherwise.
Let \( p \in \mathbb{S}^n \) be a potential for the original instance. We can extend \( p \) to a potential \( \bar{p} \) for the edge-uncapacitated instance as follows: for \( v = i \in V \), let \( \bar{p}_v := 2p_i \). For \( v = u_j \) (\( i \in E \)), we have two cases \( \text{dist}(p_i, p_j) \leq a_{ij} \) and \( \text{dist}(p_i, p_j) > a_{ij} \). For the former case, let \( \bar{p}_v \) be any point in \( \mathbb{T} \) (i.e., \( \text{size}(\bar{p}_v) = 0 \)) satisfying \( \text{dist}(\bar{p}_i, \bar{p}_v) \leq a_{ij} \) and \( \text{dist}(\bar{p}_v, \bar{p}_j) \leq a_{ij} \). For the latter case, let \( \bar{p}_v \) satisfy \( \text{dist}(\bar{p}_i, \bar{p}_v) = a_{ij} \), \( \text{dist}(\bar{p}_v, \bar{p}_j) = a_{ij} \) and \( \text{size}(\bar{p}_v) = 2 \text{dist}(\bar{p}_v, \bar{p}_j) - a_{ij} > 0 \).

\[ \mathbf{Proposition 19.} \] Let \( p \in \mathbb{S}^n \) be an optimal potential for the original instance. Then the extended potential \( \bar{p} \in \mathbb{S}^{n+m} \) defined above is optimal for the edge-uncapacitated instance.

We first show Lemma 16 for an edge-uncapacitated instance. For brevity, we assume that the original instance \((V,E),S,u,c,a,r\) is already an edge-capacitated instance. By Proposition 18 (3), the following is equivalent to Lemma 16.

\[ \mathbf{Lemma 20.} \] Let \( a : E \to \mathbb{Z}_+ \) be a positive edge-cost. Let \( ij \in E \) be an edge satisfying \( a(ij) \geq 2 \), and \( a' := a - \chi_{ij} \). Then for any \( p \in \text{opt}(h_a) \), it holds \( d^\Delta(p, \text{opt}(h_{a'})) \leq 2 \).

We prove Lemma 20 via the notion of normal \( \Delta \)-paths. Let \( G \) be an oriented median graph. For nodes \( u, v \in G \) with \( d^\Delta(u, v) = 1 \), let \( \langle\langle u, v \rangle\rangle \) be the minimum interval \([u', v']\) such that \( [u, v] \subseteq [u', v'] \). A \( \Delta \)-path \((u = u_0, u_1, \ldots, u_t = v)\) is the normal \( \Delta \)-path from \( u \) to \( v \) if for any \( t = 1, \ldots, \ell - 1 \) and any interval \([u', v']\) with \( \{u_{i-1}, u_i\} \subseteq [u', v'] \) it holds \([u', v'] \cap \langle\langle u_i, u_{i+1} \rangle\rangle = \{u_i\}\). The normal \( \Delta \)-path from \( u \) to \( v \) is uniquely determined, and the length \( \ell \) equals to \( d_G^\Delta(u, v) \) [3, Theorem 6.24]. Let \( u \to v \) denote \( u_1 \), and let \( u \to v \) denote \( u_{t-1} \). Also Let \( u \to^t v \) denote \( u_t \) for \( t = 0, \ldots, \ell \).

\[ \mathbf{Lemma 21.} \] Let \( p, q \in \text{dom} h_a \). Then

\[
\begin{align*}
    h_a(p) + h_a(q) &\geq h_a(p \to q) + h_a(q \to p), \quad (13) \\
    h_a(p) + h_a(q) &\geq h_a(p \to q) + h_a(q \to p). \quad (14)
\end{align*}
\]

\[ \mathbf{Lemma 22.} \] Let \( p, q \in \mathbb{S}^n \) and \( i, j \in V \). Suppose that \( \text{dist}(q_i, q_j) < \text{dist}((q \to p)_i, (q \to p)_j) \) and \( \text{dist}(q_i, q_j) < \text{dist}((p \to q)_i, (p \to q)_j) \). Then for any \( t = 1, \ldots, d^\Delta(p, q) \), it holds \( \text{dist}((p \to^{t-1} q)_i, (p \to^{t-1} q)_j) + 1/2 \leq \text{dist}((p \to^t q)_i, (p \to^t q)_j) \).

Proof of Lemma 20. If \( p \) is a potential for \( a' \), then \( p \in \text{opt}(h_{a'}) \). Suppose that \( p \) is not a potential for \( a' \). Take \( q \in \text{opt}(h_{a'}) \) having the minimum \( \Delta \)-distance from \( p \). Then \( q \in \text{dom} h_a \). Thus by (13) and \( p \in \text{opt}(h_a) \), we have \( h_a(q) \geq h_a(q \to p) \). If \( q \to p \) \( \in \text{dom} h_a \), then \( h_a(q \to p) = h_a(q \to p) \leq h_a(q) = h_a(q) \) and thus \( q \to p \in \text{opt}(h_{a'}) \); a contradiction to the minimality of \( q \). Hence \( q \to p \notin \text{dom} h_a \), and dist((q \to p)_i, (q \to p)_j) \geq a'_{ij} + 1/2 > a'_{ij} \geq \text{dist}(q_i, q_j) \) (by the half-integrality of \( \text{dist}(\cdot, \cdot) \)). Similarly we have \( \text{dist}((p \to q)_i, (p \to q)_j) \) > \( \text{dist}(q_i, q_j) \). Then we can apply Lemma 22 and obtain

\[
\begin{align*}
    \text{dist}(p_i, p_j) &\geq \text{dist}((p \to q)_i, (p \to q)_j) + 1/2 \\
    &\geq \text{dist}((p \to^2 q)_i, (p \to^2 q)_j) + 2/2 \\
    &\geq \cdots \geq \text{dist}((p \to q)_i, (p \to q)_j) + (d^\Delta(p, q) - 1)/2.
\end{align*}
\]

By \( \text{dist}(p_i, p_j) \leq a_{ij} \) and \( \text{dist}((p \to q)_i, (p \to q)_j) \geq a'_{ij} + 1/2 = a_{ij} - 1/2 \), we have

\[
\begin{align*}
    d^\Delta(p, q) \leq 1 + 2(\text{dist}(p_i, p_j) - \text{dist}((p \to q)_i, (p \to q)_j)) \leq 2.
\end{align*}
\]

We give a sketch of a proof of Lemma 16 for an edge-capacitated instance. First construct the edge-uncapacitated instance \((V, \bar{E}), S, \bar{u}, \bar{c}, \bar{a}, r\) as above. Then an optimal potential \( \bar{p} \in \mathbb{S}^{n+m} \) is obtained from \( p \) by Proposition 19, and \( e \in E \) is divided into two edges.
By Lemma 20 for $e_1$ and $e_2$, there exists an optimal potential $\bar{p}'$ for the edge-uncapacitated instance with $d^+(\bar{p}, \bar{p}') \leq 4$. By halving $\bar{p}'$, a “quarter-integral” optimal potential $p' \in \text{opt}(h_\omega)$ is obtained. Lemma 16 is then shown by rounding quarter-integral components to half-integral.
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Abstract
We consider the complexity of counting weighted graph homomorphisms defined by a symmetric matrix $A$. Each symmetric matrix $A$ defines a graph homomorphism function $Z_A(\cdot)$, also known as the partition function. Dyer and Greenhill [10] established a complexity dichotomy of $Z_A(\cdot)$ for symmetric $\{0,1\}$-matrices $A$, and they further proved that its $\#P$-hardness part also holds for bounded degree graphs. Bulatov and Grohe [4] extended the Dyer-Greenhill dichotomy to nonnegative symmetric matrices $A$. However, their hardness proof requires graphs of arbitrarily large degree, and whether the bounded degree part of the Dyer-Greenhill dichotomy can be extended has been an open problem for 15 years. We resolve this open problem and prove that for nonnegative symmetric $A$, either $Z_A(G)$ is in polynomial time for all graphs $G$, or it is $\#P$-hard for bounded degree (and simple) graphs $G$. We further extend the complexity dichotomy to include nonnegative vertex weights. Additionally, we prove that the $\#P$-hardness part of the dichotomy by Goldberg et al. [12] for $Z_A(\cdot)$ also holds for simple graphs, where $A$ is any real symmetric matrix.
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Introduction

The modern study of graph homomorphisms originates from the work by Lovász and others several decades ago and has been a very active area [18, 14]. If $G$ and $H$ are two graphs, a graph homomorphism (GH) is a mapping $f: V(G) \rightarrow V(H)$ that preserves vertex adjacency, i.e., whenever $(u,v)$ is an edge in $G$, $(f(u),f(v))$ is also an edge in $H$. Many combinatorial problems on graphs can be expressed as graph homomorphism problems. Well-known examples include the problems of finding a proper vertex coloring, vertex cover, independent
Dichotomy for Bounded Degree Nonnegative Graph Homomorphisms

set and clique. For example, if \( V(H) = \{0, 1\} \) with an edge between 0 and 1 and a loop at 0, then \( f : V(G) \to \{0, 1\} \) is a graph homomorphism iff \( f^{-1}(1) \) is an independent set in \( G \); similarly, proper vertex colorings on \( G \) using at most \( m \) colors correspond to homomorphisms from \( G \) to \( H = K_m \) (with no loops).

More generally, one can consider weighted graphs \( H \) and aggregate all homomorphisms from \( G \) to \( H \) into a weighted sum. This is a powerful graph invariant which can express many graph properties. Formally, for a symmetric \( m \times m \) matrix \( A \), the graph homomorphism function on a graph \( G = (V, E) \) is defined as follows:

\[
Z_A(G) = \sum_{\xi : V \to \{0, 1\}} \prod_{(u, v) \in E} A_{\xi(u), \xi(v)}.
\]

Note that if \( H \) is unweighted, and \( A \) is its \( \{0, 1\} \)-adjacency matrix, then each product \( \prod_{(u, v) \in E} A_{\xi(u), \xi(v)} \) is 0 or 1, and is 1 iff \( \xi \) is a graph homomorphism. Thus in this case \( Z_A(G) \) counts the number of homomorphisms from \( G \) to \( H \). One can further allow \( H \) to have vertex weights. In this case, we can similarly define the function \( Z_{A, D}(\cdot) \) (see Definition 4).

These sum-of-product functions \( Z_A(\cdot) \) and \( Z_{A, D}(\cdot) \) are referred to as the partition functions in statistical physics [3]. Various special cases of GH have been studied extensively, which include the Ising, Potts, hardcore gas, Beach, Widom-Rowlinson models, etc. [3].

The computational complexity of \( Z_A(\cdot) \) has been studied systematically. Dyer and Greenhill [10, 11] proved that, for a symmetric \( \{0, 1\} \)-matrix \( A \), \( Z_A(\cdot) \) is either in polynomial time or \#P-complete, and they gave a succinct condition for this complexity dichotomy: if \( A \) satisfies the condition then \( Z_A(\cdot) \) is computable in polynomial time (we also call it tractable), otherwise it is \#P-complete. Bulatov and Grohe [4] (see also [22, 13]) generalized the Dyer-Greenhill dichotomy to \( Z_A(\cdot) \) for nonnegative symmetric matrices \( A \). It was further extended by Goldberg et al. [12] to arbitrary real symmetric matrices, and finally by Cai, Chen and Lu [7] to arbitrary complex symmetric matrices. In the last two dichotomies, the tractability criteria are not trivial to state. Nevertheless, both tractability criteria are decidable in polynomial time (in the size of \( A \)).

The definition of the partition function \( Z_A(\cdot) \) can be easily extended to directed graphs \( G \) and arbitrary (not necessarily symmetric) matrices \( A \) corresponding to directed edge weighted graphs \( H \). Concerning the complexity of counting directed GH, we currently have the decidable dichotomies by Dyer, Goldberg and Paterson [9] for \( \{0, 1\} \)-matrices corresponding to (unweighted) simple acyclic graphs \( H \), and by Cai and Chen [6] for all nonnegative matrices \( A \).

Dyer and Greenhill in the same paper [10] proved a stronger statement that if a \( \{0, 1\} \)-matrix \( A \) fails the tractability condition then \( Z_A(G) \) is \#P-complete even when restricted to bounded degree graphs \( G \). We note that the complexity of GH for bounded degree graphs is particularly interesting as much work has been done on the approximate complexity of GH focused on bounded degree graphs and approximate algorithms are achieved for them [8, 25, 21, 20, 17, 1, 2, 19, 15]. However, for fifteen years the worst case complexity for bounded degree graphs in the Bulatov-Grohe dichotomy was open. Since this dichotomy is used essentially in almost all subsequent work, e.g., [12, 7], this has been a stumbling block.

Our main contribution in this paper is to resolve this 15-year-old open problem. We prove that the \#P-hardness part of the Bulatov-Grohe dichotomy still holds for bounded degree graphs. It can be further strengthened to apply to bounded degree simple graphs. We actually prove a broader dichotomy for \( Z_{A, D}(\cdot) \), where in addition to the nonnegative symmetric edge weight matrix \( A \) there is also a nonnegative diagonal vertex weight matrix \( D \). We will give an explicit tractability condition such that, if \((A, D)\) satisfies the condition
then $Z_{A,D}(G)$ is computable in polynomial time for all $G$, and if it fails the condition then $Z_{A,D}(G)$ is #P-hard even restricted to bounded degree simple graphs $G$. $Z_A(G)$ is the special case of $Z_{A,D}(G)$ when $D$ is the identity matrix. Additionally, we prove that the #P-hardness part of the dichotomy by Goldberg et al. [12] for all real symmetric edge weight matrices $A$ still holds for simple graphs. (Although in this case, whether under the same condition on $A$ the #P-hardness still holds for bounded degree graphs is not resolved in the present paper.)

In order to prove the dichotomy theorem on bounded degree graphs, we have to introduce a nontrivial extension of the well-developed interpolation method [24]. We use some of the well-established techniques in this area of research such as stretchings and thickenings. But the main innovation is an overall design of the interpolation for a more abstract target polynomial than $Z_{A,D}$. To carry out the proof there is an initial condensation step where we combine vertices that have proportionately the same neighboring edge weights (technically defined by pairwise linear dependence) into a super vertex with a combined vertex weight. Note that this creates vertex weights even when initially all vertex weights are 1. When vertex weights are present, an approach in interpolation proof is to arrange things well so that in the end one can redistribute vertex weights to edge weights. However, when edge weights are not 0-1, any gadget design must deal with a quantity at each vertex that cannot be directly redistributed. This dependence has the form $\sum_{j=1}^{m_{C(w)}} \alpha_{C(w)}^{\deg(w)} \mu_{C(w)}^{\deg(w)} \zeta_{C(w)}^{\deg(w)}$, resulting from combining pairwise linearly dependent rows and columns, that depends on the vertex degree $\deg(w)$ in a complicated way. (We note that in the 0-1 case all $\mu_{C(w)} \in \{0, 1\}$, making it in fact degree independent.)

We overcome this difficulty by essentially introducing a virtual level of interpolation — an interpolation to realize some “virtual gadget” that cannot be physically realized, and yet its “virtual” vertex weights are suitable for redistribution. Technically we have to define an auxiliary graph $G'$, and express the partition function in an extended framework, called $Z_{A,D}'$ on $G'$ (see Definition 6). In a typical interpolation proof, there is a polynomial with coefficients that have a clear combinatorial meaning defined in terms of $G$, usually consisting of certain sums of exponentially many terms in some target partition function. Here, we will define a target polynomial with certain coefficients; however these coefficients do not have a direct combinatorial meaning in terms of $Z_{A,D}(G)$, but rather they only have a direct combinatorial meaning in terms of $Z_{A,D}'(G')$. In a suitable “limiting” sense, a certain aggregate of these coefficients forms some useful quantity in the final result. This introduces a concomitant “virtual” vertex weight which depends on the vertex degree that is “just-right” so that it can be redistributed to become part of the incident edge weight, thus effectively killing the vertex weight. This leads to a reduction from $Z_C(\cdot)$ (without vertex weight) to $Z_{A,D}(\cdot)$, for some $C$ that inherits the hardness condition of $A$, thus proving the #P-hardness of the latter. This high level description will be made clearer in Section 4. The nature of the degree dependent vertex weight introduces a substantial difficulty; in particular a direct adaptation of the proof in [10] does not work.

Our extended vertex-weighted version of the Bulatov-Grohe dichotomy can be used to correct a crucial gap in the proof by Thurley [23] for a dichotomy for $Z_A(\cdot)$ with Hermitian edge weight matrices $A$, where this degree dependence was also at the root of the difficulty.

---

2 In [23], the proof of Lemma 4.22 uses Lemma 4.24. In Lemma 4.24, $A$ is assumed to have pairwise linearly independent rows while Lemma 4.22 does not assume this, and the author appeals to a twin reduction step in [10]. However, unlike in the 0-1 case [10], such a step incurs degree dependent vertex weights. This gap is fixed by our Theorem 8.
2 Preliminaries

In order to state all our complexity results in the strict notion of Turing computability, we adopt the standard model [16] of computation for partition functions, and require that all numbers be from an arbitrary but fixed algebraic extension of \( \mathbb{Q} \). We use \( \mathbb{R} \) and \( \mathbb{C} \) to denote the sets of real and complex algebraic numbers. Many statements remain true in other fields or rings if arithmetic operations can be carried out efficiently in a model of computation (see [5] for more discussions on this issue).

For a positive integer \( n \), we use \([n]\) to denote the set \( \{1, \ldots, n\} \). When \( n = 0 \), \([0]\) = \( \emptyset \). We use \([m:n]\), where \( m \leq n \), to denote \( \{m, m + 1, \ldots, n\} \).

In this paper, we consider undirected graphs unless stated otherwise. Following standard papers \([10, 4]\) use them in their proofs. A graph \( A \) is allowed to have multiple edges but no loops. (However, we will touch on this issue a few times when \( G \) is allowed to have loops.) The graph \( H \) can have multiple edges and loops, or more generally, edge weights. For the graph \( H \), we treat its loops as edges.

An edge-weighted graph \( H \) on \( m \) vertices can be identified with a symmetric \( m \times m \) matrix \( A \) in the obvious way. We write this correspondence by \( H = A_H \).

Definition 1. Let \( A \in \mathbb{C}^{m \times m} \) be a symmetric matrix. The problem \( \text{EVAL}(A) \) is defined as follows: Given an undirected graph \( G = (V, E) \), compute

\[
Z_A(G) = \sum_{\xi : V \to [m]} \prod_{(u,v) \in E} A_{\xi(u),\xi(v)}.
\]

The function \( Z_A(\cdot) \) is called a graph homomorphism function or a partition function. When \( A \) is a symmetric \( \{0,1\} \)-matrix, i.e., when the graph \( H = A \) is unweighted, \( Z_A(G) \) counts the number of homomorphisms from \( G \) to \( H \). In this case, we denote \( \text{EVAL}(H) = \text{EVAL}(A_H) \), and this problem is also known as the \#-\( H \)-coloring problem.

Theorem 2 (Dyer and Greenhill [10]). Let \( H \) be a fixed undirected graph. Then \( \text{EVAL}(H) \) is in polynomial time if every connected component of \( H \) is either (1) an isolated vertex, or (2) a complete graph with all loops present, or (3) a complete bipartite graph with no loops present. Otherwise, the problem \( \text{EVAL}(H) \) is \#P-complete.

Bulatov and Grohe [4] extended Theorem 2 to \( \text{EVAL}(A) \) where \( A \) is a symmetric matrix with nonnegative entries. In order to state their result, we need to define a few notions first.

We say a nonnegative symmetric \( m \times m \) matrix \( A \) is rectangular if there are pairwise disjoint nonempty subsets of \([m]\): \( T_1, \ldots, T_r, P_1, \ldots, P_s, Q_1, \ldots, Q_q \), for some \( r, s, q \geq 0 \), such that \( A_{i,j} > 0 \) iff

\[
(i,j) \in \bigcup_{k \in [r]} (T_k \times T_k) \cup \bigcup_{l \in [s]} [(P_l \times Q_l) \cup (Q_l \times P_l)].
\]

We refer to \( T_k \times T_k, P_l \times Q_l \) and \( Q_l \times P_l \) as blocks of \( A \). Further, we say a nonnegative symmetric matrix \( A \) is block-rank-1 if \( A \) is rectangular and every block of \( A \) has rank one.

Theorem 3 (Bulatov and Grohe [4]). Let \( A \) be a symmetric matrix with nonnegative entries. Then \( \text{EVAL}(A) \) is in polynomial time if \( A \) is block-rank-1, and is \#P-hard otherwise.

There is a natural extension of \( \text{EVAL}(A) \) involving the use of vertex weights. Both papers \([10, 4]\) use them in their proofs. A graph \( H \) on \( m \) vertices with vertex and edge weights is identified with a symmetric \( m \times m \) edge weight matrix \( A \) and a diagonal \( m \times m \) vertex weight matrix \( D = \text{diag}(D_1, \ldots, D_m) \) in a natural way. Then the problem \( \text{EVAL}(A) \) can be generalized to \( \text{EVAL}(A, D) \) for vertex-edge-weighted graphs.
Definition 4. Let $A \in \mathbb{C}^{m \times m}$ be a symmetric matrix and $D \in \mathbb{C}^{m \times m}$ a diagonal matrix. The problem \textsc{EVAL}(A, D) is defined as follows: Given an undirected graph $G = (V, E)$, compute

$$Z_{A,D}(G) = \sum_{\xi : V \to [m]} \prod_{w \in V} D_{\xi(w)} \prod_{(u,v) \in E} A_{\xi(u),\xi(v)}.$$

Note that \textsc{EVAL}(A) is the special case \textsc{EVAL}(A, I_m). We also need to define another \textsc{EVAL} problem where the vertex weights are specified by the degree.

Definition 5. Let $A \in \mathbb{C}^{m \times m}$ be a symmetric matrix and $\mathcal{D} = \{D_{\xi}^{(i)}\}_{i=0}^{\infty}$ a sequence of diagonal matrices in $\mathbb{C}^{m \times m}$. The problem \textsc{EVAL}(A, $\mathcal{D}$) is defined as follows: Given an undirected graph $G = (V, E)$, compute

$$Z_{A,\mathcal{D}}(G) = \sum_{\xi : V \to [m]} \prod_{w \in V} D_{\xi(w)}^{\deg(w)} \prod_{(u,v) \in E} A_{\xi(u),\xi(v)}.$$

Finally, we need to define a general \textsc{EVAL} problem, where the vertices and edges can individually take specific weights. Let $\mathcal{A}$ be a set of (edge weight) $m \times m$ matrices and $\mathcal{D}$ a set of diagonal (vertex weight) $m \times m$ matrices. A GH-grid $\Omega = (G, \rho)$ consists of a graph $G = (V, E)$ with possibly both directed and undirected edges, and loops, and $\rho$ assigns to each edge $e \in E$ or loop an $A_e \in \mathcal{A}$ and to each vertex $v \in V$ a $D_v \in \mathcal{D}$. (A loop is just an edge of the form $(v, v)$.) If $e \in E$ is a directed edge then the tail and head correspond to rows and columns of $A_e$, respectively; if $e \in E$ is an undirected edge then $A_e$ must be symmetric.

Definition 6. The problem \textsc{EVAL}($\mathcal{A}$, $\mathcal{D}$) is defined as follows: Given a GH-grid $\Omega = \Omega(G)$, compute

$$Z_{\mathcal{A},\mathcal{D}}(\Omega) = \sum_{\xi : V \to [m]} \prod_{v \in V} D_{\xi(v)}^{\deg(v)} \prod_{e=(u,v) \in E} A_e^{\xi(u),\xi(v)}.$$

We remark that $Z_{\mathcal{A},\mathcal{D}}$ is introduced only as a tool to express a certain quantity in a “virtual” interpolation; the dichotomy theorems do not apply to this. Definitions 5 and 6 are carefully crafted in order to carry out the #P-hardness part of the proof of Theorem 8. Notice that the problem \textsc{EVAL}($\mathcal{A}$, $\mathcal{D}$) generalizes both problems \textsc{EVAL}(A) and \textsc{EVAL}(A, D), by taking $\mathcal{A}$ to be a single symmetric matrix, and by taking $\mathcal{D}$ to be a single diagonal matrix. But \textsc{EVAL}(A, $\mathcal{D}$) is not naturally expressible as \textsc{EVAL}($\mathcal{A}$, $\mathcal{D}$) because the latter does not force the vertex-weight matrix on a vertex according to its degree.

We refer to $[m]$ as the domain of the corresponding \textsc{EVAL} problem. If $\mathcal{A} = \{A\}$ or $\mathcal{D} = \{D\}$, then we simply write $Z_{A,D}(\cdot)$ or $Z_{\mathcal{A},D}(\cdot)$, respectively.

We use a superscript $(\Delta)$ and/or a subscript simp to denote the restriction of a corresponding \textsc{EVAL} problem to degree-$\Delta$ bounded graphs and/or simple graphs. E.g., \textsc{EVAL}$(\Delta)(A)$ denotes the problem \textsc{EVAL}(A) restricted to degree-$\Delta$ bounded graphs, \textsc{EVAL}$_{\text{simp}}(A, \mathcal{D})$ denotes the problem \textsc{EVAL}(A, $\mathcal{D}$) restricted to simple graphs, and both restrictions apply in \textsc{EVAL}$_{\text{simp}}(\Delta)(A, \mathcal{D})$.

Working within the framework of \textsc{EVAL}(A, D), we define an edge gadget to be a graph with two distinguished vertices, called $u^*$ and $v^*$. An edge gadget $G = (V, E)$ has a signature (edge weight matrix) expressed by an $m \times m$ matrix $F$, where

$$F_{ij} = \sum_{\xi : V \to [m]} \prod_{z \in V \setminus \{u^*, v^*\}} D_{\xi(z)} \prod_{(x,y) \in E} A_{\xi(x),\xi(y)}.$$
for $1 \leq i, j \leq m$. When this gadget is placed in a graph identifying $u^*$ and $v^*$ with two vertices $u$ and $v$ in that graph, then $F$ is the signature matrix for the pair $(u, v)$. Note that the vertex weights corresponding to $u$ and $v$ are excluded from the product in the definition of $F$. Similar definitions can be introduced for $\text{EVAL}(A)$, $\text{EVAL}(A, \mathcal{D})$ and $\text{EVAL}(\mathcal{A}, \mathcal{D})$.

We use $\leq^p_T$ (and $\equiv^p_T$) to denote polynomial-time Turing reductions (and equivalences, respectively).

Two simple operations are known as thickening and stretching. Let $p, r \geq 1$ be integers. A $p$-thickening of an edge replaces it by $p$ parallel edges, and a $r$-stretching replaces it by a path of length $r$. In both cases we retain the endpoints $u, v$. The $p$-thickening or $r$-stretching of $G$ with respect to $F \subseteq E(G)$, denoted respectively by $T_p(F)(G)$ and $S_r(F)(G)$, are obtained by $p$-thickening or $r$-stretching each edge from $F$, respectively. Other edges, if any, are unchanged in both cases. When $F = E(G)$, we call them the $p$-thickening and $r$-stretching of $G$ and denote them by $T_p(G)$ and $S_r(G)$, respectively. $T_p e$ and $S_r e$ are the special cases when the graph consists of a single edge $e$. See Figure 1 for an illustration. Thickenings and stretchings can be combined in any order. Examples are shown in Figure 2.

For a matrix $A$, we denote by $A^{\otimes p}$ the matrix obtained by replacing each entry of $A$ with its $p$th power. Clearly, $Z_{A}(T_p G) = Z_{A^{\otimes p}}(G)$ and $Z_{A}(S_r G) = Z_{A^r}(G)$. More generally, for the vertex-weighted case, we have $Z_{A,D}(T_p G) = Z_{A^{\otimes p},D}(G)$ and $Z_{A,D}(S_r G) = Z_{A(DA)^{-1},D}(G)$. Here $(DA)^0 = I_m$ if $A$ and $D$ are $m \times m$.

### 3 Dichotomy for bounded degree graphs

In addition to the Dyer-Greenhill dichotomy (Theorem 2), in the same paper [10] they also proved that the #P-hardness part of their dichotomy holds for bounded degree graphs. The bounded degree case of the Bulatov-Grohe dichotomy (Theorem 3) was left open, and all known proofs [4, 22, 13] of its #P-hardness part require unbounded degree graphs. All subsequent dichotomies that use the Bulatov-Grohe dichotomy, e.g., [12, 7] also explicitly or implicitly (because of their dependence on the Bulatov-Grohe dichotomy) require unbounded degree graphs. In this paper, we extend the #P-hardness part of the Bulatov-Grohe dichotomy to bounded degree graphs.

**Theorem 7.** Let $A$ be a symmetric nonnegative matrix. If $A$ is not block-rank-1, then for some $\Delta > 0$, the problem $\text{EVAL}^{(\Delta)}(A)$ is #P-hard.
The degree bound $\Delta$ proved in Theorem 7 depends on $A$, as is the case in Theorem 2. The authors of [10] conjectured that a universal bound $\Delta = 3$ works for Theorem 2; whether a universal bound exists for both Theorems 2 and 7 is open. For general symmetric real or complex $A$, it is open whether bounded degree versions of the dichotomies in [12] and [7] hold. Xia [26] proved that a universal bound does not exist for complex symmetric matrices $A$, assuming \#P does not collapse to P.

We prove a broader dichotomy than Theorem 7, which also includes arbitrary nonnegative vertex weights.

**Theorem 8.** Let $A$ and $D$ be $m \times m$ nonnegative matrices, where $A$ is symmetric, and $D$ is diagonal. Let $A'$ be the matrix obtained from $A$ by striking out rows and columns that correspond to 0 entries of $D$ on the diagonal. If $A'$ is block-rank-1, then the problem $\text{EVAL}(A, D)$ is in polynomial time. Otherwise, for some $\Delta > 0$, the problem $\text{EVAL}_\text{simp}^{(\Delta)}(A, D)$ is \#P-hard.

Every 0 entry of $D$ on the diagonal effectively nullifies the corresponding domain element in $[m]$, so the problem becomes an equivalent problem on the reduced domain. Thus, for a nonnegative diagonal $D$, without loss of generality, we may assume the domain has already been reduced so that $D$ is positive diagonal. In what follows, we will make this assumption.

In Section 5, we will prove the tractability part of Theorem 8. This follows easily from known results. In Section 6, we will present two technical lemmas, Lemma 9 and Lemma 10 to be used in Section 4. Finally, in Section 7 we prove Theorem 11, showing that the \#P-hardness part of the dichotomy for counting GH by Goldberg et al. [12] for real symmetric matrices (with mixed signs) is also valid for simple graphs.

4 Hardness proof

We proceed to prove the \#P-hardness part of Theorem 8. Let $A$ and $D$ be $m \times m$ matrices, where $A$ is nonnegative symmetric but not block-rank-1, and $D$ is positive diagonal. The first step is to eliminate pairwise linearly dependent rows and columns of $A$. (We will see that this step will naturally create nontrivial vertex weights even if we initially start with the vertex unweighted case $D = I_m$.)

If $A$ has a zero row or column $i$, then for any connected input graph $G$ other than a single isolated vertex, no map $\xi : V(G) \to [m]$ having a nonzero contribution to $Z_{A,D}(G)$ can map any vertex of $G$ to $i$. So, by crossing out all zero rows and columns (they have the same index set since $A$ is symmetric) we may assume that $A$ has no zero rows or columns. We then delete the same set of rows and columns from $D$, thereby expressing the problem $\text{EVAL}_\text{simp}^{(\Delta)}(A, D)$ for $\Delta \geq 0$ on a smaller domain. Also permuting the rows and columns of both $A$ and $D$ simultaneously by the same permutation does not change the value of $Z_{A,D}()$, and so it does not change the complexity of $\text{EVAL}_\text{simp}^{(\Delta)}(A, D)$ for $\Delta \geq 0$ either. Having no zero rows and columns implies that pairwise linear dependence is an equivalence relation, and so we may assume that the pairwise linearly dependent rows and columns of $A$ are contiguously arranged. Then, after renaming the indices, the entries of $A$ are of the following form: $A_{(i,j),(i',j')} = \mu_{ij}\mu_{i'j'}A_{i',i'}$, where $A'$ is a nonnegative symmetric $s \times s$ matrix with all columns nonzero and pairwise linearly independent, $1 \leq i, i' \leq s$, $1 \leq j \leq m_i$, $1 \leq j' \leq m_{i'}$, $\sum_{i=1}^{s} m_i = m$, and all $\mu_{ij} > 0$. We also rename the indices of the matrix $D$ so that the diagonal entries of $D$ are of the following form: $D_{(i,j),(i,j)} = \alpha_{ij} > 0$ for $1 \leq i \leq s$ and $1 \leq j \leq m_i$. As $m \geq 1$ we get $s \geq 1$. 
Then the partition function $Z_{A,D}(\cdot)$ can be written in a compressed form

\[
Z_{A,D}(G) = \sum_{\zeta : V(G) \to [s]} \left( \prod_{w \in V(G)} m_{\zeta(w)} \sum_{j=1}^{\deg(w)} \alpha_{\zeta(w)}^j \mu_{\zeta(w)}^j \right) \prod_{(u,v) \in E(G)} A_{\zeta(u),\zeta(v)}^j = Z_{A',D}(G)
\]

where $D = \{ D[k] \}_{k=0}^\infty$ with $D[k] = \sum_{i,j=1}^{m_{ij}} \alpha_{ij}^k \mu_{ij}^k > 0$ for $k \geq 0$ and $1 \leq i \leq s$. Then all matrices in $D$ are positive diagonal. Note the dependence on the vertex degree $\deg(w)$ for $w \in V(G)$. Since the underlying graph $G$ remains unchanged, this way we obtain the equivalence $\text{EVAL}^{(\Delta)}_{\text{simp}}(A,D) \equiv \text{P}_T \text{EVAL}^{(\Delta)}_{\text{simp}}(A',D)$ for any $\Delta \geq 0$. Here the subscript simp can be included or excluded, and the same is true for the superscript $(\Delta)$, the statement remains true in all cases. We also point out that the entries of the matrices $D[k] \in D$ are computable in polynomial time in the input size of $(A,D)$ as well as in $k$.

### 4.1 Gadgets $P_{n,p}$ and $R_{d,n,p}$

We first introduce the edge gadget $P_{n,p}$, for all $p,n \geq 1$. It is obtained by replacing each edge of a path of length $n$ by the gadget in Figure 5 from Lemma 10. More succinctly $P_{n,p}$ is $S_2 T_p S_n e$, where $e$ is an edge.

To define the gadget $R_{d,n,p}$, for all $d,n,p \geq 1$, we start with a cycle on $d$ vertices $F_1, \ldots, F_d$ (call it a $d$-cycle), replace every edge of the $d$-cycle by a copy of $P_{n,p}$, and append a dangling edge at each vertex $F_i$ of the $d$-cycle. To be specific, a 2-cycle has two vertices with 2 parallel edges between them, and a 1-cycle is a loop on one vertex. The gadget $R_{d,n,p}$ always has $d$ dangling edges. Note that all $R_{d,n,p}$ are loopless simple graphs (i.e., without parallel edges or loops), for $d,n,p \geq 1$. An example of a gadget $R_{d,n,p}$ is shown in Figure 3. For the special cases $d = 1, 2$, examples of gadgets $R_{d,n,p}$ can be seen in Figure 4.

We note that vertices in $P_{n,p}$ have degrees at most $2p$, and vertices in $R_{d,n,p}$ have degrees at most $2p + 1$, taking into account the dangling edges. Clearly $|V(R_{d,n,p})| = dn(p+1)$ and $|E(R_{d,n,p})| = (2np + 1)d$, including the dangling edges.
By Lemma 10, we can fix some $p \geq 1$ such that $B = (A'D[2^p]A')^p$ is nondegenerate, where the superscript $[2^p]$ is from the stretching operator $S_2$ which creates those degree 2 vertices, and the superscript $\circ^p$ is from the thickening operator $T_p$, followed by $S_2$, which creates those parallel paths of length 2. The edge gadget $P_{n,p}$ has the edge weight matrix

$$L^{(n)} = \begin{cases} BD[2^p]B, & \text{where } D[2^p] \text{ appears } n-1 \geq 0 \text{ times} \\ B, & \text{if } n = 1 \end{cases}$$

$$= (D[2^p])^{-1/2}(D[2^p])^{1/2}B(D[2^p])^{1/2}(D[2^p])^{-1/2},$$

where in the notation $L^{(n)}$ we suppress the index $p$. The $n - 1$ occurrences of $D[2^p]$ in (1) are due to those $n - 1$ vertices of degree $2p$. Here $(D[2^p])^{1/2}$ is a diagonal matrix with the positive square roots of the corresponding entries of $D[2^p]$ on the main diagonal, and $(D[2^p])^{-1/2}$ is its inverse. The vertices $F_i$ are of degree $2p + 1$ each, but the contributions by its vertex weights are not included in $L^{(n)}$.

The constraint function induced by $R_{d,n,p}$ is more complicated to write down. When it is placed as a part of a graph, for any given assignment to the $d$ vertices $F_i$, we can express the contribution of the gadget $R_{d,n,p}$ in terms of $d$ copies of $L^{(n)}$, together with the vertex weights incurred at the $d$ vertices $F_i$ which will depend on their degrees.

### 4.2 Interpolation using $R_{d,n,p}$

Assume for now that $G$ does not contain isolated vertices. We will replace every vertex $u \in V(G)$ of degree $d = d_u = \deg(u) \geq 1$ by a copy of $R_{d,n,p}$, for all $n,p \geq 1$. The replacement operation can be described in two steps: In step one, each $u \in V(G)$ is replaced by a $d$-cycle on vertices $F_1, \ldots, F_d$, each having a dangling edge attached. The $d$ dangling edges will be identified one-to-one with the $d$ incident edges at $u$. If $u$ and $v$ are adjacent vertices in $G$, then the edge $(u, v)$ in $G$ will be replaced by merging a pair of dangling edges, one from the $d_u$-cycle and one from the $d_v$-cycle. Thus in step one we obtain a graph $G'$, which basically replaces every vertex $u \in V(G)$ by a cycle of $\deg(u)$ vertices. Then in step two, for every cycle in $G'$ that corresponds to some $u \in V(G)$ we replace each edge on the cycle by a copy of the edge gadget $P_{n,p}$.

Let $G_{n,p}$ denote the graph obtained from $G$ by the replacement procedure above. Since all gadgets $R_{d,n,p}$ are loopless simple graphs, so are $G_{n,p}$ for all $n,p \geq 1$, even if $G$ has multiple edges (or had multiloops, if we view a loop as adding degree 2 to the incident vertex). As a technical remark, if $G$ contains vertices of degree 1, then the intermediate graph $G'$ has loops but all graphs $G_{n,p}$ ($n,p \geq 1$) do not. Also note that all vertices in $G_{n,p}$ have degree at most $2p + 1$, which is independent of $n$. 

---

**Figure 4** Examples of gadgets $R_{d,n,p}$ for $d = 1, 2$. 

(a) $R_{1,5,5}$  
(b) $R_{2,4,3}$
Next, it is not hard to see that

\[ |V(G_{n,p})| = \sum_{u \in V(G)} d_u n(p + 1) = 2n(p + 1)|E(G)|, \]

\[ |E(G_{n,p})| = |E(G)| + \sum_{u \in V(G)} 2npd_u = (4np + 1)|E(G)|. \]

Hence the size of the graphs \( G_{n,p} \) is polynomially bounded in the size of \( G \), \( n \) and \( p \).

Since we chose a fixed \( p \), and will choose \( n \) to be bounded by a polynomial in the size of \( G \), whenever something is computable in polynomial time in \( n \), it is also computable in polynomial time in the size of \( G \) (we will simply say in polynomial time).

We consider \( Z_{A',D}(G) \), and substitute \( G \) by \( G_{n,p} \). We will make use of the edge weight matrix \( L^{(n)} \) of \( \mathcal{P}_{n,p} \) in (2). The vertices \( F_i \) are of degree \( 2p + 1 \) each in \( G_{n,p} \), so will each contribute a vertex weight according to the diagonal matrix \( D^{[2p+1]} \) to the partition function, which are not included in \( L^{(n)} \), but now must be accounted for in \( Z_{A',D}(G_{n,p}) \).

Since \( B \) is real symmetric and \( D^{[2p]} \) is positive diagonal, the matrix

\[ \tilde{B} = (D^{[2p]})^{1/2} B (D^{[2p]})^{1/2} \]

is real symmetric. Then \( \tilde{B} \) is orthogonally diagonalizable over \( \mathbb{R} \), i.e., there exist a real orthogonal matrix \( S \) and a real diagonal matrix \( J = \text{diag}(\lambda_i) \) such that \( \tilde{B} = S^T J S \). Then \( \tilde{B}^n = S^T J^n S \) so the edge weight matrix for \( \mathcal{P}_{n,p} \) becomes

\[ L^{(n)} = (D^{[2p]})^{-1/2} \tilde{B}^n (D^{[2p]})^{-1/2} = (D^{[2p]})^{-1/2} S^T J^n S (D^{[2p]})^{-1/2}. \]

Note that \( L^{(n)} \) as a matrix is defined for any \( n \geq 0 \), and \( L^{(0)} = (D^{[2p]})^{-1} \), even though there is no physical gadget \( \mathcal{P}_{0,p} \) that corresponds to it. However, it is precisely this “virtual” gadget we wish to “realize” by interpolation.

Clearly, \( \tilde{B} \) is nondegenerate as \( B \) and \( (D^{[2p]})^{1/2} \) both are, and so is \( J \). Then all \( \lambda_i \neq 0 \). We can also write \( L_{ij}^{(n)} = \sum_{\ell=1}^s a_{ij\ell} \lambda_{\ell}^n \) for every \( n \geq 0 \) and some real \( a_{ij\ell} \)'s which depend on \( S \), \( D^{[2p]} \), but not on \( J \) and \( n \), for all \( 1 \leq i, j, \ell \leq s \). By the formal expansion of the symmetric matrix \( L^{(n)} \) above, we have \( a_{ij\ell} = a_{j\ell i} \). Note that for all \( n, p \geq 1 \), the gadget \( \mathcal{R}_{d_e, n,p} \) for \( v \in V(G) \) employs exactly \( d_v \) copies of \( \mathcal{P}_{n,p} \). Let \( t = \sum_{v \in V(G)} d_v = 2|E(G)| \); this is precisely the number of edge gadgets \( \mathcal{P}_{n,p} \) in \( G_{n,p} \).

In the evaluation of the partition function \( Z_{A',D}(G_{n,p}) \), we stratify the vertex assignments in \( G_{n,p} \) as follows. Denote by \( \kappa = (k_{ij})_{1 \leq i \leq j \leq s} \) a tuple of nonnegative integers, where the indexing is over all \( s(s + 1)/2 \) ordered pairs \((i, j)\). There are a total of \( \binom{t + s(s + 1)/2 - 1}{s(s + 1)/2 - 1} \) such tuples that satisfy \( \sum_{1 \leq i \leq j \leq s} k_{ij} = t \). For a fixed \( s \), this is a polynomial in \( t \), and thus a polynomial in the size of \( G \). Denote by \( \mathcal{K} \) the set of all such tuples \( \kappa \). We will stratify all vertex assignments in \( G_{n,p} \) by \( \kappa \in \mathcal{K} \), namely all assignments such that there are exactly \( k_{ij} \) many constituent edge gadgets \( \mathcal{P}_{n,p} \) with the two end points (in either order of the end points) assigned \( i \) and \( j \) respectively.

For each \( \kappa \in \mathcal{K} \), the edge gadgets \( \mathcal{P}_{n,p} \) in total contribute \( \prod_{1 \leq i < j \leq s} (L_{ij}^{(n)})^{k_{ij}} \) to the partition function \( Z_{A',D}(G_{n,p}) \). If we factor this product out for each \( \kappa \in \mathcal{K} \), we can express \( Z_{A',D}(G_{n,p}) \) as a linear combination of these products over all \( \kappa \in \mathcal{K} \), with polynomially many coefficient values \( c_{\kappa} \) that are independent of all edge gadgets \( \mathcal{P}_{n,p} \). Another way to define these coefficients \( c_{\kappa} \) is to think in terms of \( G' \): For any \( \kappa = (k_{ij})_{1 \leq i \leq j \leq s} \in \mathcal{K} \), we say a vertex assignment on \( G' \) is consistent with \( \kappa \) if it assigns exactly \( k_{ij} \) many cycle edges of \( G' \) (i.e., those that belong to the cycles that replaced vertices in \( G \)) as ordered pairs of vertices to the values \((i, j)\) or \((j, i)\). (For any loop in \( G' \), as a cycle of length 1 that came
from a degree 1 vertex of \( G \), it can only be assigned \((i, i)\) for some \( 1 \leq i \leq s \). Let \( L' \) be any symmetric edge signature to be assigned on each of these cycle edges in \( G' \), and keep the edge signature \( A' \) on the merged dangling edges between any two such cycles, and the suitable vertex weights specified by \( D \), namely each vertex receives its vertex weight according to \( D^{[2p+1]} \). Then \( c_\kappa \) is the sum, over all assignments consistent with \( \kappa \), of the products of all edge weights and vertex weights other than the contributions by \( L' \), in the evaluation of the partition function on \( G' \). In other words, for each \( \kappa \in K \),

\[
c_\kappa =  \sum_{\zeta: V(G') \to \{s\}} \prod_{w \in V(G')} D^{[2p+1]}_{\zeta(w)} \prod_{(u, v) \in \tilde{E}} A'_{\zeta(u), \zeta(v)},
\]

where \( \tilde{E} \subseteq E(G') \) are the non-cycle edges of \( G' \) that are in 1-1 correspondence with \( E(G) \).

In particular, the values \( c_\kappa \) are independent of \( n \). Thus for some polynomially many values \( c_\kappa \), where \( \kappa \in K \), we have for all \( n \geq 1 \),

\[
Z_{A', D}(G_{n, p}) = \sum_{\kappa \in K} c_\kappa \prod_{1 \leq i \leq s} (L^{(n)}_{i,j})^{k_{ij}} = \sum_{\kappa \in K} c_\kappa \prod_{1 \leq i \leq s} \left( \sum_{t=1}^{s} a_{ij} \lambda^t_i \right)^{k_{ij}}.
\]  

(3)

Expanding out the last sum and rearranging the terms, for some values \( b_{i_1, \ldots, i_s} \) independent of \( n \), we get

\[
Z_{A', D}(G_{n, p}) = \sum_{i_1 + \ldots + i_s = 0 \atop i_1, \ldots, i_s \geq 0} b_{i_1, \ldots, i_s} \left( \prod_{j=1}^{s} \lambda^t_j \right)^n
\]

for all \( n \geq 1 \).

This represents a linear system with the unknowns \( b_{i_1, \ldots, i_s} \) with the rows indexed by \( n \). The number of unknowns is clearly \( \binom{s+t-1}{t-1} \) which is polynomial in the size of the input graph \( G \) since \( s \) is a constant. The values \( \prod_{j=1}^{s} \lambda^t_j \) can be clearly computed in polynomial time.

We show how to compute the value

\[
\sum_{i_1 + \ldots + i_s = 0 \atop i_1, \ldots, i_s \geq 0} b_{i_1, \ldots, i_s}
\]

from the values \( Z_{A', D}(G_{n, p}) \), \( n \geq 1 \) in polynomial time. The coefficient matrix of this system is a Vandermonde matrix. However, it can have repeating columns so it might not be of full rank because the coefficients \( \prod_{j=1}^{s} \lambda^t_j \) do not have to be pairwise distinct. However, when they are equal, say, \( \prod_{j=1}^{s} \lambda^t_j = \prod_{j=1}^{s} \lambda^{t'}_j \), we replace the corresponding unknowns \( b_{i_1, \ldots, i_s} \) and \( b_{i'_1, \ldots, i'_s} \) with their sum as a new variable. Since all \( \lambda_t \neq 0 \), we have a Vandermonde system of full rank after all such combinations. Therefore we can solve this linear system in polynomial time and find the desired value \( \sum_{i_1 + \ldots + i_s = 0 \atop i_1, \ldots, i_s \geq 0} b_{i_1, \ldots, i_s} \).

Now we will consider a problem in the framework of \( Z_{A', D} \) according to Definition 6.

Let \( G_{0, p} \) be the (undirected) GH-grid, with the underlying graph \( G' \), and every edge of the cycle in \( G' \) corresponding to a vertex in \( V(G) \) is assigned the edge weight matrix \( (D^{[2p+1]})^{-1} \), and we keep the vertex-weight matrices \( D^{[2p+1]} \) at all vertices \( F_t \). The other edges, i.e., the original edges of \( G \), each keep the assignment of the edge weight matrix \( A' \). (So in the specification of \( Z_{A', D} \), we have \( A' = (D^{[2p+1]})^{-1}, A' \), and \( D = D^{[2p+1]} \). We note that \( G' \) may have loops, and Definition 6 specifically allows this.) Then

\[
Z_{(D^{[2p+1]})^{-1}, A'}(G_{0, p}) = \sum_{i_1 + \ldots + i_s = 0 \atop i_1, \ldots, i_s \geq 0} b_{i_1, \ldots, i_s} \left( \prod_{j=1}^{s} \lambda^t_j \right)^0 = \sum_{i_1 + \ldots + i_s = 0 \atop i_1, \ldots, i_s \geq 0} b_{i_1, \ldots, i_s}
\]
and we have just computed this value in polynomial time in the size of $G$ from the values $Z_{A',\mathcal{D}}(G_{n,p})$, for $n \geq 1$. In other words, we have achieved it by querying the oracle $\text{EVAL}(A',\mathcal{D})$ on the instances $G_{n,p}$, for $n \geq 1$, in polynomial time.

Equivalently, we have shown that we can simulate a virtual “gadget” $\mathcal{R}_{d,0,p}$ replacing every occurrence of $\mathcal{R}_{d,n,p}$ in $G_{n,p}$ in polynomial time. The virtual gadget $\mathcal{R}_{d,0,p}$ has the edge signature $(D^{[2p]})^{-1}$ in place of $(D^{[2p]})^{-1/2} \bar{B}^n (D^{[2p]})^{-1/2}$ in each $\mathcal{P}_{n,p}$, since

$$
(D^{[2p]})^{-1/2} \bar{B}^n (D^{[2p]})^{-1/2} = (D^{[2p]})^{-1/2} I_s (D^{[2p]})^{-1/2} = (D^{[2p]})^{-1}.
$$

Additionally, each $F_i$ retains the vertex-weight contribution with the matrix $D^{[2p+1]}$ in $\mathcal{R}_{d,0,p}$. We view it as having “virtual” degree $2p + 1$. This precisely results in the GH-grid $G_{0,p}$.

However, even though $G_{0,p}$ still retains the cycles, since $(D^{[2p]})^{-1}$ is a diagonal matrix, each vertex $F_i$ in a cycle is forced to receive the same vertex assignment value in the domain set $|s|$; all other vertex assignments contribute zero in the evaluation of $Z_{((D^{[2p]})^{-1},A'),D^{[2p+1]}}(G_{0,p})$. This can be easily seen by traversing the vertices $F_1, \ldots, F_d$ in a cycle. We can view each cycle employing the virtual gadget $\mathcal{R}_{d,0,p}$ as a single vertex that contributes only a diagonal matrix of positive vertex weights $P[d] = (D^{[2p+1]})(D^{[2p]})^{-1}d$, where $d$ is the vertex degree in $G$. Contracting all the cycles to a single vertex each, we arrive at the original graph $G$. Let $\Psi = \{P^{[i]}\}_{i=0}^\infty$, where we let $P^{[0]} = I_s$, and for $i > 0$, we have $P^{[i]}_{jl} = w_j$ where $w_j = \sum_{k=1}^{n_j} \alpha_{jk} \mu_{jk}^{-2p+1} / \sum_{k=1}^{n_j} \alpha_{jk} \mu_{jk}^{-2p} > 0$ for $1 \leq j \leq s$. This shows that we now can interpolate the value $Z_{A',\Psi}(G)$ using the values $Z_{A',\mathcal{D}}(G_{n,p})$ in polynomial time in the size of $G$. The graph $G$ is arbitrary but without isolated vertices here. We show next how to deal with the case when $G$ has isolated vertices.

Given an arbitrary graph $G$, assume it has $h \geq 0$ isolated vertices. Let $G^*$ denote the graph obtained from $G$ by their removal. Then $G^*$ is of size not larger than $G$ and $h \leq |V(G)|$. Obviously, $Z_{A',\Psi}(G) = (\sum_{i=1}^{s} P^{[i]}_{ij})^h Z_{A',\Psi}(G^*) = s^h Z_{A',\Psi}(G^*)$. Here the integer $s$ is a constant, so the factor $s^h > 0$ can be easily computed in polynomial time.

Thus, knowing the value $Z_{A',\Psi}(G^*)$ we can compute the value $Z_{A',\Psi}(G)$ in polynomial time. Further, since we only use the graphs $G_{n,p}$, $n \geq 1$ during the interpolation, each being simple of degree at most $2p + 1$, combining it with the possible isolated vertex removal step, we conclude $\text{EVAL}(A',\Psi) \leq p \text{ EVAL}^{(2p+1)}(A',\mathcal{D})$.

Next, it is easy to see that for an arbitrary graph $G$

$$
Z_{A',\Psi}(G) = \sum_{\zeta : V(G) \rightarrow [s]} \prod_{z \in V(G)} P_{\zeta(z)}^{\deg(z)} \prod_{(u,v) \in E(G)} A'_{\zeta(u),\zeta(v)}
$$

$$
= \sum_{\zeta : V(G) \rightarrow [s]} \prod_{z \in V(G)} w_{\zeta(z)}^{\deg(z)} \prod_{(u,v) \in E(G)} A'_{\zeta(u),\zeta(v)}
$$

$$
= \sum_{\zeta : V(G) \rightarrow [s]} \prod_{(u,v) \in E(G)} w_{\zeta(u)} w_{\zeta(v)} A'_{\zeta(u),\zeta(v)}
$$

$$
= \sum_{\zeta : V(G) \rightarrow [s]} \prod_{(u,v) \in E(G)} C_{\zeta(u),\zeta(v)} = Z_G(C).
$$

Here $C$ is an $s \times s$ matrix with the entries $C_{ij} = A'_{ij} w_i w_j$ where $1 \leq i, j \leq s$. Clearly, $C$ is a nonnegative symmetric matrix. In the above chain of equalities, we were able to redistribute the weights $w_i$ and $w_j$ into the edge weights $A'_{ij}$ which resulted in the edge weights $C_{ij}$, so that precisely each edge $(u,v)$ in $G$ gets two factors $w_{\zeta(u)}$ and $w_{\zeta(v)}$ since the vertex weights at $u$ and $v$ were $w_{\zeta(u)}^{\deg(u)}$ and $w_{\zeta(v)}^{\deg(v)}$ respectively. (This is a crucial step in our proof.)
Because the underlying graph $G$ is arbitrary, it follows that $\text{EVAL}(A', \mathfrak{B}) \equiv_T^\mathfrak{B} \text{EVAL}(C)$. Combining this with the previous EVAL-reductions and equivalences, we obtain

$$\text{EVAL}(C) \equiv_T^\mathfrak{B} \text{EVAL}(A', \mathfrak{B}) \leq_T^\mathfrak{B} \text{EVAL}_{\text{simp}}^{(2p+1)}(A', \mathfrak{D}) \equiv_T^\mathfrak{D} \text{EVAL}_{\text{simp}}^{(2p+1)}(A, D),$$

so that $\text{EVAL}(C) \leq_T^\mathfrak{D} \text{EVAL}_{\text{simp}}^{(\Delta)}(A, D)$, by taking $\Delta = 2p + 1$.

Remembering that our goal is to prove the \#P-hardness for the matrices $A, D$ not satisfying the tractability conditions of Theorem 8, we finally use the assumption that $A$ is not block-rank-1. Next, noticing that all $\mu_{ij} > 0$, by construction $A'$ is not block-rank-1 either. Finally, because all $w_i > 0$ nor is $C$ block-rank-1 implying that $\text{EVAL}(C)$ is \#P-hard by Theorem 3. Hence $\text{EVAL}_{\text{simp}}^{(2p+1)}(A, D)$ is also \#P-hard. This completes the proof of the \#P-hardness part of Theorem 8.

We remark that one important step in our interpolation proof happened at the stratification step before (3). In the proof we have the goal of redistributing vertex weights to edge weights; but this redistribution is sensitive to the degree of the vertices. This led us to define the auxiliary graph $G'$ and the coefficients $c_r$. Usually in an interpolation proof there are some coefficients that have a clear combinatorial meaning in terms of the original problem instance. Here these values $c_r$ do not have a clear combinatorial meaning in terms of $Z_{A', \mathfrak{D}}(G)$, rather they are defined in terms of an intermediate problem instance $G'$, which is neither $G$ nor the actual constructed graphs $G_{n,p}$. It is only in a “limiting” sense that a certain combination of these values $c_r$ allows us to compute $Z_{A', \mathfrak{D}}(G)$.

## 5 Tractability part

The tractability part of Theorem 8 follows easily from known results. For completeness we outline a proof here. Let $A$ and $D$ be $m \times m$ matrices, where $A$ is nonnegative symmetric block-rank-1 and $D$ is positive diagonal.

First, $Z_{A,D}(G)$ can be reduced to the connected components $G_1, \ldots, G_t$ of $G$,

$$Z_{A,D}(G) = \prod_{i=1}^t Z_{A,D}(G_i),$$

so we may as well assume $G$ is connected. We permute the rows and columns of $A, D$ by the same permutation and then cross out zero rows and columns of $A$. This does not change $Z_{A,D}$. We may assume that $A = \text{diag}(A_i)_{i=1}^k$ is block diagonal with nonzero blocks $A_1, \ldots, A_k$, where each block $A_i$ is either a symmetric matrix of rank 1 with no zero entries, or a symmetric bipartite matrix of the form $\begin{pmatrix} 0 & B \\ B^T & 0 \end{pmatrix}$ where $B$ has rank 1 and no zero entries. Then we can write $D = \text{diag}(D_i)_{i=1}^k$ where each $D_i$ is positive diagonal of the corresponding size. As $A$ is block diagonal and $G$ is connected,

$$Z_{A,D}(G) = \sum_{i=1}^k Z_{A_i,D_i}(G).$$

So we may as well assume that $A$ is one of these blocks. Also let $D = \text{diag}(\alpha_i)_{i=1}^m$.

1) $A$ is a symmetric matrix of rank 1 with no zero entries. We can write $A = x^T x$ for some positive row vector $x = (x_i)_{i=1}^m$. Then

$$Z_{A,D}(G) = \prod_{u \in V(G)} \sum_{i=1}^m \alpha_i x_i^{|\text{deg}(u)|}.$$
2) \( A = \begin{pmatrix} 0 & B \\ B' & 0 \end{pmatrix} \), where \( B \) is \( \ell \times (m - \ell) \) (for some \( 1 \leq \ell < m \)) has rank 1 and no zero entries. We can write \( B = x'^Ty \) for some positive row vectors \( x = (x_i)_{i=1}^{\ell} \) and \( y = (y_j)_{j=m+1}^{m+\ell} \).

Since \( G \) is connected, \( Z_{A,D}(G) = 0 \) unless \( G \) is bipartite. If \( G \) is bipartite with a vertex bipartization \( V_1 \cup V_2 \), then we only need to consider maps \( \xi: G \to [m] \) such that either \( \xi(V_1) \subseteq [\ell] \) or \( \xi(V_2) \subseteq [\ell+1:m] \), with all other maps contribute zero to \( Z_{A,D}(G) \). Then

\[
Z_{A,D}(G) = \left( \prod_{u \in V_1} \sum_{i=1}^{\ell} \alpha_i x_i^{\deg(u)} \right) \left( \prod_{v \in V_2} \sum_{j=\ell+1}^{m} \alpha_j y_j^{\deg(v)} \right) + \left( \prod_{u \in V_1} \sum_{j=\ell+1}^{m} \alpha_j y_j^{\deg(u)} \right) \left( \prod_{v \in V_2} \sum_{i=1}^{\ell} \alpha_i x_i^{\deg(v)} \right).
\]

### 6 Two technical lemmas

We need two technical lemmas. The following lemma is from [10] (Lemma 3.6); for the convenience of readers we give a proof here.

**Lemma 9.** Let \( A \) and \( D \) be \( m \times m \) matrices, where \( A \) is real symmetric with all columns nonzero and pairwise linearly independent, and \( D \) is positive diagonal. Then all columns of \( ADA \) are nonzero and pairwise linearly independent.

**Proof.** The case \( m = 1 \) is trivial. Assume \( m \geq 2 \). Let \( D = \text{diag}(\alpha_i)_{i=1}^{m} \), and \( \Pi = \text{diag}(\sqrt{\alpha_i})_{i=1}^{m} \). Then \( \Pi^2 = D \). We have \( ADA = Q^TQ \), where \( Q = \Pi A \). Let \( q_i \) denote the \( i \)th column of \( Q \). Then \( Q \) has pairwise linearly independent columns. By the Cauchy-Schwartz inequality,

\[
q_i^T q_j < \left( (q_i^T q_i)(q_j^T q_j) \right)^{1/2},
\]

whenever \( i \neq j \). Then for any \( 1 \leq i < j \leq m \), the \( i \)th and \( j \)th columns of \( ADA \) contain a submatrix

\[
\begin{pmatrix}
q_i^T q_i & q_i^T q_j \\
q_j^T q_i & q_j^T q_j
\end{pmatrix},
\]

so they are linearly independent. \( \blacksquare \)

The following is also adapted from [10] (Theorem 3.1). \( \blacksquare \)

**Lemma 10.** Let \( A \) and \( D \) be \( m \times m \) matrices, where \( A \) is real symmetric with all columns nonzero and pairwise linearly independent, and \( D \) is positive diagonal. Then for all sufficiently large positive integers \( p \), the matrix \( B = (ADA)^{\circ p} \) corresponding to the edge gadget in Figure 5 is nondegenerate.

**Proof.** If \( m = 1 \), then any \( p \geq 1 \) works. Let \( m \geq 2 \). Following the proof of Lemma 9, we have \( q_i^T q_j < \sqrt{(q_i^T q_i)(q_j^T q_j)} \), for all \( 1 \leq i < j \leq m \). Let

\[
\gamma = \max_{1 \leq i < j \leq m} \frac{q_i^T q_j}{\sqrt{(q_i^T q_i)(q_j^T q_j)}} < 1.
\]

Let \( A' = ADA = Q^TQ \) so \( A'_{ij} = q_i^T q_j \). Then \( A'_{ij} \leq \gamma \sqrt{A_i'A_j} \) for all \( i \neq j \). Consider the determinant of \( A' \). Each term of \( \det(A') \) has the form

\[
\pm \prod_{i=1}^{m} A'_{ij},
\]
where $\sigma$ is a permutation of $[m]$. Denote $t(\sigma) = |\{i \mid \sigma(i) \neq i\}|$. Then

$$\prod_{i=1}^{m} A'_{i\sigma(i)} \leq \gamma^{t(\sigma)} \prod_{i=1}^{m} \sqrt{A'_{ii}} \prod_{i=1}^{m} \sqrt{A'_{\sigma(i)\sigma(i)}} = \gamma^{t(\sigma)} \prod_{i=1}^{m} A'_{ii}. $$

Consider the $p$-thickening of $A'$ for $p \geq 1$. Each term of $\det ((A')^{\circ p})$ has the form $\pm \prod_{i=1}^{m} A'_{i\sigma(i)}$ for some permutation $\sigma$ of $[m]$. Now

$$|\{\sigma \mid t(\sigma) = j\}| \leq \binom{m}{j} j! \leq m^j,$$

for $0 \leq j \leq m$. By separating out the identity permutation and all other terms, for $p \geq \lceil \ln(2m) / \ln(1/\gamma) \rceil + 1$, we have $2m\gamma^p < 1$, and

$$\det ((A')^{\circ p}) \geq \left(\prod_{i=1}^{m} A'_{ii}\right)^p - \left(\prod_{i=1}^{m} A'_{ii}\right)^p \sum_{j=1}^{m} m^j \gamma^{pj} \geq \left(\prod_{i=1}^{m} A'_{ii}\right)^p \left(1 - m\gamma^p \frac{1 - \gamma^p}{1 - m\gamma^p}\right) > 0. \quad \blacksquare$$

### 7 Hardness for $Z_A(\cdot)$ on simple graphs for real symmetric $A$

There is a more direct approach to prove the #P-hardness part of the Bulatov-Grohe dichotomy (Theorem 3) for simple graphs. Although this method does not handle degree-boundedness, we can apply it more generally to the problem $\text{EVAL}(A, D)$ when the matrix $A$ is real symmetric and $D$ is positive diagonal. In particular, we will prove the #P-hardness part of the dichotomy for counting $\text{GH}$ by Goldberg et al. [12] (the problem $\text{EVAL}(A)$ without vertex weights, where $A$ is a real symmetric matrix) for simple graphs.

We first prove the following theorem.

**Theorem 11.** Let $A$ and $D$ be $m \times m$ matrices, where $A$ is real symmetric and $D$ is positive diagonal. Then $\text{EVAL}(A, D) \leq^p \text{EVAL}_{\text{simp}}(A, D)$.

**Proof.** We may assume $A$ is not identically 0, for otherwise the problem is trivial. Let $G = (V, E)$ be an input graph to the problem $\text{EVAL}(A, D)$. For any $n \geq 1$, let $G_n = S_n^{(F)}(G)$ where $F \subseteq E$ is the subset consisting of the edges of $G$ each of which is parallel to at least one other edge. In other words, we obtain $G_n$ by replacing every parallel edge $e$ by its $n$-stretching $S_n e$. We will refer to these as paths of length $n$ in $G_n$. Note that $G_1 = G$. Moreover, for every $n \geq 2$, the graph $G_n$ is simple and loopless, and has polynomial size in the size of $G$ and $n$. 

![Figure 5](image-url)
A path of length \( n \geq 1 \) has the edge weight matrix

\[
M^{(n)} = \begin{bmatrix} A & DA & \ldots & DA \end{bmatrix} D = A(DA)^{n-1} = D^{-1/2}(D^{1/2}AD^{1/2})^n D^{-1/2}.
\]

Here \( D^{1/2} \) is a diagonal matrix with the positive square roots of the corresponding entries of \( D \) on the main diagonal, and \( D^{-1/2} \) is its inverse.

Since \( A \) is real symmetric and \( D \) is positive diagonal, the matrix \( \tilde{A} = D^{1/2}AD^{1/2} \) is real symmetric. Then \( \tilde{A} \) is orthogonally diagonalizable over \( \mathbb{R} \), i.e., there exist a real orthogonal matrix \( S \) and a real diagonal matrix \( J = (\lambda_i)_{i=1}^n \) such that \( \tilde{A} = S^TJS \). If \( A \) has rank \( r \), then \( 1 \leq r \leq m \), and we may assume that \( \lambda_i \neq 0 \) for \( 1 \leq i \leq r \) and \( \lambda_i = 0 \) for \( i > r \).

We have \( \tilde{A}^n = S^T J^n S \), so the edge weight matrix for a path of length \( n \geq 1 \) can be written as

\[
M^{(n)} = D^{-1/2} \tilde{A}^n D^{-1/2} = D^{-1/2}S^T J^n S D^{-1/2}.
\]

We can write \( M_{ij}^{(n)} = \sum_{\ell=1}^r a_{ij\ell} \lambda_\ell^n \) by a formal expansion, for every \( n \geq 1 \) and some real \( a_{ij\ell} \)'s that are dependent on \( D \) and \( S \), but independent of \( n \) and \( \lambda_\ell \), where \( 1 \leq i, j \leq m \) and \( 1 \leq \ell \leq r \). By the formal expansion of the symmetric matrix \( M^{(n)} \) above, we have \( a_{ij\ell} = a_{j\ell i} \).

Let \( t = |F| \), which is the number of edges in \( G \) subject to the stretching operator \( S_n \) to form \( G_n \).

In the evaluation of the partition function \( Z_{A,D}(G_n) \), we stratify the vertex assignments in \( G_n \) as follows. Denote by \( \kappa = (k_{ij})_{1 \leq i, j \leq m} \) a nonnegative tuple with entries indexed by ordered pairs of nonnegative numbers that satisfy \( \sum_{1 \leq i, j \leq m} k_{ij} = t \). Let \( K \) denote the set of all such possible tuples \( \kappa \). In particular, \( |K| = \binom{t+m}{m} \). For a fixed \( m \), this is a polynomial in \( t \), and thus a polynomial in the size of \( G \). Let \( c_\kappa \) be the sum over all assignments of all vertex and edge weight products in \( Z_{A,D}(G_n) \), except the contributions by the paths of length \( n \) formed by stretching parallel edges in \( G \), such that the endpoints of precisely \( k_{ij} \) constituent paths of length \( n \) receive the assignments \((i, j)\) (in either order of the end points) for every \( 1 \leq i \leq j \leq m \). Technically we can call a vertex assignment on \( G \) consistent with \( \kappa \) (where \( \kappa \in K \)), if it satisfies the stated property. Note that the contribution by each such path does not include the vertex weights of the two end points (but does include all vertex weights of the internal \( n - 1 \) vertices of the path).

We can write

\[
e_\kappa = \sum_{\xi: V(G) \to [m]} \prod_{\xi \text{ is consistent with } \kappa} D_{\xi(u)} \prod_{(u,v) \in E \setminus F} A_{\xi(u), \xi(v)}
\]

for \( \kappa \in K \).

In particular, the values \( e_\kappa \) are independent of \( n \). Thus for some polynomially many values \( e_\kappa \), where \( \kappa \in K \), we have for all \( n \geq 1 \),

\[
Z_{A,D}(G_n) = \sum_{\kappa \in K} e_\kappa \prod_{1 \leq i,j \leq m} (M_{ij}^{(n)})^{k_{ij}} = \sum_{\kappa \in K} e_\kappa \prod_{1 \leq i,j \leq m} \left( \sum_{\ell=1}^r a_{ij\ell} \lambda_\ell^n \right)^{k_{ij}}.
\]

Expanding out the last sum and rearranging the terms, for some values \( b_{i_1, \ldots, i_r} \) independent of \( n \), we get

\[
Z_{A,D}(G_n) = \sum_{i_1 + \ldots + i_r = t \atop i_1, \ldots, i_r \geq 0} b_{i_1, \ldots, i_r} \left( \prod_{\ell=1}^r \lambda_\ell^{i_\ell} \right)^n
\]

for all \( n \geq 1 \).
This can be viewed as a linear system with the unknowns $b_{i_1, \ldots, i_r}$ with the rows indexed by $n$. The number of unknowns is $\binom{r + r - 1}{r - 1}$ which is polynomial in the size of the input graph $G$, since $r \leq m$ is a constant. The values $\prod_{\ell=1}^{r} \lambda_{i_{\ell}}^{\ell}$ can all be computed in polynomial time.

We show how to compute the value $Z_{A,D}(G) = \sum_{i_1 + \cdots + i_r = t} \prod_{\ell=1}^{r} b_{i_1, \ldots, i_r}$, from the values $Z_{A,D}(G_n)$ where $n \geq 2$ in polynomial time (recall that $G_n$ is simple and loopless for $n \geq 2$). The coefficient matrix of the linear system (4) is a Vandermonde matrix. However, it might not be of full rank because the coefficients $\prod_{\ell=1}^{r} \lambda_{i_{\ell}}^{\ell}$ do not have to be pairwise distinct, and therefore it can have repeating columns. Nevertheless, when there are two repeating columns we replace the corresponding unknowns $b_{i_1, \ldots, i_r}$ and $b_{i_1', \ldots, i_r'}$ with their sum as a new variable; we repeat this replacement procedure until there are no repeating columns. Since all $\lambda_i \neq 0$, for $1 \leq \ell \leq r$, after the replacement, we have a Vandermonde system of full rank. Therefore we can solve this modified linear system in polynomial time. This allows us to obtain the value $Z_{A,D}(G) = \sum_{i_1 + \cdots + i_r = t} \prod_{\ell=1}^{r} \lambda_{i_{\ell}}^{\ell}$, which also has exactly the same pattern of repeating multipliers $\prod_{\ell=1}^{r} \lambda_{i_{\ell}}^{\ell}$.

We have shown how to compute the value $Z_{A,D}(G)$ in polynomial time by querying the oracle $EVAL(A,D)$ on polynomially many instances $G_n$, for $n \geq 2$. It follows that $EVAL(A,D) \leq_{T} EVAL_{\text{simp}}(A,D)$.

We are ready to prove the $\#P$-hardness part of the dichotomy by Goldberg et al. [12] (Theorem 1.1) for simple graphs. Let $A$ be a real symmetric $m \times m$ matrix. Assuming that $A$ does not satisfy the tractability conditions of the dichotomy theorem of Goldberg et al., the problem $EVAL(A)$ is $\#P$-hard. By Theorem 11 (with $D = I_m$), $EVAL(A) \leq_{T} EVAL_{\text{simp}}(A,D)$. It follows that $EVAL_{\text{simp}}(A)$ is $\#P$-hard.

Hence the dichotomy theorem by Goldberg et al. can improve to apply to simple graphs.

**Theorem 12.** Let $A$ be a real symmetric matrix. Then either $EVAL(A)$ is in polynomial time or $EVAL_{\text{simp}}(A)$ is $\#P$-hard (a fortiori, $EVAL(A)$ is $\#P$-hard).

Moreover, there is a polynomial time algorithm that, given the matrix $A$, decides which case of the dichotomy it is.

**Remark 13.** The interpolation argument in Theorem 11 works even if $G$ is a multigraph possibly with multiple loops at any vertex in the following sense. In Definition 4, we treat the loops of $G$ as edges. We think of them as mapped to the entries $A_{ii}$ in the evaluation of the partition function $Z_{A,D}$. However, we need to slightly change the way we define the graphs $G_n$. In addition to $n$-stretching the parallel edges of $G$, we also need to $n$-stretch each loop of $G$ (i.e., replacing a loop by a closed path of length $n$). Now $F$ is the set of parallel edges and loops in $G$. This way each $G_n = S_n^{(F)}(G)$ for $n \geq 2$ is simple and loopyless. The rest of the proof goes through. In other words, the statement of Theorem 11 extends to a reduction from the $EVAL(A,D)$ problem that allows input $G$ to have multiloops, to the standard problem $EVAL_{\text{simp}}(A,D)$ not allowing loops.

---
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Abstract

The lexicographic depth-first search (Lex-DFS) is one of the first basic graph problems studied in the context of space-efficient algorithms. It is shown independently by Asano et al. [ISAAC 2014] and Elmasry et al. [STACS 2015] that Lex-DFS admits polynomial-time algorithms that run with \( O(n) \)-bit working memory, where \( n \) is the number of vertices in the graph. Lex-DFS is known to be \( P \)-complete under logspace reduction, and giving or ruling out polynomial-time sublinear-space algorithms for Lex-DFS on general graphs is quite challenging. In this paper, we study Lex-DFS on graphs of bounded treewidth. We first show that given a tree decomposition of width \( O(n^{1-\epsilon}) \) with \( \epsilon > 0 \), Lex-DFS can be solved in sublinear space. We then complement this result by presenting a space-efficient algorithm that can compute, for \( w \leq \sqrt{n} \), a tree decomposition of width \( O(w \sqrt{n \log n}) \) or correctly decide that the graph has a treewidth more than \( w \). This algorithm itself would be of independent interest as the first space-efficient algorithm for computing a tree decomposition of moderate (small but non-constant) width. By combining these results, we can show in particular that graphs of treewidth \( O(n^{1/2-\epsilon}) \) for some \( \epsilon > 0 \) admits a polynomial-time sublinear-space algorithm for Lex-DFS. We can also show that planar graphs admit a polynomial-time algorithm with \( O(n^{1/2+\epsilon}) \)-bit working memory for Lex-DFS.

1 Introduction

1.1 Background and Motivation

Depth-First Search (DFS) is one of the most fundamental and elementary graph search algorithms with a huge number of applications. Lexicographic DFS (Lex-DFS) is a popular variant of DFS, which requires the search head always moves to the first undiscovered neighbor in the adjacency list of the current vertex (as long as it exists). Recently, the space-efficient implementation of fundamental graph algorithms, including (Lex-)DFS, receives much attention [3, 6, 15, 16, 23, 26, 30]. These researches are roughly motivated by the
two aspects as follows: First, the space matter is serious in the big-data (i.e., too large inputs) and/or IoT (i.e., too small computational devices) era. Second, the challenge of proving space-complexity lower bounds for problems within class P still lies at the core of computational complexity theory. One of the ultimate goals on this research direction is to prove or disprove the seminal $P \neq L$ conjecture. We focus on the space complexity of Lex-DFS, particularly the algorithms using memory below the trivial $O(n \log n)$-bit bound. This can be motivated from both sides but much leans against the second one. The sublinear-space Lex-DFS problem is formulated as the one of outputting the Lex-DFS ordering of all vertices in streaming way, and its space complexity is measured by the required working-memory size, as the classical read-only model.

To argue the complexity of sublinear-space algorithms, the notion of $P$-completeness under logspace reduction plays an important role, which is analogous to NP-completeness in $P \neq NP$ conjecture. Reif [40] shows that Lex-DFS is $P$-complete under logspace reduction. It implies that no Lex-DFS algorithm only using $O(\log n)$-bit working memory exists unless $P = L$ holds. A counterpart from the upper-bound side is recently obtained by a few literatures [3, 6, 23, 26]. They focus on the implementation of (Lex-)DFS achieving both polynomial time and $o(n \log n)$-bit space complexity, where $n$ is the number of vertices in the input graph. Initiated by Asano et al. [3] and Elmasry et al. [23], a series of papers by several authors explore the time-space tradeoffs of (Lex-)DFS in the area of $o(n \log n)$-bit space-complexity. The state-of-the-art bounds are threefolds, $O(m \log^c n)$ running time and $O(n)$-bit working memory, $O(m + n)$ running time and $O(n \log \log(4 + m/n))$-bit working memory, and $O(m + n)$ running time and $O(n \log^{(k)} n)$-bit working memory for any integer $k > 1$, which are all proposed by Hagerup [26].

Looking at hidden coefficients, the smallest-space algorithm is the one by Asano et al. [3], which achieves a polynomial running time (with a large exponent) using the working memory of $n + o(n)$ bits. No algorithm so far attains $cn$-bit space complexity for $c < 1$, and obtaining such an algorithm is commonly recognized as a very challenging problem. This open problem is also supported from yet another context of computational complexity theory. Lex-DFS on directed graphs is at least as hard as the directed $s$-$t$ reachability problem, which is known to be NL-complete and thus its space-efficient (ideally, logspace) solution is closely related to the seminal $L = NL$ problem. In fact, any directed Lex-DFS algorithm achieving $O(n^{1-\epsilon})$-bit space complexity for any small constant $\epsilon > 0$ would be a breakthrough result on this research line.

### 1.2 Our Result

In the context of directed $s$-$t$ reachability, there are many attempts of attaining $O(n^{1-\epsilon})$-bit space complexity for a specific graph class such as planar or bounded treewidth graphs [1, 4, 5, 12, 13, 27, 29], which naturally yields the interest to the feasibility of sublinear-space Lex-DFS for those classes. It should be noted that Lex-DFS is $P$-complete even for planar graphs [2], and thus its difficulty under log-space solvability is the same as the general case. One of the main results presented in this paper is a sublinear-space Lex-DFS algorithm for bounded treewidth graphs. The first theorem is stated as follows.

**Theorem 1.** Let $0 < \epsilon < 1$ be an arbitrary positive constant, $G$ be any $n$-vertex directed graph of treewidth $w$, and $(T, \{B_x\}_{x \in V_T})$ be its tree decomposition of width $w' \geq w$, where $T = (V_T, E_T)$ is a tree and each node $x$ in $T$ is associated with a subset $B_x$ of vertices in $G$. Assume a polynomial-time algorithm $\text{Alg}$ enumerating the vertices in $B_x$ for all $x \in V_T$ and the edges in $E_T$. Then there exists a Lex-DFS algorithm of running time $O(n^{O(1/\epsilon)})$ using $O(\epsilon^{-1} w' n^c \log n)$-bit memory (except for the space used by $\text{Alg}$).

---

2 $L$ is the class of problems decidable with $O(\log n)$-bit working space (and thus in $\text{poly}(n)$ time).
It should be noted that Lex-DFS does not necessarily lie on the seminal framework known as Courcelle’s theorem [19] and its logspace version [22] because the output depends on the order of vertices in the adjacency list of the input graph.

To figure out a “purely” sublinear-space Lex-DFS algorithm, it is necessary to implement a tree decomposition algorithm using only sublinear space. Elberfeld et al. [22] presents a logspace tree-decomposition algorithm for $w = O(1)$, but no sublinear-space algorithm covering the case of $w = \omega(1)$ has been known so far. Our second theorem provides a sublinear-space solution for tree decomposition:

**Theorem 2.** There exists an algorithm that, given a graph $G$ of $n$ vertices and $w \leq n^{1/2}$, either provides a tree decomposition of width $O(wn^{1/2} \log n)$ or correctly decides that the treewidth of $G$ is more than $w$. This algorithm runs in a polynomial time and uses $O(wn^{1/2} \log^2 n)$-bit space.

To the best of our knowledge, this is the first non-trivial tree-decomposition algorithm attaining both sublinear-space and polynomial time for $w = \omega(1)$. It is also worth noting that planar graphs admit a space-efficient algorithm of finding a balanced separator of size $O(\sqrt{n})$ using $\tilde{O}(\sqrt{n})$-bit space [27], which can be translated into a small-space tree decomposition algorithm of width $O(\sqrt{n} \log n)$. Putting all the results above together, we obtain the following consequence:

**Corollary 3.** Let $\epsilon > 0$ be any positive constant. There exist the polynomial-time Lex-DFS algorithms respectively satisfying the following properties$^3$.
- Using $O(n^\epsilon)$-bit working memory for directed graphs of treewidth $w = O(1)$.
- Using $O(wn^{1/2+\epsilon})$-bit working memory for directed graphs of treewidth $w = O(n^{1/2})$.
- Using $O(n^{1/2+\epsilon})$-bit working memory for directed planar graphs.

### 1.3 Related Work

As stated above, the space complexity of Lex-DFS is one of the classical problems in the context of logspace computability. Following the P-completeness result by Reif [40], Anderson and Mayr [2] also shows a weaker variant of Lex-DFS (lexicographically first maximal path) is also P-complete even for planar graphs. The main interest of those earlier results is closely related to the $s$-$t$ reachability problem. It is known that the space complexity of undirected $s$-$t$ connectivity drops into $O(\log n)$ bits for any input graphs, which is proved in Reingold’s celebrating paper [41]. The best space upper bound of all polynomial-time directed $s$-$t$ reachability algorithms is $O(n/2^{R(\sqrt{\log n})})$ bits by Barnes et al. [9]. Its near optimality within a (naturally) restricted class of algorithms, called NNJAG [39], is also shown by Edmonds et al. [21].

More recently, the space-complexity matter of the directed $s$-$t$ reachability problem for specific graph classes receives much attention, and a number of papers try to expand the graph class allowing sublinear-space directed reachability algorithms. Grid graphs [1, 5, 28], planar graphs [1, 4, 13, 27], bounded-genus graphs [12], and bounded-treewidth graphs [29] have been considered so far. Notice that the algorithms presented in [12] and [29] for bounded-genus graphs and bounded-treewidth graphs respectively require the surface embedding and the tree decomposition of the input graph (as Theorem 1), but it is not addressed how to compute them using sublinear space. Our tree-decomposition algorithm (by Theorem 2) yields the first

---

$^3$ Since one can choose an arbitrary $\epsilon > 0$, polylog($n$) factors are absorbed in the part of $n^\epsilon$ in the statements of this corollary.
purely sublinear-space directed reachability algorithm for graphs of treewidth \( w = O(n^{1/2-\epsilon}) \).

Very recently, an \( O(1) \)-approximate tree decomposition algorithm using \( O(wn) \)-bit space is presented [31], which attains a non-trivial space complexity for \( w = o(\log n) \).

Despite relatively rich literatures on directed \( s-t \) reachability, the space complexity of Lex-DFS receives less attention until recently. After the two concurrent results by Asano et al. [3] and Elmasry et al. [23], a few follow-up papers propose fundamental graph algorithms using only \( o(n \log n) \)-bit working memory, which cover Lex-BFS [6, 23], single-source shortest path [23], biconnected component decomposition [15, 30], \( s-t \) numbering [15], maximum cardinality search [16], and so on. It is also becoming active to consider sublinear-space algorithms for fundamental non-graph problems [7, 20, 34, 36, 42].

On the side of computational models, the read-only model is one of the classical models to consider the complexity of working memory. An earlier topic in this model is the time-space tradeoffs for sorting and/or selection [10, 17, 18, 25, 37, 38]. Recently, more unconventional models are also investigated; Stream model [33], restore model (algorithms can manipulate input memory but after the computation the initial input data must be recovered) [14, 32], and catalytic model (algorithms can use a large memory which are already used for other purpose, and after the computation the memory state must be recovered to the initial one) [11]. Some of the results in those models allow a Lex-DFS algorithm using only a small (exclusive) working memory, but they are incomparable to the ones in the standard read-only model. Barba et al. [8] provides a general scheme of realizing stack machines using only a small memory space. While the dominant part of the memory usage in Lex-DFS algorithms is the storage for a stack, the technique by Barba et al. only applies to the algorithms whose access pattern to stacks are non-adaptive. Thus that scheme does not work for saving the space complexity of Lex-DFS algorithms.

1.4 Organization of Paper

In Section 2, we introduce the model, notations, and several auxiliary matters for our Lex-DFS problem. Sections 3 and 4 respectively show the proofs of Theorem 1 and 2. Finally the paper is concluded in Section 5.

2 Preliminaries

2.1 Model and Notation

As stated in the introduction, this paper adopts the read-only model [25], where the space complexity of an algorithm is measured by the number of bits used for the working space, excluding the memory for inputs and outputs. The input memory is read-only, and the output memory is write-only. The memory-access model follows the standard RAM of \( \log n \)-bit words. Let \( G \) be any directed input graph of \( n \) vertices and \( m \) edges, which is stored in the form of the adjacency list \( A_G \). For any graph \( G \), we denote the sets of the vertices and edges in \( G \) by \( V_G \) and \( E_G \) respectively. We assume \( V_G = [0, n-1] \), that is, each vertex in \( V_G \) is uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \). Letting \( N_G(v) \subseteq V_G \) be the set of \( v \)'s neighbors in \( G \), we refer to the neighbor list of \( v \in V_G \) as \( A_{G,v} \) and denote the \( i \)-th vertex in \( V_G \) uniquely identified by an integer in \( [0, n-1] \).
We first present the definition of tree decomposition.

Letting $X$ be a set of vertices or edges, we denote by $G - X$ the graph obtained from $G$ by removing all the elements in $X$ (if $X$ is a vertex set, all the edges incident to a vertex in $X$ are also deleted). The subgraph of $G$ induced by $X$ is denoted by $G[X]$. If there is a polynomial-time algorithm $\text{Alg}$ enumerating all the elements in $X$, it naturally provides an access to the adjacency list $A_H$ for $H = G[X]$ or $H = G - X$ without explicitly constructing it in the working memory (i.e., $\text{Alg}$ works as a filter extracting the elements in $G[X]$ or $G - X$ from the adjacency list of $A_G$). Then we call $\text{Alg}$ an emulator of $H$. The overhead of accessing to $A_H$ is a polynomial time (depending on the running time of $\text{Alg}$) per one access. Thus we can run any polynomial-time algorithm taking $H$ as its input within a polynomial time. In the following argument, we often omit the subscript $G$ of the notations defined above if there is no ambiguity.

### 2.2 Lex-DFS

In what follows, we fix a starting vertex $s$ of Lex-DFS tasks. A Lex-DFS algorithm is presented in Algorithm 1. In the algorithm, we introduce the notion of time. At each time, the search head $v_{\text{cur}}$ moves to a neighbor decided by the algorithm. The search starts at time $t = 1$ and finishes at time $t = 2n$. We define $h_t$ as the vertex pointed by the search head at the beginning of time $t$ in the Lex-DFS on $G$. For vertex $v \in V$, the discovery time $d(v)$ is defined as the first time when the search head moves to $v$. Similarly, we define the leaving time $l(v)$ as the last time when the search head moves from $v$. The discovery time of $s$ is defined as zero. Following the terminology in [3], a vertex $v$ is called a gray vertex at $t$ if $d(v) \leq t \leq l(v)$ holds. The (path) subgraph corresponding to the sequence of all gray vertices at time $t$ sorted by their discovery times is called the gray path at $t$, which is denoted by $S_t^v$. For any vertex $u \in V_{S_t}$, we also denote by $p_t(u)$ and $s_t(u)$ the (immediate) predecessor and successor of $u$ in $S_t$, and by $S_t(u)$ the prefix of $S_t$ terminating at $u$. We define $p_t(s) = \bot$ and $s_t(h_t) = \bot$.

In Algorithm 1, we encapsulate the space-consuming parts of the algorithm by two abstract procedures called $\text{Pivot}(t)$ and $\text{Parent}(t)$. The procedure $\text{Pivot}(t)$ tries to find the first undiscovered neighbor of $h_t$ with respect to the order $<_h$. If there is no undiscovered neighbor, it returns $-1$. The procedure $\text{Parent}(t)$ returns the predecessor $p_t(h_t)$ in the current gray path. It returns $-1$ if $h_t = s$ holds. It is obvious that Lex-DFS is implemented with the working memory of $f(n) + O(\log n)$ bits if both of $\text{Pivot}(t)$ and $\text{Parent}(t)$ are implemented with $f(n)$ bits.

### 2.3 Tree Decomposition and Balanced Separator

We first present the definition of tree decomposition.

**Definition 4.** A tree decomposition of an undirected graph $G$ is a pair $(\mathcal{T}, \{B_x\}_{x \in V_G})$, where $\mathcal{T}$ is a tree and each node $x \in V_T$ is associated with a subset $B_x$ of vertices in $V_G$ (called the bag $x$) satisfying the following conditions:

- Any edge in $G$ is covered by at least one bag, i.e., $\forall (u, v) \in E_G : \exists x : u, v \in B_x$.
- Letting $T(u)$ be the subgraph of $\mathcal{T}$ induced by the bags containing $u$, for any $u \in V_G$, $T(u)$ is non-empty and connected.

---

4 Intuitively, the gray path $S_t$ is the path from $s$ to $h_t$ in the Lex-DFS tree of $G$. 

---
Sublinear-Space Lexicographic Depth-First Search

Algorithm 1 Lex-DFS Algorithm for graph $G$ starting from $s$.

1: $v_{\text{cur}} \leftarrow s$; $t \leftarrow 1$  \hfill ($v_{\text{cur}}$ is the search head)
2: while true do
3: \hspace{1em} $v \leftarrow \text{Pivot}(t)$ \hfill ($v_{\text{cur}}$ is the first undiscovered neighbor of $v_{\text{cur}}$ in $A_G,s$)
4: \hspace{2em} if $v = -1$ then \hfill ($v_{\text{cur}}$ is the ID of the search head)
5: \hspace{3em} $v \leftarrow \text{Parent}(t)$ \hfill (All neighbors have been already visited)
6: \hspace{2em} if $v = -1$ then halt \hfill (All vertices are visited)
7: \hspace{1em} else \hfill ($v_{\text{cur}}$ is the search head)
8: \hspace{2em} Output $v$ \hfill (Discovery of a new vertex)
9: \hspace{1em} $v_{\text{cur}} \leftarrow v$
10: \hspace{1em} $t \leftarrow t + 1$

Note that tree decomposition is defined for undirected graphs. When we consider the tree decomposition of directed graphs $G$, we naturally adapt the same definition to the undirected graph obtained from $G$ by omitting the orientation of all edges\(^5\). Each bag is identified by an integer value in $[0, |V_T| - 1)$. Throughout this paper, we assume that any tree decomposition $T$ is rooted, and that a tree decomposition is encoded as the sequence $(B_1, q(1)), (B_2, q(2)), \ldots, (B_x, q(x)), \ldots, (B_{|V_T| - 1}, q(|V_T| - 1))$, where $q(x)$ is the ID of the vertex $x$ in $T$. The parent of the root bag is defined as $-1$. A sublinear-space tree decomposition must output this sequence in a streaming way. The width $w$ of a tree decomposition $(T, \{B_x\}_{x \in V_T})$ is defined as the maximum bag size minus one, i.e., $w = (\max_{x \in V_T} |B_x|) - 1$. The treewidth of a graph $G$ is the minimum width over all tree decompositions of $G$. It is a fundamental property that the removal of the vertices in any (non-leaf) bag $B_x$ from $G$ splits $G$ into several connected components, each of which corresponds to a subtree of $T$ obtained by the removal of $x$ from $T$.

Tree decomposition is closely related to the notion of balanced vertex separators. Let $G = (V, E)$ be any directed graph and $\mu: V_G \rightarrow \mathbb{N}$ be any vertex-weight function. We define $\mu(X) = \sum_{v \in X} \mu(v)$ for any $X \subseteq V_G$. A vertex subset $U \subseteq V$ is called a weighted $\alpha$-balanced separator of $G$ with respect to $\mu$ if any weakly-connected component $C$ in $G - U$ satisfies $\mu(V_C) / \mu(V_G) \leq \alpha$. If $\mu$ is a constant function, it is simply called an $\alpha$-balanced separator of $G$. Throughout this paper, we often consider a subgraph obtained by recursively removing separators. Let $cc(H, U)$ be the set of connected components in $H - U$ for any graph $H$ and its vertex subset $U \subseteq V_H$, and $vcc(H, U) = \{V_C \mid C \in cc(H, U)\}$. The following lemma holds.

\textbf{Lemma 5.} Let $H_0, H_1, H_2, \ldots, H_{k-1}$ and $U_0, U_1, \ldots, U_{k-1}$ be respectively the sequences of subgraphs of $G$ and their vertex subsets such that $H_i \in cc(H_{i-1}, U_{i-1})$ holds. Assuming $k$ algorithms respectively enumerating the vertices in $U_i$ for each $i \in [0, k - 1]$, there exists a logspace algorithm of enumerating all the vertex subsets in $vcc(H_{k-1}, U_{k-1})$ using them as black-box subroutines.

\textbf{Proof.} Since the straightforward recursive emulation of $H_{k-1}$ takes the overhead exponential of $k$, such an approach applies only to the case of $k = O(1)$. Instead of emulating $H_{i-1} - U_{i-1}$ recursively, we use the emulation of $G - U$ for $U = \bigcup_{0 \leq i \leq k-1} U_i$. Since we assume the algorithms of enumerating $U_i$ for all $i \in [0, k - 1]$, this emulation works with a polynomial-time overhead independent of $k$. We have $cc(H_{k-1}, U_{k-1}) \subseteq cc(G, U)$ obviously. While

\(^5\) Precisely, if two directed edges $(u, v)$ and $(v, u)$ exist, omitting their orientation causes two multiedges between $u$ and $v$. Then those edges are merged into a single undirected edge.
cc(G, U) might contain a connected component not in cc(H_{k-1}, U_{k-1}), one can identify C ∈ cc(H_{k-1}, U_{k-1}) by checking if C has an outgoing edge to a neighbor in U_{k-1} because any component C /∈ cc(H_{k-1}, U_{k-1}) is separated from H_{k-1} by U_0, U_1, . . . or U_{k-2}. Thus, letting ∂U_{k-1} be the set of vertices in G − \bigcup_{i \leq k-1} U_i adjacent to a node in U_{k-1}, it suffices to obtain an algorithm enumerating all the components in cc(G, U) intersecting ∂U_{k-1}. It is realized by the following procedure.

1. Let c = 1, and v_0, v_1, . . . , v_{l-1} be the sequence of the vertices in ∂U_{k-1} sorted by their IDs, which can be enumerated using logarithmic space and the algorithms for U_0, U_1, . . . , U_{k-1}.
2. For each v_i, check if a vertex v_j satisfying j < i is reachable to v_i in G − U. If such a vertex exists, repeat this step for v_{i+1} (unless i = l − 1). Otherwise, go to step 3.
3. Enumerate all the vertices reachable from v_i as the vertices in the c-th component in cc(H_{k-1}, U_{k-1}). After the enumeration, increment c by one, and go back to step 2 for v_{i+1}.

The procedure above is implemented with O(log n)-bit space by utilizing the logspace undirected s-t connectivity algorithm [41] (since cc(H_{k-1}, U_{k-1}) is a set of weakly-connected components, undirected s-t connectivity suffices). Letting v_j be the vertex with the minimum ID in V_C ∪ ∂U_{k-1} for a component C ∈ cc(H_{k-1}, U_{k-1}), C is necessarily enumerated when the procedure above processes v_j. In addition, it is never enumerated twice because any other vertex in V_C ∪ ∂U_{k-1} has an ID larger than v_j and is reachable to v_j in G − U. ▷

The lemma above implies that one can associate an unique integer ID with each connected component in H_{k-1} − U_{k-1}, and can emulate with a polynomial-time overhead the connected component in H_{k-1} − U_{k-1} specified by a given ID. We also have the lemma below.

\begin{lemma}
Let G = (V, E) be any graph of treewidth w, and 0 < \delta < 1 be an arbitrary positive constant. Assume an algorithm outputting a tree decomposition of width at most w′ for G. Then, there exists an algorithm outputting an O(n^{-\delta})-balanced vertex separator U of size O(w′n^{\delta}) for G, which uses only O(w′n^{\delta} \log n)-bit space (except for the space used by the tree-decomposition algorithm).
\end{lemma}

\begin{proof}
Let (T, \{B_x\}_{x ∈ V_T}) be the (rooted) tree decomposition constructed by the algorithm. For any subgraph T′ ⊆ T and a subset X ⊆ V_G, we define vol(T′, X) = |\bigcup_{y ∈ V_{T′}} B_y \setminus X|. We also define T(x) as the subtree of T rooted by x ∈ V_T.

The proof is constructive. The algorithm finds the O(n^\delta) bags whose removal splits T into a small subtrees T_0, T_1, . . . , T_{M-1} satisfying vol(T_i, U) ≤ n^{1-\delta} for any i ∈ [1, M]. The algorithm manages two sets U′ and U. The set U′ stores the set of bag IDs constituting the vertex subset U, i.e., U = \bigcup_{x ∈ U′} B_x. The construction of U is done by iteratively adding a vertex in V_T to U′. Let x_i be the vertex added to U′ at the i-th iteration, and U_i and U′_i be respectively the contents of U and U′ when |U′| = i holds. We further define T^R_i as the deepest connected component of T − U′_i containing the root. The algorithm chooses as x_i the deepest vertex in T^R_{i-1} such that vol(T^R_{i-1}(x_i), U_{i-1}) ≥ n^{1-\delta} holds. The iteration terminates when vol(T^R_{i-1}, U_{i}) becomes smaller than n^{1-\delta}. Since one iteration decreases vol(T^R_{i-1}, U_{i}) by at least n^{1-\delta}, the algorithm terminates within n^{\delta} iterations. In addition, for any children y of x_i, we have vol(T^R_{i+1}(y), U_{i+1}) < n^{1-\delta} because x_i is the deepest vertex. It implies that any connected component in G − U contains at most n^{1-\delta} vertices.

The remaining issue is the time and space complexities for implementing the algorithm. Since the tree decomposition algorithm provides the whole topological information on T, one can use it as the adjacency list of T incurring a polynomial-time overhead. Since U′ is stored in the working memory, it is possible to emulate T^R_i for any i. The computation
of vol($T^n(x), U_i$) for any $x \in V_{T^n}$ can be done in a polynomial time using the membership test of $v \in B_y$ for all pairs of $v \in V_G \setminus U_i$ and $y \in V_{T^n} \setminus \{x\}$. Consequently, the proposed algorithm can be implemented with the storage cost for $U$ and $U'$. Since each bag contains at most $w'$ vertices, the space complexity is $O(w'^2 \log n)$ bits.

### 3 Small-Space Lex-DFS Algorithm for Graphs of Bounded Treewidth

#### 3.1 Reduction to (Approximate) Gray-Path Membership

The algorithms shown in [3] reduces the procedures of Pivot($t$) and Parent($t$) to a single abstract task called IsGray($u,v$), which tests if $v$ belongs to the prefix of the gray path by $u$ (i.e., tests if $v \in V_{Sd(u)}$ holds or not). The following lemma is proved in [3].

**Lemma 7** (Asano et al. [3]). Assume that there exists a polynomial-time algorithm IsGray($u,v$) which is executable at any time $d(u) \leq t \leq l(u)$ and determines if $v \in V_{Sd(u)}$ holds or not. Letting $f(n)$ be the space complexity of that algorithm and $g(n)$ be the space-complexity of solving the directed $s$-$t$ reachability problem, we have two polynomial-time algorithms which respectively implement Pivot($t$) and Parent($t$) using the memory of $f(n) + g(n)$ bits.

We slightly extend this lemma by introducing a new primitive called AISGray($u,v$) (approximate testing of gray vertex), which is a one-sided-error version of IsGray($u,v$) satisfying the following two conditions:

1. If $v \in V_{Sd(u)}$ holds, AISGray($u,v$) always returns true.
2. If $d(v) > d(u)$ holds, AISGray($u,v$) always returns false.

The following lemma implies that we can replace IsGray($u,v$) in Lemma 7 by AISGray($u,v$).

**Lemma 8.** Assume a polynomial-time algorithm AISGray($u,v$) executable at any time $d(u) \leq t \leq l(u)$ using $f(n)$-bit space, and a polynomial-time tree decomposition algorithm outputting the decomposition of width at most $w'$ for any input graphs of treewidth $w$. Then we have the polynomial-time algorithm which implements IsGray($u,v$) using the space of $f(n) + O(w' \log n)$ bits (except for the space used by the tree decomposition algorithm).

**Proof.** To implement IsGray($u,v$), it suffices to enumerate all the vertices in $S_t(u)$, which can be realized by repeatedly using an algorithm outputting $s_l(x)$ for given $x \in V_{Sd(u)} \setminus \{h_t\}$. Let $V'(x)$ be the set of the vertices $v'$ such that AISGray($x,v'$) returns true. It has been shown in [3] that $s_l(x)$ is the first vertex $y \in N(x)$ with respect to the order of $A_k$ such that $y$ is reachable to $h_t$ in $G - V_{S_k(x)}$. We first show that this fact still holds even if we replace $V_{S_k(x)}$ by $V'(x)$. Any $y$ preceding $s_l(x)$ in $A_k$ is unreachable to $h_t$ in $G - V'(x)$ because it is unreachable in $G - V_{S_k(x)}$ and $V_{S_k(x)} \subseteq V'(x)$ holds by the first condition of AISGray. Letting $X$ be the graph corresponding to the suffix of $S_t$ from $s_l(x)$ to $h_t$, any vertex in $V_X$ has a discovery time larger than $d(x)$, and thus $V_X \cap V'(x) = \emptyset$ holds by the second condition of AISGray. It implies that $s_l(x)$ is reachable to $h_t$ in $G - V'(x)$, and concludes that $s_l(x)$ is the first vertex $y \in N(x)$ such that $y$ is reachable to $h_t$ in $G - V'(x)$. Since the procedure AISGray($x,v'$) works as the emulator of $G - V'(x)$, we can obtain an algorithm of computing $s_l(x)$ using any directed $s$-$t$ reachability algorithm. The algorithm by Jain et al. [29] matches our goal. It uses any tree decomposition of width $w'$ as a side information, and runs in a polynomial time using $O(w' \log n)$-bit space. The memory complexity is $f(n)$ bits for AISGray, and $O(w' \log n)$ bits for deciding $s$-$t$ reachability and for managing a constant number of pointers to vertices in $V_G$. 


As utilized in the proof of Lemma 8, directed $s$-$t$ reachability is solvable using $O(w'\log n)$-bit space with the side information of a tree decomposition of width $w'$ [29]. Thus we have Lemma 7 with $g(n) = O(w'\log n)$. The remaining part of our algorithm is to implement $\text{AlsGray}(u, v)$ executable at any $d(u) \leq t \leq l(u)$. Let $U$ be the set shown in Lemma 6, and $\mathcal{X} = \{X_0, X_1, \ldots, X_{N-1}\}$ be the set of the connected components in $G - U$ (Figure 1). At each time $t$, our algorithm keeps track of the information of $(d(x), p_t(x), s_t(x))$ for any $x \in V_{S_t} \cap U$. Specifically, we prepare the dictionary $Z$ which maps any vertex $x$ in $U$ to the corresponding triple $(d(x), p_t(x), s_t(x))$ if $x \in S_t$ holds. We refer to the three elements in the triple for $x$ as $Z[x].d$, $Z[x].p$, and $Z[x].s$ respectively. The contents of $Z$ is updated in the main routine of Lex-DFS when the search head moves. Let $t_i$ be the number of connected components in the subgraph $S_{d(u)}[V_{X_i}]$. For each connected component $C$ in $S_{d(u)}[V_{X_i}]$ we define its entrance and exit as the vertices with the minimum and maximum discovery times in $V_C$ respectively. Let $C_i = C_{i, 0}, C_{i, 1}, \ldots, C_{i, t_i-1}$ be the sequence of the connected components in $S_{d(u)}[V_{X_i}]$ sorted by the discovery times of their entrances. We also define the exit of $C_{i, -1}$ as $s$, which works as a sentinel value. Let $Q_i = (q_{i, 0}, q_{i, 1}, \ldots, q_{i, t_i-1})$ and $W_i = (w_{i, -1}, w_{i, 0}, w_{i, 1}, \ldots, w_{i, t_i-1})$ be the sequences of the entrances and exits associated with each component in $C_i$ respectively. Now we construct the graph $H_i$ from $G$ by the following procedure:

1. Remove all the vertices not in $V_{X_i} \cup \{s\}$ as well as their incident edges.
2. For all $0 \leq j \leq t_i - 1$, contract the gray path from $w_{i, j-1}$ to $q_{i, j}$ into an edge. The positions of $q_{i, j}$ in $A_{w_{i, j-1}}$ and $w_{i, j-1}$ in $A_{q_{i, j}}$ are equal to those of $s_t(w_{i, j-1})$ and $p_t(q_{i, j})$ respectively.

Note that $s = w_{i, -1} = q_{i, 0}$ holds if $s \in V_{X_i}$. We illustrate an example of the construction in Figure 2. Consider the run of any Lex-DFS algorithm in $H_i$ until the discovery of $w_{i, t_i-1}$, which outputs a vertex set $L_i \subseteq V_{X_i} \cup \{s\}$. Let $L(u) = L_0 \cup L_1 \cup \cdots \cup L_{N-1} \cup (S_{d(u)} \cap U)$. An important fact is that $\text{AlsGray}(v, u)$ can be implemented using the query if $v \in L(u)$ or not. The following lemma holds.

**Lemma 9.** Let $L_{i, t_i-1}$ be the output sequence of the Lex-DFS running in $H_i$ until the discovery of $w_{i, t_i-1}$. Any vertex in $V_{S_{d(u)}[V_{X_i}]}$ is contained in $L_{i, t_i-1}$, and $d(x) \leq d(w_{i, t_i-1}) \leq d(u)$ holds for any $x \in L_{i, t_i-1}$.

**Proof.** For any $v \in V$, let $P_v \subseteq V_G$ be the set of all simple paths from $s$ to $v$ in $G$, and $P_G = \bigcup_{v \in V_G} P_{v}$. For any path $P = s, u_1, \ldots, u_j, v$ in $P_{G, v}$, we define its word $\gamma^G(P)$ as the sequence $A_{u_1}^{-1}[u_1], A_{u_2}^{-1}[u_2], \ldots, A_{u_j}^{-1}[v]$. Letting $< \in \gamma$ be the lexicographic order over all words, the minimum path $\pi^G(v) \in P_{G, v}$ of a vertex $v \in V$ is defined as the one satisfying
\[\gamma_G(\pi_G(v)) \prec \gamma_G(P)\] for any \(P \in \mathcal{P}_{G,v}\). For any two vertices \(v, v' \in V_{H_i}\), the gray paths in \(H_i\) to \(v\) and \(v'\) are respectively obtained by contracting several common subpaths in the gray paths to \(v\) and \(v'\) in \(G\). Hence it is easy to check \(\gamma_G(\pi_G(v)) \prec \gamma_G(\pi_G(v'))\) holds if and only if \(\gamma_{H_i}(\pi_{H_i}(v)) \prec \gamma_{H_i}(\pi_{H_i}(v'))\) holds for any \(v, v' \in V_{H_i}\). Since it is well-known that the total ordering of \(V_G\) with respect to \(\prec\) over \(\{\gamma_G(\pi_G(v))\}_{v \in V_G}\) is equivalent to the Lex-DFS ordering of \(V_G\), this fact implies that \(L_i\) contains all the vertices in \(V_{X_i}\) discovered earlier than \(w_{i,t-1}\) in the Lex-DFS search in \(G\), and contains no vertex in \(V_{X_i}\) whose discovery time in the Lex-DFS search in \(G\) is later than \(d(w_{i,t-1})\). The lemma is proved. ▲

Since \(H_i\) is a minor of \(G\), its treewidth is also bounded by \(w\). Thus we can perform our Lex-DFS algorithm recursively for graph \(H_i\) of \(O(n^{1-\epsilon})\) vertices to output \(L_i\). The graph \(H_i\) can be emulated using the subset \(U\) and the information stored in \(Z\). Outputting \(L_i\) for all \(i \in [0, N-1]\) can answer the query if \(v \in L(u)\) holds or not.

### 3.3 Algorithm Details for Lex-DFS

The pseudocode of our algorithm is given in Algorithm 2. It is defined as a recursive procedure \(\text{LEX-DFS}(G, s, u)\), which outputs the Lex-DFS sequence of \(G\) starting from \(s\) until \(u\) is discovered. If the procedure runs with \(u \notin V_G\), it outputs the whole Lex-DFS sequence of \(G\) starting from \(s\). Note that the dictionary \(Z\) is independently defined in each recursive call for the computed separator \(U\). In addition, the size \(O(n')\) of separator \(U\) is fixed independently of recursion depth. That is, the variable \(n\) in the size parameter \(O(n')\) is always the number of vertices in the original input graph, not the number of vertices in the input graph taken as an argument of \(\text{LEX-DFS}\). The main routine \(\text{LEX-DFS}\) almost follows Algorithm 1, except for using \(\text{AISGray}\) to compute \(\text{Pivot}\) and \(\text{Parent}\) and managing \(Z\). The core of the algorithm is the implementation of \(\text{AISGray}\), in particular, the emulation of \(H_i\) for each \(V_i\) (\(0 \leq i \leq N-1\)). That part corresponds to the lines 23-30. First, we identify the set \(Q_i\) and \(W_i\), which can be done by extracting the nodes \(x \in U\) satisfying \(Z[x], s \in V_i\) as a member of \(Q_i\) (or those satisfying \(Z[x], p \in V_i\) as \(W_i\)). Since each node in \(S_i(u) \cap U\) stores its discovery time in \(Z\), we can add the nodes into \(Q_i\) or \(W_i\) in the order of their discovery times. Following the order of \(Q_i\) and \(W_i\), we create the edge set \(F\), which corresponds to the edges obtained by the contraction of gray subpaths in the step 2 of the construction.

### 3.4 Complexity

Since \(\text{Pivot}\) and \(\text{Parent}\) are called at most \(2n\) times in each recursive call, a polynomial-time invocations of \(\text{AISGray}\) suffices to implement them. Let \(n^\epsilon\) be the upper bound for the number of invocations of \(\text{AISGray}\) in one execution of \(\text{Pivot}\) or \(\text{Parent}\). One invocation of \(\text{AISGray}\) calls \(\text{LEX-DFS}\) at most \(n\) times. Putting all them together, \(n^{\epsilon+2}\) recursive invocations of \(\text{LEX-DFS}\) occur per one call of \(\text{LEX-DFS}\). Since the recursion depth is obviously bounded by \(O(1/\epsilon)\), at most \(O(n^{\epsilon+2}/\epsilon)\) calls of \(\text{LEX-DFS}\) are invoked in total. By Lemma 5, the input graph to each recursive call can be emulated with a polynomial-time overhead, and thus one invocation of \(\text{LEX-DFS}\) excepting the run of recursive calls has a polynomially-bounded running time. Consequently, the total running time is \(n^{O(1/\epsilon)}\).

In each recursive call, the information on \(U\) and \(Z\) is stored in the working memory. The space for storing \(U\) and \(Z\) are bounded by \(O(w'n^{\epsilon} \log n)\) bits. Except for the space used by the tree decomposition algorithm, the space of \(O(w'^{\epsilon} \log n)\) bits is necessary for implementing \(\text{Parent}\) and \(\text{Pivot}\) from \(\text{AISGray}\). Since the recursion depth is \(O(1/\epsilon)\), the total space complexity is \(O(w'^{\epsilon^{-1}}n^{\epsilon} \log n)\) bits.
Algorithm 2 Lex-DFS Algorithm for graph $G$ of treewidth $k$ (starting from $s$).

1: function Lex-DFS($G, s, u$)
2:   if $|V_G| \leq n'$ then run the standard Lex-DFS algorithm and halt
3:   Find a separator $U$ of size $O(n')$
4:   Initialize $Z: U \rightarrow [0, n-1] \times V_G \times V_G$
5:   $v_{cur} \leftarrow s; t \leftarrow 1$
6:   output $s; Z[s] \leftarrow (1, \bot, \bot)$
7:   while true do
8:     $v \leftarrow$ PIVOT($t$) using AISGRAY($v_{cur}$, $\cdot$)
9:     if $v = -1$ then $\triangleright$ All neighbors have been already visited
10:        $v \leftarrow$ PARENT($t$) using AISGRAY($v_{cur}$, $\cdot$)
11:        $Z[v_{cur}] \leftarrow \text{null}; Z[v] \leftarrow (Z[v].d, Z[v].p, \bot)$
12:        if $v = -1$ then halt $\triangleright$ All vertices are visited
13:     else
14:        $Z[v_{cur}] \leftarrow (Z[v_{cur}].d, Z[v_{cur}].p, v); Z[v] \leftarrow (t, v_{cur}, \bot)$
15:        Output $v$
16:        if $v = u$ then halt
17:        $v_{cur} \leftarrow v$
18:        $t \leftarrow t + 1$
19:   function AISGRAY($u, v$)
20:      if $Z[v] \neq \text{null}$ then return true
21:      Let $X_0, X_1, \ldots, X_{N-1}$ be the connected components in $G - U$
22:      for $i = 0, 1, \ldots, N - 1$ do
23:         $Q \leftarrow \emptyset; W \leftarrow \{s\}$
24:         for $\forall x \in U: Z[x] \neq \text{null}$ in ascending order of $Z[x].d$ do
25:            if $Z[x].s \in V_{X_i}$ then append $Z[x].s$ to $Q$
26:            if $Z[x].p \in V_{X_i}$ then append $Z[x].p$ to $W$
27:         if $u \in V_{X_i}$ then append $u$ to $W$
28:         $\ell_i \leftarrow |Q|$
29:         for $j = 0, 1, \ldots, \ell_i - 1$ do
30:            $F \leftarrow F \cup \{(W[j], Q[j])\}$
31:         $H_i \leftarrow G[V_i] + F$ $\triangleright$ Not explicitly constructed
32:      if $v \in \text{Lex-DFS}(H_i, s, W[\ell_i - 1])$ then return true
33:   return false

4 Tree Decomposition using Small Space

In this section, we present a tree-decomposition algorithm, which uses $O(wn^{1/2} \log n)$-bit space and outputs a decomposition of width $O(wn^{1/2} \log n)$ for any undirected graph $G = (V, E)$ of treewidth $w \leq \sqrt{n}$. We first introduce a space-saving variant of the known weighted balanced separator algorithm.

- Lemma 10 (Extended from Theorem 1.1 of Fomin et al. [24]). There exists a polynomial-time algorithm that, given a graph $G$ on $n$ vertices, any vertex-weight function $\mu$, and a positive integer $k$, either provides a weighted $O(1)$-balanced separator of $G$ with respect to $\mu$ consisting
of $O(k^2)$ vertices, or concludes that the treewidth of $G$ is more than $k$. The algorithm uses the memory space required for finding the minimum unweighted $s$-$t$ vertex cut in $G$ plus $O(k^2 \log n)$ bits.

Proof. We refer to the algorithm proposed in Theorem 1.1 of [24] as Sep. Except for the space complexity matter, the correctness of the lemma completely follows that of Sep presented in [24]. Thus it suffices to show how Sep is implemented using the memory space claimed in this lemma. The algorithm Sep roughly works as follows. Let $G$ be any input graph of treewidth at most $k$.

1. First the algorithm Sep constructs any rooted spanning tree $T$ of $G$, and decomposes it into a set $X$ of $\Theta(k)$ connected subtrees such that at most $O(k)$ vertices can belong to two or more subtrees in $X$: Let $T(x)$ be the subtree of $T$ rooted by $x$. The algorithm Sep starts with $T'=T$, and for $i=0,1,\ldots$, iteratively finds the deepest vertex $x_i$ such that $|V_{T'}(x_i)| \geq \alpha n/k$ holds for an appropriate constant $\alpha$. Then the subtree $T'(x_i)$ is split into several subtrees of size $\Theta(n/k)$ sharing $x_i$, each of which becomes a member of $X$. After updating $T'$ as $T' \leftarrow T' - T'(x_i)$, the algorithm proceeds to the next iteration.

2. For any $X_i,X_j \in X$ such that $V_{X_i} \cap V_{X_j} = \emptyset$, Sep emulates the graph $H_{i,j}$ obtained from $G$ by contracting $X_i$ and $X_j$ into two vertices $x_i$ and $x_j$. Then it computes the minimum $x_i$-$x_j$ vertex cut in $H_{i,j}$. If there exists a pair $(i,j)$ such that the output cut contains at most $k$ vertices, the algorithm adds it to the separator set $U$.

3. The steps 1 and 2 are iteratively applied to the largest connected component after the removal of the computed vertex cut, until $U$ becomes an $O(1)$-balanced separator of $G$.

It is proved in [24] that this iteration terminates within $O(k)$ times if the treewidth of the input graph is at most $k$.

The small-space implementation of step 1 is very similar with the algorithm shown in the proof of Lemma 6. With the support of the emulator of $T$, finding $x_i$ and the emulation of $T'$ can be done in the same way as the proof of Lemma 6. The spanning tree $T$ can be emulated using the logspace undirected connectivity: We introduce an arbitrary logspace-computable edge-weight function $g: E_G \to \mathbb{N}$ which assigns all edges with different weights. Let $e_0,e_1,\ldots,e_m-1$ be the sequence of all edges sorted in the ascending order of their weights, and $E_i = \{e_0,e_1,\ldots,e_{i-1}\}$. Then an edge $e_i = (u,v)$ is contained in the minimum spanning tree of $G$ with respect to $g$ if and only if $u$ and $v$ is contained in $G[E_i]$, which directly deduces the emulator of the minimum spanning tree.

Assuming an algorithm computing the set $X$, $H_{i,j}$ can be emulated with a polynomial-time overhead. Thus the step 2 can be implemented within a polynomial time using $O(k^2 \log n)$ bits (except for the space used by the vertex-cut algorithm).

4.1 A Small-Space Balanced Separator Algorithm

Let $I(G)$ be the maximum independent set of $G$, (if two or more maximum independent sets exist, an arbitrary one is chosen), and $\overline{I}(G) = V \setminus I(G)$ for short. The first key ingredient of our algorithm is a space-saving algorithm for the minimum $s$-$t$ vertex cut problem.

Lemma 11. Let $G$ be any $n$-vertex undirected graph. For any $s,t \in V_G$, the minimum (unweighted) $s$-$t$ vertex cut of $G$ can be found in a polynomial time using $O(|\overline{I}(G)| \log n)$ bits.

Proof. The algorithm basically follows the vertex-cut version of Ford-Fulkerson algorithm, which manages a set of augmenting paths for recognizing the current residual graph (see Section 3.5 in [35] for example). In the case of unweighted vertex cuts, any set of augmenting paths is a set of vertex-disjoint $s$-$t$ paths in $G$. Letting $L$ be the maximum total length of
managed s-t paths, the algorithm can be implemented using $O(L \log n)$-bit space. Thus it suffices to show that $L = O(|\overline{T}(G)|)$ holds for any instance $G$. Let $R_1, R_2, \ldots, R_y$ be any set of vertex-disjoint s-t paths in $G$. Since no two vertices in $I(G)$ consecutively appears in any path, we have $|V_{R_i} \cap I(G)| \leq |V_{R_i} \cap \overline{T}(G)| + 1$ for any $i \in [1, y]$. Then $|V_{R_i}| \leq 3|V_{R_i} \cap \overline{T}(G)|$ holds. Since $V_{R_i}$ for all $i \in [1, y]$ are mutually disjoint, it follows $\sum_{1 \leq i \leq y} |V_{R_i}| = O(|\overline{T}(G)|)$. The lemma is proved.

Consider a partition of $V_G$ into a family $\mathcal{P} = \{P_0, P_1, \ldots, P_{N-1}\}$ of $N$ subsets such that $G[P_i]$ is a connected subgraph of $G$. We denote by $G/\mathcal{P}$ the graph obtained by contracting each subgraph $P_i$ into a single vertex $u_i$ with weight $\mu(u_i) = |V_{P_i}|$ (parallel edges are merged into the single one). The second key ingredient is to reduce the (approximate) tree decomposition of $G$ into that of another graph $G/\mathcal{P}$ for an appropriate partition $\mathcal{P}$ such that $|\overline{T}(G/\mathcal{P})|$ becomes small. Since treewidth never increases by edge contraction, $G/\mathcal{P}$ also has a treewidth at most $k$. Thus we can run the balanced-separator algorithm obtained from Lemmas 10 and 11 on $G/\mathcal{P}$ using only $O((|\overline{T}(G/\mathcal{P})| + k^2) \log n)$-bit space. For the computed separator $B$, we replace each $u_i \in B$ by $V_{P_i}$. That is, we create a vertex subset $B' = \bigcup_{u_i \in B} V_{P_i}$, which is obviously a balanced separator of $G$ consisting of $O(k^2 \max_i |V_{P_i}|)$ vertices. To attain the space complexity of Theorem 2 following this approach, we have to construct a polynomial-time algorithm outputting the partition $\mathcal{P}$ satisfying $|\overline{T}(G/\mathcal{P})| = O(kn^{1/2})$ and $|P_i| = O(n^{1/2}/k)$ for any $P_i \in \mathcal{P}$. In addition, we have to guarantee that the algorithm uses only $O(kn^{1/2} \log n)$ bits.

We argue the implementation of such an algorithm. Let us define an arbitrary total ordering of edges in $E_G$. This can be easily realized by any ordering function $f : E \to \mathbb{N}$ which can be computed in logarithmic space (e.g., the lexicographic ordering of endpoint ID pairs). Let $e_1, e_2, \ldots, e_m$ be the sequence of all edges sorted in this order, and $E_i = \{e_1, e_2, \ldots, e_i\}$. For any subgraph $H \subseteq G$, we also define $S(H, v, i)$ as the set of the vertices which are reachable from $v$ in $H[E_i]$. The partition is constructed by the following algorithm:

1. Let $\mathcal{P} = \emptyset$, $R \leftarrow \emptyset$, and $H \leftarrow G$.
2. Find the minimum $\ell$ such that the largest connected component $C$ in $H[E_\ell]$ contains at least $n^{1/2}/k$ vertices, and add $V_C$ to $\mathcal{P}$. Letting $v$ be the vertex with the smallest ID in $V_C$, we store the pair $(v, \ell)$ into $R$.
3. Update $H \leftarrow G - \bigcup_{(v, \ell) \in R} S(G, v, \ell)$.
4. Repeat steps 2 and 3 until the size of any connected component in $H$ becomes less than $n^{1/2}/k$.
5. Letting $Q = \bigcup_{P_i \in \mathcal{P}} P_i$, add $V_{C'}$ to $\mathcal{P}$ for any connected component $C'$ in $G - Q$.

The actual algorithm does not store $\mathcal{P}$ explicitly. Except for step 5, the set $\mathcal{P}$ is write-only, and it is easy to verify that steps 1-4 can be implemented only with the space for storing $R$. The matter of the space complexity relies on how to restore the set $Q$ in step 5 only from the information of $R$. Let $C_i$ be the connected component found in the $i$-th iteration of step 2, and $(u_i, j_i)$ be the entries added to $R$ then. We denote by $H_i$ the graph stored in $H$ immediately after the $i$-th iteration of step 2. It is easy to enumerate the vertices in $S(G, u, j)$ by the logspace undirected s-t connectivity algorithm [41] (recall that we omit the orientation of edges in considering the tree decomposition for directed graphs), and thus we obtain an emulator of $H_i$ using the information in $R$ and extra $O(\log n)$-bit space. It also yields an algorithm for enumerating $C_i = S(H_{i-1}, u_i, j_i)$. Consequently, this algorithm works using only $O(|R| \log n)$-bit space. The following lemma guarantees the correctness of the output.

**Lemma 12.** Let $\mathcal{P} = \{P_0, P_1, \ldots, P_{N-1}\}$ be the partition outputted by the algorithm above. Then for any $P_i \in \mathcal{P}$, $|P_i| \leq 2n^{1/2}/k$ holds. In addition, $|\overline{T}(G/\mathcal{P})| \leq kn^{1/2}$ holds.
Proof. We first show that $P$ is actually a partition of $V_G$. By step 5, it is obvious that any vertex in $V_G$ is contained in at least one subset $P_i \in P$. The subset added in step 5 does not intersect other subsets. Consider any two subsets $C_i$ and $C_k$ added in step 2 ($i < k$). By the construction of $C_i$ and $C_k$, we have $C_i = S(H_{i-1}, u_i, j_i)$ and $C_k = S(H_{k-1}, u_k, j_k)$. Since $i < k$ holds, $H_{k-1}$ does not contain any vertex in $S(G, u_i, j_i)$. It implies $H_{k-1}$ does not contain any vertex in $C_i = S(H_{i-1}, u_j, j_i)$ because of $H_{i-1} \subseteq G$. That is, $C_i$ and $C_k$ are mutually disjoint. Next, we bound the size of each $P_i$. Any subset added in step 5 has a cardinality less than $n^{1/2}/k$. Since the algorithm finds the smallest $\ell$ such that the cardinality of $C$ becomes at least $n^{1/2}/k$, any connected component in $H_{i-1}[E_{\ell-1}]$ has a size less than $n^{1/2}/k$. Thus the size of any connected component in $H_{i-1}[E_{\ell}]$ is at most $2n^{1/2}/k$. Finally, we show $|T(G/P)| \leq kn^{1/2}$. We call a subset $P_i \in P$ a red subset if $P_i$ is added in step 5, and also call the corresponding vertex $u_i \in V_G/P$ a red vertex. It is obvious that any red subset $P_i$ has no outgoing edge to other red subsets in $G$, the set of all red vertices forms an independent set of $G/P$. Since the cardinality of any non-red subset is at least $n^{1/2}/k$, at most $kn^{1/2}$ non-red vertices exist in $G/P$. It implies $|T(G/P)| \leq kn^{1/2}$. The lemma is proved.

This lemma also implies that the size of $R$ is at most $kn^{1/2}$. Thus the space complexity of the algorithm is bounded by $O((kn^{1/2}\log n)$ bits. The combination of Lemmas 10, 11, and 12 yields the following lemma.

Lemma 13. There exists a polynomial-time algorithm that, given a graph $G$ on $n$ vertices and a positive integer $k$, either provides an $O(1)$-balanced separator of $G$ consisting of $O(kn^{1/2})$ vertices, or concludes that the treewidth of $G$ is more than $k$. The algorithm uses $O(kn^{1/2}\log n)$-bit space.

The remaining part is to transform the separator algorithm into a tree-decomposition algorithm. The following lemma obviously deduces Theorem 2.

Lemma 14. Assume an algorithm $Alg$ which outputs an $O(1)$-balanced separator of size $k(w, n)$ for any graph $G$ of treewidth $w$ using $g(n)$-bit space. Then there exists a polynomial-time tree decomposition algorithm which outputs a tree decomposition of width $O(k(w, n)\log n)$ using $O(g(n) + k(w, n)\log^2 n)$-bit working memory.

Proof. The proof is constructive. We refer to the constructed algorithm as $Alg$. The algorithm $Alg$ first computes an $O(1)$-balanced separator $U$ of $G$, and then recursively constructs the tree decomposition of each connected component in $G - U$ whose size is larger than $k(w, n)$. A component having at most $k(w, n)$ vertices is treated as the subgraph with the tree decomposition consisting of a single bag of the whole component. Let $H_0, H_1, \ldots, H_{\ell-1}$ be the connected components in $G - U$ sorted in the order specified by the enumeration algorithm of Lemma 5, and $T_i$ be the output sequence of the recursive call for $H_i$. Defining the binary operator $\circ$ for concatenating two sequences, let $T = T_0 \circ T_1 \circ \cdots \circ T_{\ell-1}$. We further define $m_i = \sum_{0 \leq j \leq i} |T_i|$. The algorithm $Alg$ modifies the sequence $T$ in the following way: Any pair $(B, q) \in T_i$ is replaced by $(B \cup U, q + m_i)$ if $q \neq -1$ or $(B \cup U, m_i - 1)$ otherwise. Finally, we append the pair $(U, -1)$ at the tail of $T$. Intuitively, this modification is for relabeling bag identifiers to guarantee their uniqueness, and for merging all the subgraph decompositions into a single one rooted by the last bag $(U, -1)$. It is easy to verify that the modified sequence is a tree decomposition of $G$. By Lemma 5, the input graph at any recursion level is emulated with a polynomial-time overhead. Thus the running time at any recursion level is a polynomial time. One recursive call remove one bag from the input graph, the number of recursive calls is bounded by $n$. Totally the algorithm $Alg$ finishes within a polynomial time.
Let \( w_i \) be the maximum width of all the output tree decompositions at the \( i \)-th recursion level. Then we have the inequality \( w_{i+1} \leq k(w, n) + w_i \). Since the separator is \( O(1) \)-balanced, the recursion finishes at the depth of \( O(\log n) \). It implies that the maximum bag size is \( O(k(w, n) \log n) \). The modification of the sequence \( T \) can be done in a streaming way. Thus the space complexity of \( Alg \) is \( O(|U| \log n) = O(k(w, n) \log n) \) bits per one recursion. The largest space consumption is at the bottom-level recursion, where \( Alg \) uses \( O(k(w, n) \log^2 n) \) bits in total.

The lemma above also deduces the consequence for planar graphs in Corollary 3. Since planar graphs admit a \( \tilde{O}(\sqrt{n}) \)-bit space \( O(1) \)-balanced separator algorithm [27], we can use it instead of Lemma 13.

5 Conclusion

In this paper, we presented a Lex-DFS algorithm for directed graphs of bounded treewidth \( w \). It is not only the first algorithm solving Lex-DFS using sublinear space for \( w = \omega(1) \), but also the first algorithm solving directed \( s-t \) reachability in the same situation. One of the key tools is a new sublinear-space tree decomposition algorithm covering the case of moderate (small but non-constant) treewidth. The authors believe that this is a strong tool for designing small-space algorithms for other fundamental graph problems on bounded-treewidth graphs.
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1 Introduction

We study one of the most basic scheduling problems. Consider a sequence of jobs $J = J_1, \ldots, J_n$ that has to be assigned to $m$ identical parallel machines. Each job $J_t$ has an individual processing time $p_t$, $1 \leq t \leq n$. Preemption of jobs is not allowed. The goal is to minimize the makespan, i.e. the maximum completion time of any job in the constructed schedule. Both the offline and online variants of this problem have been studied extensively, see e.g. [4, 11, 14, 18, 20, 33] and references therein.

We focus on the online setting, where jobs arrive one by one. Whenever a job $J_t$ is presented, its processing time $p_t$ is revealed. The job has to be scheduled immediately on one of the machines without knowledge of any future jobs $J_s$, with $s > t$. Given a job sequence $J$,
let $A(J)$ denote the makespan of an online algorithm $A$ on $J$. Let $OPT(J)$ be the optimum makespan. A deterministic online algorithm $A$ is \textit{c-competitive} if $A(J) \leq c \cdot OPT(J)$ holds for all $J$ [38]. The best competitive ratio that can be achieved by deterministic online algorithms is in the range [1.88, 1.9201]. No randomized online algorithm is known that beats deterministic ones, for general $m$.

In this paper we investigate online makespan minimization in the random-order model. Here an input instance / job sequence is chosen by an adversary. Then a random permutation of the input elements / jobs arrives. The random-order model was considered by Dynkin [10] and Lindley [28] for the secretary problem. Over the last years the framework has received quite some research interest and many further problems have been studied. These include generalized secretary problems [2, 3, 13, 27, 28], the knapsack problem [2, 27], bin packing [25], facility location [30], matching problems [16, 21, 29], packing LPs [26] and convex optimization [19].

We present an in-depth study of online makespan minimization in the random-order model. As a main contribution we devise a new deterministic online algorithm that achieves a competitive ratio of 1.8478. After almost 20 years this is the first progress for the pure online setting, where an algorithm does not resort to extra resources in handling a job sequence.

\textbf{Previous work.} We review the most important results relevant to our work and first address the standard setting where an online algorithm must schedule an arbitrary, worst-case job sequence. Graham in 1966 showed that the famous \textit{Greedy} algorithm, which assigns each job to a least loaded machine, is $(2 - \frac{1}{m})$-competitive. Using new deterministic strategies the competitiveness was improved in a series of papers. Galambos and Woeginger [15] gave an algorithm with a competitive ratio of $(2 - \frac{1}{m} - \epsilon_m)$, where $\epsilon_m$ tends to 0 as $m \to \infty$. Bartal et al. [4] devised a 1.986-competitive algorithm. The bound was improved to 1.945 [22] and 1.923 [1]. Fleischer and Wahl [14] presented an algorithm that attains a competitive ratio of 1.9201 as $m \to \infty$. Chen et al. [7] gave an algorithm whose competitiveness is at most $1 + \epsilon$ times the best possible factor, but no explicit bound was provided. Lower bounds on the competitive ratio of deterministic online algorithms were shown in [1, 5, 12, 17, 34, 35]. For general $m$, the bound was raised from 1.707 [12] to 1.837 [5] and 1.854 [17]. Rudin [34] showed that no deterministic strategy has a competitiveness smaller than 1.88.

For randomized online algorithms, there is a significant gap between the best known upper and lower bounds. For $m = 2$ machines, Bartal et al. [4] presented an algorithm that achieves an optimal competitive ratio of $4/3$. To date, there exists no randomized algorithm whose competitiveness is smaller than the deterministic lower bound, for general $m$. The best known lower bound on the performance of randomized online algorithms tends to $e/(e - 1) \approx 1.581$ as $m \to \infty$ [6, 37].

Recent research on makespan minimization has examined settings where an online algorithm is given extra resources when processing a job sequence. Specifically, an algorithm might have a buffer to reorder the incoming job sequence [11, 24] or is allowed to migrate jobs [36]. Alternatively, an algorithm has information on the job sequence [8, 9, 23, 24], e.g. it might know the total processing time of the jobs or even the optimum makespan.

In the random-order model only one result is known for makespan minimization on identical machines. Osborn und Torgn [32] showed that \textit{Greedy} does not achieve a competitive ratio smaller than 2 as $m \to \infty$. Recently Molinaro [31] studied online load balancing with the objective to minimize the $l_p$-norm of the machine loads. He considers a general scenario with machine-dependent job processing times. For makespan minimization he presents an algorithm that, in the worst case, is $O(\log m/\epsilon)$-competitive and, in the random-order model, has an expected makespan of $(1 + \epsilon)OPT(J) + O(\log m/\epsilon)$, for any $\epsilon \in (0, 1]$. 
Our contribution. We investigate online makespan minimization in the random-order model, a sensible and widely adopted input model to study algorithms beyond the worst case. Specifically, we develop a new deterministic algorithm that achieves a competitive ratio of 1.8478 as $m \to \infty$. This is the first improved performance guarantee in the random-order model. The competitiveness is substantially below the best known ratio of 1.9201 in the worst-case setting and also below the corresponding lower bound of 1.88 in that framework.

A new feature of our algorithm is that it schedules an incoming job on one of three candidate machines in order to maintain a certain load profile. The best strategies in the worst-case setting use two possible machines, and it is not clear how to take advantage of additional machines in that framework. The choice of our third, extra machine is quite flexible: An incoming job is placed either on a least loaded, a heavily loaded or – as a new option – on an intermediate machine. The latter one is the $(h + 1)$-st least loaded machine, where $h$ may be any integer with $h \in \omega(1)$ and $h \in o(\sqrt{m})$.

When assigning a job to a machine different from the least loaded one, an algorithm has to ensure that the resulting makespan does not exceed $c$ times the optimum makespan, for the targeted competitive ratio $c$. All previous strategies in the literature lower bound the optimum makespan by the current average load on the machines. Our new algorithm works with a refined lower bound that incorporates the processing times of the largest jobs seen so far. The lower bound is obvious but has not been employed by previous algorithms.

The analysis of our algorithm proceeds in two steps. First we define a class of stable job sequences. These are sequences that reveal information on the largest jobs as processing volume is scheduled. More precisely, once a certain fraction of the total processing volume $\sum_{t=1}^{n} p_t$ has arrived, one has a good estimate on the $h$-th largest job and has encountered a certain number of the $m + 1$ largest jobs in the input. The exact parameters have to be chosen carefully.

We prove that with high probability, a random permutation of a given input of jobs is stable. We then conduct a worst-case analysis of our algorithm on stable sequences. Using their properties, we show that if the algorithm generates a flat schedule, like Greedy, and can be hurt by a huge job, then the input must contain many large jobs so that the optimum makespan is also high. A new ingredient in the worst-case analysis is the processing time of the $h$-th largest job in the input. We will relate it to machine load in the schedule and to the processing time of the $(m + 1)$-st largest job; twice the latter value is a lower bound on the optimum makespan.

The analysis implies that the competitive ratio of 1.8478 holds with high probability. Input sequences leading to higher performance ratios are extremely rare. We believe that our analysis approach might be fruitful in the study of other problems in the random-order model: Identify properties that a random permutation of the input elements satisfies with high probability. Then perform a worst-case analysis.

Finally in this paper we devise lower bounds for the random-order model. We prove that no deterministic online algorithm achieves a competitive ratio smaller than $4/3$. Moreover, if a deterministic online algorithm is $c$-competitive with high probability, then $c \geq 3/2$.

2 Strong competitiveness in the random-order model

We define competitiveness in the random-order model and introduce a stronger measure of competitiveness that implies high-probability bounds. Recall that traditionally a deterministic online algorithm $A$ is $c$-competitive if $A(J) \leq c \cdot OPT(J)$ holds for all job sequences $J = J_1, \ldots, J_n$. We will refer to this worst-case model also as the adversarial model.
In the random-order model a job sequence $J = J_1, \ldots, J_n$ is given, which may be specified by an adversary. (Alternatively, a set of jobs could be specified.) Then a random permutation of the jobs arrives. We define the expected cost / makespan of a deterministic online algorithm. Let $S_n$ be the permutation group of the integers from 1 to $n$, which we consider a probability space under the uniform distribution, i.e., each permutation in $S_n$ is chosen with probability $1/n!$. Given $\sigma \in S_n$, let $J^\sigma = J_{\sigma(1)}, \ldots, J_{\sigma(n)}$ be the job sequence permuted by $\sigma$. The second condition in the following definition requires that the probability of Lemma 2. Hence sensible online algorithms do not perform badly on this sequence. Since there must be one machine containing two jobs. In particular, this is futile. Consider a sequence of $m$ identical jobs with a processing time of, say, $P_{m+1}$ (refering to the size of the $(m+1)$-st largest job in an input). Any online algorithm that is better than 2-competitive must schedule these $m$ jobs on separate machines, obtaining the flattest schedule possible. An incoming even larger job of processing time $p_{\text{max}}$ will now enforce a makespan of $P_{m+1} + p_{\text{max}}$. Observe that $\text{OPT} \geq \max\{2P_{m+1}, p_{\text{max}}\}$ since there must be one machine containing two jobs. In particular $P_{m+1} + p_{\text{max}} \leq 1.5\text{OPT}$.

Hence sensible online algorithms do not perform badly on this sequence.

### Lemma 2
If a deterministic online algorithm is nearly $c$-competitive, then it is $c$-competitive in the random-order model as $m \to \infty$. 

**Proof.** Let $C$ be the constant such that $A$ is $C$-competitive in the adversarial model. We may assume that $C > c$. Given $0 \leq \delta \leq C - c$, we show that there exists an $m(\delta)$ such that, for all $m \geq m(\delta)$, we have $A_{\text{rom}}(J) \leq (c + \delta)\text{OPT}(J)$ for every job sequences $J$. Let $\varepsilon = \delta/(C - c + 1)$. Since $A$ is nearly $c$-competitive, there exists an $m(\varepsilon)$ such that, for all $m \geq m(\varepsilon)$ and all inputs $J$, there holds $P_\varepsilon(J) = P_{\sigma \sim S_n}[A(J^\sigma)] \geq (c + \varepsilon)\text{OPT}(J)$ \leq \varepsilon. Set $m(\delta) = m(\varepsilon)$. We obtain

$$A_{\text{rom}}(J) \leq (1 - P_\varepsilon(J))(c + \varepsilon)\text{OPT}(J) + P_\varepsilon(J) \cdot C \cdot \text{OPT}(J)$$

$$\leq ((1 - \varepsilon)(c + \varepsilon)\varepsilon C)\text{OPT}(J)$$

$$\leq (c + \varepsilon(C - c + 1))\text{OPT}(J)$$

$$= (c + \delta)\text{OPT}(J).$$

### 3 Description of the new algorithm

The deficiency of Greedy is that it tends to generate a flat, balanced schedule in which all the machines have approximately the same load. An incoming large job can then enforce a high makespan relative to the optimum one. It is thus crucial to try to avoid flat schedules and maintain steep schedules that exhibit a certain load imbalance among the machines.

However, in general, this is futile. Consider a sequence of $m$ identical jobs with a processing time of, say, $P_{m+1}$ (refering to the size of the $(m+1)$-st largest job in an input). Any online algorithm that is better than 2-competitive must schedule these $m$ jobs on separate machines, obtaining the flattest schedule possible. An incoming even larger job of processing time $p_{\text{max}}$ will now enforce a makespan of $P_{m+1} + p_{\text{max}}$. Observe that $\text{OPT} \geq \max\{2P_{m+1}, p_{\text{max}}\}$ since there must be one machine containing two jobs. In particular $P_{m+1} + p_{\text{max}} \leq 1.5\text{OPT}$. Hence sensible online algorithms do not perform badly on this sequence.
This example summarizes the quintessential strategy of online algorithms that are good on all sequences: Ensure that in order to create a schedule that is very flat, i.e. such that all machines have high load $\lambda$, the adversary must present $m$ jobs that all are large relative to $\lambda$. In order to exploit this very flat schedule and cause a high makespan the adversary needs to follow up with yet another large job. But with these $m+1$ jobs, the optimum scheduler runs into the same problem as in the example: Of the $m+1$ large jobs, two have to be scheduled on the same machine. Thus the optimum makespan is high, compensating to the high makespan of the algorithm.

Effectively realizing the aforementioned strategy is highly non-trivial. In fact it is the central challenge in previous works on adversarial makespan minimization that improve upon Greedy \cite{1, 4, 14, 15, 22}. These works gave us clear notions of how to avoid flat schedules, which form the basis for our approaches. Instead of simply rehashing these ideas, we want to outline next how we profit from random-order arrival in particular.

### 3.1 How random-order arrival helps

The first idea to profit from random-order arrival addresses the lower bound on $OPT$ sophisticated online algorithms need. In the literature only the current average load has been considered, but under random-order arrival another bound comes to mind: The largest job seen so far. In order for an algorithm to perform badly, a large job needs to come close to the end of the sequence. Under random-order arrival, it is equally likely for such a job to arrive similarly close to the beginning of the sequence. In this case, the algorithm knows a better lower bound for $OPT$. The main technical tool will be our Load Lemma, which allows us to relate what a job sequence should reveal early from an analysis perspective to the actual fraction of jobs scheduled. This idea does not work for worst-case orders since they tend to order jobs by increasing processing times.

Recall that the general challenge of our later analysis will be to establish that there had to be $m$ large jobs once the schedule gets very flat. In classical analyses, which consider worst-case orders, these jobs appear with increasing density towards the end of the sequence. In random orders this is unlikely, which can be exploited by the algorithm.

The third idea improves upon the first idea. Suppose, that we were to modify our algorithm such that it could handle one very large job arriving close to the end of the sequence. In fact, assume that it could only perform badly when confronted with $h$ very large jobs. We can then disregard any sequence which contains fewer such jobs. Recall that the first idea requires one very large job to arrive sufficiently close to the beginning. Now, as $h$ grows, the probability of the latter event grows as well and approaches 1. This will not only improve our competitive ratio tremendously, it also allows us to adhere to the stronger notion of nearly competitiveness introduced in Section 2. Let us discuss how such a modification is possible: The first step is to design our algorithm in a way that it is reluctant to use the $h$ least loaded machines. Intuitively, if the algorithm tries to retain machines of small load it will require very large jobs to fill them. In order to force these filling jobs to actually be large enough, our algorithm needs to use a very high lower bound for $OPT$. In fact, here it uses another lower bound for the optimum makespan, $2P_{m+1}^t$, twice the $(m+1)$-st largest job seen so far at time $t$. Common analysis techniques can only make predictions about $P_{m+1}^t$ at the very end of the sequence. It requires very subtle use of the random-order model to work around this.
3.2 Formal definition

Formally our algorithm ALG is nearly $c$-competitive, where $c$ is the unique real root of the polynomial $Q[x] = 4x^4 - 14x^2 + 16x - 7$, i.e.

$$c = \frac{7 + \sqrt{28 - 3\sqrt{87}} + \sqrt{28 + 3\sqrt{87}}}{6} < 1.8478.$$  

Given $J$, ALG is presented with a job sequence/permutation $J^\sigma = J_{\sigma(1)}, \ldots, J_{\sigma(n)}$ that must be scheduled in this order. Throughout the scheduling process ALG always maintains a list of the machines sorted in non-increasing order of current load. At any time the load of a machine is the sum of the processing times of the jobs already assigned to it. After ALG has processed the first $t$ jobs $J_{\sigma(1)}, \ldots, J_{\sigma(t)}$, let $M_1, \ldots, M_m$ be any ordering of the $m$ machines according to non-increasing load. More specifically, let $l_j^i$ denote the load of machine $M_j$. Then $l_1^t \geq \ldots \geq l_m^t$ and $l_1^t$ is the makespan of the current schedule.

ALG places each incoming job $J_{\sigma(t)}$, $1 \leq t \leq n$, on one of three candidate machines. The choice of one machine, having an intermediate load, is flexible. Let $h = h(m)$ be an integer with $h(m) \in \omega(1)$ and $h(m) \in o(\sqrt{m})$. We could use e.g. $h(m) = \lceil \sqrt{m} \rceil$ or $h(m) = \lfloor \log m \rfloor$. Let

$$i = \lceil (2c - 3)m \rceil + h \approx 0.6956m.$$  

ALG will assign the incoming job to the machine with the smallest load, the $(h+1)$-st smallest load or the $i$-th largest load.

When scheduling a job on a machine that is different from the least loaded one, an algorithm has to ensure that the resulting makespan does not exceed $c^*$ times the optimum makespan, where $c^*$ is the desired competitiveness. All previous algorithms lower bound the optimum makespan by the current average machine load. Algorithm ALG works with a refined lower bound that incorporates the processing time of the largest job and twice the processing time of the $(m+1)$-st largest job seen so far. These lower bounds on the optimum makespan are immediate but have not been used in earlier strategies.

Formally, for $j = 1, \ldots, m$, let $L_j^i$ be the average load of the $m - j + 1$ least loaded machines $M_j^1, \ldots, M_m^1$, i.e. $L_j^i = \frac{1}{m-j+1} \sum_{r=j}^m l_r$. We let $L^i = L_1^i = \frac{1}{m} \sum_{s=1}^m p_s$ be the average load of all the machines. For any $j = 1, \ldots, n$, let $P_j^t$ be the processing time of the $j$-th largest job among the first $t$ jobs $J_{\sigma(1)}, \ldots, J_{\sigma(t)}$ in $J^\sigma$. If $t < j$, we set $P_j^t = 0$. We let $p_{\text{max}}^t = P_j^t$ be the processing time of the largest job among the first $t$ jobs in $J^\sigma$. Finally, let $L = L^n$, $P_j = P_j^n$ and $p_{\text{max}} = p_{\text{max}}^n$.

The value $O^t = \max\{L^t, p_{\text{max}}^t, 2P_{m+1}^t\}$ is a common lower bound on the optimum makespan for the first $t$ jobs and hence $OPT(J)$, see Proposition 5 in the next section. Note that immediately before $J_{\sigma(t)}$ is scheduled, ALG can compute $L^t$ and hence $O^t$ because $L^t$ is $1/m$ times the total processing time of the jobs that have arrived so far.

We next characterize load imbalance. Let

$$k = 2i - m \approx (4c - 7)m \approx 0.3912m$$  

and

$$\alpha = \frac{2(c - 1)}{2c - 3} \approx 2.7376.$$  

The schedule at time $t$ is the one immediately before $J_{\sigma(t)}$ has to be assigned. The schedule is flat if $t_k^t < \alpha L_{i+1}^{t-1}$. Otherwise it is steep. Job $J_{\sigma(t)}$ is scheduled flatly (steeply) if the schedule at time $t$ is flat (steep).
ALG handles each incoming job $J_{\sigma(t)}$, with processing time $p_{\sigma(t)}$, as follows. If the schedule at time $t$ is steep, the job is placed on the least loaded machine $M_{m}^{t-1}$. On the other hand, if the schedule is flat, the machines $M_{m}^{t-1}$, $M_{m-h}^{t-1}$ and $M_{m}^{t-1}$ are probed in this order. If $l_{i}^{t-1} + p_{\sigma(t)} \leq c \cdot O^{t}$, then the new machine load on $M_{m}^{t-1}$ will not violate the desired competitiveness. The job is placed on this machine $M_{m}^{t-1}$. Otherwise, if the latter inequality is violated, ALG checks if a placement on $M_{m-h}^{t-1}$ is safe, i.e. if $l_{m-h}^{t-1} + p_{\sigma(t)} \leq c \cdot O^{t}$. If this is the case, the job is put on $M_{m-h}^{t-1}$. Otherwise, $J_{\sigma(t)}$ is finally scheduled on the least loaded machine $M_{m}^{t-1}$. A pseudo-code description of ALG is given below. The job assignment rules are also illustrated in Figures 1 and 2.

**Algorithm 1** The scheduling algorithm ALG.

1: Let $J_{\sigma(t)}$ be the next job to be scheduled.
2: if the schedule at time $t$ is steep then
3: Assign $J_{\sigma(t)}$ to the least loaded machine $M_{m}^{t-1}$;
4: else // the schedule is flat
5: if $l_{i}^{t-1} + p_{\sigma(t)} \leq c \cdot O^{t}$ then Assign $J_{\sigma(t)}$ to $M_{i}^{t-1}$;
6: else if $l_{m-h}^{t-1} + p_{\sigma(t)} \leq c \cdot O^{t}$ then Assign $J_{\sigma(t)}$ to $M_{m-h}^{t-1}$;
7: else Assign $J_{\sigma(t)}$ to $M_{m}^{t-1}$;

**Figure 1** A steep schedule. ALG only considers the least loaded machine.

**Figure 2** A flat schedule. The three machines considered by ALG are marked for $h = 2$.

In the next section we will prove the following theorem, Theorem 3, which uses the notion from Section 2. Lemma 2 then immediately gives the main result, Corollary 4.

**Theorem 3.** ALG is nearly $c$-competitive, with $c < 1.8478$ defined as above.

**Corollary 4.** ALG is $c$-competitive in the random-order model as $m \to \infty$.

From our analysis it can be verified that the number of machines required to be $(c + \varepsilon)$-competitive is bounded by a small polynomial of degree 4 in $1/\varepsilon$. For ease of presentation, we made no optimizations in that regard.

### 4 Analysis of the algorithm

#### 4.1 Analysis basics

We present some results for the adversarial model so that we can focus on the true random-order analysis of ALG in the next sections. First, recall the three common lower bounds used for online makespan minimization.
Proposition 5. For any $J$, there holds $OPT(J) \geq \max\{L, p_{\text{max}}, 2P_{m+1}\}$. Moreover, for any permutation $J^*$, there holds $O^1 \leq O^2 \leq \ldots \leq O^n \leq OPT(J)$.

Proof. The optimum makespan $OPT(J)$ cannot be smaller than the average machine load $L$ for the input, even if all the jobs are distributed evenly among the $m$ machines. Moreover, the job with the largest processing time $p_{\text{max}}$ must be scheduled non-preemptively on one of the machines in an optimal schedule. Thus $OPT(J) \geq p_{\text{max}}$. Finally, among the $m+1$ largest jobs of the input, two must be placed on the same machine in an optimal solution. Hence $OPT(J) \geq 2P_{m+1}$. For any permutation $J^*$, the value $O^i$ cannot decrease as jobs $J_t$ arrive.

For any job sequence $J = J_1, \ldots, J_n$, let $R(J) = \min\{L, \frac{L}{p_{\text{max}}}, \frac{p_{\text{max}}}{L}\}$. Intuitively, this measures the complexity of $J$.

Proposition 6. For any $J = J_1, \ldots, J_n$, there holds $ALG(J) \leq \max\{1+R(J), c\}OPT(J)$.

Proof. Let $J = J_1, \ldots, J_n$ be an arbitrary job sequence and let $J_t$ be the job that defines $ALG$’s makespan. If the makespan exceeds $c \cdot OPT(J)$, then it exceeds $c \cdot O^t$. Thus $ALG$ placed $J_t$ on machine $M_{m-1}^t$, cf. lines 4 and 5 of the algorithm. This machine was a least loaded one, having a load of at most $L$. Hence $ALG(J) \leq L + p_t \leq L + p_{\text{max}} \leq \frac{L + p_{\text{max}}}{\max\{L, p_{\text{max}}\}} \cdot OPT(J) = (1 + R(J)) \cdot OPT(J)$.

Since $R(J) \leq 1$ we immediately obtain the following result, which ensures that $ALG$ satisfies the first condition of a nearly $c$-competitive algorithm, see Definition 1.

Corollary 7. $ALG$ is $2$-competitive in the adversarial model.

We next identify a class of plain job sequences that we do not need to consider in the random-order analysis because $ALG$’s makespan is upper bounded by $c$ times the optimum on these inputs.

Definition 8. A job sequence $J = J_1, \ldots, J_n$ is called plain if $n \leq m$ or if $R(J) \leq c - 1$. Otherwise it is called proper.

Let $J = J_1, \ldots, J_n$ be any job sequence that is processed/scheduled in this order. Observe that if it contains at most $m$ jobs, i.e. $n \leq m$, and $ALG$ cannot place a job $J_t$ on machines $M_{m-1}^t$ or $M_{m-1}^{t-1}$, because the resulting load would exceed $c \cdot O^t$, then the job is placed on an empty machine. Using Proposition 6 we derive the following fact.

Lemma 9. For any plain job sequence $J = J_1, \ldots, J_n$, there holds $ALG(J) \leq c \cdot OPT(J)$.

If a job sequence $J$ is plain (proper), then every permutation of it is. Hence, given Lemma 9, we may concentrate on proper job sequences in the remainder of the analysis. We finally state a fact that relates to the second condition of a nearly $c$-competitive algorithm, see again Definition 1. The proof is given in the full version.

Lemma 10. Let $J = J_1, \ldots, J_n$ be any job sequence that is scheduled in this order and let $J_t$ be a job that causes $ALG$’s makespan to exceed $(c + \epsilon)OPT(J)$, for some $\epsilon \geq 0$. Then both the load of $ALG$’s least loaded machine at the time of the assignment as well as $p_t$ exceed $(c - 1 + \epsilon)OPT(J)$.

Proof. $ALG$ places $J_t$ on machine $M_{m-1}^t$, which is a least loaded machine when the assignment is done. If $L_{m-1}^t$ or $p_t$ were upper bounded by $(c - 1 + \epsilon)OPT(J)$, then the resulting load would be $L_{m-1}^t + p_t \leq (c - 1 + \epsilon)OPT(J) + \max\{L, p_t\} \leq (c - 1 + \epsilon)OPT(J) + OPT(J) = (c + \epsilon)OPT(J)$.
4.2 Stable job sequences

We define the class of stable job sequences. These sequences are robust in that they will admit an adversarial analysis of ALG. Intuitively, the sequences reveal information on the largest jobs when a significant fraction of the total processing volume \( \sum_{j=1}^{\infty} p_j \) has been scheduled. More precisely, one gets an estimate on the processing time of the \( h \)-th largest job in the entire sequence and encounters a relevant number of the \( m + 1 \) largest jobs. If a job sequence is unstable, large jobs occur towards the very end of the sequence and can cause a high makespan relative to the optimum one.

We will show that ALG is adversarially \((c + \varepsilon)\)-competitive on stable sequences, for a given \( \varepsilon > 0 \). Therefore, the definition of stable sequences is formulated for a fixed \( \varepsilon > 0 \). Given \( J \), let \( J^\sigma = J_{\sigma(1)}, \ldots, J_{\sigma(n)} \) be any permutation of the jobs. Furthermore, for every \( j \leq n \) and in particular \( j \in \{h,m+1\} \), the set of the \( j \) largest jobs is a fixed set of cardinality \( j \) such that no job outside this set has a strictly smaller processing time than any job inside the set.

**Definition 11.** A job sequence \( J^\sigma = J_{\sigma(1)}, \ldots, J_{\sigma(n)} \) is stable if the following conditions hold.

- There holds \( n > m \).
- Once \( L^j \geq (c - 1) \frac{1}{m} L \), there holds \( p_{i_{\max}}^j \geq P_h \).
- For every \( j \geq i \), the sequence ending once we have \( L^j \geq \frac{1}{m} + \frac{1}{2} \) contains at least \( j + h + 2 \) many of the \( m + 1 \) largest jobs in \( J \).
- The sequence ending right before either (a) \( L^j \geq \frac{1}{m} - \varepsilon \) holds or (b) the \( h \)-th largest job of \( J \) is scheduled contains at least \( h + 1 \) many of the \( m + 1 \) largest jobs in \( J \).

Otherwise the job sequence is unstable.

Given \( \varepsilon > 0 \) and \( m \), let \( P_\varepsilon(m) \) be the infimum, over all proper job sequences \( J \), that a random permutation of \( J \) is stable, i.e.

\[
P_\varepsilon(m) = \inf_{J \text{ proper}} P_{\sigma \sim S_n} [J^\sigma \text{ is stable}].
\]

As the main result of this section we will prove that this probability tends to 1 as \( m \to \infty \).

**Main Lemma 1.** For every \( \varepsilon > 0 \), there holds \( \lim_{m \to \infty} P_\varepsilon(m) = 1 \).

The above lemma implies that for any \( \varepsilon > 0 \) there exists an \( m(\varepsilon) \) such that, for all \( m \geq m(\varepsilon) \) and all \( J \), there holds \( P_{\sigma \sim S_n} [J^\sigma \text{ is stable}] \geq 1 - \varepsilon \). In Section 4.3 we will show that ALG is \((c + \varepsilon)\)-competitive on stable job sequences. This implies \( P_{\sigma \sim S_n} [ALG(J^\sigma) \geq (c + \varepsilon)OPT(J)] \leq \varepsilon \). Given Lemma 7, we obtain the following corollary.

**Corollary 12.** If ALG is adversarially \((c + \varepsilon)\)-competitive on stable sequences, for every \( \varepsilon > 0 \) and \( m \geq m(\varepsilon) \) sufficiently large, then it is nearly \( c \)-competitive.

In the remainder of this section we describe how to establish Main Lemma 1. Full proofs of all the lemmas of this section are given in the full version. We need some notation. In Section 3 the value \( L^j_1 \) was defined with respect to a fixed job sequence that was clear from the context. We adopt the notation \( L^j_1[J^\sigma] \) to make this dependence visible. We adopt a similar notation for the variables \( L, L^j, P_j, p_{\max}^j \). For an input \( J \) and \( \sigma \in S_n \), we will use the notation \( L^j_1[\sigma] = L^j_1[J^\sigma] \). Again, we use a similar notation for the variables \( P_j^t \) and \( p_{\max}^t \).
At the heart of the proof of Main Lemma 1 is the Load Lemma. Observe that after \( t \) time steps in a random permutation of an input \( \mathcal{J} \), each job has arrived with probability \( t/n \). Thus the expected total processing time of the jobs seen so far is \( t/n \cdot \sum_{i=1}^{n} p_i \). Equivalently, in expectation \( L' \) equals \( t/n \cdot L \). The Load Lemma proves that this relation holds with high probability. We set \( t = \varphi n \).

**Load Lemma.** Given any \( \varepsilon > 0 \) and \( \varphi \in (0,1] \), there exists an \( m(\varepsilon, \varphi) \) such that for all \( m \geq m(\varepsilon, \varphi) \) and all proper sequences \( \mathcal{J} \), there holds

\[
P_{\sigma \sim S_n} \left[ \left| \frac{|L^{[\varphi n]}[J^\sigma]}{\varphi L[J^\sigma]} - 1 \right| \geq \varepsilon \right] \leq \varepsilon.
\]

**Proof sketch.** By scaling all job processing times by a common factor we may assume that \( p_{\text{max}} = 1 \). Then \( L = \Theta(m) \) because \( \mathcal{J} \) is proper. The main idea of the proof is to show that the variance of the random variable \( L^{[\varphi n]}[J^\sigma] \) lies in \( O(m) = O(L) \). Using Chebyshev’s inequality we show that the probability of \( L^{[\varphi n]}[J^\sigma] \) deviating by its expected value \( \varphi L \) by more than some term in \( \Theta(m^{-1/2}) \) is in \( O(m^{-1/2}) \). The lemma then follows by choosing \( m \) sufficiently large.

We note that the Load Lemma does not hold for general sequences. A counterexample is a job sequence in which one job carries all the load, while all the other jobs have a negligible processing time. The proof of the Load Lemma relies on a lower bound of \( R(\mathcal{J}) \), which is \( c - 1 \) for proper sequences.

We present two consequences of the Load Lemma that will allow us to prove that stable sequences reveal information on the largest jobs when a certain processing volume has been scheduled. Consider a proper \( \mathcal{J} \). Given \( \mathcal{J}^\sigma = J_{\sigma(1)}, \ldots, J_{\sigma(n)} \) and \( \varphi > 0 \), let \( N(\varphi)[J^\sigma] \) be the number of jobs \( J_{\sigma(i)} \) that are among the \( m + 1 \) largest jobs in \( \mathcal{J} \) and such that \( L' \leq \varphi L \).

**Lemma 13.** Let \( \varepsilon > 0 \) and \( \varphi \in (0,1] \). Then there holds

\[
\lim_{m \to \infty} \inf_{\mathcal{J} \text{ proper}} P_{\sigma \sim S_n} [N(\varphi + \varepsilon)[J^\sigma] \geq [\varphi m] + h + 2] = 1.
\]

**Proof sketch.** The Load Lemma basically matches load ratios \( L'/L \) with ratios \( t/n \) on the time line of job arrivals, up to some margin of error. We can then infer that at least \( [\varphi m] + h + 1 \) of the \( m + 1 \) largest jobs are among the first \( (\varphi + \varepsilon)n \) jobs in a job sequence \( J^\sigma \), with a probability that tends to 1 as \( m \to \infty \). In expectation \( (\varphi + \varepsilon)(m + 1) \) of the \( m + 1 \) largest jobs occur in this prefix, which is strictly more than \( [\varphi m] + h + 1 \), for \( m \) large enough. Formally, we show that (a slight variant of) the random variable \( N(\varphi + \varepsilon)[J^\sigma] \) is hypergeometrically distributed and has variance at most \( m + 1 \). Using Chebyshev’s inequality we derive Lemma 13.

**Lemma 14.** Let \( \varepsilon > 0 \) and \( \varphi \in (0,1] \). Then there holds

\[
\lim_{m \to \infty} \inf_{\mathcal{J} \text{ proper}} P_{\sigma \sim S_n} [\forall \tilde{\varphi} \geq \varphi, N(\tilde{\varphi} + \varepsilon)[J^\sigma] \geq [\varphi m] + h + 2] = 1.
\]

**Proof sketch.** By rounding the values \( \tilde{\varphi} \) we may restrict ourselves to finitely many \( \tilde{\varphi} \). Using the Union Bound and Lemma 13 we can prove Lemma 14.

**Proof sketch for Main Lemma 1.** We consider the properties in the definition of stable job sequences. Since \( \mathcal{J} \) is proper, there holds \( n > m \). By the Load Lemma the second property translates to one of the \( h \) largest jobs being among the first \( (c - 1)\frac{n}{m} \) jobs in the permuted sequence \( J^\sigma \). The corresponding probability is roughly \( 1 - (1 - (c - 1)\frac{1}{m})^h \) and (quickly)
approaches 1 as \( m \) and thus \( h \) tends to infinity. The third property is a consequence of Lemma 14. For the fourth property we use Lemma 13, considering the sequence ending once \( L' \geq \left( \frac{5}{m} + \frac{1}{2} \right) L \) holds. Finally, the probability of the \( h \)-th largest job being preceded by at least \( h + 1 \) of the \( m + 1 \) largest jobs approaches 1 since \( h \in o(\sqrt{m}) \). Again a full proof is given in the full version.

4.3 An adversarial analysis

In this section we prove the following main result.

▶ Main Lemma 2. For every \( \varepsilon > 0 \) and \( m \geq m(\varepsilon) \) sufficiently large, \( \text{ALG} \) is adversarially \((c + \varepsilon)\)-competitive on stable job sequences.

Consider a fixed \( \varepsilon > 0 \). Given Lemma 7, we may assume that \( 0 < \varepsilon < 2 - c \). Suppose that there was a stable job sequence \( J^\sigma \) such that \( \text{ALG}(J^\sigma) > (c + \varepsilon) \text{OPT}(J^\sigma) \). We will derive a contradiction, given that \( m \) is large. In order to simplify notation, in the following let \( J = J^\sigma \) be the stable job sequence violating the performance ratio of \( c + \varepsilon \). Let \( J = J_1, \ldots, J_n \) and \( \text{OPT} = \text{OPT}(J) \).

Let \( J_{n'} \) be the first job that causes \( \text{ALG} \) to have a makespan greater than \((c + \varepsilon) \text{OPT}\) and let \( b_0 = n^{n'-1}_m \) be the load of the least loaded machine \( M^{n'-1}_m \) right before \( J_{n'} \) is scheduled on it. The makespan after \( J_{n'} \) is scheduled, called the critical makespan, is at most \( b_0 + p_{n'} \leq b_0 + \text{OPT} \). In particular \( b_0 > (c - 1 + \varepsilon) \text{OPT} \) as well as \( p_{n'} > (c - 1 + \varepsilon) \text{OPT} \), see Lemma 10. Let

\[
\lambda_{\text{start}} = \frac{c}{c - 1 + 2c(2 - \varepsilon)} \approx 0.5426 \quad \text{and} \quad \lambda_{\text{end}} = \frac{1}{2(c - 1 + \varepsilon)} \approx 0.5898.
\]

There holds \( \lambda_{\text{start}} < \lambda_{\text{end}} \). The critical makespan of \( \text{ALG} \) is bounded by \( b_0 + \text{OPT} < (1 + \frac{1}{c - 1 + \varepsilon})b_0 = (c + \varepsilon)\frac{b_0}{c - 1 + \varepsilon} = (c + \varepsilon)2\lambda_{\text{end}}b_0 \). Since \( \text{ALG} \) does not achieve a performance ratio of \( c + \varepsilon \) on \( J \) we have

\[
P_{m+1} \leq \text{OPT}/2 < \lambda_{\text{end}}b_0.
\]

Our main goal is to derive a contradiction to this inequality.

The impact of the variable \( P_h \)

A new, crucial aspect in the analysis of \( \text{ALG} \) is \( P_h \), the processing time of the \( h \)-th largest job in the sequence \( J \). Initially, when the processing of \( J \) starts, we have no information on \( P_h \) and can only infer \( P_{m+1} \geq \lambda_{\text{start}}b_0 \). The second property in the definition of stable job sequences ensures that \( p_{\text{max}} \geq P_h \) once the load ratio \( L'/L \) is sufficiently large. Note that \( \text{ALG} \) then also works with this estimate because \( P_h \leq p_{\text{max}} \leq O' \). This will allow us to evaluate the processing time of flatly scheduled jobs. In order prove that \( P_{m+1} \) is large, we will relate \( P_{m+1} \) and \( P_h \), i.e. we will lower bound \( P_{m+1} \) in terms of \( P_h \) and vice versa. Using the relation we can then conclude \( P_{m+1} \geq \lambda_{\text{end}}b_0 \). In the analysis we repeatedly use the properties of stable job sequences and will explicitly point to it when this is the case.

The omitted proofs of propositions and lemmas are given in the full version of the paper.

We next make the relationship between \( P_h \) and \( P_{m+1} \) precise. Given \( 0 < \lambda < \lambda \), let \( f(\lambda) = 2c\lambda - 1 \) and given \( w > 0 \), let \( g(w) = (c(2c - 3) - 1)w + 4 - 2c \approx 0.2854 \cdot w + 0.3044 \). We set \( g_0(\lambda) = g \left( \frac{1}{5} \right) b \) and \( f_0(w) = f \left( \frac{w}{5} \right) b \), for any \( b > 0 \). Then we will lower bound \( P_{m+1} \) by \( g_0(P_h) \) and \( P_h \) by \( f_0(P_{m+1}) \). We state two technical propositions.

▶ Proposition 15. For \( \lambda > \lambda_{\text{start}} \), we have \( g(f(\lambda)) > \lambda \).
Proposition 16. For \(0 < \epsilon \leq 1\), we have \(g(1 - \epsilon) > \lambda_{\text{end}}\).

We leave the proof of Proposition 15 to the full version of the paper. Proposition 16 determines the choice of our competitive ratio \(c\). Recall that \(c\) is chosen minimal such that \(Q[c] = 4c^3 - 14c^2 + 16c - 7 \geq 0\).

Proof of Proposition 16. We calculate that

\[
g(1 - \epsilon) - \lambda_{\text{end}} = (c(2c - 3) - 1)(1 - \epsilon) + 4 - 2c - \frac{1}{2(c - 1 + \epsilon)}
\]

\[
= \frac{2(c - 1 + \epsilon)(2c^2 - 5c + 3 - (2c^2 - 3c - 1)\epsilon) - 1}{2(c - 1 + \epsilon)}
\]

\[
= \frac{4c^3 - 14c^2 + 16c - 7 + (4 - 2c)\epsilon - 2(2c^2 - 3c - 1)\epsilon^2}{2(c - 1 + \epsilon)}.
\]

Recall that \(Q[c] = 4c^3 - 14c^2 + 16c - 7 = 0\). For \(0 < \epsilon \leq 1\) we have

\[
(4 - 2c)\epsilon - (2c^2 - 3c - 1)\epsilon^2 \approx 0.3044 \cdot \epsilon - 0.2854 \cdot \epsilon^2 > 0.
\]

Thus we see that \(g(1 - \epsilon) - \lambda_{\text{end}} > 0\) and can conclude the lemma.

4.3.1 Analyzing large jobs towards lower bounding \(P_h\) and \(P_{m+1}\)

Let \(b > (c - 1 + \epsilon)OPT\) be a value such that immediately before \(J_{h'}\) is scheduled at least \(m - h\) machines have a load of at least \(b\). Note that \(b = b_0\) satisfies this condition but we will be interested in larger values of \(b\) as well. We call a machine \(b\)-full once its load is at least \(b\); we call a job \(J\) a \(b\)-filling job if it causes the machine it is scheduled on to become \(b\)-full. We number the \(b\)-filling jobs according to their order of arrival \(J^{(1)}, J^{(2)}, \ldots\) and let \(t(j)\) denote the time of arrival of the \(j\)-th filling job \(J^{(j)}\).

Recall that our main goal is to show that \(P_{m+1} \geq \lambda_{\text{end}}b_0\) holds. To this end we will prove that the \(b_0\)-filling jobs have a processing time of at least \(\lambda_{\text{end}}b_0\). As there are \(m\) such jobs, the bound on \(P_{m+1}\) follows by observing that \(J_{h'}\) arrives after all \(b_0\)-filling jobs are scheduled and that its processing time exceeds \(\lambda_{\text{end}}b_0\) as well. In fact, since \(OPT \geq b_0\), we have

\[
p_{h'} > (c - 1)OPT > 0.847 \cdot OPT > \lambda_{\text{end}}b_0 \approx 0.5898 \cdot b_0.
\]

We remark that different to previous analyses in the literature we do not solely rely on lower bounding the processing time of filling jobs. By using the third property of stable job sequences, we can relate load and the size of the \((m + 1)\)-st largest job at specific points in the time horizon, cf. Lemma 22.

In the following we regard \(b\) as fixed and omit it from the terms filling job and full. Let \(\lambda = \max\{\lambda_{\text{start}}b, \min\{g_h(P), \lambda_{\text{end}}b\}\}. We call a job large if it has a processing time of at least \(\lambda\). Let \(t = t(m - h)\) be the time when the \((m - h)\)-th filling job arrived. The remainder of this section is devoted to showing the following important Lemma 17. Some of the underlying lemmas, but not all of them, hold if \(m \geq m(\epsilon)\) is sufficiently large. We will make the dependence clear.

Lemma 17. At least one of the following statements holds:

- All filling jobs are large.
- If \(m \geq m(\epsilon)\), there holds \(P_{m+1}^f \geq \lambda = \max\{\lambda_{\text{start}}b, \min\{g_h(P_h), \lambda_{\text{end}}b\}\}, i.e. there are at least \(m + 1\) large jobs once the \((m - h)\)-th filling job is scheduled.

Before we prove the lemma we derive two important implications towards a lower bound of \(P_{m+1}\).
Lemma 22. $\text{Lemma 22.}$

Proof. Apply the last lemma, taking into account that $b \geq b_0$, and use that there are $m$ many $b_0$-filling jobs followed by $J_n$. The latter has size at least $\lambda$ by inequality (2).

We also want to lower bound the processing time of the $(m + 1)$-st largest job at time $\tilde{t}$. However, at that time only $m - h$ filling jobs have arrived. The next lemma ensures that, if additionally $P_h$ is not too large, this is not a problem.

Lemma 19. $\text{Lemma 19.}$

The proof of the lemma makes use of the fourth property of stable job sequences.

We introduce late and early filling jobs. We need a certain condition to hold, see Lemma 22, in order to show that the early filling jobs are large. We show that if this condition is not met, the fact that the given job sequence is stable ensures that $P_{m+1} \geq \lambda$.

Let $s$ be chosen maximal such that the $s$-th filling job is scheduled steeply. If $s \leq i$, then set $s = i + 1$ instead. We call all filling jobs $J^{(j)}$ with $j > i$ that are scheduled flatly late filling jobs. All other filling jobs are called early filling jobs. In particular the job $J^{(s+1)}$ and the filling jobs afterwards are late filling jobs. The following proposition implies that the fillings jobs after $J^{(m-h)}$, if they exist, are all late, i.e. scheduled flatly.

Proposition 20. $\text{Proposition 20.}$

We need a technical lemma. For any time $t$, let $L_s^t = \frac{1}{m-h-s+1} \sum_{j=s}^{m-h} t_j$ be the average load on the machines numbered $s$ to $m-h$.

Lemma 21. $\text{Lemma 21.}$

Lemma 22. $\text{Lemma 22.}$

Proof. Assume that the conditions of the lemma hold. By Lemma 21 we have $L^{(s)-1} > (\frac{b}{m} + \frac{\epsilon}{2}) \cdot L$. By the third property of stable sequences, at most $m+1 - (s+h+2) = m-s-h-1$ of the largest $m+1$ jobs appear in the sequence starting after time $t(s) - 1$. However, this sequence contains $m-h-s$ late filling jobs. Thus there exists a late filling job that is not among the $m+1$ largest jobs. As it has a processing time of at least $\lambda$, by the assumption of the lemma, $P_{m+1} \geq \lambda$ holds.

Now consider the $m+1$ largest jobs of the entire sequence that arrive before $J^{(s)}$ as well as the jobs $J^{(s+1)}, \ldots, J^{(m-h)}$. There are at least $s+h+2$ of the former and $m-h-s$ of the latter. Thus we have found a set of at least $m+1$ jobs arriving before (or at) time $t = t(m-h)$. Moreover, we argued that all these jobs have a processing time of at least $\lambda$. Hence $P_{m+1} \geq \lambda$ holds true.

We are ready to evaluate the processing time of filling jobs to prove Lemma 17.

Lemma 23. $\text{Lemma 23.}$

Lemma 24. $\text{Lemma 24.}$
Lemma 25. We have

\[ L_{i+1}^{t(i+1)-1} \leq L_{i+2}^{t(i+2)-1} \leq \ldots \leq L_s^{t(s)-1}. \]

Proof. Let \( i + 1 \leq j < s \). It suffices to verify that

\[ L_j^{t(j)-1} \leq L_{j+1}^{t(j+1)-1}. \]

The second inequality is obvious because for every \( r \) the loads \( l_r \) can only increase as \( t \) increases. For the first inequality we note that by definition the job \( J^{(j)} \) was scheduled steeply and hence on a least loaded machine. This machine became full. Thus it is not among the \( m-j \) least loaded machines at time \( t(j) \). In particular \( L_{j+1}^{t(j)} \), the average over the \( m-j \) smallest loads at time \( t(j) \), is also the average of the \( m-j+1 \) smallest loads excluding the smallest load at time \( t(j) - 1 \). Therefore it cannot be less than \( L_j^{t(j)-1} \).

Proof of Lemma 24. Let \( i < j \leq s \) such that \( J^{(j)} \) was an early filling job. By Lemma 25 we have \( L_j^{t(j)-1} \leq L_s^{t(s)-1} < \alpha^{-1}b = b - \frac{k}{2(c-1)} < b - \lambda_{\text{end}}b \). By definition \( J^{(j)} \) was scheduled on a least loaded machine \( M_m^{t(j)-1} \) which had load less than \( L_j^{t(j)-1} < b - \lambda_{\text{end}}b \) before and at least \( b \) afterwards because it became full. In particular \( J^{(j)} \) had size \( \lambda_{\text{end}}b \).

For \( k < j \leq i \) the job \( J^{(j)} \) is scheduled steeply because we have by Lemma 25

\[ l_k^{t(j)-1} \geq b > \alpha L_j^{t(j)-1} \geq \alpha L_{i+1}^{t(i+1)-1} \geq \alpha L_{i+1}^{t(i+1)-1}. \]

Thus for \( k < j \leq i \) the job \( J^{(j)} \) is scheduled on the least loaded machine \( M_m^{t(j)-1} \), whose load \( l_m^{t(j)-1} \) is bounded by

\[ l_m^{t(j)-1} \leq L_{i+1}^{t(i+1)-1} \leq L_s^{t(s)-1} < \alpha^{-1}b = b - \frac{b}{2(c-1)} < b - \lambda_{\text{end}}b. \]

Hence the job \( J^{(j)} \) had a size of at least \( \lambda_{\text{end}}b \). We also observe that we have

\[ l_i^{t(i)-1} \leq l_{i+1}^{t(i+1)-1} \leq \ldots \leq l_{i+(m-i)}^{t(i+(m-i))-1} = l_m^{t(i)-1} < b - \lambda_{\text{end}}b. \]

In particular for \( 1 \leq j \leq k \) any filling job \( J^{(j)} \) filled a machine with a load of at most

\[ \max\{l_m^{t(k)}, l_i^{t(k)}\} = l_i^{t(k)} < b - \lambda_{\text{end}}b. \]

Hence it had a size of at least \( \lambda_{\text{end}}b \).

We now conclude the main lemma of this subsection, Lemma 17.

Proof of Lemma 17. By Lemma 23, all late filling jobs are large. We distinguish two cases depending on whether or not \( \sum_{i}^{t(s)} L_i^{t(s)-1} < \alpha^{-1}b \) holds. If it does, all filling jobs are large by Lemma 24 and the first statement in Lemma 17 holds. Otherwise, the second statement in Lemma 17 holds by Lemma 22.

4.3.2 Lower bounding \( P_h \) and \( P_{m+1} \)

In this section we establish the following relations on \( P_h \) and \( P_{m+1} \).

Lemma 26. There holds \( P_h > (1 - \varepsilon)b_0 \) or \( P_{m+1} \geq \lambda_{\text{end}}b_0 \) if \( m \geq m(\varepsilon) \).

For the proof we need a way to lower bound the processing time of a job \( J_t \) depending on \( P_{m+1}^t \).

Lemma 27. Let \( J_t \) be any job scheduled flatly on the least loaded machine and let \( b = l_m^{t_m-1} \) be the load of the \((h+1)\)-th least loaded machine. Then \( J_t \) has a processing time of at least \( f_6(P_{m+1}^t) \).
Proof. From the fact that \( J_t \) was not scheduled on the \((h + 1)\)-th least loaded machine \( M_{h} \), we derive that \( p_t > c \cdot O - b \geq c \cdot P_{m+1} - b = f_b(P_{m+1}) \) holds.

Proof of Lemma 26. Assume for a contradiction that we had \( P_h \leq (1 - \varepsilon) b_0 \). Let \( J = J_t \) be the smallest among the \( h \) last \( b_0 \)-filling jobs. Then \( J \) has a processing time \( p \leq P_h \). We want to derive a contradiction to that. Let \( b_1 = t_{m-h}^{-1} \) be the load of the \((m - h)\)-th machine right before \( J \) was scheduled. Because this machine was \( b_0 \)-full at that time we know that \( b_1 \geq b_0 > (c - 1 + \varepsilon)OPT \) holds and it makes sense to consider \( b_1 \)-filling jobs. Let \( i \) be the time the \((m - h)\)-th \( b_1 \)-filling job arrived. By Lemma 17 we have \( P_{m+1} \geq \lambda = \max \{ \lambda_{\text{start}} b_1, \min \{ g_b(\lambda) \} \} \).

If we have \( \lambda = \lambda_{\text{end}} b_1 \geq \lambda_{\text{end}} b_0 \) we have already proven \( P_{m+1} \geq \lambda_{\text{end}} b_0 \) and the lemma follows. So we are left to treat the case that we have \( P_{m+1} \geq \lambda = \max \{ \lambda_{\text{start}} b_1, g_b(\lambda) \} \).

Now we can derive the following contradiction:

\[
\frac{P_{m+1}}{b_1} \geq g_b(\lambda) \geq g_b(p) \geq g_b \left( f_b \left( \frac{P_{m+1}}{b_1} \right) \right) = g \left( \frac{P_{m+1}}{b_1} \right) > b_1.
\]

For the second inequality, we use the monotonicity of \( g_b(\cdot) \). The third inequality follows from Lemma 27 and the last one from Proposition 15.

4.3.3 Establishing Main Lemma 2

Let \( m \geq m(\varepsilon) \) be sufficiently large. The machine number \( m(\varepsilon) \) is determined by the proofs of Proposition 20 and Lemma 21, and then carries over to the subsequent lemmas.

Let us assume for a contradiction sake that there was a stable sequence \( \mathcal{J} \) such that \( ALG(\mathcal{J}) > (c + \varepsilon)OPT(\mathcal{J}) \). As argued in the beginning of Section 4.3, see (1), it suffices to show that \( P_{m+1} \geq \lambda_{\text{end}} b_0 \). If this was not the case, we would have \( P_h \geq (1 - \varepsilon) b_0 \) by Lemma 26. In particular by Proposition 16 we had \( g_b(P_h) = g(1 - \varepsilon) b_0 > \lambda_{\text{end}} b_0 \). But now Lemma 18 shows that \( P_{m+1} \geq \max \{ \lambda_{\text{start}} b_1, g_b(P_h) \} = \lambda_{\text{end}} b_0 \).

We conclude, by Corollary 12, that \( ALG \) is nearly \( c \)-competitive.

5 Lower bounds

We present lower bounds on the competitive ratio of any deterministic online algorithm in the random-order model. Theorem 29 implies that if a deterministic online algorithm is \( c \)-competitive with high probability as \( m \to \infty \), then \( c \geq 3/2 \).

\begin{itemize}
  \item \textbf{Theorem 28.} Let \( A \) be a deterministic online algorithm that is \( c \)-competitive in the random-order model. Then \( c \geq 4/3 \) if \( m \geq 8 \).
  \item \textbf{Theorem 29.} Let \( A \) be a deterministic online algorithm that is nearly \( c \)-competitive. Then \( c \geq 3/2 \).
\end{itemize}

A basic family of inputs are job sequences that consist of jobs having an identical processing time of, say, 1. We first analyze them and then use the insight to derive our lower bounds. Let \( m \geq 2 \) be arbitrary. For any deterministic online algorithm \( A \), let \( r(A, m) \) be the maximum number in \( \mathbb{N} \cup \{ \infty \} \) such that \( A \) handles a sequence consisting of \( r(A, m) \cdot m \) jobs with an identical processing time of 1 by scheduling each job on a least loaded machine.

\begin{itemize}
  \item \textbf{Lemma 30.} Let \( m \geq 2 \) be arbitrary. For every deterministic online algorithm \( A \), there exists a job sequence \( \mathcal{J} \) such that \( A(\mathcal{J}) \geq (1 + \frac{1}{r(A, m) - 1})OPT(\mathcal{J}) \). We use the convention that \( \frac{1}{\infty + 1} = 0 \).
\end{itemize}
Proof. For \( r(A, m) = \infty \) there is nothing to show. For \( r(A) < \infty \), consider the sequence \( J \) consisting of \( (r(A, m) + 1) \cdot m \) identical jobs, each having a processing time of 1. It suffices to analyze the algorithm adversarially as all permutations of the job sequence are identical. After having handled the first \( r(A, m) \cdot m \) jobs, the algorithm \( A \) has a schedule in which every machine has load of \( r(A, m) \). By the maximality of \( r(A, m) \), the algorithm \( A \) schedules one of the following \( m \) jobs on a machine that is not a least loaded one. The resulting makespan is \( r(A, m) + 2 \). The lemma follows since the optimal makespan is \( r(A, m) + 1 \).

Proof of Theorem 28. Let \( m \geq 8 \) be arbitrary. Consider any deterministic online algorithm \( A \). If \( r(A, m) \leq 2 \), then, by Lemma 30, there exists a sequence \( J \) such that \( A^{\text{rom}}(J) \geq \frac{4}{3} \cdot \OPT(J) \). Therefore, we may assume that \( r(A, m) \geq 3 \). Consider the input sequence \( J \) consisting of \( 4m - 4 \) identical small jobs of processing time 1 and one large job of processing time 4. Obviously \( \OPT(J) = 4 \).

Let \( i \) be the number of small jobs preceding the large job in \( J^\sigma \). The random variable \( i \) takes any (integer) value between 0 and \( 4m - 4 \) with probability \( \frac{1}{3m - 1} \). Since \( r(A, m) \geq 3 \) the least loaded machine has load of at least \( l = \lceil \frac{1}{3m - 1} \rceil \) when the large job arrives. Thus \( A(J^\sigma) \geq l + 4 \). The load \( l \) takes the values 0, 1 and 2 with probability \( \frac{m}{4m - 4} \) and the value 3 with probability \( \frac{m - 3}{4m - 4} \). Hence the expected makespan of algorithm \( A \) is at least

\[
A^{\text{rom}}(J) \geq \frac{m}{4m - 3} \cdot (0 + 1 + 2) + \frac{m - 3}{4m - 3} \cdot 3 + 4 = \frac{6m - 9}{4m - 3} + 4 > \frac{16}{3} = \frac{4}{3} \OPT(J).
\]

For the last inequality we use that \( m \geq 8 \).

Proof of Theorem 29. Let \( m \geq 2 \) be arbitrary and let \( A \) be any deterministic online algorithm. If \( r(A, m) = 0 \), then consider the sequence \( J \) consisting of \( m \) jobs with a processing time of 1 each. On every permutation of \( J \) algorithm \( A \) has a makespan of 2, while the optimum makespan is 1. If \( r(A, m) \geq 1 \), then consider the sequence \( J \) consisting of \( 2m - 2 \) small jobs having a processing time of 1 and one large job with a processing time of 2. Obviously \( \OPT(J) = 2 \). If the permuted sequence starts with \( m \) small jobs, the least loaded machine has load 1 once the large job arrives. Under such permutations \( A(J^\sigma) \geq 3 = \frac{3}{2} \cdot \OPT(J) \) holds true. The probability of this happening is \( \frac{m - 1}{2m - 1} \). The probability approaches \( \frac{1}{2} \) and in particular does not vanish, for \( m \to \infty \). Thus, if \( A \) is nearly \( c \)-competitive, then \( c \geq 3/2 \).
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1 Introduction

The paging problem is among the most well-studied problems in online algorithms. In this problem, there is a set of $n$ pages and a cache of size $k < n$. The online input comprises a sequence of requests for these pages. If the requested page is already in the cache, then the algorithm does not need to do anything. But, if the requested page is not in the cache, then the algorithm suffers what is known as a cache miss and must bring the requested page into the cache. If the cache is full, then an existing page must be evicted from the cache to make room for the new page. The goal of the online algorithm is to minimize the total number of cache misses in the unweighted paging problem, and the total weight of the evicted pages in the weighted paging problem. It is well-known that for both problems, the best deterministic algorithms have a competitive ratio of $O(k)$ and the best randomized algorithms have a competitive ratio of $O(\log k)$ (see, e.g., [4, 2]).

1 Work done while visiting Duke University.
Although the paging problem is essentially solved from the perspective of competitive analysis, it also highlights the limitations of this framework. For instance, it fails to distinguish between algorithms that perform nearly optimally in practice such as the least recently used (LRU) rule and very naïve strategies such as flush when full that evicts all pages whenever the cache is full. In practice, paging algorithms are augmented with predictions about the future (such as those generated by machine learning models) to improve their empirical performance. To model this, for unweighted paging, several lookahead models have been proposed where only a partial prediction of the future leads to algorithms that are significantly better than what can be obtained in traditional competitive analysis. But, to the best of our knowledge, no such results were previously known for the weighted paging problem. In this paper, we initiate the study of the weighted paging problem with future predictions.

For unweighted paging, it is well-known that evicting the page whose next request is farthest in the future (also called Belady’s rule) is optimal. As a consequence, it suffices for an online algorithm to simply predict the next request of every page (we call this per request prediction or PRP in short) in order to match offline performance. In fact, Lykouris and Vassilvitskii [9] (see also Rohatgi [13]) showed recently that in this prediction model, one can simultaneously achieve a competitive ratio of $O(1)$ if the predictions are accurate, and $O(\log k)$ regardless of the quality of the predictions. Earlier, Albers [1] used a different prediction model called $\ell$-strong lookahead, where we predict a sequence of future requests that includes $\ell$ distinct pages (excluding the current request). For $\ell = n - 1$, this prediction is stronger than the PRP model, since the algorithm can possibly see multiple requests for a page in the lookahead sequence. But, for $\ell < n - 1$, which is typically the setting that this model is studied in, the two models are incomparable. The main result in [1] is to show that one can obtain a constant approximation for unweighted paging for $\ell \geq k - 2$.

Somewhat surprisingly, we show that neither of these models are sufficient for weighted paging. In particular, we show a lower bound of $\Omega(k)$ for deterministic algorithms and $\Omega(\log k)$ for randomized algorithms in the PRP model. These lower bounds match, up to constants, standard lower bounds for the online paging problem (without prediction) (see, e.g., [11]), hence establishing that the PRP model does not give any advantage to the online algorithm beyond the strict online setting. Next, we show that for $\ell$-strong lookahead, even with $\ell = k$, there are lower bounds of $\Omega(k)$ for deterministic algorithms and $\Omega(\log k)$ for randomized algorithms, again asymptotically matching the lower bounds from online paging without prediction. Interestingly, however, we show that a combination of these prediction models is sufficient: if $\ell = n - 1$ in the strong lookahead setting, then we get predictions that subsume both models; and, in this case, we give a simple deterministic algorithm with a competitive ratio of 2 for weighted paging, thereby overcoming the online lower bounds.

Obtaining online algorithms with predictions, however, is fraught with the risk that the predictions are inaccurate which renders the analysis of the algorithms useless. Ideally, one would therefore, want the algorithms to also be robust, in that their performance gracefully degrades with increasing prediction error. Recently, there has been significant interest in designing online algorithms with predictions that achieve both these goals, of matching nearly offline performance if the predictions are correct, and of gracefully degrading as the prediction error increases. Originally proposed for the (unweighted) paging problem [9], this model has gained significant traction in the last couple of years and has been applied to problems in data structures [10], online decision making [12, 6], scheduling theory [12, 8], frequency estimation [7], etc. Our final result contributes to this line of research.

First, if the online algorithm and offline optimal solution both use a cache of size $k$, then we show that no algorithm can asymptotically benefit from the predictions while achieving sublinear dependence on the prediction error. Moreover, if we make the relatively modest
assumption that the algorithm is allowed a cache that contains just 1 extra slot than that of the optimal solution, then we can achieve constant competitive ratio when the prediction error is small.

1.1 Overview of models and our results

Our first result is a lower bound for weighted paging in the PRP model. Recall that in the PRP model, in addition to the current page request, the online algorithm is provided the time-step for the next request of the same page. For instance, if the request sequence is \((a, b, a, c, d, b, \ldots)\), then at time-step 1, the algorithm sees request \(a\) and is given position 3, and at time-step 2, the algorithm sees request \(b\) and is given position 6.

▶ Theorem 1. For weighted paging with PRP, any deterministic algorithm is \(\Omega(k)\)-competitive, and any randomized algorithm is \(\Omega(\log k)\)-competitive.

Note that these bounds are tight, because there exist online algorithms without prediction whose competitive ratios match these bounds (see Chrobak et al. [4] and Bansal et al. [2]).

Next, for the \(\ell\)-strong lookahead model, we show lower bounds for weighted paging. Recall that in this model, the algorithm is provided a lookahead into future requests that includes \(\ell\) distinct pages. For instance, if \(\ell = 3\) and the request sequence is \((a, b, a, c, d, b, \ldots)\), then at time-step 1, the algorithm sees request \(a\) and is given the lookahead sequence \((b, a, c)\) since it includes 3 distinct pages. At time step 2, the algorithm sees request \(b\) and is given \((a, c, d)\). Note the difference with the PRP model, which would not give the information that the request in time-step 5 is for page \(d\), but does give the information that the request in time-step 6 is for page \(b\).

▶ Theorem 2. For weighted paging with \(\ell\)-strong lookahead where \(\ell \leq n - k\), any deterministic algorithm is \(\Omega(k)\)-competitive, and any randomized algorithm is \(\Omega(\log k)\)-competitive.

For weighted paging with \(\ell\)-strong lookahead where \(n - k + 1 \leq \ell \leq n - 1\), any deterministic algorithm is \(\Omega(n - \ell)\)-competitive, and any randomized algorithm is \(\Omega(\log(n - \ell))\)-competitive.

In contrast to these lower bounds, we show that a prediction model that combines features of these individual models gives significant benefits to an online algorithm. In particular, combining PRP and \(\ell\)-strong lookahead, we define the following prediction model:

**SPRP ("strong per-request prediction"):** On a request for page \(p\), the predictor gives the next time-step when \(p\) will be requested and all page requests till that request.

This is similar to \((n - 1)\)-strong lookahead, but is slightly weaker in that it does not provide the first request of every page at the outset. After each of the \(n\) pages has been requested, SPRP and \((n - 1)\)-strong lookahead are equivalent.

▶ Theorem 3. There is a deterministic 2-competitive for weighted paging with SPRP.

So far, all of these results assume that the prediction model is completely correct. However, in general, predictions can have errors, and therefore, it is desirable that an algorithm gracefully degrades with increase in prediction error. To this end, we also give upper and lower bounds in terms of the prediction error.

For unweighted paging, Lykouris and Vassilvitskii [9] basically considered two measures of prediction error. The first, called \(\ell_{pd}\) in this paper, is defined as follows: For each input request \(p_t\), we increase \(\ell_{pd}\) by \(w(p_t)\) times the absolute difference between the predicted next-arrival time and the actual next-arrival time. For unweighted paging, Lykouris and Vassilvitskii [9] gave an algorithm with cost \(O(OPT + \sqrt{\ell_{pd} \cdot OPT})\). Unfortunately, we rule out an analogous result for weighted paging.
Theorem 4. For weighted paging with SPRP, there is no deterministic algorithm whose cost is \( o(k) \cdot \text{OPT} + o(\ell_{pd}) \), and there is no randomized algorithm whose cost is \( o(\log k) \cdot \text{OPT} + o(\ell_{pd}) \).

It turns out that the \( \ell_{pd} \) error measure is closely related to another natural error measure that we call the \( \ell_1 \) measure. This is defined as follows: for each input request \( p_t \), if the prediction \( q_t \) is not the same as \( p_t \), then increase \( \ell_1 \) by the sum of weights \( w(p_t) + w(q_t) \). (This is the \( \ell_1 \) distance between the predictions and actual requests in the standard weighted star metric space for the weighted paging problem.) The lower bound for \( \ell_{pd} \) continues to hold for \( \ell_1 \) as well, and is tight.

Theorem 5. For weighted paging with SPRP, there is no deterministic algorithm whose cost is \( o(k) \cdot \text{OPT} + o(\ell_1) \), and there is no randomized algorithm whose cost is \( o(\log k) \cdot \text{OPT} + o(\ell_1) \).

Furthermore, there is a deterministic algorithm with SPRP with cost \( O(\text{OPT} + \ell_1) \).

One criticism of both the \( \ell_{pd} \) and \( \ell_1 \) error measures is that they are not robust to insertions or deletions from the prediction stream. To counter this, Lykouris and Vassilvitskii [9] used a variant of the classic edit distance measure, and showed a constant competitive ratio for this error measure. For weighted paging, we also consider a variant of edit distance, called \( \ell_{ed} \) and formally defined in Section 5, which allows insertions and deletions between the predicted and actual request streams. Unfortunately, as with \( \ell_{pd} \) and \( \ell_1 \), we rule out algorithms that asymptotically benefit from the predictions while achieving sublinear dependence on \( \ell_{ed} \). Furthermore, if the algorithm were to use a cache with even one extra slot than the optimal solution, then we show that even for weighted paging, we can achieve a constant competitive algorithm. We summarize these results in the next theorem.

Theorem 6. For weighted paging with SPRP, there is no deterministic algorithm whose cost is \( o(k) \cdot \text{OPT} + o(\ell_{ed}) \), and there is no randomized algorithm whose cost is \( o(\log k) \cdot \text{OPT} + o(\ell_{ed}) \).

In the same setting, there exists a randomized algorithm that uses a cache of size \( k + 1 \) whose cost is \( O(\text{OPT} + \ell_{ed}) \), where OPT uses a cache of size \( k \).

1.2 Related work

We now give a brief overview of the online paging literature, highlighting the results that consider a prediction model for future requests. For unweighted paging, the optimal offline algorithm is Belady’s algorithm, which always evicts the page that appears farthest in the future [3]. For online paging, Sleator and Tarjan [14] gave a deterministic \( k \)-competitive algorithm, and Fiat et al. [5] gave a randomized \( O(\log k) \)-competitive algorithm; both results were also shown to be optimal. For weighted online paging, Chrobak et al. [4] gave a deterministic \( k \)-competitive algorithm, and Bansal et al. [2] gave an \( O(\log k) \)-competitive randomized algorithm, which are also optimal by extension.

Recently, Lykouris and Vassilvitskii [9] introduced a prediction model that we call PRP in this paper: on each request \( p \), the algorithm is given a prediction of the next time at which \( p \) will be requested. For unweighted paging, they gave a randomized algorithm, based on the “marker” algorithm of Fiat et al. [5], with competitive ratio \( O(\min(\sqrt{\ell_{pd}/\text{OPT}}, \log k)) \). Here, \( \ell_{pd} \) is the absolute difference between the predicted arrival and actual arrival times of requests, summed across all requests. They also perform a tighter analysis yielding a competitive ratio of \( O(\min(\eta_{ed}/\text{OPT}, \log k)) \), where \( \eta_{ed} \) is the edit distance.

\[ \text{For technical reasons, neither } \ell_{ed} \text{ in this paper nor the edit distance variant in [9] exactly match the classical definition of edit distance.} \]
between the predicted sequence and the actual input. Subsequently, Rohatgi [13] improved
the former bound to $O(1 + \min((\ell_{pd}/OPT)/k, 1) \log k)$ and also proved a lower bound of
$\Omega(\log \min((\ell_{pd}/OPT)/(k \log k), k))$.

Albers [1] studied the $\ell$-strong lookahead model: on each request $p$, the algorithm is
shown the next $\ell$ distinct requests after $p$ and all pages within this range. For unweighted
paging, Albers [1] gave a deterministic $(k - \ell)$-competitive algorithm and a randomized
$2H_{k-\ell}$-competitive algorithm. Albers also showed that these bounds are essentially tight:
if $l \leq k - 2$, then any deterministic algorithm has competitive ratio at least $k - \ell$, and any
randomized algorithm has competitive ratio at least $\Omega(\log(k - \ell))$.

Finally, we review the paging model in which the offline adversary is restricted to a
cache of size $h < k$, while the online algorithm uses a larger cache of size $k$. For this model,
Young [16] gave a deterministic algorithm with competitive ratio $k/(k - h + 1)$ and showed
that this is optimal. In another paper, Young [15] showed that the randomized “marker”
algorithm is $O(\log(k/k - h))$-competitive and this bound is optimal up to constants.

Roadmap

In Section 2, we show the lower bounds stated in Theorem 1 for the PRP model. The lower
bounds for the $\ell$-strong lookahead model stated in Theorem 2 are proven in Section 3. In
Section 4, we state and analyze the algorithm for the SPRP model with no error, thereby
proving Theorem 3. Finally, in Section 5, we consider the SPRP model with errors, and focus
on the upper and lower bounds in Theorems 4, 5, and 6. Detailed proofs of these bounds
appear in the full version of this paper.

2 The Per-Request Prediction Model (PRP)

In this section, we give the lower bounds stated in Theorem 1 for the PRP model. Our
strategy, at a high level, will be the same in both the deterministic and randomized cases: we
consider the special case where the cache size is exactly one less than the number of distinct
pages. We then provide an algorithm that generates a specific input. In the deterministic
case, this input will be adversarial, based on the single page not being in the cache at any
time. In the randomized case, the input will be oblivious to the choices made by the paging
algorithm but will be drawn from a distribution. We will give a brief overview of the main
ideas that are common to both lower bound constructions first, and then give the details of
the randomized construction in this section. The details of the deterministic construction
are deferred to the full paper.

Let us first recall the $\Omega(k)$ deterministic lower bound for unweighted caching without
predictions. Suppose the cache has size $k$ and the set of distinct pages is \{a_0, a_1, \ldots, a_k\}. At
each step, the adversary requests the page $a_\ell$ not contained in the cache of the algorithm
ALG. Then ALG incurs a miss at every step, while OPT, upon a miss, evicts the page whose
next request is furthest in the future. Therefore, ALG misses at least $k$ more times before
OPT misses again.

Ideally, we would like to imitate this construction. But, the adversary cannot simply
request the missing page $a_\ell$ because that could violate the predictions made on previous
requests. Our first idea is to replace this single request for $a_\ell$ with a “block” of requests
of pages containing $a_\ell$ in a manner that all the previous predictions are met, but ALG still
incurs the cost of page $a_\ell$ in serving this block of requests.

But, how do we guarantee that OPT only misses requests once for every $k$ blocks? Indeed,
it is not possible to provide such a guarantee. Instead, as a surrogate for OPT, we use an
array of $k$ algorithms $\text{ALG}_i$ for $1 \leq i \leq k$, where each $\text{ALG}_i$ follows a fixed strategy: maintain
all pages except $a_0$ and $a_i$ permanently in the cache, and swap $a_0$ and $a_i$ as required to serve their requests. Our goal is to show that the sum of costs of all these algorithms is a lower bound (up to constants) on the cost of $\text{ALG}$; this would clearly imply an $\Omega(k)$ lower bound.

This is where the weights of pages come handy. We set the weight $w(a_i)$ of page $a_i$ in the following manner: $w(a_i) = c^i$ for some constant $c \geq 2$. Now, imagine that a block requested for a missing page $a_\ell$ only contains pages $a_0, a_1, \ldots, a_\ell$ (we call this an $\ell$-block). The algorithms $\text{ALG}_i$ for $i \leq \ell$ suffer a cache miss on page $a_i$ in this block, while the remaining algorithms $\text{ALG}_i$ for $i > \ell$ do not suffer a cache miss in this block. Moreover, the sum of costs of all the algorithms $\text{ALG}_i$ for $i \leq \ell$ in this block is at most a constant times that of the cost of $\text{ALG}$ alone, because of the geometric nature of the cost function.

The only difficulty is that by constructing blocks that do not contain pages $a_i$ for $i > \ell$, we might be violating the previous predictions for these pages. To overcome this, we create an invariant where for every $i$, an $(i + 1)$-block must be introduced after a fixed number of $i$-blocks. Because of this invariant, we are sometimes forced to introduce a larger block than that demanded by the missing page in $\text{ALG}$. To distinguish between these two types of blocks, we call the ones that exactly correspond to the missing page a regular block, and the ones that are larger irregular blocks. Irregular blocks help preserve the correctness of all previous predictions, but the sum of costs of $\text{ALG}_i$'s on an irregular block can no longer be bounded against that of $\text{ALG}$. Nevertheless, we can show that the number of irregular blocks is small enough that this extra cost incurred by $\text{ALG}_i$'s in irregular blocks can be charged off to the regular blocks, thereby proving the deterministic lower bound:

\[\textbf{Theorem 7.} \text{ For weighted paging with PRP, any deterministic algorithm is } \Omega(k)\text{-competitive.}\]

A formal proof of this theorem is deferred to the full paper. Instead, we focus on proving the lower bound for randomized algorithms.

2.1 Randomized Lower Bound

This subsection is devoted to proving the following theorem:

\[\textbf{Theorem 8.} \text{ For weighted paging with PRP, any randomized algorithm is } \Omega(\log k)\text{-competitive.}\]

Here, we still use the same idea of request blocks, but now the input is derived from a fixed distribution and is not aware of the state of $\text{ALG}$. The main idea is to design a distribution over block sizes in a manner that still causes any fixed deterministic algorithm $\text{ALG}$ to suffer a large cost \textit{in expectation}, and then invoke Yao’s minimax principle to translate this to a randomized lower bound.

Let $H_k = 1 + 1/2 + \cdots + 1/k \approx \ln k$ denote the $k$-th harmonic number. The input is defined as follows:

1. For $0 \leq i \leq k$, set $u_i = (2ckH_k + 2)^i$ and let $y_i = 0$ for $i < k$.
2. Repeat the following:
   a. Select a value of $\ell$ according to the following probability distribution: $\Pr[\ell = j] = \frac{c^{-j}}{\sum_{j=0}^{k-1} c^{-j}}$ for $j \in \{0, 1, \ldots, k-1\}$ and $\Pr[\ell = k] = \frac{1}{c^k}$.
   b. Increase $\ell$ until $\ell = k$ or $y_\ell < 2ckH_k$.
   c. For $j$ from 0 to $\ell$,
      i. Set all requests from time $t + 1$ through $u_j - 1$ as $a_{j-1}$. (Note: If $j = 0$, then $u_j = t + 1$, so this step is empty.)
      ii. Set the request at time $u_j$ as $a_j$.
      iii. Let $t = u_j$. 
d. For $0 \leq j \leq \ell$, let $u_j = t + (2ckH_k + 2)^j$.

e. For $0 \leq j < \ell$, let $y_j = 0$. If $\ell < k$, increase $y_\ell$ by one.

Note that if $\ell$ is not increased in Step 2b, then this block is regular; otherwise, it is irregular. Let $v_i$ denote the number of regular $i$-blocks, and let $v_i'$ denote the number of irregular $i$-blocks. A $j$-block is an $i$-plus block if and only if $j \geq i$. We first lower bound the cost of ALG by the number of blocks.

**Lemma 9.** Every requested block increases $\mathbb{E}[\text{cost}(\text{ALG})]$ by at least a constant.

**Proof.** At every time step, the cache of ALG is missing some page $a_j$. The probability that $a_j$ is requested in the next block is at least $\Pr[\ell = j] \geq \frac{1}{2ck}$, so the expected cost of serving this block is at least $c^j \cdot \Pr[\ell = j] = \Omega(1)$. □

For the rest of the proof, we upper bound the cost of OPT. We first upper bound the number of regular blocks, and then we use this to bound the number of irregular blocks.

**Lemma 10.** For every $i \in \{0, 1, \ldots, k\}$, we have $\mathbb{E}[v_i] \leq 2c^{-i}m$.

**Proof.** Consider the potential function $\phi(y) = \sum_{i=0}^{k-1} y_i \geq 0$. The initial value of $\phi(y)$ is 0. Notice that whenever a regular block is generated, $\phi(y)$ increases by at most 1, and whenever an irregular block is generated, $\phi(y)$ decreases by at least $2ckH_k$. Thus, the number of irregular blocks is at most the number of regular blocks, so the total number of blocks is at most $2m$. The lemma follows by noting that the probability that a block is a regular $i$-block is at most $c^{-i}$. □

**Lemma 11.** For every $i \in \{0, 1, \ldots, k\}$, we have $\mathbb{E}[v_i'] \leq \frac{2m}{c^i k H_k}$.

**Proof.** Observe that $v_i' \leq \frac{1}{2ckH_k}(v_i'-1 + v_{i-1})$ and $v_i' \leq \frac{1}{2ckH_k} v_0$. Repeatedly applying this inequality yields

$$\mathbb{E}[v_i'] \leq \sum_{j=0}^{i-1} \frac{\mathbb{E}[v_j]}{(2ckH_k)^{i-j}} \leq \sum_{j=0}^{i-1} \frac{2c^{-j}m}{(2ckH_k)^{i-j}} = \frac{2m}{c^i} \sum_{j=0}^{i-1} \frac{1}{(2ckH_k)^{i-j}} \leq \frac{2m}{c^i k H_k},$$

where the second inequality holds due to Lemma 10. □

Now let $A$ denote the entire sequence of requests, $B$ the subsequence of $A$ comprising all regular blocks, and $m$ the number of blocks in $B$. We bound $\text{OPT} = \text{OPT}(A)$ in terms of the optimal cost on $B$ and the number of irregular blocks.

**Lemma 12.** Let $\text{OPT}(A)$ and $\text{OPT}(B)$ denote the optimal offline algorithm on request sequences $A$ and $B$ respectively. Then $\text{cost}(\text{OPT}(A)) \leq \text{cost}(\text{OPT}(B)) + 4c \sum_{i=0}^{k} v_i' c^i$.

**Proof.** Consider the following algorithm ALG$_A$ on request sequence $A$:

1. For requests in regular blocks, imitate OPT($B$). That is, copy the cache contents when OPT($B$) serves this block.
2. Upon the arrival of an irregular $i$-block, let $a_\ell$ denote the page not in the cache.
   a. If $\ell > i$, then the cost of serving this block is 0.
   b. If $1 \leq \ell \leq i$, evict $a_0$ when $a_\ell$ is requested. Then evict $a_\ell$ and fetch $a_0$ at the end of this block; the cost of this is $2(c^\ell + 1)$.
   c. If $\ell = 0$, we evict $a_1$ and fetch $a_0$ when $a_0$ is requested. Then we evict $a_0$ and fetch $a_1$ when $a_1$ is requested or at the end of this block (if $a_1$ is not requested in this block). The cost is $2(c + 1)$.
For each irregular block, notice that the cache of $\text{ALG}_A$ is the same at the beginning and the end of the block. So Step 2 does not influence the imitation in Step 1. The cost of serving an irregular $i$-block is at most $4c^{i+1}$. Combining these facts proves the lemma. ▷

To bound $\text{OPT}(B)$, we divide the sequence $B$ into phases. Each phase is a contiguous sequence of blocks. Phases are defined recursively, starting with 0-phases all the way through to $k$-phases. A 0-phase is defined as a single request. For $i \geq 1$, let $M_i$ denote the first time that an $i$-plus-block is requested and let $Q_i$ denote the first time that a $(i-1)$-phases have appeared. An $i$-phase ends immediately after $M_i$ and $Q_i$ have both occurred. In other words, an $i$-phase is a minimal contiguous subsequence that contains $(i-1)$-phases and an $i$-plus block. (Notice that for a fixed $i$, the set of $i$-phases partition the input sequence.) For any $k$-phase, we upper bound $\text{OPT}$ by considering an algorithm $\text{ALG}_B^k$ that is optimal for $B$ subject to the additional restriction that $a_0$ is not in the cache at the beginning or end of any $k$-phase. We bound the cost of $\text{ALG}_B^k$ in any $k$-phase using a more general lemma.

Lemma 13. For any $i$, let $\text{ALG}_B^i$ be an optimal algorithm on $B$ subject to the following: $a_0$ is not in the cache at the beginning or end of any $i$-phase. Then the cost of $\text{ALG}_B^i$ within an $i$-phase is at most $4c^{i+1}$. In particular, in each $k$-phase, the algorithm $\text{ALG}_B^k$ incurs cost at most $4c^{k+1}$.

Proof. We shall prove this by induction on $i$. If $i = 0$, then the phase under consideration is one step. To serve one step, we can evict $a_1$ to serve $a_0$, and then evict $a_0$ if necessary for a total cost of $4c$. Now assume that the lemma holds for all values in $\{0, \ldots, i - 1\}$. Let $s_i$ denote the first $i$-plus block; there are two possible cases for the structure of an $i$-phase:

1. $s_i$ appears after the $(i-1)$-phases: In this case, the $i$-phase ends after this block. Thus, one strategy to serve the phase is to evict $a_i$ at the beginning and evict $a_0$ when $a_i$ is requested within $s_i$. These two evictions cost at most $4c^{i+1}$.

2. $s_i$ appears within the first $(i-1)$-phases: By the inductive hypothesis, the algorithm can serve these $(i-1)$-phases with total cost at most $c \cdot 4c^i = 4c^{i+1}$.

Finally, we lower bound the expected number of blocks in an $i$-phase. Since the total number of blocks is fixed, this allows us to upper bound the number of $k$-phases in the entire sequence. The next proposition forms the technical core of the lower bound:

Proposition 14. For $i \geq 1$, the expected number of blocks in an $i$-phase is at least $c^{i}H_i/4$.

We defer the proof of Proposition 14 to the end of this section; first, we use it to prove Theorem 8.

Proof of Theorem 8. Let $\text{OPT}(A)$ denote the cost of an optimal algorithm on the request sequence $A$, and let $\text{OPT}(B)$ denote the cost of an optimal algorithm on the regular blocks $B$. Then we have the following:

\[
\mathbb{E}[\text{cost}(\text{OPT}(A))] \leq \mathbb{E}[\text{cost}(\text{OPT}(B))] + 4c \sum_{i=0}^{k} c^i \cdot \mathbb{E}[v'_i] \tag{Lemma 12}
\]

\[
\leq \mathbb{E}\left[\text{cost}(\text{ALG}_B^k)\right] + 4c \sum_{i=0}^{k} c^i \cdot \frac{2m}{c^i kH_k} \tag{Lemma 11}
\]

\[
\leq 4c^{k+1} \cdot \mathbb{E}[N_k(B)] + \frac{16cm}{H_k}, \tag{Lemma 13}
\]
where $N_k(B)$ denotes the number of $k$-phases in $B$. According to Proposition 14, the expected number of blocks in a $k$-phase is at least $c^k H_k/4$, which implies $\mathbb{E}[N_k(B)] \leq \frac{4m}{c^{k-1}}$. Combining this with the above, we get

$$\mathbb{E}[\text{cost}(\text{OPT}(A))] \leq \frac{16cm}{H_k} + \frac{16cm}{H_k} = O\left(\frac{m}{H_k}\right).$$

Since any algorithm incurs at least some constant cost in every block by Lemma 9, its cost is $\Omega(m)$, which concludes the proof. ▶

**Proof of Proposition 14**

Let $z_i$ be a random variable denoting the number of $i$-plus blocks in a fixed $i$-phase. We will first prove a sequence of three lemmas to yield a lower bound on $\mathbb{E}[z_i]$.

**Lemma 15.** For any $i \geq 1$, we have $\mathbb{E}[z_i] = \mathbb{E}[z_{i-1}] + \text{Pr}\{M_i > Q_i\}$.

**Proof.** Recall that an $i$-phase ends once it contains $c \,(i-1)$-phases and an $i$-plus block. In each of the $(i-1)$-phases, the expected number of $(i-1)$-plus blocks is $\mathbb{E}[z_{i-1}]$, so the total expected number of $(i-1)$-plus blocks in the first $c \,(i-1)$-phases of an $i$-phase is $c \mathbb{E}[z_{i-1}]$.

An elementary calculation shows that an $(i-1)$-plus block is an $i$-plus block with probability $1/c$. Thus, in expectation, the first $c \,(i-1)$-phases of this $i$-phase contain $\mathbb{E}[z_{i-1}]$ $i$-plus blocks.

If there are no $i$-plus blocks in the first $c \,(i-1)$-phases, then the $i$-phase ends as soon as an $i$-plus block appears. In this case, we have $z_i = 1$, and this happens with probability $\text{Pr}\{M_i > Q_i\}$. Otherwise, the $i$-phase ends immediately after the $c \,(i-1)$-phases, in which case no additional term is added. ▶

**Lemma 16.** For any $i \geq 1$, we have $\text{Pr}\{M_i > Q_i\} \geq e^{-2\mathbb{E}[z_{i-1}]}$.

**Proof.** We let $v_1, \ldots, v_c$ denote the number of $i$-plus blocks in the first $c \,(i-1)$-phases and let $V = \sum_{i=1}^{c} v_i$. As we saw in the proof of Lemma 15, an $(i-1)$-plus block is an $i$-plus block with probability $1/c$, so the probability that an $(i-1)$-plus block is an $(i-1)$-block is $1 - 1/c$. Thus, we have

$$\text{Pr}\{M_i > Q_i\} = \mathbb{E}_{v_1, v_2, \ldots, v_c} \left[ \left(1 - \frac{1}{e}\right)^V \right] \geq \left(1 - \frac{1}{e}\right)^{\mathbb{E}[V]} = \left(1 - \frac{1}{e}\right)^{\mathbb{E}[z_{i-1}]}$$

where the inequality follows from convexity and the second equality holds due to linearity of expectation. The lemma follows from this and the fact that $c \geq 2$. ▶

**Lemma 17.** For any $i \geq 0$, we have $\mathbb{E}[z_i] \geq \frac{1}{4}H_i$.

**Proof.** When $i \leq 4$, we have $\mathbb{E}[z_i] \geq 1 \geq \frac{1}{4}H_i$. Now for induction, assume the statement holds for $j < i$, and consider the two possible cases:

1. If $\mathbb{E}[z_{i-1}] \geq \frac{1}{4}H_{i-1}$, then Lemma 15 implies $\mathbb{E}[z_i] \geq \mathbb{E}[z_{i-1}] \geq \frac{1}{4}H_i$.
2. If $\mathbb{E}[z_{i-1}] < \frac{1}{4}H_{i-1} < \frac{1}{2}(1 + \ln(i-1))$, then
   $$\mathbb{E}[z_i] = \mathbb{E}[z_{i-1}] + \text{Pr}\{M_i > Q_i\} \geq \frac{1}{4}H_{i-1} + e^{-2\mathbb{E}[z_{i-1}]},$$
   where the equality follows from Lemma 15 and the inequality holds by the induction hypothesis and Lemma 16. Thus, $\mathbb{E}[z_i] \geq \frac{1}{4}H_{i-1} + \frac{1}{e} \cdot \frac{1}{i-1} \geq \frac{1}{4}H_i$. ▶

Now let $L_i$ denote the number of blocks in an $i$-phase; recall that our goal is to lower bound its expectation by $c^i H_i/4$. The following lemma relates $L_i$ to $z_i$. 
Lemma 18. For any \( i \geq 0 \), we have \( \mathbb{E} [ L_i ] = c^i \cdot \mathbb{E} [ z_i ] \).

Proof. When \( i = 0 \), the lemma holds because \( \mathbb{E} [ L_0 ] = \mathbb{E} [ z_0 ] = 1 \), so now we assume \( i \geq 1 \). Recall that an \( i \)-phase contains at least \( c \) \((i - 1)\)-phases, so the expected total number of blocks in the first \( c \) \((i - 1)\)-phases of this \( i \)-phase is \( c \cdot \mathbb{E} [ L_{i-1} ] \).

If there are no \( i \)-plus-blocks in these \( c \) \((i - 1)\)-phases, we need to wait for an \( i \)-plus block to appear in order for the \( i \)-phase to end. This is a geometric random variable with expectation \( c^i \). Thus, we have: \( \mathbb{E} [ L_i ] = c \cdot \mathbb{E} [ L_{i-1} ] + c^i \cdot \mathbb{P} \{ M_i > Q_i \} \). Applying this recursively,

\[
\mathbb{E} [ L_i ] = c^i \left( \sum_{j=1}^{i} \mathbb{P} \{ M_j > Q_j \} + \mathbb{E} [ L_0 ] \right) = c^i \left( \sum_{j=1}^{i} \mathbb{P} \{ M_j > Q_j \} + 1 \right)
\]

Furthermore, from Lemma 15, we have

\[
\mathbb{E} [ z_i ] = \mathbb{E} [ z_{i-1} ] + \mathbb{P} \{ M_i > Q_i \} = \mathbb{E} [ z_0 ] + \sum_{j=1}^{i} \mathbb{P} \{ M_j > Q_j \} = 1 + \sum_{j=1}^{i} \mathbb{P} \{ M_j > Q_j \}.
\]

Combining the two equalities yields the lemma.

We conclude by proving Proposition 14. Fix some \( i \geq 1 \). Using Lemma 18 and Lemma 17, we get \( \mathbb{E} [ L_i ] = c^i \cdot \mathbb{E} [ z_i ] \geq \frac{\Omega(n)}{4^i} \).

3 The \( \ell \)-Strong Lookahead Model

Now we consider the following prediction model: at each time \( t \), the algorithm can see request \( p_t \) as well as \( L(t) \), which is the set of all requests through the \( \ell \)-th distinct request. In other words, the algorithm can always see the next contiguous subsequence of \( \ell \) distinct pages (excluding \( p_t \)) for a fixed value of \( \ell \). This model was introduced by Albers [1], who (among other things) proved the following lower bounds on algorithms with \( \ell \)-strong lookahead.

Lemma 19 ([1]). For unweighted paging with \( \ell \)-strong lookahead where \( \ell \leq k - 2 \), any deterministic algorithm is \( \Omega(k - \ell) \)-competitive. For randomized algorithms, the bound is \( \Omega(\log(k - \ell)) \).

Notice that Lemma 19 implies that for small values of \( \ell \), \( \ell \)-strong lookahead provides no asymptotic improvement to the competitive ratio of any algorithm. The proof proceeds by constructing a particular sequence of requests and analyzing the performance of any algorithm on this sequence. By slightly modifying the sequence, we can prove a similar result for the weighted paging problem.

Theorem 20. For weighted paging with \( \ell \)-strong lookahead where \( n - k + 1 \leq \ell \leq n - 1 \), any deterministic algorithm is \( \Omega(n - \ell) \)-competitive, and any randomized algorithm is \( \Omega(\log(n - \ell)) \)-competitive.

Proof. We modify the adversarial input in Lemma 19 as follows: insert \( n - k - 1 \) distinct pages with very low weight between every two pages. This causes the lookahead to have effective size \( \ell' = \ell - (n - k - 1) \), because at any point \( L(t) \) contains at most \( \ell' \) pages with normal weight. Note that if \( \ell \leq n - k \), then \( \ell' \leq 1 \), and from Lemma 19, a lookahead of size 1 provides no asymptotic benefit to any algorithm.

If \( \ell \leq n - 3 \), then \( \ell' \leq k - 2 \). Thus, we can apply Lemma 19 to conclude that for any deterministic algorithm, the competitive ratio is \( \Omega(k - \ell') = \Omega(n - \ell - 1) \), and for any randomized algorithm, the competitive ratio is \( \Omega(\log(n - \ell - 1)) \). Otherwise, if \( \ell \geq n - 2 \), then the lower bounds continue to hold because when \( \ell = n - 3 \), they are \( \Omega(1) \).
4 The Strong Per-Request Prediction Model (SPRP)

In this section, we define a simple algorithm called Static that is 2-competitive when the SPRP predictions are always correct. At any time step $t$, let $L(t)$ denote the set of pages in the current prediction. The Static algorithm runs on “batches” of requests. The first batch starts at $t = 1$ and comprises all requests in $L(1)$. The next batch starts once the first batch ends, i.e. at $|L(1)| + 1$, and comprises all predicted requests at that time, and so on. Within each batch, the Static algorithm runs the optimal offline strategy, computed at the beginning of the batch on the entire set of requests in the batch.

▶ Theorem 21. The Static algorithm is 2-competitive when the predictions from SPRP are entirely correct.

Proof. In this proof, we assume w.l.o.g. that evicting page $p$ costs $w(p)$, and fetches can be performed for free.

Suppose the algorithm runs a total of $m$ batches $B_1, \ldots, B_m$. Consider a page $p$ in some batch $B_i$, where $i < m$. If $p$ appears again after $B_i$, then upon seeing the last request for $p$ in $B_i$, SPRP will include $p$ in the next batch $B_{i+1}$. (If $p$ does not appear again, then the next batch must be the last batch.) Therefore, the batches satisfy $B_i \subseteq B_2 \subseteq \cdots \subseteq B_m$.

Now let $OPT_i$ denote a fixed optimal offline algorithm for the entire sequence, and let $OPT_j$ denote the cost of $OPT$ incurred in $B_j$. Similarly, let $S$ denote the total cost of Static, and let $S_i$ denote the cost that Static incurs in $B_i$. So we have $OPT = \sum_{i=1}^{m} OPT_i$ and $S = \sum_{i=1}^{m} S_i$.

Fix a batch index $j \in \{2, 3, \ldots, m\}$ and let $C(OPT_{j-1})$ and $C(S_{j-1})$ denote the cache states of $OPT$ and Static immediately before batch $B_j$. We know that Static runs an offline optimal algorithm on $B_j$. One feasible solution is to immediately change the cache state to $C(OPT_{j-1})$, and then imitate what $OPT$ does to serve $B_j$. Since we charge for evictions, we have

$$S_j \leq OPT_j + \sum_{p \in C(S_{j-1}) \setminus C(OPT_{j-1})} w(p), \text{ for every } j \in \{2, 3, \ldots, m\}.$$

Consider some $p \in C(S_{j-1}) \setminus C(OPT_{j-1})$: since $p \in C(S_{j-1})$, we know $p$ must have appeared before the start of $B_j$ (because Static does not fetch pages that have never been requested). Since $B_{j-1}$ contains all pages that appeared before, in particular, $p$ must be in $B_{j-1}$. Furthermore, since $p \notin C(OPT_{j-1})$, then at some point while serving $B_{j-1}$, $OPT$ must have evicted $p$. Thus, $S_j \leq OPT_j + OPT_{j-1}$. Summing over all $j \geq 2$ and $S_1 \leq OPT_1$ proves the theorem.

5 The SPRP Model with Prediction Errors

In this section, we consider the SPRP prediction model with the possibility of prediction errors. We first define three measurements of error and then prove lower and upper bounds on algorithms with imperfect SPRP, in terms of these error measurements.

Let $A$ denote a prediction sequence of length $m$, and let $B$ denote an input sequence of length $n$. For any time $t$, let $A_t$ and $B_t$ denote the $t$-th element of $A$ and $B$, respectively. We also define the following for any time step $t$:

- **prev($t$):** The largest $i < t$ such that $B_i = B_t$ (or 0 if no such if such $i$ exists).
- **next($t$):** The smallest $i > t$ such that $B_i = B_t$ (or $n + 1$ if no such $i$ exists).
- **pnext($t$):** The smallest $i > t$ such that $A_i = B_t$ (or $m + 1$ if no such $i$ exists).

We say two requests $A_i = B_i = p$ can be matched only if pnext(prev($j$)) = $i$. In other words, $A_i$ must be the earliest occurrence of $p$ in $A$ after the time of the last $p$ in $B$ before $B_i$. Furthermore, no edges in a matching are allowed to cross.
First, we define a variant of edit distance between the two sequences.

Definition 22. The edit distance $\ell_{ed}$ between $A$ and $B$ is the total minimum weight of unmatched elements of $A$ and $B$.

Next, we define an error measure based on the metric 1-norm distance between corresponding requests on the standard weighted star metric denoting the weighted paging problem.

Definition 23. The 1-norm distance $\ell_{1}$ between $A$ and $B$ is defined as follows:

$$\ell_{1} = \sum_{i=1}^{n} (w(A_i) + w(B_i)).$$

(1-norm)

Third, we define an error measure inspired by the PRP model that was also used in [9].

Definition 24. The prediction distance $\ell_{pd}$ between $A$ and $B$ is defined as follows:

$$\ell_{pd} = \sum_{i=1}^{n} w(B_i) \cdot |\text{next}(i) - \text{pnext}(i)|.$$

5.1 Lower Bounds

In this section, we give an overview of the lower bounds stated in Theorems 4, 5, and 6. We focus on the $\ell_{ed}$ (i.e., Theorem 6) error measurement; the proofs for $\ell_{1}$ and $\ell_{pd}$ follow similarly. We defer some of the proofs to the full paper.

Our high-level argument proceeds as follows: recall that in Section 2, we showed a lower bound of $\Omega(k)$ on the competitive ratio of deterministic PRP-based algorithms. Given an SPRP algorithm $\text{ALG}$, we design a PRP algorithm $\text{ALG}'$ specifically for the input generated by the procedure described in Section 2. (Recall that this input is a sequence of blocks, where a block is a string of $a_0$’s, $a_1$’s, and so on, ending with a single page $a_\ell$ for some $\ell$.)

We show that if $\text{ALG}$ has cost $o(k) \cdot \text{OPT} + o(\ell_{ed})$ (where $\text{OPT}$ is the optimal cost of the SPRP instance), then $\text{ALG}'$ will have cost $o(k) \cdot \text{OPT}'$ (where $\text{OPT}'$ is the optimal cost of the PRP instance), which contradicts our PRP lower bound of $\Omega(k)$ on this input. For the randomized lower bound, we use the same line of reasoning, but replace $\Omega(k)$ with $\Omega(\log k)$.

Let $k'$ denote the cache size of $\text{ALG}'$. Recall that the set of possible page requests received by $\text{ALG}'$ is $A = \{a_0, a_1, \ldots, a_{k'}\}$ where $w(a_i) = c^i$ for some constant $c \geq 2$. The oracle $\text{ALG}$, maintained by $\text{ALG}'$, has cache size $k = k' + 1$. The set of possible requests received by $\text{ALG}$ is $A \cup \{b\}$ where $w(b) = 1/v$ for some sufficiently large value of $v$. (Thus, the instance for $\text{ALG}$ has $k + 1$ distinct pages.) Our PRP algorithm $\text{ALG}'$ must define a prediction and an input sequence for $\text{ALG}$.

The prediction sequence for $\text{ALG}$. For any strings $X$ and $Y$, let $X + Y$ denote the concatenation of $X$ and $Y$ and let $\lambda \cdot X$ denote the concatenation of $\lambda$ copies of $X$. Let $L = 2ck' Hk' + 1$, and consider the series of strings: $S_0 = 2 \cdot a_0$, and $S_i = L \cdot S_{i-1} + a_i$ for $i \in \{1, \ldots, k'\}$. We fix $S := M \cdot S_{k'}$, for some sufficiently large $M$, as the prediction sequence for the SPRP algorithm. (Observe that $S$ only contains $k$ distinct pages, and the oracle $\text{ALG}$ has cache size $k$.)
**ALG’ and the request sequence for ALG.** Our PRP algorithm ALG’ will simultaneously construct input for ALG while serving its own requests. Since randomized and fractional algorithms are equivalent up to constants (see Bansal et al. [2]), we view the SPRP algorithm ALG from a fractional perspective. Let $q_i \in [0, 1]$ denote the fraction of page $a_i$ not in the cache of ALG. Notice that the vector $q = (q_0, q_1, \ldots, q_{k'})$ satisfies $\sum_{i=0}^{k'} q_i \geq 1$. (A deterministic algorithm is the special case where every $q_i \in \{0, 1\}$.) Similarly, let $q' = (q_0', q_1', \ldots, q_{k'}')$, where $q_i'$ denotes the amount of request for $a_i$ that is not in the cache in ALG’.

When a block ending with $a_i$ is requested, ALG’ scans $S$ for the next appearance of $a_i$. It then feeds the scanned portion to ALG, followed by a single request for page $b$. In this case, the prediction error only occurs due to the requests for this page $b$. After serving this request $b$, the cache of ALG contains at most $k'$ pages in $A$. This enables ALG’ to mimic the behavior of ALG upon serving the current block. This process continues for every block: ALG’ modifies the input by inserting an extra request $b$ into the input for ALG, and mimics the resulting cache state of ALG. The details of our algorithm ALG’ are given below:

1. Initially, let $S$ be the input for ALG and $t = 0$. (We will modify $S$ as time passes.)
2. For all $0 \leq i \leq k'$, let $q_i' = 1$. (Note that the initial value of every $q_i$ is also 1.)
3. On PRP request block $s_i = (a_0, a_1, \ldots, a_i)$ (for some unknown $i$):
   a. Let $q' = (q_0', q_1', \ldots, q_{k'}')$ denote the current cache state.
   b. Set $q' = (0, \min\{1, q_0 + q_1\}, q_2', q_3', \ldots, q_{k'}')$ to serve $a_0$. Note that after we serve $a_0$, the PRP prediction tells us the value of $i$.
   c. Find the first time $t'$ after $t$ when $S$ requests $a_i$ and set $t = t' + 2$.
   d. Change the request at time $t$ into $b$. (Note that the original request is $a_0$.)
   e. Run ALG until this $b$ is served to obtain a vector $q = (q_0, q_1, \ldots, q_{k'})$.
   f. If $i \geq 1$, set $q' = (\min\{1, \sum_{j=0}^{i} q_j\}, q_{i+1}, q_{i+2}, \ldots, q_{k'})$; this serves the requests $(a_1, a_2, \ldots, a_i)$.
   g. Set $q' = (q_0, q_1, \ldots, q_{k'})$.

**Bounding the costs.** The main idea in the analysis is the following: since the input sequences to ALG and ALG’ are closely related, and they maintain similar cache states, we can show that they are coupled both in terms of the algorithm’s cost and the optimal cost. Therefore, the ratio of $\Omega(k)$ for ALG’ (from Theorem 7) translates to a ratio of $\Omega(k)$ for ALG. Furthermore, since the only prediction errors are due to the additional requests for page $b$, and this page has a very small weight, the cost of ALG is at least the value of $\epsilon_{ed}$. (The same line of reasoning is used for randomized algorithms, but $\Omega(k)$ is replaced by $\Omega(\log k)$.)

We now formalize the above line of reasoning with the following lemmas.

**Lemma 25.** Using any SPRP algorithm ALG as a black box, the PRP algorithm ALG’ satisfies the following: $\text{cost}(ALG') \leq 2(\epsilon + 1) \cdot \text{cost}(ALG)$.

**Proof.** Note that $q = q'$ at the beginning and end of Step 3. For convenience, let $q'$ denote the vector at the beginning of Step 3, and let $q$ denote the vector at the end of Step 3. Let $\text{cost}_{ALG}$ and $\text{cost}_{ALG'}$ denote the cost of ALG and ALG’ respectively incurred in a fixed Step 3.
Each time $\text{ALG}'$ enters Step 3, the cost incurred is at most:

Step 3b: $q_0' \cdot (1 + c)$,

Step 3f: $(q_0' + q_1') \cdot (1 + c) + \sum_{j=2}^{i} q_j' \cdot (1 + c^j)$,

Step 3g: $\left( \sum_{j=1}^{i} q_j \cdot (1 + c^j) \right) + \left( \sum_{j=i+1}^{k} |q_j' - q_j| \cdot (1 + c^j) \right)$.

Summing the above yields the following:

$$\text{cost}_{\text{ALG}'} \leq 2(c + 1) \left( \left( \sum_{j=0}^{i} c^j \cdot (q_j + q_j') \right) + \left( \sum_{j=i+1}^{k} c^j \cdot |q_j - q_j'| \right) \right).$$

Now we consider $\text{ALG}$. For each $j$, at the beginning of Step 3, there is $q_j'$ amount of $a_j$ not in the cache, and at the end of Step 3, there is $q_j$ amount of $a_j$ not in the cache.

If $j > i$, the cost incurred due to $a_j$ is at least $c^j \cdot |q_j - q_j'|$. If $j \leq i$, $\text{ALG}'$ must serve $a_j$ at some point in Step 3e, so the incurred cost due to $a_j$ is at least $c^j \cdot (q_j + q_j')$. Summing the above yields the following:

$$\text{cost}_{\text{ALG}} \geq \left( \sum_{j=0}^{i} c^j \cdot (q_j + q_j') \right) + \left( \sum_{j=i+1}^{k} c^j \cdot |q_j - q_j'| \right).$$

Combining the two inequalities above proves the lemma.

Now let $\text{OPT}$ denote the optimal SPRP algorithm for the input sequence served by $\text{ALG}$, and let $\text{OPT}'$ denote the optimal PRP algorithm for the input sequence served by $\text{ALG}'$. We can similarly prove the following lemma (proof in full paper):

▶ **Lemma 26.** The algorithms $\text{OPT}$ and $\text{OPT}'$ satisfy $\text{cost}(\text{OPT}) \leq 2 \cdot \text{cost}(\text{OPT}')$.

We are now ready to bound the cost of any algorithm with SPRP (proof in full paper):

▶ **Theorem 27.** For weighted paging with SPRP, there is no deterministic algorithm whose cost is $o(k) \cdot \text{OPT} + o(\ell_{ed})$, and there is no randomized algorithm whose cost is $o(\log k) \cdot \text{OPT} + o(\ell_{ed})$.

**Proof (Sketch).** From Theorem 7, we know $\text{ALG}' = \Omega(k) \cdot \text{OPT}'$. Thus, applying Lemmas 25 and 26, we have $\text{ALG} = \Omega(k) \cdot \text{OPT}$. Furthermore (as we saw in Section 2), each PRP block increases $\text{ALG}$ by at least a constant. At the same time, for each block, we can show that $\ell_{ed}$ increases by at most 2. As a result, we can conclude that $\text{ALG} = \Omega(\ell_1)$. The theorem follows by combining these facts. For randomized algorithms, the same line of reasoning holds, but with $\Omega(\log k)$ instead of $\Omega(k)$.

### 5.2 Upper Bounds

In this section, we give algorithms whose performance degrades with the value of the SPRP error. In particular, we first prove the upper bound in Theorem 6 for the $\ell_{ed}$ measurement, and then analyze the FOLLOW algorithm, which proves the upper bound in Theorem 5.

Now we present an algorithm that uses a cache of size $k + 1$ whose cost scales linearly with $\text{OPT} + \ell_{ed}$. Following our previous terminology, let $A$ denote a prediction sequence of length $m$, and let $B$ denote an input sequence of length $n$. 
Our algorithm, which we call LEARN, relies on an algorithm that we call IDLE. At a high level, IDLE resembles STATIC (see Section 4): it partitions the prediction sequence \( A \) into batches and runs an optimal offline algorithm on each batch. The LEARN algorithm tracks the cost of imitating IDLE: if the cost is sufficiently low, then it will imitate IDLE on \( k \) of its cache slots; otherwise, it will simply evict the page in the extra cache slot.

Before formally defining IDLE, we consider a modified version of caching. Our cache has \( k + 1 \) slots, where one slot is memoryless: it always immediately evicts the page it just fetched. In other words, this slot can serve any request, but it cannot store any pages. Let \( \text{OPT}^{+1} \) denote the optimal algorithm that uses a memoryless cache slot.

\begin{itemize}
  \item \textbf{Lemma 28.} For any sequences \( A \) and \( B \), \( \text{cost}(\text{OPT}^{+1}(A)) \leq \text{cost}(\text{OPT}(B)) + 2\ell_{ed} \), where \( \ell_{ed} \) is the edit distance between \( A \) and \( B \).
\end{itemize}

\textbf{Proof.} Let \( M \) denote the optimal matching between \( A \) and \( B \) (for \( \ell_{ed} \)). One algorithm for \( \text{OPT}^{+1}(A) \) is the following: imitate what \( \text{OPT}(B) \) does for requests matched by \( M \), and use the memoryless slot for unmatched requests. The cost of this algorithm is \( \text{OPT}(B) + 2\ell_{ed} \).

Recall that the STATIC algorithm requires the use of an optimal offline algorithm. Similarly, for our new problem with a memoryless cache slot, we require a constant-approximation offline algorithm on \( A \). This can be obtained from the following lemma (proof in full paper):

\begin{itemize}
  \item \textbf{Lemma 29.} Given a prediction sequence \( A \), there is a randomized offline algorithm whose cost is at most a constant times the cost of \( \text{OPT}^{+1}(A) \).
\end{itemize}

\begin{itemize}
  \item \textbf{The Idle algorithm}
\end{itemize}

Assume that our cache has size \( k + 1 \) and the extra slot is memoryless (as defined above). For any time step \( t \), let \( L(t) \) denote the set of pages predicted to arrive starting at time \( t + 1 \). At time step 1 (i.e., initially), IDLE runs the offline algorithm from Lemma 29 on \( L(1) \), ignoring future requests. After the requests in \( L(1) \) have been served, i.e., at time \( |L(1)| + 1 \), IDLE then consults the predictor and runs the offline algorithm on the next “batch”. The algorithm proceeds in this batch-by-batch manner until the end. We can show that the competitive ratio of this algorithm is at most a constant (see full paper).

\begin{itemize}
  \item \textbf{Lemma 30.} On the prediction sequence \( A \), we have \( \text{cost}(\text{IDLE}) = O(1) \cdot \text{cost}(\text{OPT}^{+1}(A)) \).
\end{itemize}

\begin{itemize}
  \item \textbf{The Learn algorithm}
\end{itemize}

Before defining the algorithm, we introduce another measurement of error that closely approximates \( \ell_{ed} \). Recall that \( A \) denotes a prediction sequence of length \( m \) and \( B \) denotes an input sequence of length \( n \). In defining \( \ell_{ed} \), two elements \( A_i = B_j \) can be matched only if \( \text{pnext}(\text{prev}(j)) = i \), and no matching edges are permitted to cross.

\begin{itemize}
  \item \textbf{Definition 31.} The constrained edit distance \( \ell'_{ed} \) is the minimum weight of unmatched elements of \( A \) and \( B \), with the following additional constraint: if \( |P(A_i)| \geq 2 \), then \( A_i \) can only be matched with the latest-arriving element in \( P(A_i) \).
\end{itemize}

We note that \( \ell'_{ed} \) is a constant approximation of \( \ell_{ed} \) (proof in full paper):

\begin{itemize}
  \item \textbf{Lemma 32.} For any sequences \( A, B \), we have \( \ell_{ed} \leq \ell'_{ed} \leq 3\ell_{ed} \).
\end{itemize}

Now we are ready to define the LEARN algorithm. For any \( i \leq j \), we let \( A(i,j) \) denote the subsequence \( (A_i, A_{i+1}, \ldots, A_j) \). For any set (or multiset) of pages \( S \), we let \( w(S) \) denote the total cost of pages in \( S \). The algorithm is the following:
1. Let $s = 0$: the variable $s$ always denotes that we have imitated the IDLE algorithm through the first $s$ requests of the prediction.
2. Let $S = \emptyset$ be an empty queue.
3. On the arrival of request $p$, add $p$ to $S$.
   a. If there is a $t$ (in $[s + 1, L]$ where $L$ is the end of the current prediction) such that
      \[
      \ell^\prime_{ed}(A(s + 1, t), S) < \frac{1}{3}(w(A(s + 1, t)) + w(S)),
      \]
      then imitate IDLE through position $t$, empty $S$ and let $s = t$. (If more than one $t$ satisfies the above, select the minimum.)
   b. Otherwise, evict the page in the final slot.

We first observe that the algorithm is indeed feasible (proof in full paper).

\begin{lemma}
In the LEARN algorithm, Step 3a is feasible, i.e., if $t$ satisfies (1), then $A_t = p$.
\end{lemma}

Now we arrive at the heart of the analysis: we upper bound the cost of LEARN against the cost of IDLE (i.e., a surrogate for $OPT(B)$) and the constrained edit distance $\ell^\prime_{ed}$. In particular, we sketch a proof of the following lemma and defer the full proof to the full paper.

\begin{lemma}
The algorithms LEARN and IDLE satisfy $\text{cost}(\text{LEARN}) \leq \text{cost}(\text{IDLE}) + 12\ell^\prime_{ed}$.
\end{lemma}

\begin{proof}[Sketch]
Let $\text{cost}_1$ denote the total cost of Step 3a, and $\text{cost}_2$ denote the total cost of Step 3b so that $\text{cost}(\text{LEARN}) = \text{cost}_1 + \text{cost}_2$. From the algorithm, we see that $\text{cost}_1 \leq \text{cost}(\text{IDLE})$, so now we must prove $\text{cost}_2 \leq 12\ell^\prime_{ed}$.

Now we establish some notation. Let $\ell^\prime_{ed}((a, b)(c, d)) = \ell^\prime_{ed}(A(a, b), B(c, d))$, and let $w_A(a, b) = w(A(a, b))$ and $w_B(a, b) = w(B(a, b))$.

We proceed by induction on the number of times we went Step 3a. Consider the first time we enter Step 3a; suppose we have read the input $B(1, b)$ and we now imitated IDLE through $A(1, a)$ for some values $a, b$. Since the matched edges for $\ell^\prime_{ed}$ do not cross, there exists some $c$ such that $\ell^\prime_{ed} = \ell^\prime_{ed}(A, B)$ satisfies
\[
\ell^\prime_{ed} = \ell^\prime_{ed}((1, a), (1, c)) + \ell^\prime_{ed}((a + 1, m), (c + 1, n)).
\]
We consider the case where $c < b$; the other cases follow similarly. Let $\text{cost}(x, y)$ denote the cost incurred by the algorithm when serving $B(x, y)$ and notice that
\[
\text{cost}_2 \leq \text{cost}(1, c) + \text{cost}(c + 1, b) + \text{cost}(b + 1, n).
\]
The cost of serving $B(1, c)$ is at most the weight of the requested pages, so $\text{cost}(1, c) \leq w_B(1, c)$. Furthermore, we can upper bound $\text{cost}(c + 1, b)$ by a constant times $w_A(1, a)$ by analyzing a particular matching for $\ell^\prime_{ed}((1, a)(1, c))$. Combining this together, we have
\[
\text{cost}(1, c) + \text{cost}(c + 1, b) \leq 4(w_B(1, c) + w_A(1, a)) \leq 12 \cdot \ell^\prime_{ed}((1, a), (1, c)),
\]
where the second inequality follows from that we did not enter Step 3a when $c$ arrived. Finally, applying the inductive hypothesis to $B(b + 1, n)$ and substituting the definition of $c$ yields the lemma.

The proof of Theorem 6 follows from Lemmas 28, 30, and 34.
The Follow algorithm

Now we show that the $\Omega(\ell_1)$ lower bound in Theorem 5 is tight, that is, we will give an SPRP algorithm $\text{Follow}$ that has cost $O(1) \cdot (\text{OPT} + \ell_1)$. Recall the $\text{Static}$ algorithm from Theorem 21. The algorithm $\text{Follow}$ ignores its input: it simply runs $\text{Static}$ on the prediction sequence $A$ and imitates its fetches/evictions on the input sequence $B$.

▶ Theorem 35. The $\text{Follow}$ algorithm has cost $O(1) \cdot (\text{OPT} + \ell_1)$.

Proof. Recall from Theorem 21 that $\text{cost}(\text{Static}) \leq O(1) \cdot \text{OPT}(A)$. Furthermore, we claim $\text{OPT}(A) \leq \text{OPT}(B) + 2\ell_1$. This is because on $A$, there exists an algorithm that imitates the movements of $B$: say at time $t$, $\text{OPT}(B)$ evicts some element $b$ that had appeared in $B$ at time $v(t)$. Then $\text{OPT}(A)$ can also evict whatever element appeared at time $v(t)$ in $A$, and if this is not $b$, then this cost can be charged to the $v(t)$ term of $\ell_1$. Each term of $\ell_1$ is charged at most twice because a specific request can be evicted and fetched at most once respectively.

By the same argument, we have $\text{cost}(\text{Follow}) \leq \text{cost}(\text{Static}) + 2\ell_1$. Combining these inequalities proves the theorem.

6 Conclusion

In this paper, we initiated the study of weighted paging with predictions. This continues the recent line of work in online algorithms with predictions, particularly that of Lykouris and Vassilvitski [9] on unweighted paging with predictions. We showed that unlike in unweighted paging, neither a fixed lookahead nor knowledge of the next request for every page is sufficient information for an algorithm to overcome existing lower bounds in weighted paging. However, a combination of the two, which we called the strong per request prediction (SPRP) model, suffices to give a constant approximation. We also explored the question of gracefully degrading algorithms with increasing prediction error, and gave both upper and lower bounds for a set of natural measures of prediction error. The reader may note that the SPRP model is rather optimistic and requires substantial information about the future. A natural question arises: can we obtain constant competitive algorithms for weighted paging with fewer predictions? While we refuted this for the PRP and fixed lookahead models, being natural choices because they suffice for unweighted paging, it is possible that an entirely different parameterization of predictions can also yield positive results for weighted paging. We leave this as an intriguing direction for future work.
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Abstract

Let $G = (A \cup B, E)$ be a bipartite graph where $A$ consists of agents or main players and $B$ consists of jobs or secondary players. Every vertex has a strict ranking of its neighbors. A matching $M$ is popular if for any matching $N$, the number of vertices that prefer $M$ to $N$ is at least the number that prefer $N$ to $M$. Popular matchings always exist in $G$ since every stable matching is popular.

A matching $M$ is $A$-popular if for any matching $N$, the number of agents (i.e., vertices in $A$) that prefer $M$ to $N$ is at least the number of agents that prefer $N$ to $M$. Unlike popular matchings, $A$-popular matchings need not exist in a given instance $G$ and there is a simple linear time algorithm to decide if $G$ admits an $A$-popular matching and compute one, if so.

We consider the problem of deciding if $G$ admits a matching that is both popular and $A$-popular and finding one, if so. We call such matchings fully popular. A fully popular matching is useful when $A$ is the more important side – so along with overall popularity, we would like to maintain “popularity within the set $A$”. A fully popular matching is not necessarily a min-size/max-size popular matching and all known polynomial time algorithms for popular matching problems compute either min-size or max-size popular matchings. Here we show a linear time algorithm for the fully popular matching problem, thus our result shows a new tractable subclass of popular matchings.

1 Introduction

Let $G = (A \cup B, E)$ be a bipartite graph where vertices in $A$ are called agents and those in $B$ are called jobs. Every vertex has a strict ranking of its neighbors. Such a graph, also called a marriage instance, is a very well-studied model in two-sided matching markets. A matching $M$ in $G$ is stable if there is no blocking pair with respect to $M$, i.e., no pair $(a, b)$ such that $a$ and $b$ prefer each other to their respective assignments in $M$. Gale and Shapley [10] in 1962 showed that stable matchings always exist in $G$ and can be efficiently computed.

Stable matching algorithms have applications in several real-world problems. For instance, stable matchings have been extensively used to match students to schools and colleges [1, 3] and one of the oldest applications here is to match medical residents to hospitals [4, 21]. It is known that all stable matchings in $G$ have the same size [11] and this may only be half the size of a max-size matching in $G$. Consider the following instance on 4 vertices $a_0, a_1, b_0, b_1$.

$\begin{align*}
  a_0 &: b_1 \\
  a_1 &: b_1 \succ b_0 \\
  b_0 &: a_1 \\
  b_1 &: a_1 \succ a_0.
\end{align*}$

Here $a_1$ and $b_1$ are each other’s top choices. There is no edge between $a_0, b_0$. Note that $M_{\text{max}} = \{(a_0, b_1), (a_1, b_0)\}$ has size 2 while the only stable matching $S = \{(a_1, b_1)\}$ has size 1.
Hence forbidding blocking edges constrains the size of the resulting matching. Rather
than empower every edge with a “veto power” to block matchings (this is the notion of
stability), we would like to relax stability so that only a strict majority vote from the entire
vertex set has the power to block matchings. The motivation is to obtain a larger pool of
feasible matchings so as to allow better matchings with respect to our objective.

The notion of popularity is a natural relaxation of stability that captures the notion of
“majority preference”. Preferences of a vertex over its neighbors extend naturally to
preferences over matchings: consider an election between 2 matchings \( M \) and \( N \) where
vertices are voters. In this \( M \) versus \( N \) election, every vertex \((\text{say},u)\) votes for the
matching in \( \{M,N\} \) that it prefers, i.e., where it gets a better assignment (being unmatched is its
worst choice), and \( u \) abstains from voting if it has the same assignment in both \( M \) and \( N \).
Let \( \phi(M,N) \) (resp., \( \phi(N,M) \)) be the number of votes for \( M \) (resp., \( N \)) in this election.

▶ Definition 1. A matching \( M \) is popular if \( \phi(M,N) \geq \phi(N,M) \forall \) matchings \( N \) in \( G \).

So a popular matching never loses a head-to-head election against any matching, i.e., it
is a weak Condorcet winner \([5, 6]\) in the voting instance where matchings are candidates and
vertices are voters. The notion of popularity was introduced by Gärdenfors \([12]\) who showed
that every stable matching is popular. So popular matchings always exist in any marriage
instance. In fact, every stable matching is a min-size popular matching \([14]\) and there are
efficient algorithms to compute a max-size popular matching \([14, 16]\).

Popular matchings are suitable for applications such as matching students to projects
(where students and project advisers have strict preferences) – by relaxing stability to
popularity, we can obtain better matchings in terms of size or our desired objective. We
consider a natural and relevant objective here: observe that the two sides of \( G = (A \cup B, E) \)
are asymmetric in this application - students are doers of the projects, i.e., they are the main
or more active players while project advisers are the secondary or more passive players. So
along with overall popularity, we would like to maintain “popularity within the set \( A \)”.

That is, we would like the popular matching that we compute to be popular even when
we only count the votes of vertices in \( A \), i.e., there should be no matching that is preferred
by more vertices in \( A \). Popularity within the set \( A \) is the notion of popularity with one-sided
preferences and we will refer to this as \( A \)-popularity here. In the \( M \) versus \( N \) election, let
\( \phi_A(M,N) \) (resp., \( \phi_A(N,M) \)) be the number of vertices in \( A \) that vote for \( M \) (resp., \( N \)).

▶ Definition 2. A matching \( M \) is \( A \)-popular if \( \phi_A(M,N) \geq \phi_A(N,M) \forall \) matchings \( N \) in \( G \).

\( A \)-popular matchings have been well-studied and are relevant in applications such as
assigning training posts to applicants \([2]\) and housing allocation schemes \([19]\) where vertices
on only one side of the graph have preferences over their neighbors. An \( A \)-popular matching
need not necessarily exist in a given instance as shown below.

\[
\begin{align*}
\text{a}_1 : b_1 &> b_2 > b_3 & \text{a}_2 : b_1 &> b_2 > b_3 & \text{a}_3 : b_1 &> b_2 > b_3.
\end{align*}
\]

There are 3 agents here and they have identical preferences. It is easy to check that none of
the matchings in this instance is \( A \)-popular. Let \( M_0 = \{(a_1,b_1),(a_2,b_2),(a_3,b_3)\} \) and
\( M_1 = \{(a_1,b_3),(a_2,b_1),(a_3,b_2)\} \), we have \( \phi_A(M_1,M_0) = 2 > 1 = \phi_A(M_0,M_1) \) since \( a_2, a_3 \)
prefer \( M_1 \) to \( M_0 \) while \( a_1 \) prefers \( M_0 \) to \( M_1 \). Here we are interested in matchings that are
both popular and \( A \)-popular.

▶ Definition 3. A popular matching \( M \) is fully popular if \( M \) is also \( A \)-popular. So for any
matching \( N \) in \( G \), we have: \( \phi(M,N) \geq \phi(N,M) \) and \( \phi_A(M,N) \geq \phi_A(N,M) \).
There may be exponentially many popular matchings in $G = (A \cup B, E)$. So when $A$ is the more important/active side, say it consists of those doing their projects/internships/jobs, it is natural to seek a popular matching that is $A$-popular as well, i.e., a fully popular matching. Thus we seek a matching $M$ such that (1) a majority of the vertices weakly prefer $M$ to any matching, i.e., $\phi(M, N) \geq \phi(N, M)$ for all matchings $N$, and moreover, (2) a majority of the agents (those in $A$) weakly prefer $M$ to any matching, i.e., $\phi_A(M, N) \geq \phi_A(N, M)$ for all $N$.

We show the following result here.

**Theorem 4.** There is a linear time algorithm to decide if a marriage instance $G = (A \cup B, E)$ with strict preferences admits a fully popular matching or not. If so, our algorithm returns a max-size fully popular matching.

Another model for popularity in matchings with main players in $A$ and secondary players in $B$ is to scale the votes of those in $A$ by a suitable factor $c \geq 1$ and count the weighted sum of votes in favor of $M$ versus the weighted sum of votes in favor of $N$ in the $M$ versus $N$ election. That is, $M$ is weighted popular if $c \cdot \phi_A(M, N) + \phi_B(M, N) \geq c \cdot \phi_A(N, M) + \phi_B(N, M)$ for every matching $N$, where $c$ is the scaling factor and $\phi_B(\cdot, \cdot)$ is analogous to $\phi_A(\cdot, \cdot)$. No results are currently known for the weighted popular matching problem with $c > 1$ in a marriage instance. Observe that a fully popular matching is a weighted popular matching for every scaling factor $c \geq 1$.

### 1.1 Background and Related results

The notion of popularity was proposed by Gärdenfors [12] in 1975. Algorithms in the domain of popular matchings were first studied in 2005 for one-sided preferences or the $A$-popular matching problem. Efficient algorithms were given in [2] to decide if a given instance (with ties permitted in preference lists) admits an $A$-popular matching or not; in particular, a linear time algorithm was given for the case with strict preference lists. An efficient algorithm for the weighted $A$-popular matching problem, where each agent’s vote is scaled by its weight (these weights are a part of the input), was given in [20].

Algorithms for popular matchings in a marriage instance $G = (A \cup B, E)$ or two-sided preferences have been well-studied in the last decade. The max-size popular matching algorithms in [14, 16] compute special popular matchings called dominant matchings. A linear time algorithm for finding a popular matching with a given edge $e$ was given in [7] (such an edge is called a popular edge). It was shown in [7] that if $e$ is a popular edge then there is either a stable matching or a dominant matching with $e$. Popular half-integral matchings in $G = (A \cup B, E)$ were characterized in [17] as stable matchings in a larger graph related to $G$. The popular fractional matching polytope was analyzed in [15] where the half-integrality of this polytope was shown. Other than algorithms for min-size/max-size popular matchings and for popular edge, no other polynomial time algorithms are currently known for finding popular matchings with special properties.

To complete the picture, it was shown in [9] that it is NP-hard to decide if $G$ admits a popular matching that is neither a min-size nor a max-size popular matching. A host of hardness results in [9] painted a bleak picture for efficient algorithms for popular matching problems (other than what is already known). For instance, it is NP-hard to find a popular matching in $G$ with a given pair of edges. Thus finding a max-weight (similarly, min-cost) popular matching is NP-hard when there are weights (resp., costs) on edges.
1.2 Our Result and Techniques

It may be the case that no min-size/max-size popular matching in \( G \) is \( A \)-popular, however \( G \) admits a fully popular matching: Section 2 has such an example. As there are instances where it is NP-hard to decide if there is a popular matching that is neither a min-size nor a max-size popular matching \([9]\), a first guess may be that the fully popular matching problem is NP-hard.

Though an \( A \)-popular matching is constrained to use only some special edges in \( G \) (see Theorem 5), this does not seem very helpful since it is NP-hard to solve the popular matching problem with forced/forbidden edges \([9]\). Note that a rival matching (wrt popularity) is free to use any edge in \( G \). It was not known if there was any tractable subclass of popular matchings other than the classes of stable matchings \([10]\) and dominant matchings \([7, 14, 16]\).

We show the set of fully popular matchings is a new tractable subclass of popular matchings: unlike the classes of stable matchings and dominant matchings which are always non-empty, there need not be a fully popular matching in \( G \). Our algorithm for finding a fully popular matching is based on the classical Gale-Shapley algorithm and works in a new graph \( H \); this graph is essentially two copies of \( G \) and is a variant of the graph seen in \([17]\) to study popular half-integral matchings. There is a natural map from stable matchings in \( H \) to popular half-integral matchings in \( G \). Our goal is to compute a stable matching with sufficient symmetry in \( H \) so that we can obtain a popular integral matching in \( G \).

We achieve this symmetry by using properties of both popular and \( A \)-popular matchings. These properties allow us to identify certain edges that have to be excluded from our matching. If there is no stable matching in \( H \) without these edges then we use the lattice structure on stable matchings \([13]\) to show that \( G \) has no fully popular matching. Else we obtain a matching \( M \) in \( G \) from this “partially symmetric” stable matching in \( H \). The most technical part of our analysis is to prove \( M \)'s popularity in \( G \).

2 Preliminaries

Our input is a bipartite graph \( G = (A \cup B, E) \) where every vertex has a strict preference list ranking its neighbors. Let us augment \( G \) with self-loops, i.e., each vertex is assumed to be at the bottom of its own preference list.

We will first present the characterization of \( A \)-popular matchings in \( G \) – note that preferences of vertices in \( B \) play no role here. For each \( a \in A \), define the vertex \( f(a) \) to be \( a \)'s top choice neighbor and let \( s(a) \) be \( a \)'s most preferred neighbor that is nobody’s top choice neighbor. We assume every \( a \in A \) has at least one neighbor other than itself, so \( f(a) \in B \), however it may be the case that \( s(a) = a \). Let \( E' = E \cup \{(u, u) : u \in A \cup B\} \).

\[ \text{Theorem 5 (}[2]\). A matching } M \text{ in } G = (A \cup B, E') \text{ is } A \text{-popular if and only if:} \]
\[ \text{1. } M \subseteq \{(a, f(a)), (a, s(a)) : a \in A\}. \]
\[ \text{2. } M \text{ matches all in } A \text{ and all in } \{f(a) : a \in A\}. \]

Popular matchings. We will use an LP-based characterization of popular matchings \([17, 18]\) in a marriage instance \( G = (A \cup B, E') \). Observe that any matching in \( G \) can be regarded as a perfect matching by including self-loops for all vertices left unmatched. Let \( M \) be any perfect matching in \( G \). For any pair of adjacent vertices \( u, v \), let \( u \)'s vote for \( v \) (vs its partner \( M(u) \)) be 1 if \( u \) prefers \( v \) to \( M(u) \), it is \(-1\) if \( u \) prefers \( M(u) \) to \( v \), else 0 (i.e., \( M(u) = v \)). In order to check if \( M \) is popular or not in \( G \), the following edge weight function \( wt_M \) will be useful. Here \( wt_M(a, b) \) is the sum of votes of \( a \) and \( b \) for each other.
This linear program is (LP1) given below and (LP2) is the dual of (LP1). The variables $u$ for $e \in E'$ are primal variables and the variables $y_u$ for $u \in A \cup B$ are dual variables. Here $\delta'(u) = \delta(u) \cup \{(u, u)\}$.

$$\begin{array}{ll}
\max & \sum_{e \in E'} \omega_M(e) \cdot x_e & \text{(LP1)} \\
\text{s.t.} & \sum_{e \in \delta'(u)} x_e = 1 & \forall u \in A \cup B \\
& x_e \geq 0 & \forall e \in E'.
\end{array}$$

Thus $\omega_M(a, b) = 0$ for every $(a, b) \in M$. We need to define $\omega_M$ for self-loops as well. For any $u \in A \cup B$, let $\omega_M(u, u) = 0$ if $(u, u) \in M$, else $\omega_M(u, u) = -1$. For any perfect matching $N$ in $G$, observe that $\omega_M(N) = \sum_{e \in N} \omega_M(e) = \phi(N, M) - \phi(M, N)$. Thus $M$ is popular if and only if $\omega_M(N) \leq 0$ for every perfect matching $N$ in $G$.

Consider the max-weight perfect matching LP in $G$ with the edge weight function $\omega_M$. This linear program is (LP1) given below and (LP2) is the dual of (LP1). The variables $x_e$ for $e \in E'$ are primal variables and the variables $y_u$ for $u \in A \cup B$ are dual variables. Here $\delta'(u) = \delta(u) \cup \{(u, u)\}$.

$$\begin{array}{ll}
\min & \sum_{u \in A \cup B} y_u & \text{(LP2)} \\
\text{s.t.} & y_u + y_b \geq \omega_M(a, b) & \forall (a, b) \in E \\
& y_u \geq \omega_M(u, u) & \forall u \in A \cup B.
\end{array}$$

$M$ is popular if and only if the optimal value of (LP1) is at most 0. In fact, the optimal value is exactly 0 since $M$ is a perfect matching in $G$ and $\omega_M(M) = 0$. Thus $M$ is popular if and only if the optimal value of (LP2) is 0 (by LP-duality).

**Theorem 6** (17, 18). A matching $M$ in $G = (A \cup B, E)$ is popular if and only if there exists $\alpha \in \{0, \pm 1\}^n$ (where $|A \cup B| = n$) such that $\sum_{u \in A \cup B} \alpha_u = 0$ along with

$$\alpha_a + \alpha_b \geq \omega_M(a, b) \quad \forall (a, b) \in E \quad \text{and} \quad \alpha_u \geq \omega_M(u, u) \quad \forall u \in A \cup B.$$ 

**Proof.** Since $E$ is the edge set of a bipartite graph, the constraint matrix of (LP2) is totally unimodular. So (LP2) admits an optimal solution that is integral. The vector $\alpha$ is an integral optimal solution of (LP2). We have $\alpha_u \geq \omega_M(u, u) \geq -1$ for all $u$.

We now claim $\alpha_u \in \{0, \pm 1\}$ for all vertices $u$. Since $M$ is an optimal solution to (LP1), complementary slackness implies $\alpha_u + \alpha_v = \omega_M(u, v) = 0$ for each edge $(u, v) \in M$. Thus $\alpha_u = -\alpha_v \leq 1$ for every vertex $u$ matched to a non-trivial neighbor $v$ in $M$. Regarding any vertex $u$ such that $(u, u) \in M$, we have $\alpha_u = \omega_M(u, u) = 0$ (by complementary slackness). Hence $\alpha \in \{0, \pm 1\}$.

For any popular matching $M$, a vector $\alpha$ as given in Theorem 6 will be called a witness of $M$’s popularity. Note that a popular matching may have several witnesses. A stable matching $S$ has $0^n$ as a witness since $\omega_S(e) \leq 0$ for all $e \in E'$.

Recall that our problem is to compute a fully popular matching, i.e., a popular matching that is also $A$-popular. It is easy to construct instances that admit $A$-popular matchings but admit no fully popular matching. It could also be the case that no min-size or max-size popular matching in $G = (A \cup B, E)$ is $A$-popular, however $G$ has a fully popular matching. Consider the instance $G$ given in Fig. 1. Vertex preferences are indicated on edges: 1 denotes top choice, and so on.

We list the vertices $f(u)$ and $s(u)$ for each $u \in A$ in this instance. The vertex $b'$ is not $s(a)$ since $a$ prefers $q'$ to $b'$ and $q' \neq f(u)$ for any $u \in A$. 
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We have \( f(a) = f(a') = b \), \( f(p) = f(p') = q \), and \( f(x) = f(x') = y \).

We have \( s(a) = s(p) = s(p') = s(x') = q' \), \( s(x) = y' \), and \( s(a') = a' \).

Since \( s(u) \neq u \) for \( u \in \{a, p, p', x, x'\} \), any \( A \)-popular matching \( M \) to match these 5 vertices to neighbors in \( B \) (by Theorem 5). So \( M(a) = f(a) = b \) which implies \( M(a') = s(a') = a' \), i.e., after pruning self-loops from \( M \), the vertex \( a' \) has to be left unmatched in \( M \). So \( M \) has size 5. It is easy to check that a stable matching (thus any min-size popular matching) in \( G \) has size 4; also any max-size popular matching has size 6. Thus no min-size or max-size popular matching in \( G \) can be fully popular. Interestingly, this instance admits a fully popular matching: \( M = \{(a, b), (p, q), (p', q'), (x, y'), (x', y)\} \) is fully popular.

### 3 Fully Popular Matchings

The input is a marriage instance \( G = (A \cup B, E) \). Our algorithm will work in a bipartite graph \( H \) which is essentially 2 copies of the graph \( G \) as shown in Fig. 2. The vertex set of \( H \) is \( A_L \cup B_L \) on the left and \( B_R \cup A_R \) on the right. Here \( A_L = \{a_L : a \in A\} \) and \( A_R = \{a_r : a \in A\} \). Similarly, \( B_L = \{b_L : b \in B\} \) and \( B_R = \{b_r : b \in B\} \).

The upper half of \( H \) consists of 2 copies of the graph \( G = (A \cup B, E) \).

For every edge in \( E \), there will be four edges in \( H \): a pair of parallel edges in the upper half and a pair of parallel edges in the lower half. In order to distinguish two parallel edges with the same endpoints, we use superscripts + and – on the endpoints. For \( (a, b) \in E \):

- in the upper half, we have two parallel edges \( (a_T^+, b_T^-) \) and \( (a_T^-, b_T^+) \) between \( a_T \) and \( b_T \);
- in the lower half, we have two parallel edges \( (b_T^+, a_T^-) \) and \( (b_T^-, a_T^+) \) between \( b_T \) and \( a_T \).

Corresponding to every vertex \( u \in A \cup B \), there will be a single edge \((u_T^-, u_T^+)\) in \( H \): this edge corresponds to the self-loop \((u, u)\) and it will be convenient to use +/- superscripts on the endpoints of this edge also. These edges \((u_T^-, u_T^+)\) for all \( u \) are the only edges in \( H \) that go across the two halves of \( H \).
Vertices in $H$ have preferences on their incident edges rather than their neighbors. However it would be more convenient to say $u$ prefers $v^-$ to $w^+$ rather than say $u$ prefers $(u^+, v^-)$ to $(u^-, w^+)$. In fact, $H$ is equivalent to a conventional graph $H^*$ (with preferences on neighbors) that was used to study popular half-integral matchings in [17]: there were 4 vertices in $H^*$ for each $u \in A \cup B$. The graph $H$ is a sparser version of $H^*$ with only 2 vertices $u_t$ and $v_r$ for each $u \in A \cup B$ and a pair of parallel edges between every pair of adjacent vertices. We now describe the preferences of vertices in $H$.

Every vertex prefers superscript $-$ neighbors to superscript $+$ neighbors: among superscript $-$ neighbors (similarly, superscript $+$ neighbors), it will be its original preference order. Consider any vertex $u \in A \cup B$. Suppose $u$’s preference list in $G$ is $v \succ v' \succ \cdots \succ v''$, i.e., $v$ is $u$’s top choice, next comes $v'$, and so on. In $H$, the preference list of $u_t$ is as follows:

$$v^-_r \succ v'_r \succ \cdots \succ v''_r \succ v^+_r \succ v'^+_r \succ \cdots \succ v''^+_r,$$

where $v_r, v'_r, \ldots$ correspond to the copies of $v, v', \ldots$ on the right side of $H$.

The vertex $u^+_r$ is the last choice of $u_t$. In $H$, the preference list of $u_r$ is as follows:

$$v^-_r \succ v'_r \succ \cdots \succ v''_r \succ u^-_r \succ u'_r \succ u''_r \succ u^+_r \succ \cdots \succ u''^+_r,$$

where $v_r, v'_r, \ldots$ correspond to the copies of $v, v', \ldots$ on the left side of $H$. This is analogous to $u_t$’s preference list: the main difference is in the position of its “twin” - the vertex $u_r$ prefers $u^-_r$ to all its superscript $+$ neighbors.

**Blocking edges.** Let $u_t \in A_L \cup B_L$ and $v_r \in A_R \cup B_R$. For any matching $M$ in $H$, we say an edge $(u^+_t, v^-_r)$ blocks $M$ if (i) $u_t$ prefers $v^-_r$ to its assignment in $M$ and (ii) $v_r$ prefers $u^+_t$ to its assignment in $M$. Similarly, we say edge $(u^-_t, v^+_r)$ blocks $M$ if (i) $u_t$ prefers $v^+_r$ to its assignment in $M$ and (ii) $v_r$ prefers $u^-_r$ to its assignment in $M$.

**Definition 7.** A matching $M$ in $H$ is stable if no edge in $H$ blocks $M$.

**Claim 8.** Let $S$ be a stable matching in $G = (A \cup B, E)$. The matching $S' = \{(a^+_c, b^-_d) : (a, b) \in S \} \cup \{(u^-_t, u^+_r) : u \text{ is unmatched in } S \}$ is stable in $H$.

**Proof.** We need to show that no edge in $H$ blocks $S'$. Note that $S'$ is a perfect matching in $H$. Consider any edge $(c^+_c, d^-_d)$ in $H$ where $c \in A$ and $d \in B$. Since every vertex prefers superscript $-$ neighbors to superscript $+$ neighbors, the vertex $d_r$ prefers its partner in $S'$ to $c^+_c$. So consider any edge $(c^-_c, d^+_d)$ in $H$. If $(c, d) \notin S$ then $(c^-_c, d^+_d) \in S'$ and so it does not block $S'$. If $(c, d) \in S$ then it follows from the stability of $S$ in $G$ that either (1) $c$ is matched to a neighbor $b$ preferred to $d$ or (2) $d$ is matched to a neighbor $a$ preferred to $c$. In case (1), $c_t$ is matched in $S'$ to a neighbor $b^+_d$ preferred to $d^+_d$; in case (2), $d_r$ is matched in $S'$ to a neighbor $a^-_c$ preferred to $c^+_c$. Thus $(c^-_c, d^+_d)$ does not block $S'$.

It can analogously be shown that neither $(d^-_d, c^+_c)$ nor $(d^+_d, c^-_c)$ blocks $S'$. Also $(u^-_t, u^+_r)$ for any $u \in A \cup B$ does not block $S'$ since $u^+_r$ is $u_t$’s least preferred neighbor in $H$. Hence $S'$ is a stable matching in $H$.

Thus the graph $H$ admits a perfect stable matching. Since all stable matchings in $H$ have the same size [11], every stable matching in $H$ has to be perfect. We seek to compute a “special” stable matching in $H$: one that has no edge that is forbidden. The edges marked forbidden are those that do not fully popular matching uses. The definition of valid edges below is as given in Theorem 5: any $A$-popular matching in $G$ can contain only these edges/self-loops.
Definition 9. Edges/self-loops in \{ (a, f(a)), (a, s(a)) : a \in A \} are valid. So are self-loops in \{ (b, b) : b \neq f(a) \text{ for any } a \in A \}.

All other edges and self-loops are invalid. Thus every \( a \in A \) has exactly 2 valid edges incident to it: one of these may be the self-loop \((a, a)\).

An edge \( e \in G \) is popular if there exists a popular matching \( M \) in \( G \) such that \( e \in M \). Call a vertex stable if it is matched in some (equivalently, every \([11]\)) stable matching. It is known that every popular matching in \( G \) has to match all stable vertices to non-trivial neighbors \([14]\). So the self-loop \((u, u)\) is popular if and only if \( u \) is unstable.

Definition 10. Call an edge \( e \in E \cup \{(u, u) : u \in A \cup B\} \) legal if \( e \) is valid and popular.

Forbidden edges. A fully popular matching, by definition, has to contain only legal edges. So if \((a, b)\) is not legal then \((a^{-}, b^{-}), (a^{-}, b^{+}), (b^{+}, a^{-})\), and \((b^{-}, a^{+})\) are forbidden edges in the stable matching that we seek to compute in \( H \). Similarly, for any \( u \in A \cup B \), if \((u, u)\) is not legal then \((u^{-}, u^{+})\) is a forbidden edge in our algorithm.

Definition 11. A matching \( M \) in \( H \) is legal if \( M \) has no forbidden edge.

Lemma 12. Every fully popular matching in \( G \) has a realization as a legal stable matching in the instance \( H \).

Proof. Let \( N \) be a fully popular matching in \( G \) and let \( \vec{\alpha} \in \{0, \pm 1\}^{n} \) be a witness of \( N \)'s popularity (see Theorem 6). For \( i \in \{0, \pm 1\} \), let \( A_{i} \) be the set of vertices \( a \in A \) with \( \alpha_{a} = i \) and let \( B_{i} \) be the set of vertices \( b \in B \) with \( \alpha_{b} = i \). Thus we have \( A = A_{0} \cup A_{1} \cup A_{-1} \) and \( B = B_{0} \cup B_{1} \cup B_{-1} \). Note that \( \alpha_{a} + \alpha_{b} = \text{wt}_{N}(a, b) = 0 \) for each edge \((a, b) \in N\): this is by complementary slackness on \((LP2)\) corresponding to \( N \). So the matching \( N \subseteq (A_{0} \times B_{0}) \cup (A_{-1} \times B_{1}) \cup (A_{1} \times B_{-1}) \) (see Fig. 3).

![Figure 3 The partition \( A_{0} \cup A_{1} \cup A_{-1} \) of \( A \) and \( B_{0} \cup B_{-1} \cup B_{1} \) of \( B \).](image)

We need to show a realization of \( N \) in \( H \) that is stable. We will use \( N \)'s witness \( \vec{\alpha} \) in \( G \) to define the following matching \( N_{\vec{\alpha}}^{*} \) in \( H \): this is similar to how popular half-integral matchings were realized as stable matchings in a larger graph \( H^{*} \) in \([17]\).
- For all \((a, b) \in N \cap (A_{-1} \times B_{1})\) do: add edges \((a^{-}, b^{+})\) and \((b^{+}, a^{-})\) to \( N_{\vec{\alpha}}^{*} \).
- For all \((a, b) \in N \cap (A_{1} \times B_{-1})\) do: add edges \((a^{+}, b^{-})\) and \((b^{-}, a^{+})\) to \( N_{\vec{\alpha}}^{*} \).
- For all \((a, b) \in N \cap (A_{0} \times B_{0})\) do: add edges \((a^{-}, b^{+})\) and \((b^{+}, a^{-})\) to \( N_{\vec{\alpha}}^{*} \).
For each $u$ such that $(u, u) \in N$, add $(u^-_u, u^+_u)$ to $N^*_\alpha$. Using the constraints that $\alpha$ has to satisfy, it is easy to argue that $N^*_\alpha$ is a stable matching in $H$. Moreover, the fact that $N$ is a fully popular matching in $G$ implies that $N^*_\alpha$ is a legal matching in $H$: since $N$ is $A$-popular (resp., popular) in $G$, every edge used in $N$ is valid (resp., popular). So $N^*_\alpha$ has no forbidden edge. Thus $N^*_\alpha$ is a legal stable matching in $H$.

**A variant of Gale-Shapley algorithm.** A stable matching that avoids all forbidden edges (if such a matching exists) can be computed in linear time by running a variant of Gale-Shapley algorithm in $H$ where proposals made along forbidden edges are rejected. Once a proposal made along a forbidden edge is rejected by a vertex, all further proposals made on worse edges also have to rejected by this vertex. If some vertex is left unmatched at the end of this algorithm, then there is no stable matching in $H$ that avoids all forbidden edges; else we have a desired stable matching in $H$. We refer to [13] for details on this variant of Gale-Shapley algorithm.

Thus it can be efficiently checked if $H$ admits a legal stable matching or not. If such a matching does not exist in $H$ then there is no fully popular matching in $G$ (by Lemma 12). So we will assume henceforth that there exists a legal stable matching in $H$. However the fact that such a stable matching exists in $H$ does not imply that $G$ admits a fully popular matching. This is because any matching $M^*$ in $H$ can only be mapped to a half-integral matching in $G$.

In order to claim the resulting matching in $G$ is integral, we need $M^*$ to be symmetric, i.e., have the same edges in both halves of $H$. We will not construct such a symmetric stable matching in $H$. The matching we compute will have a certain amount of symmetry and this will be enough to obtain a fully popular matching in $G$. If $H$ does not admit such a “partially symmetric” stable matching, then we show that $G$ has no fully popular matching.

### 3.1 Two partitions of the vertex set

We run Gale-Shapley algorithm that avoids all forbidden edges [13] in $H$. In this algorithm, vertices on the left of $H$ propose and vertices on the right of $H$ dispose. When $u_\ell \in A_L \cup B_L$ proposes to $v_r$, this proposal is made along $(u^-_\ell, v^-_r)$: so $v_r$ sees this as $u^-_\ell$’s proposal; when $u_\ell$ proposes to $v^+_r$, this proposal is made along $(u^+_\ell, v^-_r)$: so $v_r$ sees this as $u^-_\ell$’s proposal. If $u_\ell$ proposes to a neighbor $v_r$ along $(u^+_\ell, v^-_r)$ or $(u^-_\ell, v^+_r)$, then $v_r$ accepts $u_\ell$’s proposal only if the edge $(u, v)$ is legal; otherwise $v_r$ rejects $u_\ell$’s proposal since this is a forbidden edge. Edges ranked worse than $(u^+_\ell, v^-_r)/(u^-_\ell, v^+_r)$ (as the case may be) will be deleted from the current instance on whose edges proposals are made – this ensures that once $v_r$ receives a proposal along a certain edge, whether this proposal is accepted or not, $v_r$ cannot accept proposals made along worse edges. Let $S_0$ be the legal stable matching in $H$ that is obtained.

Let $U_A \subseteq A$ be the set of agents $a$ such that $(a^-_a, a^+_a) \in S_0$ and let $U_B \subseteq B$ be the set of jobs $b$ such that $(b^-_b, b^+_b) \in S_0$.

We know that $H$ is made up of two halves: the upper half and the lower half. Since $S_0$ is stable and thus perfect (recall that any stable matching in $H$ is perfect), the set of agents matched to genuine neighbors – not to their twins – in each half of $H$ is $A \setminus U_A$ and similarly, the set of jobs matched to genuine neighbors in each half of $H$ is $B \setminus U_B$. We now form sets $A_+, A_-, B_+, B_-$, $A'_+, A'_-, B'_+, B'_-$ corresponding to $S_0$: initially they are empty.

\[
V = V_+ \cup V_- \\
A = A_+ \cup A_- \\
B = B_+ \cup B_-
\]
For every \((a^+_r, b^-_r) \in S_0\) where \(a \in A\) and \(b \in B\): add \(a \) to \(A_+\) and \(b \) to \(B_-\).

- For every \((a^-_r, b^+_r) \in S_0\) where \(a \in A\) and \(b \in B\): add \(a \) to \(A_-\) and \(b \) to \(B_+\).

- For every \((b^-_r, a^-_r) \in S_0\) where \(a \in A\) and \(b \in B\): add \(b \) to \(B'_-\) and \(a \) to \(A'_+\).

- For every \((b^-_r, a^+_r) \in S_0\) where \(a \in A\) and \(b \in B\): add \(b \) to \(B'_-\) and \(a \) to \(A'_+\).

\[\text{Partition of } A \cup B \setminus U_B \text{ induced by } S_0 \text{ in the upper half of } H\]

\[\text{Partition of } B \cup A \setminus U_A \text{ induced by } S_0 \text{ in the lower half of } H\]

**Figure 4** Two partitions of the set \((A \cup B) \setminus (U_A \cup U_B)\) induced by the matching \(S_0\).

We have \(A \setminus U_A = A_+ \cup A_- = A'_+ \cup A'_-\) and \(B \setminus U_B = B_+ \cup B_- = B'_+ \cup B'_-\). Fig. 4 denotes these partitions of \(A \setminus U_A\) and \(B \setminus U_B\) induced by the matching \(S_0\) in the upper and lower halves of \(H\). In this figure, the set \(U_A\) has been included in the upper half and the set \(U_B\) in the lower half.

We will use \((a^-_r, *)\) to denote any edge in the set \(\{(a^-_r, b^+_r) : b \in B\} \cup \{(a^-_r, a^+_r)\}\). Similarly \((*, a^+_r)\) denotes any edge in the set \(\{(b^-_r, a^+_r) : b \in B\} \cup \{(a^-_r, a^+_r)\}\). Similarly for \((b^-_r, *)\) and \((*, b^-_r)\). Recall that every popular matching has a witness \(\alpha \in \{0, \pm 1\}\) (see Theorem 6).

**Lemma 13.** Let \(N\) be a fully popular matching in \(G\) and let \(\alpha\) be any witness of \(N\). If \(a \in A_- \cap A'_+\) then \(\alpha_a = 0\).

**Proof.** We have vertex \(a \in A_- \cap A'_+,\) where the sets \(A_-\) and \(A'_+\) are defined above. Let \(D_0\) be the set of legal stable matchings in \(H\). The set \(D_0\) forms a sublattice of the lattice\(^1\) of stable matchings in \(H\) and the matching \(S_0\) is the \((A_L \cup B_L)\)-optimal matching in \(D_0\) [13]. Since \(a \in A_-\), we have \((a^-_r, c^+_r) \in S_0\) for some neighbor \(c^+_r\) of \(a\). Thus \(c^+_r\) is the most preferred partner for \(a\) in \(A_L\) in all matchings in \(D_0\). Recall that every vertex prefers superscript \(-\) neighbors to superscript \(-\) neighbors. Hence no matching in \(D_0\) matches \(a\) to a superscript \(-\) neighbor, i.e., every legal stable matching in \(H\) has to contain \((a^-_r, *)\).

\(S_0\) is also the \((A_R \cup B_R)\)-pessimal matching in \(D_0\) [13]. Since \(a \in A'_+\), we have \((d^-_r, a^+_r) \in S_0\) for some neighbor \(d^-_r\) of \(a\). So every matching in \(D_0\) has to match \(a\) to a neighbor at least as good as \(d^-_r\), i.e., every legal stable matching in \(H\) has to contain \((*, a^+_r)\).

Suppose \(N\) is a fully popular matching with a witness \(\alpha\) such that \(\alpha_a \in \{\pm1\}\). If \(\alpha_a = 1\), i.e., if \(a \in A_1\) (see Fig. 3), then there is a legal stable matching \(N^*_a\) in \(H\) such that \((a^+_r, *) \in N^*_a\) (see the proof of Lemma 12). This contradicts our claim above that every legal stable matching in \(H\) has to contain \((a^-_r, *)\). So \(\alpha_a = -1\), i.e., \(a \in A_-\). Then there is a legal stable matching \(N^*_a\) in \(H\) such that \((*, a^-_r) \in N^*_a\) (by the proof of Lemma 12). This again contradicts our claim above that every legal stable matching in \(H\) has to contain \((*, a^-_r)\). Thus \(\alpha_a \not\in \{\pm1\}\), hence \(\alpha_a = 0\). \(\blacktriangle\)

\(^1\) The meet of 2 stable matchings \(M\) and \(M'\) is the stable matching where every \(u \in A_L \cup B_L\) (resp., \(A_R \cup B_R\)) is matched to its more (resp., less) preferred partner in \(\{M(u), M'(u)\}\). The join of \(M\) and \(M'\) is the stable matching where every \(u \in A_L \cup B_L\) (resp., \(A_R \cup B_R\)) is matched to its less (resp., more) preferred partner in \(\{M(u), M'(u)\}\).
The proof of Lemma 14 is analogous to the proof of Lemma 13.

Lemma 14. Let \( N \) be a fully popular matching in \( G \) and let \( \vec{\alpha} \) be any witness of \( N \). If \( b \in B_+ \cap B'_- \) then \( \alpha_b = 0 \).

We will use \( G_0 = (A \cup B, E_0) \) to denote the popular subgraph of \( G \). The edge set \( E_0 \) of \( G_0 \) is the set of popular edges, i.e., those present in some popular matching in \( G \). The subgraph \( G_0 \) need not be connected and Lemma 15 will be useful to us.

Lemma 15 ([8]). Let \( C \) be any connected component in the popular subgraph \( G_0 \). For any popular matching \( N \) in \( G \) and any witness \( \vec{\alpha} \) of \( N \): if \( \alpha_v = 0 \) for some \( v \in C \) then \( \alpha_u = 0 \) for all \( u \in C \).

Proof. Consider any popular edge \((a,b)\). So there is some popular matching \( M \) with the edge \((a,b)\). The matching \( M \) is an optimal solution to the max-weight perfect matching LP with edge weight function \( wt_N \) since \( wt_N(M) = \phi(M,N) - \phi(N,M) = 0 \): recall that \( M \) and \( N \) are popular matchings in \( G \). We know that \( \vec{\alpha} \) is an optimal solution to the dual LP. So it follows from complementary slackness conditions that \( \alpha_a + \alpha_b = wt_N(a, b) \). Since \( wt_N(a,b) \in \{ \pm 2, 0 \} \) (an even number), the integers \( \alpha_a \) and \( \alpha_b \) have the same parity.

Let \( u \) and \( v \) be any 2 vertices in the same connected component in the popular subgraph \( G_0 \). So there is a \( u-v \) path \( \rho \) in \( G \) such that every edge in \( \rho \) is a popular edge. We have just seen that the endpoints of each popular edge have the same parity in \( \vec{\alpha} \). Hence \( \alpha_u \) and \( \alpha_v \) have the same parity. Thus \( \alpha_v = 0 \) implies \( \alpha_u = 0 \).

3.2 Our algorithm

Lemmas 13-15 motivate our algorithm which is described as Algorithm 1. The main step of the algorithm is the while loop that takes any unmarked vertex \( v \) in \((A_- \cap A'_+) \cup (B_+ \cap B'_-))\). Initially all vertices are unmarked. Consider the first iteration of the algorithm: let \( v \in A \).

Lemma 13 tells us that for any fully popular matching \( N \) and any witness \( \vec{\alpha} \) of \( N \), we have \( \alpha_v = 0 \). Lemma 15 tells us that \( \alpha_v = 0 \) for every vertex \( u \) in the component \( C \), where \( C \) is \( v \)'s connected component in \( G_0 \). The proof of Lemma 12 shows \( N \) has a realization \( N^*_v \) in \( H \) such that \( N^*_v \) contains \((a^-_{\ell}, *)\) and \((*, a^+_{\ell})\) for every agent \( a \in C \).

Thus we are interested in those legal stable matchings in \( H \) that contain \((a^-_{\ell}, *)\) and \((*, a^+_{\ell})\) for every agent \( a \in C \). Hence our algorithm forbids all edges \((a^+_{\ell}, *)\) and \((*, a^-_{\ell})\) for every agent \( a \in C \) in the stable matching that we compute here. This step is implemented by making every neighbor reject offers from \( a^+_{\ell} \) (this may induce other rejections) and symmetrically, \( a_{\ell} \) rejects all offers from superscript \( + \) neighbors. Note that the resulting matching may contain \((a^-_{\ell}, a^+_{\ell})\) for some of the agents \( a \) in \( C \). All vertices in \( C \) get marked in this iteration.

Let \( D_1 \subseteq D_0 \) be the set of all legal stable matchings in \( H \) that contain \((a^-_{\ell}, *)\) and \((*, a^+_{\ell})\) for every agent \( a \in C \). Thus \( D_1 \) is a sublattice of \( D_0 \). We know from the proof of Lemma 12 that \( N^*_v \in D_1 \) where \( N \) is a fully popular matching in \( G \) and \( \vec{\alpha} \) any witness of \( N \). So if \( D_1 \) is empty then we can conclude that \( G \) has no fully popular matching.
Algorithm 1  \textit{Input:} \textit{G = (A \cup B, E)} with strict preferences.
1: Compute a legal stable matching \(S_0\) in \(H\) by running Gale-Shapley algorithm with forbidden edges.
   \{Vertices in \(A_L \cup B_L\) propose and those in \(B_R \cup A_R\) dispose.\}
2: Let \(A_\bot, A'_\bot\) and \(B_\bot, B'_\bot\) be as defined earlier (see the start of Section 3.1).
3: Initially all vertices are unmarked and \(i = 0.\)
4: \textbf{while} there exists an unmarked vertex \(v \in (A_\bot \cap A'_\bot) \cup (B_\bot \cap B'_\bot)\) \textbf{do}
5: \hspace{1em} \(i = i + 1.\)
6: Modify \(S_{i-1}\) to \(S_i\) so as to forbid all edges \((a_\bot^+, \ast)\) and \((\ast, a_\bot^-)\) for every agent \(a\) in \(v\)’s component in the popular subgraph \(G_0.\)
   \((S_i\textit{ is the} (A_L \cup B_L)\textit{-optimal legal stable matching in} H \textit{that avoids all forbidden edges identified in the first} i \textit{iterations of the while-loop}).
7: \hspace{1em} \textbf{if} there is no such legal stable matching \(S_i\) in \(H\) \textbf{then}
8: \hspace{2em} \textbf{Return} “No fully popular matching in \(G\)”.
9: \hspace{1em} \textbf{end if}
10: Update the sets \(A_\bot, A'_\bot\) and \(B_\bot, B'_\bot\) these correspond to \(S_i\) now.
11: Mark all vertices in \(v\)’s component in the popular subgraph \(G_0.\)
12: \textbf{end while}
13: \textbf{Return} \(M = \{(a, b) \in E : (a_\bot^+, b_\bot^-) \text{ or } (a_\bot^-, b_\bot^+) \in S_i\}.\)

Let us assume we are now in the \(i\)-th iteration and let \(D_i\) be the set of legal stable matchings in \(H\) that avoid all edges forbidden by our algorithm in the first \(i\) iterations. In other words, \(D_i\) is the set of those matchings in \(D_{i-1}\) where no edge forbidden in the \(i\)-th iteration is present. We have \(D_0 \supseteq D_1 \supseteq \cdots \supseteq D_{i-1} \supseteq D_i\) for all \(0 \leq j \leq i\), the set \(D_j\) forms a sublattice of the lattice of all stable matchings in \(H\) [13].

Lemma 16. \textit{For every fully popular matching \(N\) in \(G\) and every witness }\(\bar{\alpha}\) of \(N\), the realization \(N^*_x\) is an element of \(D_i.\)

\textbf{Proof.} We will prove the lemma by induction. We know from Lemma 12 that the base case is true, i.e., \(N^*_x \in D_0.\) By induction hypothesis, let us assume that for every fully popular matching \(N'\) and every witness \(\bar{\alpha}'\), the realization \(N^*_{x'}\) is an element of \(D_{i-1}.\) Since the algorithm entered the \(i\)-th iteration of the while loop, there was an unmarked vertex \(x\) in \((A_\bot \cap A'_\bot) \cup (B_\bot \cap B'_\bot)\) at the start of this iteration.

\textbf{Claim 17.} For any fully popular matching \(N\) and any witness \(\bar{\alpha}\) of \(N\), we have \(\alpha_x = 0.\)

\textbf{Proof.} The matching \(S_{i-1}\) computed in Step 6 of the \((i-1)\)-th iteration is the \((A_L \cup B_L)\)-optimal matching in the lattice \(D_{i-1}.\) Hence if \((x^-_i, \ast) \in S_{i-1}\) for some \(x_i \in A_L \cup B_L\) then \((x^-_i, \ast)\) belongs to every matching in \(D_{i-1}.\) The matching \(S_{i-1}\) is also the \((A_R \cup B_R)\)-pessimal matching in the set \(D_{i-1}.\) Hence if \((\ast, x^+_i) \in S_{i-1}\) for some \(x_i \in A_R \cup B_R\) then \((\ast, x^+_i)\) belongs to every matching in \(D_{i-1}.\)

If the above claim is false then there is a fully popular matching \(N\) and a witness \(\bar{\alpha}\) of \(N\) with \(\alpha_x \in \{\pm1\}.\) If \(\alpha_x = 1\) then there is a legal stable matching \(N^*_x\) in \(H\) such that \((x^+_i, \ast) \in N^*_x.\) If \(\alpha_x = -1\) then there is a legal stable matching \(N^*_x\) in \(H\) such that \((\ast, x^-_i) \in N^*_x.\) Since \(N^*_x \in D_{i-1}\), both cases contradict our earlier observation that every matching in \(D_{i-1}\) has to contain \((x^-_i, \ast)\) and \((\ast, x^+_i).\) Thus for any fully popular matching \(N\) and any witness \(\bar{\alpha}\) of \(N,\) we have \(\alpha_x = 0.\)
Claim 17 along with Lemma 15 tells us that for all vertices \( u \) in \( x \)'s component \( C' \) in \( G_0 \), we have \( \alpha_u = 0 \). The proof of Lemma 12 shows us that \( N^*_a \) contains \((a^-_r,+)*\) and \((*,a^+_r)\) for every agent \( a \in C' \). Since \( N^*_a \in \mathcal{D}_{l-1} \), it follows that \( N^*_a \) is an element in \( \mathcal{D}_l \). This finishes the proof of this lemma.

Hence if \( \mathcal{D}_l = \emptyset \), i.e., if the algorithm says “no” in Step 8, then there is indeed no fully popular matching in \( G \). This finishes one part of our proof of correctness. We now need to show that if our algorithm returns a matching \( M \), then \( M \) is a fully popular matching in \( G \).

### 4 Correctness of our algorithm

In this section we show that the matching returned by Algorithm 1 is a fully popular matching in \( G \). Let \( S_i \) be the matching in \( H \) computed in the final iteration of Algorithm 1. Let \( M \) be the matching (in \( G \)) induced by \( S_i \) in the upper half of \( H \): this as is defined in Step 13 of Algorithm 1.

Note that \( M \subseteq (A_+ \times B_-) \cup (A_- \times B_+) \), where the sets \( A_+, B_-, A_-, B_+ \) are defined at the beginning of Section 3.1: the matching \( S_i \) replaces \( S_0 \) in these definitions now. Similarly, let \( L \) be the matching (in \( G \)) induced by \( S_i \) in the lower half of \( H \). So

\[
L = \{(a, b) \in E : (b^+_r, a^-_r) \text{ or } (b^-_r, a^+_r) \text{ is in } S_i\}.
\]

Thus \( L \subseteq (A'_+ \times B'_-) \cup (A'_- \times B'_+) \). Let \( U_A \) (resp., \( U_B \)) be the set of vertices \( u \) in \( A \) (resp., \( B \)) such that \((u^-_r, u^+_r) \in S_i\). The vertices in \( U_A \cup U_B \) are unmatched in both \( M \) and \( L \).

Since \( S_i \) is a legal stable matching in \( H \), it matches all vertices in \( H \) using valid edges. Thus by Theorem 5, \( M \) is \( A \)-popular.\(^2\) We need to show that \( M \) is popular in \( G \). Theorem 18 will be our starting point.

▼ **Theorem 18.** The matching \( M \) is popular in the subgraph \( G \setminus U_B \). Also, the matching \( L \) is popular in the subgraph \( G \setminus U_A \).

**Proof.** The popularity of \( L \) in \( G \setminus U_A \) will be shown using the witness \( \tilde{\beta} \) defined below and the popularity of \( M \) in \( G \setminus U_B \) will be shown using the witness \( \tilde{\gamma} \) defined below.

1. \( \beta_u = 1 \) for \( u \in A'_+ \cup B'_+ \), \( \beta_u = -1 \) for \( u \in A'_- \cup B'_- \), and \( \beta_u = 0 \) for \( u \in U_B \).
2. \( \gamma_u = 1 \) for \( u \in A_+ \cup B_+ \), \( \gamma_u = -1 \) for \( u \in A_- \cup B_- \), and \( \gamma_u = 0 \) for \( u \in U_A \).

Since \( L \subseteq (A'_+ \times B'_-) \cup (A'_- \times B'_+) \), we have \( \sum_{u \in (A \cup B) \setminus U_A} \beta_u = 0 \). Note that \( \text{wt}_L(u, u) = 0 \) for \( u \in U_B \) and \( \text{wt}_L(u, u) = -1 \) for all other \( u \). Thus \( \beta_u \geq \text{wt}_L(u, u) \) for all \( u \in (A \cup B) \setminus U_A \).

Similarly, \( \sum_{u \in (A \cup B) \setminus U_B} \gamma_u = 0 \). Also, \( \gamma_u \geq \text{wt}_M(u, u) \) for all \( u \in (A \cup B) \setminus U_B \).

► Claim 19. \( \beta_a + \beta_b \geq \text{wt}_L(a, b) \) for all edges \((a, b)\) where \( a \in A \setminus U_A \) and \( b \in B \).

► Claim 20. \( \gamma_a + \gamma_b \geq \text{wt}_M(a, b) \) for all edges \((a, b)\) where \( a \in A \) and \( b \in B \setminus U_B \).

We will prove Claim 20 below. The proof of Claim 19 is analogous.

Consider \( a \in U_A \). We set \( \gamma_a = 0 \) and we know that \((a^-_r, a^+_r) \in S_i \). Recall that \( a^-_r \) is \( a^-_r \)'s least preferred neighbor, thus \( a^-_r \) must have been rejected by all its more preferred neighbors in our variant of the Gale-Shapley algorithm in \( H \). That is, every neighbor \( b^+_r \) of \( a^-_r \) received a proposal from \( b^-_r \). Since \( b^-_r \) prefers superscript – neighbors to superscript +

\(^2\) In order to apply Theorem 5, we ought to say \( M \cup \{(u, u) : u \in U_A \cup U_B \} \) is \( A \)-popular.
neighbors, this means \((d_i^-, b_i^+) \in S_i\) for some neighbor \(d_i^-\) that \(b_i\) prefers to \(a_i^+\), i.e., \(b_i\) prefers \(d_i^-\) to \(a_i\). Thus \(b \in B_1\) (so \(\gamma_b = 1\)) and moreover, \(wt_M(a, b) = 0\). Hence we have \(\gamma_a + \gamma_b = 1 > wt_M(a, b)\).

We will next show this constraint holds for all edges \((a, b)\) incident to \(a \in A_\circ\). There are 2 cases: (1) \(b \in B_-\) and (2) \(b \in B_+\). In case (1), we have \((a_i^-, c_i^+)\) and \((d_i^+, b_i^+)\) in \(S_i\).

Since every vertex prefers superscript \(-\) neighbors to superscript \(+\) neighbors, it means \(a_i\) proposed to \(b_i^+\) and got rejected, i.e., \(b_i\) prefers its partner \(d_i^+\) to \(a_i^-\). We also claim \(a_i\) prefers its partner \(c_i^+\) to \(b_i^+\). This is because \(b_i\) prefers \(a_i^-\) to \(d_i^+\) (superscript \(-\) neighbors over superscript \(+\) neighbors): so if \(a_i^-\) had proposed to \(b_i\), then \(b_i\) would have rejected its partner \(d_i^+\). This means both \(a\) and \(b\) prefers their partners in \(M\) to each other. Thus \(wt_M(a, b) = -2 = \gamma_a + \gamma_b\).

In case (2) above, either (i) \((a_i^-, b_i^+) \in S_i\) or (ii) \((a_i^-, c_i^+)\) and \((d_i^+, b_i^+)\) are in \(S_i\); since \(S_i\) is stable, \(a_i\) prefers \(c_i^+\) to \(b_i^+\) or \(b_i\) prefers \(d_i^+\) to \(a_i^-\). Thus \(wt_M(a, b) \leq 0 = \gamma_a + \gamma_b\).

Finally, we will show this constraint holds for all edges \((a, b)\) incident to \(a \in A_+\). There are 2 cases: \(b \in B_+\) and \(b \in B_-\). In the first case, we have \(\gamma_a + \gamma_b = 2\) and since \(wt_M(a, b) \leq 2\), the constraint \(wt_M(a, b) \leq \gamma_a + \gamma_b\) obviously holds.

In the second case, either (i) \((a_i^-, b_i^+) \in S_i\) or (ii) \((a_i^-, c_i^+)\) and \((d_i^+, b_i^+)\) are in \(S_i\); since \(S_i\) is stable, \(a_i\) prefers \(c_i^+\) to \(b_i^+\) or \(b_i\) prefers \(d_i^+\) to \(a_i^-\). Thus \(wt_M(a, b) \leq 0 = \gamma_a + \gamma_b\).

This finishes the proof of \(M\)'s popularity in \(G \setminus U_B\) (by Theorem 6).

Thus the matching \(M\) is popular in the subgraph \(G \setminus U_B\). However we need to prove the popularity of \(M\) in the entire graph \(G\), i.e., we need to include vertices in \(U_B\) as well. Setting \(\gamma_a = 0\) for \(b \in U_B\) will not cover edges in \(A_- \times U_B\). Now we will use the fact that \(L\) is popular in \(G \setminus U_A\) and that \(M\) and \(L\) have several edges in common (as shown in Lemma 22).

Let \(Z\) be the set of all vertices outside \(U_A \cup U_B\) that got marked in our algorithm. So these are the marked vertices that are matched in \(S_i\) to genuine neighbors (not to their twins). Since we marked entire connected components in the popular subgraph \(G_0\) in Algorithm 1, both \(M\) and \(L\) match vertices in \(Z\) to each other.

Lemma 22 shows that the matching \(S_i\) has “partial symmetry” across the upper and lower halves of the graph \(H\); more precisely, \(M\) and \(L\) are identical on the set \(Z\). This will be key to showing \(M\)'s popularity. The following lemma will be useful in proving Lemma 22.

**Lemma 21.** \(M\) and \(L\) are stable matchings when restricted to vertices in \(Z \cup U_A \cup U_B\).

**Proof.** Let \(Z_A = Z \cap A\) and let \(Z_B = Z \cap B\). It follows from our algorithm that \(Z_A \subseteq A_- \cap A_+\) and \(Z_B \subseteq B_+ \cap B_-\) (see Fig. 5).

We need to show that \(M\) (similarly, \(L\)) has no blocking edge in \((Z_A \cup U_A) \times (Z_B \cup U_B)\). Consider any edge \((a, b) \in Z_A \times Z_B\). We know from Claim 20 (in the proof of Theorem 18) that \(wt_M(a, b) \leq \gamma_a + \gamma_b = -1 + 1 = 0\). Similarly, \(wt_L(a, b) \leq \beta_a + \beta_b = 1 - 1 = 0\). Thus \((a, b)\) is not a blocking edge to either \(M\) or \(L\).

Thus neither \(M\) nor \(L\) has a blocking edge in \(Z_A \times Z_B\). Moreover, \(G\) has no edge in \(U_A \times U_B\). This is because each vertex \(u \in U_A \cup U_B\) is unstable — otherwise \((u_i^-, u_i^+)\) is an unpopular edge and thus forbidden. Consider any edge \((a, b) \in U_A \times Z_B\). We have \(wt_M(a, b) \leq \gamma_a + \gamma_b = 0 + 1 = 1\). Since \(wt_M(a, b)\) is an even number, this means \(wt_M(a, b) \leq 0\). Thus \((a, b)\) is not a blocking edge to \(M\).

We will now show that \((a, b)\) is not a blocking edge to \(L\). Since \(a \in U_A\) and \(b \in Z_B \subseteq B_-\), we have \((a_i^-, a_i^+)\) and \((b_i^-, c_i^+)\) in \(S_i\), where \(c\) is some neighbor of \(b\). Note that \(a_i^+\) is \(a_i^-\)'s least preferred superscript — neighbor in \(H\). Thus \(a_i^+\) did not receive any offer from \(b_i^-\) in Algorithm 1. Because \(S_i\) is stable, it has to be the case that \(b_i\) prefers \(c_i^+\) to \(a_i^+\). Since \((c, b) \in L\), we have \(wt_L(a, b) = 0\). Thus \((a, b)\) is not a blocking edge to \(L\).

It can similarly be shown that no edge in \(Z_A \times U_B\) blocks either \(M\) or \(L\). Thus \(M\) and \(L\) are stable matchings when restricted to vertices in \(Z \cup U_A \cup U_B\).
The upper half of $H$ \hspace{1cm} The lower half of $H$

\begin{align*}
U_A & \quad & Z_A & \quad & Z_B \\
A_\setminus Z_A & \quad & B_\setminus Z_B & \quad & B'_\setminus Z_B \\
A_+ & \quad & B_- & \quad & B'_- \\
A'_- & \quad & A'_+ & \quad & Z_A
\end{align*}

Figure 5 The final picture of the partitions created by $M$ and $L$ in the upper and lower halves of $H$, resp. The while-loop termination condition implies $(A_+ \setminus Z_A) \subseteq A'_-$ and $(A_- \setminus Z_A) \subseteq A_+$, so on.

**Lemma 22.** The matching $M$ restricted to vertices in $Z$ is the same as the matching $L$ restricted to vertices in $Z$.

**Proof.** Consider any connected component $C$ in the popular subgraph $G_0$. The component $C$ splits into sub-components $C'_1, \ldots, C'_r$ when we restrict edges to only those marked “valid”. We claim there is exactly one stable matching $T_{C'_j}$ in each such sub-component $C'_j$. Assume $C'_j$ contains a job $b$ that is a top choice neighbor for some agent. Then $b$ has to be matched in $T_{C'_j}$ to its most preferred neighbor $a$ in $C'_j$, otherwise $(a, b)$ would be a blocking edge to $T_{C'_j}$. Recall that every agent has exactly 2 valid edges incident to it. So fixing one edge $(a, b)$ in the matching fixes $T_{C'_j}$.

In more detail, every agent $a' \neq a$ in $C'_j$ such that $f(a') = b$ has to be matched in $T_{C'_j}$ to $s(a')$ (call it $b'$). Given that $a'$ is matched to $b'$, every agent $a'' \neq a'$ in $C'_j$ such that $s(a'') = b'$ has to be matched in $T_{C'_j}$ to $f(a'')$ and so on. Thus the matching $T_{C'_j}$ gets fixed. The same happens with every sub-component in $C$ and so the only stable matching in $C$ is $T_C = \bigcup_{j=1}^r T_{C'_j}$.

Let $C_1, \ldots, C_r$ be the connected components of $G_0$ that contain vertices in $Z$. So all vertices in $\bigcup_{i=1}^r C_i$ are marked, thus $\bigcup_{i=1}^r C_i \subseteq Z \cup U_A \cup U_B$. We know from Lemma 21 that both $M$ and $L$ are stable matchings in each $C_i$, where $1 \leq i \leq r$. So $M$ (similarly, $L$) restricted to $\bigcup_{i=1}^r C_i$ is $\bigcup_{i=1}^r T_{C_i}$. Thus $M$ and $L$ have the same edges on $Z$. 

Lemma 22 helps us in defining an appropriate witness $\vec{\alpha}$ to show $M$’s popularity in $G$. Recall $\vec{\gamma}$ from Theorem 18: we will set $\alpha_u = 0$ for all $u \in Z \cup U_B$ and $\alpha_u = \gamma_u$ otherwise.

Before we prove the popularity of $M$ in Theorem 25, we need the following two lemmas.

**Lemma 23.** For every $a \in A_\setminus Z_A$, $a$ likes $M(a)$ at least as much as $L(a)$.

**Proof.** Suppose not. Then $M(a) = s(a)$ while $L(a) = f(a)$. We claim $f(a) \in B_\setminus$. Otherwise $f(a) \in B_\setminus$, however for every edge $(x, y) \in A_\setminus \times B_\setminus$, we have $\text{wt}_M(x, y) \leq \gamma_x + \gamma_y = -2$. But $a$ prefers $f(a)$ to its partner in $M$, thus $\text{wt}_M(a, f(a)) \geq 0$. Hence $f(a) \in B_\setminus$. Since $\text{wt}_M(x, y) \leq 0$ for every edge $(x, y) \in A_\setminus \times B_\setminus$, we can conclude that $\text{wt}_M(a, f(a)) = 0$, i.e., $f(a)$ is matched in $M$ to a neighbor $a' \in A_\setminus$ that it prefers to $a$. Since $S_i$ uses only valid edges, this means $f(a) = f(a')$, i.e., $f(a)$ is the top choice neighbor of $a'$.

---

3 Otherwise $C'_j$ consists of a single edge $(a, s(a))$ for some $a \in A$; if there was another agent $u$ in $C'_j$ then $s(u) = s(a)$ and so one of $a, u$ would be left unmatched in $S_i$, a contradiction to $S_i$’s stability in $H$. 
We now move to the lower half of $H$: observe that both $a$ and $a'$ are in $A'_+$. This is because there is no unmarked vertex in $A_+ \cap A'_+$ by the termination condition of our while-loop. Note that $a$ is unmarked since $a \notin Z_A$. Thus $a'$ is also unmarked since $(a, f(a))$ and $(a', f(a))$ are popular edges — hence $a$ and $a'$ are in the same connected component in $G_0$.

Since $a \in A'_+, L(a) = f(a)$ is in $B'_+$. Consider the edge $(a', f(a)) \in A'_+ \times B'_+$: both $a'$ and $f(a)$ prefer each other to their respective partners in $L$. This means $\text{wt}_L(a', f(a)) = 2$. However for each edge $\langle x, y \rangle \in A'_+ \times B'_+$, we have $\text{wt}_L(x, y) \leq \beta_x + \beta_y = 0$, a contradiction. So any $a \in A_+ \setminus Z_A$ likes $M(a)$ at least as much as $L(a)$.

Lemma 24. For every $a \in A_+ \cap A'_+$, $a$ likes $M(a)$ at least as much as $L(a)$.

Proof. Suppose not. Then $M(a) = s(a)$ while $L(a) = f(a)$. Since $a \in A'_+$, $L(a) = f(a)$ is in $B'_-$. This implies $f(a) \in B_+$ since there is no unmarked vertex in $B_+ \cap B'_-$ by the termination condition of our while-loop. We know $f(a)$ is unmarked since $a$ (its partner in $L$) is unmarked and this is because $a \in A_+$. Since $a \in A_+$ and $f(a) \in B_-$, we have $\text{wt}_M(a, f(a)) \leq \gamma_a + \gamma_b = 0$ and so $f(a)$ has to be matched in $M$ to a more preferred neighbor $a' \in A'_+$. As argued in the proof of Lemma 23, it follows from the legality of $S_i$ that $f(a)$ is the top choice neighbor of $a'$.

Consider the matching in the lower half of $H$. Since $L(a) = f(a)$, $\text{wt}_L(a', f(a)) = 2$. That is, $(a', f(a))$ is a blocking edge to $L$. We need $\beta_a + \beta_f(a) = 1$ to ensure $\beta_a + \beta_f(a) \geq \text{wt}_L(a', f(a)) = 2$. However $f(a) \in B'_-$ since $a \in A'_+$. This means $\beta_f(a) = -1$, a contradiction. Thus any $a \in A_+ \cap A'_+$ likes $M(a)$ at least as much as $L(a)$.

Theorem 25. The matching $M$ is popular in $G$.

Proof. The popularity of $M$ in $G$ will be shown using $\overline{a}$ defined below: (recall that $Z_A = Z \cap A$ and $Z_B = Z \cap B$)

- Set $\alpha_u = 0 \forall u \in Z \cup U_A \cup U_B$.
- Set $\alpha_u = 1 \forall u \in A_+ \cup (B_+ \setminus Z_B)$ and $\alpha_u = -1 \forall u \in B_- \cup (A_- \setminus Z_A)$.

Since $M \subseteq (A_+ \times B_-) \cup (Z_A \times Z_B) \cup ((A_- \setminus Z_A) \times (B_+ \setminus Z_B))$ (see Fig. 5), we have $\sum_{u \in A_+ \cup B_-} \alpha_u = 0$. Also $\alpha_u \geq \text{wt}_M(u, u)$ for all vertices $u \in A_+ \cup B_-$ since $\alpha_u = 0 = \text{wt}_M(u, u)$ for $u \in U_A \cup U_B$ and $\alpha_u \geq -1 = \text{wt}_M(u, u)$ for all other $u$. To use Theorem 6, we need to show $\alpha_a + \alpha_b \geq \text{wt}_M(a, b)$ for all edges $(a, b)$.

We will first show this constraint holds for edges incident to vertices in $U_B$. It is easy to show that the neighborhood of $U_B$ is in $A'_+$ and also that each $a \in A'_+$ prefers its partner in $L$ to $b \in U_B$. This is because $(b^+_r, b^+_s) \in S_i$, and $b^+_r$ is $b_r$'s least preferred neighbor, thus $b_r$ must have been rejected by all its more preferred neighbors in our algorithm, i.e., every neighbor $a^+_r$ of $b_r$ received a proposal from $b^+_r$. Since $a_r$ prefers superscript — neighbors to superscript + neighbors, this means $(c^-_r, a^+_r) \in S_i$ for some neighbor $c^-_r$ that $a_r$ prefers to $b^+_r$, i.e., $a_r$ prefers $c$ to $b$. Thus $a \in A'_+$.

We have $A'_+ = Z_A \cup (A'_+ \setminus Z_A)$ and $A'_+ \setminus Z_A \subseteq A_+$ (by the while-loop termination condition). Lemma 22 and Lemma 24 showed that for $a \in Z_A \cup (A_+ \cap A'_+)$, we have $M(a) \geq L(a)$, i.e., $a$ likes $M(a)$ at least as much as $L(a)$, and we showed above that each $a \in A'_+$ prefers $L(a)$ to $b$. Thus $\text{wt}_M(a, b) = 0$. Since we set $\alpha_u = 0$ for $a \in Z_A$ and $\alpha_u = 1$ for $a \in A_+$, we have $\alpha_a + \alpha_b \geq 0 = \text{wt}_M(a, b)$.

We now need to show $\alpha_a + \alpha_b \geq \text{wt}_M(a, b)$ holds for all edges $(a, b)$ in $G \setminus U_B$. Recall the witness $\overline{a}$ defined in the proof of Theorem 18 to show the popularity of $M$ in the subgraph $G \setminus U_B$. Observe that it is only for vertices $u \in Z$ that we have $\alpha_u \neq \gamma_u$. Moreover, $\alpha_u > \gamma_u$ for $a \in Z_A$. Thus we only have to worry about edges $(a, b)$ in $G \setminus U_B$ where $b \in Z_B$ and check that $\text{wt}_M(a, b) \leq \alpha_a + \alpha_b$. All other edges in $G \setminus U_B$ are covered by $\overline{a}$ (since $\overline{a}$ covers these edges). Let $b \in Z_B \subseteq B_+ \cap B'_-$. 


1. Suppose \( a \in U_A \cup Z_A \). For any \((a, b) \in (U_A \cup U_B) \times B_+\), we have \( wt_M(a, b) \leq \gamma_a + \gamma_b \leq 0 + 1 \). Since \( wt_M(a, b) \) is an even number, this means \( wt_M(a, b) \leq 0 = \alpha_a + \alpha_b \).

2. Suppose \( a \in A_+ \setminus Z_A \). Then \( a \in A' \) by the termination condition of the while-loop in our algorithm. Since \( wt_M(x, y) \leq \beta_x + \beta_y = 2 \) for every edge \((x, y) \in A' \times B'\), it follows that \( b \in Z_B \subseteq B' \) prefers \( L(b) \) to \( a \) and similarly, \( a \in A' \) prefers \( L(a) \) to \( b \).

We know from Lemma 22 that \( M(b) = L(b) \), so \( b \) prefers \( M(b) \) to \( a \). We know from Lemma 23 that \( M(a) \geq_a L(a) \) (i.e., \( a \) likes \( M(a) \) at least as much as \( L(a) \)), so \( a \) prefers \( M(a) \) to \( b \). Thus \( wt_M(a, b) = 0 < \alpha_a + \alpha_b \) since \( \alpha_a = -1 \) and \( \alpha_b = 0 \). 

3. Suppose \( a \in A_+ \). There are two sub-cases here: (i) \( a \in A' \) and (ii) \( a \in A'_+ \). In sub-case (i), \( wt_M(a, b) \leq \beta_a + \beta_b = 2 \). Since \( M(b) = L(b) \) (by Lemma 22), it means that \( b \) prefers \( M(b) \) to \( a \). Hence \( wt_M(a, b) \leq 0 < \alpha_a + \alpha_b \) since \( \alpha_a = 1 \) and \( \alpha_b = 0 \) here.

Consider sub-case (ii). We have \( wt_M(a, b) \leq \beta_a + \beta_b = 0 \). So either (1) \( b \) prefers \( L(b) \) to \( a \) or (2) \( a \) prefers \( L(a) \) to \( b \). In case (1), we have \( wt_M(a, b) \leq 0 \) since \( M(b) = L(b) \) (by Lemma 22). In case (2) also, we have \( wt_M(a, b) \leq 0 \) since \( M(a) \geq_a L(a) \) (by Lemma 24).

So in both cases we have: \( wt_M(a, b) \leq 0 < \alpha_a + \alpha_b \) since \( \alpha_a = 1 \) and \( \alpha_b = 0 \) here. Thus \( \vec{a} \) is a witness of \( M \)'s popularity (by Theorem 6). So \( M \) is popular in \( G \).

Since \( M \) is \( A \)-popular, Theorem 25 immediately implies that \( M \) is fully popular in \( G \). Moreover, \( M \) is a max-size fully popular matching in \( G \), as shown below.

**Lemma 26.** The matching \( M \) is a max-size fully popular matching in \( G \).

**Proof.** Observe that \( U_A \cup U_B \) is the set of vertices left unmatched in the matching \( M \). We claim the vertices in \( U_A \cup U_B \) are left unmatched in any fully popular matching \( N \). This claim holds because the matching \( S_1 \) is the \((A_L \cup B_L)\)-optimal matching in the lattice \( D_L \). Thus if \((a_i^*, a_j^+) \in S_1\), i.e., \( a_i \) is matched to its least preferred neighbor \( a_j^+ \) in \( S_1 \), then \( a_i \) has to be matched to \( a_j^+ \) in the realization \( N^*_a \) of \( N \) as well (for any witness \( \vec{a} \) of \( N \)), i.e., \((a_i^*, a_j^+) \in N^*_a \); equivalently, \( a \) is left unmatched in \( N \) (after removing self-loops from \( N \)). Similarly, if \((b_i^-, b_j^-) \in S_1 \), then \( b_i \) has to be matched to its least preferred neighbor \( b_j^- \) in \( N^*_b \) as well, i.e., \((b_i^-, b_j^-) \in N^*_b \); equivalently, \( b \) is left unmatched in \( N \).

**Running time of the algorithm.** The set of popular edges can be computed in linear time [7]. Similarly, the set of valid edges can be computed in linear time [2]. Gale-Shapley algorithm and in particular, the variant of Gale-Shapley algorithm used here – to compute a stable matching that avoids all forbidden edges – can be implemented to run in linear time [13]. Hence it can be shown that Algorithm 1 runs in linear time. Thus Theorem 4 stated in Section 1 follows.

---
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Abstract

We consider the setting of combinatorial auctions when the agents are single-minded and have no contingent reasoning skills. We are interested in mechanisms that provide the right incentives to these imperfectly rational agents, and therefore focus our attention to obviously strategyproof (OSP) mechanisms. These mechanisms require that at each point during the execution where an agent is queried to communicate information, it should be “obvious” for the agent what strategy to adopt in order to maximise her utility. In this paper we study the potential of OSP mechanisms with respect to the approximability of the optimal social welfare.

We consider two cases depending on whether the desired bundles of the agents are known or unknown to the mechanism. For the case of known-bundle single-minded agents we show that OSP can actually be as powerful as (plain) strategyproofness (SP). In particular, we show that we can implement the very same algorithm used for SP to achieve a $\sqrt{m}$-approximation of the optimal social welfare with an OSP mechanism, $m$ being the total number of items. Restricting our attention to declaration domains with two values, we provide a 2-approximate OSP mechanism, and prove that this approximation bound is tight. We also present a randomised mechanism that is universally OSP and achieves a finite approximation of the optimal social welfare for the case of arbitrary size finite domains. This mechanism also provides a bounded approximation ratio when the valuations lie in a bounded interval (even if the declaration domain is infinitely large). For the case of unknown-bundle single-minded agents, we show how we can achieve an approximation ratio equal to the size of the largest desired set, in an OSP way. We remark this is the first known application of OSP to multi-dimensional settings, i.e., settings where agents have to declare more than one parameter.

Our results paint a rather positive picture regarding the power of OSP mechanisms in this context, particularly for known-bundle single-minded agents. All our results are constructive, and even though some known strategyproof algorithms are used, implementing them in an OSP way is a non-trivial task.
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1 Introduction

*Algorithms might not have direct access to their inputs.* This is by now a well-known issue, motivated by the internet and the self interests thereon. A body of work in computer science has been devoted to the design of algorithms that can faithfully elicit the input from their sellish sources. Typically, this is achieved through so-called mechanism design, a subdiscipline of game theory that studies the design of functions, or *mechanisms*, where the input is provided by multiple self-interested agents, and the output, or *outcome*, needs to satisfy a set of pre-specified desirable objectives. Each agent has a certain utility for each outcome. In its most general definition, a mechanism is given by a multi-round interaction protocol between a central authority and the agents, defining a game wherein the central authority wants to compute a certain function of the agents’ inputs and the agents choose a strategy leading to the outcome that maximises their own utility. The main design requirements for such mechanisms are:

**Strategyproofness (SP).** There is a strategy for each agent that is guaranteed to result in a better outcome than any other strategy that the agent may adopt, irrespective of the other agents’ strategies.

**(Approximate) economic efficiency.** The outcome of the mechanism must have a quality that is close to a theoretical optimum; this is often measured in terms of *social welfare*, i.e., the sum of all the agents’ utilities.

Combinatorial auctions (CAs) have emerged as the paradigmatic problem in the area, exemplifying the tension between these two desiderata and the polynomial-time computation of the outcome. In CAs, we are given a set of items that need to be sold among a set of agents who are interested in buying the items. These agents express valuations for each of the items, or certain bundles of items, or even each possible bundle of items, depending on the level of complexity of the utility model that is assumed. A mechanism in this setting must determine how the items are allocated to the agents, and how much each agent is going to be charged.

Whilst it is not known to what extent it is possible to guarantee the properties above with polynomial-time algorithms, the design of mechanisms that satisfy these objectives is reasonably well-understood for some sufficiently simple auction settings. This is the case for the optimization problem of interest to this study, *single-minded combinatorial auctions*. In such a setting, there are multiple agents and multiple items to be allocated. An agent’s utility function has a simple form: It is determined by a *valuation* of the set of items that the agent gets allocated, from which a potential payment charged by the mechanism is subtracted. The valuation function has the following structure: For an agent, say $i$, there is a number $v_i$ and a subset of items $R_i$ such that her valuation is $v_i$ whenever the allocated bundle contains $R_i$, and 0 otherwise. The utility of each agent is therefore determined by a single pair $(v_i, R_i)$. This simple setting has been the central object of study of the celebrated paper [17], where the authors design a simple greedy mechanism that is strategyproof and approximates the optimal social welfare to within a factor of $\sqrt{m}$, where $m$ is the number of items. It is well-known that this combinatorial optimisation problem is NP-hard and inapproximable within a factor of $\sqrt{m}$ unless $\text{NP} = \text{ZPP}$ [14].

In many important cases, however, the implementation of strategyproof mechanisms can be too complex, unintelligible, unintuitive, or cognitively too demanding due to the limited ability of typical agents, such as, the capability to carry out contingent reasoning. Even for the simple setting of one-item auctions, a special case of single-minded agents, it is known how implementation details matter, see, for example, [2], for a discussion on the differences
between sealed bid versus ascending bid auctions, and [15] for a related experimental study. We refer furthermore to [6] and [4] for further reading on the issue of contingent reasoning. Hence, the theoretically strong mechanisms that have been proposed in past mechanism design literature may be too difficult to understand and to use for agents with imperfect rationality.

This problem motivates the design of mechanisms with a reduced cognitive burden for agents who participate in the mechanism: Mechanisms should be very easy to understand, and transparent to participate in. While it is somewhat of a challenge to satisfactorily define formally what a “low cognitive burden” comprises, the concept of obvious strategyproofness (OSP) which has been introduced in [18] provides a strong and reasonably satisfactory notion in the context of agents unable to reason contingently. Informally, OSP requires that at each point during the execution of a mechanism where an agent is queried to reveal information (i.e., point where an agent is asked to make a decision about how the execution of the mechanism should proceed), it should be “obvious” for the agent what strategy to adopt in order to maximise her utility: For the agent, there must be a single choice for which it holds that all outcomes that can result from that choice are better for her than any other outcome that can result from an alternative choice. OSP therefore strengthens the classical notion of strategyproofness.

**Our contributions.** We study the extent to which OSP mechanisms can return good approximations to the optimal social welfare in the setting of single-minded combinatorial auctions. We measure the quality of mechanisms in terms of a relative approximation ratio. As in much of the literature on OSP, we assume that the set of possible types that the agents can have (which we refer to as the declaration domain) is publicly known; this is either finite or contained in a closed interval. As for the agents, we prove results depending on whether they are known-bundle single-minded – whereby the valuation $v_i$ for agent $i$’s desired bundle $R_i$ is not known but $R_i$ is – or, unknown-bundle single-minded, for which neither $v_i$ nor $R_i$ is known and must be elicited in an OSP way.

For the case of known-bundle single-minded agents, we provide the following results.

- If there are only two possible valuations, i.e., a low valuation $L$ and a high valuation $H$, we express the characterisation of OSP mechanisms in [7] conveniently and design a deterministic OSP mechanism with an approximation ratio of 2, which we show to be the best possible. We give explicit payment functions for this mechanism and we can prove that truth-telling agents always have non-negative utility (a property known as individual rationality (IR)).

- If the declaration domain is an arbitrarily large finite set, we derive an OSP mechanism that achieves an approximation ratio of $\sqrt{n}$ to the optimal social welfare. This mechanism can be regarded as an obviously strategy-proof implementation of the mechanism in [17]. The payments here are implicitly given through the cycle monotonicity technique developed in [7]. Our mechanism makes use of the fact that the domain is finite and that the desired bundles are known.

- We further provide a randomised OSP and IR mechanism that achieves an approximation ratio strictly less than $d$, where $d$ is the cardinality of the declaration domain. In particular, for arbitrary size finite domains of $d$ valuations $V_1 < \cdots < V_d$, our mechanism achieves a $(d - V_1/V_2 \cdots V_{d-1}/V_d)$-approximation of the optimal social welfare. The idea behind this mechanism is to simply draw at random (with a carefully chosen probability...
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distribution) one value from the domain and ask agents if their valuation is at least as big; the mechanism thus stays OSP even if agents had access to the randomness used (i.e., they are “universally OSP”). We note that this result improves the aforementioned bound of 2 for two-value domains, and approaches 2 as \(V_1/V_2 \to 0\). We also generalise this result for (uncountable) valuations contained in an interval \([a, b]\) and derive the continuous limit of the above mechanism, which results in an OSP and IR mechanism for this setting that achieves an approximation ratio of \(1 + \ln(b/a)\) to the optimal social welfare. This means that the approximation ratio only grows logarithmically in the relative size of the interval.

The results above paint a rather positive picture regarding the power of OSP mechanisms for CAs with known-bundle single-minded agents. Firstly, our upper bound of \(\sqrt{m}\), for finite valuation domains, matches what is known for strategyproofness – this is, to best of our knowledge, the first case in which OSP has been proved to be as powerful as SP. ([16] proves an asymptotic equivalence for randomised OSP without money for a variant of a scheduling problem.) The only additional time we need is used to sweep through the declaration domain of the agents, a seemingly unavoidable step to guarantee an OSP implementation of direct-revelation mechanisms. Secondly, this result shows that Deferred Acceptance (DA) auctions, whilst being OSP, are not the right algorithmic approach to optimise the approximation guarantee of OSP mechanisms. We in fact beat the lower bounds proved in [5] regarding the approximation guarantee of DA auctions in this setting. This observation reinforces the findings in [7, 9] concerning the power of DAs vs OSP, in the context of scheduling related machines. Thirdly, our tight bounds for two-value domains show (i) how the graph-theoretic approach to OSP in [7] can be made operational; and, (ii) that the order in which the mechanism queries the set of agents is of crucial importance in the design of the mechanism. Finally, our randomised OSP mechanisms show how it is possible to leverage “internal” chance nodes [18] and beat deterministic mechanisms, whilst agents do not need to compute expectations. This is to our knowledge the first known application of randomisation over OSP mechanisms.

OSP has so far only been considered for single-parameter settings, i.e., where the agents’ private information is a single number, as no explicit technique is known to implement OSP mechanisms for higher dimensional settings. However, we complete this paper by giving the first OSP mechanism for agents with richer declaration domains. We in fact provide an OSP mechanism for the case of unknown-bundle single-minded agents, that returns an approximation of the optimal social welfare equal to the maximum size of a desired set \(R_i\). This is an OSP implementation of the well-known Greedy-by-valuation algorithm for CAs. To obtain this result, we leverage the cycle monotonicity characterisation of OSP in [7] and an approach recently used in [10] to deal with long negative cycles. The idea is to give a structural property of the negative-weight cycles that have more than two vertices, for mechanisms that satisfy a natural notion of monotonicity between two instances. We then prove that any such mechanism that additionally queries the agents monotonically (that is, from an extreme of the domain to the other, irrespective of the desired set) cannot have any long negative-weight cycle. This is only proved to be a sufficient condition; the extent to which this is also necessary (proved to be true for single-parameter settings in [10]) will say whether our bound can be improved or not. This is the main open problem left by our work.

Further Related Work. The notion of OSP introduced in [18] has spawned numerous subsequent studies in both the computer science and economics community.

In [1], the authors study the OSP concept in the context of stable matchings and provide a suitable mechanism under an acyclicity assumption, as well as an impossibility result for a more general setting. The paper [3] further studies this concept for housing markets,
single-peaked domains, and a general quasi-linear mechanism design setting. In [20] the authors study OSP mechanisms in general design domains where monetary transfers are not possible, and they provide a useful characterisation of OSP mechanisms in this setting.

OSP was investigated in machine scheduling domains and set system problems in [7], published in [9, 8], and furthermore a study was done in [11] where the authors prove that a restriction on the agents’ declaration called monitoring can help obtain OSP mechanisms with a good approximation ratio in various mechanism design domains. The paper [16] builds forth on this by studying machine scheduling in the absence of monetary payments.

For machine scheduling, a generalisation of OSP is furthermore studied in [13] where the restriction on the ability of agents to reason contingently is weakened, and the authors show that a large amount of “look-ahead”-ability is required for the agents in any mechanism that achieves a good approximation ratio in the considered scheduling setting. Another study that considers OSP under a restriction on the agents’ behavior is [12], where the authors assume that non-truthful behaviour can be detected and penalised with a certain probability.

In [19] a revelation principle is presented that states that every social choice function implementable through an OSP mechanism can be implemented using a certain structured OSP protocol where agents take turns making announcements about their valuations.

2 Preliminaries

In a combinatorial auction we have a set $U$ of $m$ items and a set $N$ of $n$ agents. Each agent $i$ has a private valuation function $v_i$ and, in the general case, is interested in obtaining only one set in a private collection $S_i$ of subsets of $U$, also called bundles. Thus, the valuation function maps subsets of items to nonnegative real numbers ($v_i(\emptyset)$ is normalised to be 0). The agents’ valuations are monotone: for $S \supseteq T$ we have $v_i(S) \geq v_i(T)$. In single minded combinatorial auctions, $|S_i| = 1$, each agent $i$ is interested in obtaining only one particular subset of $U$; we denote $i$’s desired bundle by $R_i$. This implies that agent $i$’s valuation is the same for all supersets of $R_i$, while it is 0 otherwise. Formally, consider agent $i$ and let $S_i = \{R_i\}$. The valuation function of agent $i$ for a given set $S$ is

$$v_i(S) = \begin{cases} v_i & \text{if } S \supseteq R_i, \\ 0 & \text{otherwise.} \end{cases}$$  

where (with a slight notation overloading) $v_i \in \mathbb{R}_{\geq 0}$ is a non-negative real number. Note that the valuation function of an agent $i$ is fully represented by her desired set $R_i$ and her valuation for that set $v_i$. The goal is to find a partition $(S_1, \ldots, S_n)$ of $U$ such that $\sum_{i=1}^{n} v_i(S_i)$ –the social welfare (SW)– is maximised. We denote the optimal (maximum possible) social welfare by $SW^*$ (we omit the dependence on the instance as it will be clear from the context).

We consider two versions of single-minded combinatorial auctions. In the case of unknown-bundle single-minded agents, we assume that the desired sets $R_i$ and the valuations $v_i$ are private knowledge of the agents, while in the known-bundle single-minded agents case, we assume that the desired sets $R_i$ are known and only the valuations $v_i$ are private knowledge of the agents. In each case, we refer to the private information of an agent as her type. Agents are typically asked to declare their types. We use $D_i$, the declaration domain of agent $i$, to denote the set of all possible types of agent $i$. In this paper we will consider declaration domains that are identical for all agents $i$, i.e., $D_i = D$. We use $b = (b_1, \ldots, b_n)$ to denote declaration profiles, so that $b_i \in D$ stands for an agent $i$’s demanded set $R_i$ along with the valuation $v_i$ that she has for it.
We want to design an auction mechanism that interacts with the agents in any sequence, and outputs (based on this interaction) an allocation $A_i$ of items to each agent $i$, along with a payment $P_i > 0$ that is charged to each agent $i$. The allocation function satisfies that each item is allocated to exactly one agent. We refer to such a pair $(A = (A_1, \ldots, A_n), P = (P_1, \ldots, P_n))$ as an outcome. We assume that agents have quasi-linear utility functions, that is, agent $i$ with type $b_i$ has a utility of

$$u_i(b_i, b_{-i}) = v_i(A_i) - P_i$$

for outcome $(A, P)$. Each agent will interact strategically with the mechanism, so as to make it output an outcome that maximises her utility.

When designing the mechanism, we want to define allocations and payments in such a way that they induce a certain type of behaviour of the strategically acting agents, while simultaneously ensuring that the outcome maximises or approximately maximises the social welfare. In particular, we aim to design obviously strategyproof (OSP) mechanisms. To define this notion, we view a mechanism in the form of an implementation tree $T$ that captures the way in which the mechanism interacts with the agents [18, 7].

We now introduce some notation around $T$ before we formally define the OSP notion. Each internal node $u$ of $T$ is labeled with an agent $Q(u)$, called the divergent agent at $u$, and the outgoing edges from $u$ are labeled with sets of types in the declaration domain of $Q(u)$. At node $u$, the agent $Q(u)$ is queried and asked to choose an action, that corresponds to selecting one of $u$’s outgoing edges. The labels of the outgoing edges of $u$ form a partition of the current domain of $i$, denoted as $D_i(u)$. The current domain $D_i(u)$ is equal to the label of the last edge $e$ in the path from the root to $u$ that $i$ chose as an action. When player $Q(u)$ chooses an outgoing edge at node $u$, we say that the chosen action signals that the type of $Q(u)$ is in the set of types labeling the chosen edge. If a pair of types in the current domain of agent $i$ occur in the labels of two distinct outgoing edges of $u$, we say that $i$ is asked to separate the two possible types at $u$. The leaves of the tree will thus be linked to (a set of) type profiles; and at each leaf the mechanism will return an outcome $(A, P)$ accordingly; in other words, each leaf corresponds to an outcome of the mechanism. (Observe that this means that the domain of $A$ and $P$ is effectively given by the leaves of $T$.)

A mechanism (viewed in the form of an implementation tree as described above) is said to be OSP if at each node where an agent is asked to diverge, she always maximises her utility by choosing the edge $(u, u')$ with the label containing her own type, in every node. That is, if we call the latter strategy $s$, then a mechanism is said to be OSP if the worst possible outcome after signaling her true type (taken over all the reachable outcomes in the leaves of the subtree rooted at $u''$, with respect to $s$) gives her a utility at least as good as when she would get the best possible outcome after choosing any other edge $(u, u')$ at that particular point in the implementation tree (taken over all the outcomes in the leaves of the subtree rooted at $u''$). The corresponding utility-maximising strategies played by the players are called the OSP strategies. In cases where we discuss any particular OSP mechanism, we use $(A(b), P(b))$ to denote the outcome (i.e., allocation and payment vector) that results from agents playing their OSP strategies, i.e., strategy profiles where each agent at every node in the mechanism follows the edge containing her type.

We call a type profile $b$ compatible with $u \in T$ iff for each edge $(u', u'')$ on the path from the root to $u$, the label of $(u', u'')$ contains $b_{Q(u')}$.

We furthermore say that two type profiles $(t, b_{-i})$ and $(b, b'_{-i})$ diverge at $u$ if $i = Q(u)$ and $t$ and $b$ are labels of different edges outgoing from $u$ (we sometimes will abuse this terminology and we also say that $t$ and $b$ diverge at $u$). For every agent $i$ and types $t, b \in D_i$, we let $u_{t,b}^i$ denote a vertex $u$ in the
implementation tree $T$, such that $(t, b_i)$ and $(b, b'_i)$ are compatible with $u$, but diverge at $u$ for some $b_i, b'_i \in D_i(u) = \times_{j \neq i} D_j(u)$. Note that such a vertex might not be unique as agent $i$ will be asked to separate $t$ from $b$ in different paths from the root (but only once for every such path). We call these vertices of $T$ $tb$-separating for agent $i$. For example, the node $r$ in the tree in Figure 1 is an $LH$-separating node for agent 1; while $v$ and $w$ are two $LH$-separating nodes for agent 2.

We also consider randomised mechanisms that are universally OSP, in Section 5. Such mechanisms are probability distributions on OSP mechanisms.

Besides the OSP requirement, we would like our mechanisms to satisfy (ex-post) individual rationality (IR), i.e., when an agent plays an OSP strategy, the agent is guaranteed an outcome that gives her a non-negative utility. We measure the quality of mechanisms in terms of a relative approximation ratio, i.e., an upper bound on the ratio of the optimal social welfare and the social welfare of the outcome of the mechanism.

3 Deterministic mechanisms for known-bundle single-minded agents

We now focus on the case of known-bundle single-minded agents, i.e. the desired sets of the agents are known by the mechanism, and only the valuations of the agents for their corresponding desired set is private information. We let $v_i, i \in N$ denote the valuation of agent $i$ for her desired bundle, and slightly abusing notation, we use $SW(I) = \sum_{i \in I} v_i$ where $I$ is a set of agents who can be allocated their desired bundles at the same time.

3.1 Domains of size 2

We first restrict attention to the case where the declaration domain of each agent has two possible values and begin with a simple and elegant characterisation of individually rational OSP mechanisms for the case of known-bundle single-minded agents with two-value domains $D_i = \{L, H\}$, for $i \in N$.

**Definition 1 (C mechanisms).** We define a class $C$ of mechanisms, that only use the following types of queries:
- $L$-query: The divergent agent is asked to separate $L$ and $H$. If she signals $L$ then she will not get her desired bundle (regardless of the future).
- $H$-query: The divergent agent is asked to separate $L$ and $H$. If she signals $H$ then she is guaranteed to get her desired bundle.
Theorem 2. The class $C$ of mechanisms characterises deterministic IR and OSP mechanisms for the case where the declaration domain is $\{L,H\}$ and the desired bundles are known, in the following sense:

- There exist payments such that every mechanism in $C$ is deterministic IR and OSP.
- Every deterministic IR OSP mechanism is equivalent to a mechanism in $C$ with respect to their allocations, i.e. for every possible valuation profile of the agents, the allocations resulting from both mechanisms are identical.

Proof. Regarding the first claim, fix the payment of an agent who is allocated her bundle to be $L$, and the payment to be 0 otherwise. It should be straightforward to see why pairing mechanisms in $C$ with these payment yields a deterministic IR mechanism. Moreover, observe that regardless of the query, if an agent has valuation $L$, then her utility will be 0 regardless of her signals and allocation (even if she is allocated her bundle, then she will be asked to pay $L$). If an agent has valuation $H$ and she is asked an $L$-query, she can only get positive utility for signaling her true valuation $H$, while if she is asked an $H$-query, she can guarantee herself the maximum possible utility under the mechanism ($H - L$) again by reporting her true valuation $H$. This demonstrates that whenever an agent is asked to diverge, she is not worse off by acting according to her true type in any possible future scenario, hence OSP is satisfied.

Regarding the second claim, consider any OSP mechanism and its associated implementation tree $T$. Clearly, since we are dealing with the case of two-type domains, if $T$ has a node with more than two children, then this node can be pruned to yield an OSP mechanism where the node has exactly two children. Furthermore, nodes that have only one child are trivial and can be removed from the tree. So, at every node in $T$ an agent is asked to separate $L$ and $H$, and at any path from the root to a leaf in $T$ each agent is only asked to diverge at most once.

Next, fix a node $u \in T$ and let agent $i = Q(u)$ be the divergent agent at $u$. Suppose for a contradiction that if $i$ signals $L$ when queried at $u$, then it is possible that $i$ gets her desired bundle, while if $i$ signals $H$ then it is possible that $i$ is not allocated her desired bundle. In other words, the corresponding subtrees of $T$ have outcomes $o_L$ where $i$ gets her desired bundle when signaling $L$, and $o_H$ where $i$ doesn’t get her desired bundle when signaling $H$. In this case the OSP condition would be violated at node $u$ when $v_i = H$, as $i$’s utility under $o_H$ is lower than under $o_L$ (by IR the payment under $o_H$ is 0, while the payment under $o_L$ is at most $L$). We can conclude that at any node $w \in T$, either all possible outcomes when the divergent agent $j = Q(w)$ signals $L$ do not allocate $j$’s desired bundle to $j$, or all outcomes when $j$ signals $H$ allocate $j$’s desired bundle to $j$. These two alternatives correspond to the $L$-queries and $H$-queries in the definition of $Q$.

Next, we use the above characterisation theorem to provide a tight bound on the approximability of the optimal social welfare under OSP mechanisms.

Theorem 3. The IS mechanism described in Algorithm 1 is an OSP mechanism that achieves an approximation ratio $\rho \leq 2$ for the case of known-bundle single-minded agents and domains of size 2.

Proof. Consider any instance of the problem, let $I \subseteq N$ be the allocation output by IS, and let $I^* \subseteq [n]$ be the SW-maximising allocation according to the true valuations. Also fix $N$ to its value at the last iteration of IS. At the last iteration of IS it holds that every agent in

---

Note that Theorem 2 essentially expresses the cycle monotonicity property of [7] in a convenient way.
Algorithm 1 The IS mechanism.

1. $\mathcal{N} \leftarrow N$ ($\mathcal{N}$ is the set of agents currently under consideration) $A_q \leftarrow \emptyset$ ($A_q$ is the set of agents who have already been queried) $I \leftarrow \emptyset$ ($I$ is the set of agents currently allocated their desired bundle) $v_i = L$, for $i \in N$ (Our mechanism originally assumes that all agents have valuation $L$).

2. Compute the SW-maximising feasible allocation and update set $I$ accordingly.

3. while there exists an agent $i \in \mathcal{N} \setminus A_q$ who is not in $I$ do

4. Perform an $L$-query to $i$ (break ties arbitrarily)

5. if $i$ signals $L$ then

6. $\mathcal{N} = \mathcal{N} \setminus \{i\}$

7. else

8. $v_i = H$

9. Compute the SW-maximising feasible allocation of items to agents in $\mathcal{N}$ and update $I$.

10. Return $I$.

11. If an agent $i$ is allocated her desired bundle, i.e. $i \in I$, charge her $L$, otherwise charge 0.

$N \setminus I$ has been queried. Mechanism IS belongs to the class $\mathcal{C}$ of mechanisms (Definition 1), and hence by Theorem 2 is IR and OSP. So, we can assume that the agents who have been queried have signaled their true valuation. Regarding the agents that have not been queried, the mechanism assumes valuation $L$ when computing the SW-maximising allocation, while their true valuation could potentially be higher; all these agents have been allocated their desired bundle. This leads to the conclusion that $I$ is the SW-maximising allocation of $\mathcal{N}$ with respect to the true valuations, which in turn implies that $SW(I) \geq SW(I^* \cap \mathcal{N})$.

We now claim that $SW(I) \geq SW(I^* \setminus \mathcal{N})$. Observe that any agent who does not belong to $\mathcal{N}$ has valuation $L$. All these agents were considered in line 2 of Algorithm 1 as having valuation $L$ indeed; denote $SW_1$ the SW computed in line 2 of Algorithm 1. So, it holds that $SW(I^* \setminus \mathcal{N}) \leq SW_1 \leq SW(I)$, where the second inequality holds because the SW computed in Algorithm 1 can only increase between rounds.

Combining the above, we derive that $SW(I^*) = SW(I^* \cap \mathcal{N}) + SW(I^* \setminus \mathcal{N}) \leq 2SW(I)$, as desired. ▷

Next, we show that the above bound is tight by designing a family of instances where no mechanism can achieve an approximation ratio better than 2. This results shows a separation between obviously strategy proof mechanisms and strategy proof mechanisms, in terms of social welfare.

Theorem 4. For the setting that the domain is of size 2 and desired bundles are known, no OSP and IR mechanism can achieve an approximation ratio better than 2.

Proof. By Theorem 2 we may restrict our analysis to mechanisms in class $\mathcal{C}$ as defined in Definition 1. Consider any such mechanism $M \in \mathcal{C}$.

Consider an instance with $m$ items and a set $N$ of $n = 2\sqrt{m}$ agents. For $i \in \{1,\ldots,\sqrt{m}\}$, define sets $S_i = \{(i-1)\sqrt{m},(i-1)\sqrt{m}+1,\ldots,(i-1)\sqrt{m}+(\sqrt{m}-1)\}$ and $T_i = \{i-1,(i-1)+\sqrt{m},(i-1)+2\sqrt{m},\ldots,i+(\sqrt{m}-1)\sqrt{m}\}$. Let agent $i \in \{1,\ldots,\sqrt{m}\}$ desire bundle $S_i$, and let agent $i \in \{\sqrt{m}+1,\ldots,2\sqrt{m}\}$ desire bundle $T_i$. Note that the agents are intuitively split in two equal-sized groups, $A$ and $B$, such that the desired bundle of an agent in $A$
Obviously Strategyproof Single-Minded Combinatorial Auctions

overlaps with the desired bundle of all agents in $B$ and vice versa. Consider such a split and let $G(i) \in \{A, B\}$ denote the group of agents that $i$ belongs to, and $\overline{G(i)} = N \setminus G(i)$. The valuations of the agents in our instance depend on the sequence of queries made in the implementation tree $T$ of mechanism $M$. We let $H = n/2$ and $L = 1$, and we define the valuations of the divergent agents in turn, starting with the first divergent agent and considering divergent agents in a sequence on the path of $T$, where previous agents have signaled their true valuation. Let $i$ refer to the agent whose valuation we define at the current step:

(i) If agent $i$ is asked an $L$-query, no agent has been asked an $H$-query so far, and at least 3 agents in $\overline{G(i)}$ have not been queried at this point: Set $v_i = L$.

(ii) If $i$ is the first agent that is asked an $H$-query, and there are at least 3 agents in $\overline{G(i)}$ that have not been queried at this point: Set $v_i = H$, set $v_j = L$ for each agent $j \in G(i)$ that has not been queried at this point, and set $v_j = H$ for each $j \in \overline{G(i)}$ that has not been queried at this point.

(iii) If no agent has been asked an $H$-query so far, and exactly 2 agents in $G(i) \setminus \{i\}$ have not been queried at this point: Set $v_i = H$, and set $v_j = L$ for every agent $j$ that has not been queried at this point.

Observe that the above three points yield a complete and consistent specification of the valuations of all agents.

Clearly, in any mechanism with bounded approximation ratio, one of cases (ii) or (iii) in the definition of valuations above is realised, since otherwise, $M$ will not allocate any desired bundle to any agent. Assume first that case (ii) is realised, and let $i'$ be the agent who is $H$-queried at that point. $i'$ will signal her true valuation $H$, and it will be allocated her desired bundle by the definition of an $H$-query. Hence, no agent in $\overline{G(i')}$ can be allocated her desired bundle and there are at least 3 such agents with valuation $H$. Therefore the optimal social welfare in this case is at least $3H + (n/2 - 3)L$, but the mechanism can only allocate to a subset of $G(i)$, resulting in a social welfare of at most $H + (n/2 - 1)L$. Thus, the approximation ratio of $M$ in this case is at least

$$\frac{3H + (n/2 - 3)L}{H + (n/2 - 1)L} = \frac{2n - 3}{n - 1}$$

on this instance.

Suppose now that case (iii) in the definition of valuations above is realised, and let $i^*$ be the agent who is queried at that point. By definition of the instance, the optimal social welfare now is $H + (n/2 - 1)L$. In case $M$ gives the desired bundles to a subset of agents in $G(i^*)$, then this subset may contain only agent $i^*$ and the remaining two agents of $G(i^*)$ who have not been queried yet with valuation $L$, yielding a social welfare of $H + 2L$. Recall that everyone else in $G(i^*)$ has signaled $L$ to an $L$-query, hence cannot be allocated her desired bundle. In case $M$ gives the desired bundles to a subset of agents in $\overline{G(i^*)}$, then the social welfare of $M$ is at most $(n/2)L$. Thus, the approximation ratio of $M$ in this case is at least

$$\frac{H + (n/2 - 1)L}{\max\{H + 2L, (n/2)L\}} = \frac{n - 1}{n/2 + 2} = \frac{2n - 2}{n + 4}.$$  

The limit of both bounds (2) and (3) as $n \to \infty$ is 2, and this proves the claim. ▶

We now provide a stronger inapproximability bound for the case where the mechanism is restricted to be instance-independent, i.e., the mechanism’s implementation tree is not dependent on the demanded bundles of the agents. That is, there is a mapping from nodes
in the implementation tree to queried players and respective query types, and this mapping is fixed, i.e., it is not a function of the demanded bundles of the agents. Note that e.g. the mechanism of Theorem 3 is not instance-independent, because the order in which the players are queried and the types of queries that the mechanism asks, do depend on the demanded bundles of the players.

**Theorem 5.** No instance-independent mechanism has a bounded approximation ratio.

**Proof.** Consider any instance-independent OSP and IR mechanism $M$. We define the instance (valuations and desired bundles) that yields the upper bound by considering the sequence of queries made in the implementation tree $T$ of $M$. We start with the first divergent agent and consider divergent agents in a sequence on the path of $T$, where previous agents have signaled their true valuation. Let $i$ refer to the $i$th queried agent, whose valuation is $v_i$ and whose desired bundle is $R_i$. Let $Q(i)$ denote the set of agents who have not been queried yet at the time that $i$ is queried by the mechanism. As $T$ is instance-independent, we may construct an instance with a bad approximation ratio for this mechanism by letting the agents’ valuation and demanded bundles depend on the sequence of queries that the mechanism asks. We do this as follows:

(i) If agent $i$ is asked an $L$-query: Set $v_i = L$ and let $R_i$ comprise a single item that does not belong to the desired bundle of any other agent.

(ii) If agent $i$ is asked an $H$-query: Set $v_i = H$ and $v_j = H$ for each agent $j \in Q(i)$. Let $R_j$ comprise a single item, distinct for each $j \in Q(i)$ and not being desired by any previously considered agent. Also, let $R_i = \bigcup_{j \in Q(i)} R_j$.

In any mechanism with a finite approximation ratio, case (ii) in the definition of the instance above is realized, since otherwise, $M$ will not allocate any desired bundle to any agent. Suppose $\ell$ $L$-queries are asked before the first $H$-query on the path of $T$ discussed in the definition of the instance. The optimal social welfare is at least $\ell L + (n - \ell - 1)H$, while $M$ can only obtain social welfare equal to $H$ by allocating to the agent who got the $H$-query. Thus, the approximation ratio $\rho$ of $M$ is at least

$$\rho \geq \frac{\ell L + (n - \ell - 1)H}{H} = \frac{(n - 1)H - \ell (H - L)}{H} \geq \frac{(n - 1)L}{H},$$

since $\ell \leq n - 1$. The ratio can be made arbitrarily high, for suitable values of $L$ and $H$. ▶

### 3.2 Large domains

In this section we prove an upper bound of $\sqrt{m}$ for the approximation ratio of OSP mechanisms for known-bundle single minded agents and arbitrary domains. We begin with definitions of classes of mechanisms that are of interest. First, we define extremal mechanisms. Informally, the queries of an extremal mechanism always separate an extreme of the current domain of the queried agent from the rest of her current domain (the same extreme is chosen consistently). Formally,

**Definition 6 (Extremal mechanism).** A mechanism with implementation tree $T$ is an extremal mechanism if for each internal node $u \in T$, and divergent agent $i = Q(u)$ at $u$, agent $i$’s current domain $D_i(u)$ is partitioned by the query at $u$ into a singleton, containing the maximum element (or minimum element, consistently), and the remaining elements of $D_i(u)$.

1. Define function $\Phi_i$ as $\Phi_i(x) = x/\sqrt{|R_i|}$.
2. $P \leftarrow \emptyset$ ($P$ is the set of bundles that have already been allocated) $N \leftarrow N$ ($N$ is the set of agents currently under consideration) $D_i \leftarrow D_i$ for all $i \in N$ ($D_i$ is the set of values in $i$’s domain currently under consideration).

3. while $N \neq \emptyset$
   4. Let $j = \text{arg max}_{k \in N} \Phi_k(\max D_k)$
   5. if there is $S$ in $P$ such that $R_j \cap S \neq \emptyset$ then
      6. $N = N \setminus \{j\}$
      7. else
         8. Ask $j$ if her valuation is $\max D_j$
         9. if yes then
            10. $P \leftarrow P \cup \{R_j\}$
            11. $N = N \setminus \{j\}$
         12. else
            13. $D_j = D_j \setminus \{\max D_j\}$
   14. Return $P$

Definition 7 ($C_d$ mechanisms). We define a class $C_d$ of mechanisms, whose implementation tree $T$ satisfies:

- Consider a divergent agent $i$ who is asked to separate between valuations $v_i$ and $v_i'$ with $v_i < v_i'$ at some internal node $u \in T$. Consider any outcome $o_{v_i}$ in the subtree rooted at $u$ consistent with signaling valuation $v_i$. Then if $i$ is allocated her desired bundle under $o_{v_i}$, she also gets her desired bundle in all possible outcomes consistent with signaling valuation $v_i'$ at $u$.

Theorem 8. Every extremal mechanism that belongs to class $C_d$ is OSP.

Theorem 8 is a special case of Theorem 12 which we present in Section 4. We note that Theorem 8 is one direction of the characterisation in [10].

Theorem 9. Algorithm 2 is an OSP mechanism that achieves an approximation ratio $\rho \leq \sqrt{m}$, for the case of known-bundle single-minded agents.

Proof. The approximation guarantee of the algorithm is well known in the literature, cf. [17]. By Theorem 8, it remains to prove that Algorithm 2 is extremal and belongs to class $C_d$. Indeed, observe that queries only take place in line 8 of the algorithm, where the corresponding divergent agent is asked to separate the maximum value in her current domain from all other possible values.

We will now prove that the algorithm belongs to class $C_d$ (see Definition 7). Indeed, when an agent is queried in line 8 then she is allocated her set when replying yes (as feasibility has been previously guaranteed). Since we only query for the maximum in the current domain of each agent, this implies that the agent would still be allocated her desired bundle had her true valuation (and signals) been higher. □
Deterministic mechanisms for unknown-bundle single-minded agents

In this section we prove an upper bound to the approximability of the optimal social welfare of single-minded combinatorial auctions by OSP mechanisms. It is now assumed that both the desired bundle of the agent and her valuation for it belong to her type, hence are private information. We first define a general class of mechanisms which we prove are OSP. We then provide an implementation of the known Greedy-by-valuation mechanism and prove that it belongs to this class.

Let us define the class of valuation-extremal mechanisms. Informally, the queries of a valuation-extremal mechanism at every node separates extreme valuations in the current domain of the queried agent from the rest of her current domain (where the same extreme is chosen consistently). Formally,

**Definition 10** (Valuation-extremal mechanism). A mechanism with implementation tree $T$ is a valuation-extremal mechanism if for each internal node $u \in T$, and divergent agent $i = Q(u)$ at $u$, it holds that either agent $i$’s current domain, $D_i(u)$, comprises a single valuation, or $D_i(u)$ is partitioned by the query at $u$ into a set containing all the pairs $(v, S) \in D_i(u)$, where $v$ is the maximum valuation (or minimum valuation, consistently) in $D_i(u)$, and the remaining elements of $D_i(u)$.

**Definition 11** ($C_u^a$ mechanisms). We define a class $C_u^a$ of mechanisms, whose implementation tree $T$ satisfies:

- Consider a divergent agent $i$ who is asked to separate between $(v_i, S_i) \neq (v'_i, S'_i)$ with $v'_i \geq v_i$ and $S' \subseteq S$, at some internal node $u \in T$. Consider any outcome $o_{(v_i, S_i)}$ in the subtree rooted at $u$ consistent with signalling type $(v_i, S_i)$. Then if $i$ is allocated her desired bundle under $o_{(v_i, S_i)}$, she also gets her desired bundle in all possible outcomes consistent with signalling type $(v'_i, S'_i)$ at $u$.

**Theorem 12.** Every valuation-extremal mechanism that belongs to class $C_u^a$ is OSP.

Theorem 12 extends the result in [10] to the more general case of multi-dimensional agents. Due to lack of space, the proof is omitted.

Algorithm 3 presents an implementation of the known Greedy-by-valuation mechanism for the case of unknown-bundle single-minded agents.

**Theorem 13.** Algorithm 3 is an OSP mechanism that achieves an approximation ratio $\rho \leq \delta$ for the case of unknown-bundle single-minded agents, where $\delta$ is the size of the largest desired set.

**Proof.** The approximation guarantee of the algorithm is folklore. By Theorem 12, it remains to prove that Algorithm 3 is valuation-extremal and belongs to class $C_u^a$. Indeed, note that when an agent is queried in line 4 then she is separating all types with valuation $v'$, which is the maximum compatible valuation at this point of the execution, with all types consistent to smaller values $v$ (regardless of the desired bundles).

We will now prove that the algorithm belongs to class $C_u^a$ (see Definition 11). Let $u$ be the node of the implementation tree in which $(v, S)$ is separated from $(v', S')$ with $v' \geq v$ and $S' \subseteq S$; clearly there is nothing to separate if $v = v'$ and $S = S'$. Consider first the case that $v' > v$; $u$ corresponds to a query at line 4. Assume that there exists $b_{-i} \in D_{-i}(u)$ for which $S$ is won by agent $i$ when playing according to $(v, S)$. This means that $S$ is feasible.

1 \( P \leftarrow \emptyset \) (\( P \) is the set of bundles that have already been allocated) \( N \leftarrow N \) (\( N \) is the set of agents currently under consideration) \( D_i \leftarrow D_i \) for all \( i \in N \) (\( D_i \) is the set of values in \( i \)'s domain currently under consideration)

2 while \( N \neq \emptyset \) do
3  Let \( j = \arg \max_{k \in N} \max D_k \)
4  Ask \( j \) if her valuation is \( \max D_j \)
5  if yes then
6    Ask agent \( j \) to reveal her desired set \( R_j \)
7    if there is \( S \) in \( P \) such that \( R_j \cap S \neq \emptyset \) then
8      \( N = N \setminus \{j\} \)
9    else
10       \( P \leftarrow P \cup \{ R_j \} \)
11      \( N = N \setminus \{j\} \)
12     else
13       \( D_j = D_j \setminus \{ \max D_j \} \)
14  Return \( P \)

at \( u \); since \( S' \subseteq S \) then \( S' \) is also feasible at that point. Therefore, the feasibility check in line 7 is successful and \( S' \) is won by agent \( i \) playing according to \( (v', S') \) irrevocably at that point, that is for any \( b_{-i} \in D_{-i}(u) \), as requested. Consider now the case in which \( v' = v \) and \( S' \subseteq S \); \( u \) corresponds to a query at line 6. Again, if \( S \) is feasible at this point of the execution, so is \( S' \). Therefore, \( S' \) is allocated if \( S \) is, and the proof is complete. \( \triangleright \)

5 Randomised mechanisms for known-bundle single-minded agents

In this section we consider randomised mechanisms that are universally OSP. We note that the bounded rationality assumption that motivates OSP does not prevent agents from using and understanding such a mechanism, as they do not need to compute expected utilities to determine obvious dominance. We start by presenting a class of randomised mechanisms that are universally OSP.

Definition 14 (\( \mathcal{M}_R \) mechanisms). We define a class \( \mathcal{M}_R \) of randomised mechanisms, that work as follows:

- Fix some probability distribution \( F \) on the domain \( D \) of valuations of all agents. A mechanism \( M \in \mathcal{M}_R \) selects one of the values \( v \) in \( D \) according to \( F \) and asks every agent if her valuation is at least equal to \( v \). \( M \) selects the maximum number of agents whose requests can be satisfied simultaneously, allocates them their desired bundles and charges each of them \( v \).

Lemma 15. Any mechanism \( M \in \mathcal{M}_R \) is universally OSP.

Proof. We claim that any mechanism that belongs to class \( \mathcal{M}_R \) is a randomisation among different deterministic OSP mechanisms. Indeed, fix a value \( v \in D \) and consider the mechanism that queries all agents if their valuation is at least equal to \( v \) and outputs a feasible solution that allocates their desired bundles to the maximum number of agents who reply yes. It should be easy to see that if, when queried, an agent signals yes when her true
valuation is smaller than \( v \), then the best she can achieve is 0 utility, which is what she would achieve by signalling truthfully. On the other hand, if, when queried, an agent signals \textit{no} when her true valuation is at least equal to \( v \), then the best she can achieve is 0 utility, which is at least what she would achieve by signalling truthfully.

**Theorem 16.** Consider mechanism \( M_F \in \mathcal{M}_R \) (Definition 14), where \( F \) is a probability distribution assigning probability \( p_j \) to value \( V_j \in D \), with \( V_j > V_{j-1} \), for \( j \in \{1, \ldots, d\} \) (set \( V_0 = 0 \)), as follows:

\[
p_1 = \left( d - \sum_{j \leq d} \frac{V_{j-1}}{V_j} \right)^{-1} \quad \text{and} \quad p_j = p_1 \left( 1 - \frac{V_{j-1}}{V_j} \right), \quad \text{for } j \in \{2, \ldots, d\}.
\]

Then \( M_F \) is a universally OSP randomised mechanism that achieves a \( \min \left\{ d, 1 + \ln \left( \frac{V_1}{V_d} \right) \right\} \)-approximation of the optimal SW for known-bundle single-minded agents, where \( d = |D| \).

**Proof.** Lemma 15 straightforwardly implies that \( M_F \) is universally OSP. Denote by \( T_j \) the set of agents who are allocated their desired bundles after \( M_F \) selects \( V_j \) with probability \( p_j \). Also, let \( T_j^* \) denote the set of agents \( i \) such that \( V_i = V_j \) who are allocated their desired bundle in the optimal allocation.

For the optimal social welfare, \( SW^* \), it holds that

\[
SW^* = \sum_{j \leq d} V_j \cdot |T_j^*|,
\]

We bound the social welfare \( SW \) of \( M_F \) as follows.

\[
SW = \sum_{j \leq d} p_j V_j \cdot |T_j| \geq \sum_{j \leq d} p_j V_j \left( \sum_{j \leq d} |T_j^*| \right)
\]

\[
= \sum_{j \leq d} |T_j^*| \sum_{\ell \leq j} p_{\ell} V_{\ell} = \sum_{j \leq d} |T_j^*| \sum_{j \leq \ell \leq d} p_1 \left( 1 - \frac{V_{\ell-1}}{V_{\ell}} \right) V_{\ell}
\]

\[
= p_1 \sum_{j \leq d} |T_j^*| \sum_{j \leq \ell \leq d} (V_{\ell} - V_{\ell-1}) = p_1 \sum_{j \leq d} |T_j^*| \cdot V_j
\]

\[
= p_1 \cdot SW^*,
\]

where the inequality holds because by definition of mechanism \( M_F \), \( T_j \) is the maximum cardinality set of agents with valuations at least \( V_j \) that can be satisfied simultaneously, and the third equality uses the definition \( V_0 = 0 \).

Thus, the approximation ratio \( \rho \) of this mechanism satisfies

\[
\rho \leq \frac{1}{p_1} = d - \sum_{2 \leq j \leq d} \frac{V_{j-1}}{V_j}
\]

(5)

So, the right-hand-side of (5) is strictly less than \( d \). It remains to prove that \( \rho \leq 1 + \ln(\frac{V_1}{V_d}) \). The expression in (5) is maximised if \( \sum_{2 \leq j \leq d} \frac{V_{j-1}}{V_j} \) is minimised. Letting \( X_1, \ldots, X_{d-1} \) denote the ratios \( \frac{V_1}{V_2}, \ldots, \frac{V_{d-1}}{V_d} \), and letting \( c \) denote the ratio \( \frac{V_1}{V_d} \), this amounts to minimising \( \sum_{i \in [d-1]} X_i \) subject to \( \prod_{i \in [d-1]} X_i = c \). By the inequality of arithmetic and geometric means it holds that \( \sum_{i \in [d-1]} X_i \geq n \cdot c^{1/(d-1)} \) for any solution to this minimisation problem, and furthermore this holds with equality for the solution where \( X_i = c^{1/(d-1)} \) for all
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\[ \forall i \in [d-1]. \] We conclude from this that the expression in (5) is maximised if all the ratios \( V_j / V_j \) in the summation are equal (for a fixed choice of \( V_d / V_1 \)), and this is achieved by setting \( V_j = V_d^{1/(d-1)} \) so that \( V_j / V_j = (V_d / V_1)^{-1/(d-1)} \), for all \( 2 \leq j \leq d \). Inequality (5) then yields

\[ \rho \leq d - (d - 1) \left( \frac{V_d}{V_1} \right)^{\frac{1}{d-1}} \leq 1 + \ln \left( \frac{V_d}{V_1} \right), \]

(6)

where the last inequality holds because \( 1 + \ln(V_d/V_1) \) is the limit of the left hand side, and the left hand side is increasing in \( d \). This completes the proof. □

We note that a similar bound of \( O(\ln(r)) \) can be achieved in settings where the valuation space is uncountable and contained in an interval \([a,b]\) with \( b/a = r \). One can define a continuous version of \( M_F \) by deriving its limit running on \( D_\epsilon \) as \( \epsilon \) approaches 0. The mechanism would then work as follows:

(i) Draw a valuation \( x \in [a,b] \) according to the cumulative distribution function \( F \), with \( F(x) = \frac{\ln(x/a) + 1}{\ln(r) + 1} \).

(ii) Ask each agent whether her valuation exceeds \( x \).

(iii) Compute the maximum cardinality feasible solution \( T_x \) among all yes-responding agents.

A similar analysis to that in the proof of Theorem 16 yields the desired bound.
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Abstract

The random-order or secretary model is one of the most popular beyond-worst case model for online algorithms. While this model avoids the pessimism of the traditional adversarial model, in practice we cannot expect the input to be presented in perfectly random order. This has motivated research on best of both worlds (algorithms with good performance on both purely stochastic and purely adversarial inputs), or even better, on inputs that are a mix of both stochastic and adversarial parts. Unfortunately the latter seems much harder to achieve and very few results of this type are known.

Towards advancing our understanding of designing such robust algorithms, we propose a random-order model with bursts of adversarial time steps. The assumption of burstiness of unexpected patterns is reasonable in many contexts, since changes (e.g. spike in a demand for a good) are often triggered by a common external event. We then consider the Knapsack Secretary problem in this model: there is a knapsack of size $k$ (e.g., available quantity of a good), and in each of the $n$ time steps an item comes with its value and size in $[0, 1]$ and the algorithm needs to make an irrevocable decision whether to accept or reject the item.

We design an algorithm that gives an approximation of $1 - \tilde{O}(\Gamma/k)$ when the adversarial time steps can be covered by $\Gamma \geq \sqrt{k}$ intervals of size $\tilde{O}(\frac{n}{\sqrt{k}})$. In particular, setting $\Gamma = \sqrt{k}$ gives a $(1 - O(\frac{\ln k}{\sqrt{k}}))$-approximation that is resistant to up to a $\frac{\ln k}{\sqrt{k}}$-fraction of the items being adversarial, which is almost optimal even in the absence of adversarial items. Also, setting $\Gamma = \tilde{O}(k)$ gives a constant approximation that is resistant to up to a constant fraction of items being adversarial. While the algorithm is a simple “primal” one it does not possess the crucial symmetry properties exploited in the traditional analyses. The strategy of our analysis is more robust and significantly different from previous ones, and we hope it can be useful for other beyond-worst-case models.

1 Introduction

In standard competitive analysis of online algorithms, one assumes that an adversary completely defines the input. While this is a useful model for designing algorithms for many problems, for many others this model is too pessimistic and no algorithm can outperform the trivial ones. One classical example is the Secretary Problem and its generalizations. In this problem, one is presented a sequence of $n$ items of values $v_1, \ldots, v_n$. Upon each arrival,
one has to decide *irrevocably* if one accepts or rejects the item, without knowing the value of future items in the sequence. The goal is to select a single item in order to maximize the value obtained. It is easy to see that in the adversarial model the best guarantee possible is to obtain expected value that is a $\frac{1}{n}$-fraction of the offline optimum, and this is achieved by the trivial algorithm that chooses one of the $n$ time steps at random and blindly accepts the item in this time step.

In order to avoid the pessimism of this model and allow for the design of non-trivial algorithms with *hopefully* better performance in practice, there has been a push to consider beyond worst-case models. One of the most prominent such models is the random-order model, where the adversary can choose the set of items in the instance, but they are presented in uniformly random order. This model has been studied since at least the 60s and has seen a lot of developments in the past decade, and several problems are now well-understood under this model, such as Knapsack and more generally Packing LPs [21, 3, 2, 28, 18, 16, 1], assignment problems [8, 12, 18], matroid optimization [4, 6, 23, 13, 14], and many more. For example, for the Secretary Problem in the random-order model one can obtain a $\frac{1}{e}$-fraction of the offline optimal value (as $n \to \infty$) with the following classical threshold-based algorithm: reject the first $\frac{1}{e}$-fraction of items but note their maximum value, then select the next element which exceeds this value if such an element appears.

However, in practice we cannot expect the sequence to arrive exactly in random order. This has motivated research on *best of both worlds*, namely algorithms with good performance on both purely stochastic and purely adversarial inputs [25, 26, 22, 27]. Even more interesting are algorithms that work well on inputs that are a *mix* of both stochastic and adversarial parts. But this seems to be much harder to achieve: in online algorithms we are only aware of the results of [11] on budgeted allocation (see Section 1.3 for a description of their model and assumptions), while in online learning results of this type have only been obtained very recently for multi-armed bandits [29, 24, 30, 15]. We note that all these results are for settings in which non-trivial guarantees can be achieved for pure adversarial inputs.

Towards advancing our understanding of designing such robust algorithms, we introduce a model that mixes random-order and adversarial time steps, assuming that the latter comes in bursts. The random-order times represent when the environment is in a “stationary” or “predictable” state, while the adversarial times represent “unexpected” patterns. The assumption of burstiness of unexpected patterns is reasonable in many contexts, since changes are often triggered by an external common event, e.g., the surge in gun sales after news of possible changes in gun control regulations. See [19, 20, 9, 7] for examples of the different ways in which burstiness can be modeled and areas of applications.

### 1.1 The Bursty Adversary plus Random Order (BARO) model

We describe more formally the general version of the proposed model BARO. Consider an online problem where decisions are made sequentially and irrevocably at times $1, 2, \ldots, n$. In our model, the adversary first chooses some of the time steps $Adv \subseteq [n]$ to be “adversarial” and leaves the others $RO = [n] \setminus Adv$ as “random-order” times. In order to capture the burstiness of the adversarial time steps in a clean way, let $W$ be the partition of $[n]$ into disjoint intervals of length $\ell$. We then assume that the adversarial times $Adv$ are covered by at most $\Gamma$ intervals in $W$. Notice that this allows various patterns in the adversarial part of the input, including individual (non-bursty) adversarial times as well as bursts of size much larger than $\ell$, for a total of up to $\Gamma \ell$ adversarial times. As in the standard random-order model, the items/inputs on the random-order times $RO$ are arbitrary but presented in uniformly random order. The *sequence* items/inputs on the adversarial times $Adv$ is fully adversarial that can be adaptively generated based on an algorithm’s behavior and may even depend on the *order* of the items in $RO$. 

It is important to highlight that the algorithm does not know which time steps are adversarial or random-order, and that in each time step only one item arrives (i.e., the adversarial items do not come in batches).

Note that in many problems this adversary can make an instance completely adversarial by sending “dummy” random-order items. For example, in the Secretary Problem the adversary can set the value of all random-order items to be 0; so again no non-trivial guarantees is possible in this case. In order to obtain meaningful guarantees, we compare the algorithm’s performance only to the optimum over the random-order times RO, which we denote by OPT\textsubscript{RO}. Thus, in a maximization problem we say that an algorithm is $\alpha$-competitive in the BARO model if the expected value of the algorithm is at least $\alpha$OPT\textsubscript{RO}.

### 1.2 Our Results

In this paper we use the BARO model to obtain a more robust algorithm for the Knapsack Secretary problem, a well-studied generalization of the Secretary Problem. The offline version of the problem is the standard Knapsack Problem: there are $n$ items, each with a value $v_i \geq 0$ and size $w_i \in [0, 1]$, and we have a knapsack of size $k$; the goal is to select a subset of items with total size at most $k$, and with total value as large as possible.

Our main result is an algorithm for the Knapsack Problem in the BARO model that is resistant to a fraction of items being adversarial.

\textbf{Theorem 1.} There is a $(1 - O(\frac{\Gamma \ln n}{n})) = (1 - O(\frac{\Gamma \ln n}{n}))$-competitive algorithm for the Knapsack Problem in the BARO model where the adversarial times can be covered by $\Gamma \geq \sqrt{k}$ windows of size $\ell = \frac{n \ln k}{k}$.

Notice that the term $\frac{\Gamma \ln n}{n}$ in the guarantee is precisely the fraction of adversarial items that the algorithm can cope with. For example, setting $\Gamma = \sqrt{k}$, our algorithm obtains a $(1 - O(\frac{\ln k}{k}))$-approximation in the presence of up to a $O(\frac{\ln k}{k})$-fraction of items being adversarial. For large $k$ this approximation is almost optimal: even in the absence of adversarial items (and even when all items are unit-sized) the best approximation possible is $1 - \Omega(\frac{1}{\sqrt{k}})$ [21] (and this is achieved for example by [28, 18, 1, 16]). Note that these competitive ratios go to 1 as the budget $k \to \infty$ (recall the normalization of sizes being at most 1). Moreover, with $\Gamma = \Omega(\frac{1}{n})$ the algorithm achieves a constant approximation in the presence of a constant fraction of adversarial items.

\textbf{Primal Algorithm with Time-Based Constraints.} Our starting point is the primal strategy for the random-order model, whose high-level idea is the following: At time $t$, one solves a knapsack LP with the items seen so far but with budget proportionally scaled to be $\lceil \frac{t}{n} \rceil$, and pick (a fraction of) the item at time $t$ exactly as prescribed by the optimal LP solution, if there is space available in the full budget of $k$.

While this strategy obtains the optimal guarantee in the random-order model [18], it fails in the presence of adversarial items. One way in which it fails is by picking “too many items”: Suppose that the first $k$ items are adversarial, have size 1, and they all have infinitesimal values but sorted in increasing order, and the random-order items have all value and size equal to 1; it is easy to see that the primal algorithm will pick all the adversarial items, filling up the budget with items of infinitesimal value. (Similar examples exist where the adversarial items are not in the beginning of the sequence.) To counter this, in our algorithm we add additional restrictions, outside of the LP, that the algorithm can only pick a constant mass of items in each window of size $\ell \approx \frac{n}{\Gamma}$, which is roughly the behavior of the optimal solution if the $n$ items were in random order.
However, the algorithm may now fail by picking “too few” items: consider the same example as before but now all the adversarial items have value $1 + \varepsilon$, thus slightly more valuable than the random-order items. The algorithm will then only pick 1 of these adversarial items (by the new restriction added) and will not pick any of the random-order items, since the LP will always fill up its budget with the better adversarial items; so the algorithm obtains value $1 + \varepsilon$, while the $\text{OPT}_{RO} = k$. To avoid this, we also add additional constraints to the LP that its solution can select at most a constant number of items in each window of size $t \approx \frac{n}{k}$ (note there are $\frac{t}{n} k$ disjoint such windows in $[t]$ and the LP selects total size $\approx \frac{t}{k}$, again on average 1 per window).

The main difficulty is analyzing the algorithm in the presence of the additional restrictions/constraints. Previous analyses of primal-style algorithms crucially relied on the fact the LP (and its optimal solution) was invariant to the permutation of items/coordinates. This brings about some crucial independence properties: Decisions at time $t$ are independent of the order of the arrivals at times $1, \ldots, t-1$ and therefore of the respective decisions. This property allows for the direct use of known concentration inequalities to control the total occupation incurred by the algorithm.

Since our new restrictions/constraints are not permutation invariant, we need to use a different type of analysis. The main handle is what we call the weighted rank of an item: the sum of the weights of items with higher value density $\frac{v_i}{w_i}$ than this item, divided by the knapsack capacity. That is, it is by how much one would have to scale the knapsack capacity before the offline optimum would start picking this item. The very high-level idea of the analysis is intuitive: The higher the weighted rank of an item, the smaller its probability of being picked by the LP, even with the new constraints. In addition, while there are complicated dependencies between the events “the algorithms picks the item at time $t$”, the weighted ranks of the items in the random-order times are almost independent: they are just sampled without replacement. We leverage this to obtain custom concentration inequalities that control the algorithm’s occupation of the different restrictions/constraints.

### 1.3 Related Work

As already pointed out above, many algorithms have been proposed for online optimization problems with random arrival order. However, these algorithms usually break when moving to the BARO model. For concreteness, let us illustrate the effect on Kleinberg’s algorithm [21] for the multiple-choice secretary problem, a special case of our problem. The algorithm is allowed up to $k$ selections. Throughout the sequence, it never picks items which are not among the best $k$ so far. Therefore, we can construct the following counterexample. Consider a sequence starting with an adversarial burst of $k$ items of very high value, followed by a random-order sequence with items of smaller values. On this sequence, the algorithm will not pick any random-order items at all. If $n \gg k$, then with high probability (over the randomness of the algorithm) none of the adversarial items are picked either (the threshold-based algorithm for the secretary problem is applied to the first $\approx \frac{n}{k}$ items w.h.p., in which case the first $\approx \frac{1}{2} \frac{n}{k} \gg k$ items are rejected). This argument transfers immediately to other algorithms, such as [2, 18]. Other algorithms such as the one by [1] or by [4] use the beginning of the sequence to estimate the optimal value, which also fails in this sequence.

There is only surprisingly little work when it comes to non-uniform random order model. Recently, [17] introduced models where the order of the items is “much less random” than the uniform random order. Among other results, they show that it is possible to obtain constant-competitive algorithms for the Multiple-choice Secretary Problem under these conditions.
weaker assumptions, and quantify the minimum entropy of the distribution over orders that admits constant-competitive algorithms for the Secretary Problem. We remark that these models do not explicitly contain adversarial items.

Closer in spirit to our model, [11] consider online budgeted allocation in an online model that mixes both stochastic and adversarial inputs. They provide algorithms that are optimal when the input is totally adversarial, and whose performance improves when the instance becomes “more stochastic”. There are two crucial differences between our proposed model and Esfandiari et al.’s model: in the latter, while the adversarial items may appear at any point in the sequence (i.e., no burstiness assumption), it is assumed that the algorithm knows the distribution of the items in the non-adversarial times, unlike in our model. Also, unlike the Knapsack Problem studied here, the budgeted allocation problem has constant-competitive algorithms even in the adversarial model. Thus, while to some extent an algorithm does not need to worry about “losing everything” if it is fooled by the adversarial part of the instance, its design and analysis have to be delicate enough to obtain fine control over the constants in the competitive-ratio in order to yield interesting results.

In a very recent paper, Bradac et al. [5] present several results for robust secretary problems in a mixed model very similar to ours, which was inspired by a discussion about a preliminary version of this present paper. In contrast to our model, there is no assumption on the number or burstiness of adversarial rounds, making the results incomparable. Our focus is to understand situations in which we are close to the optimal guarantee without adversarial rounds. Since their adversary is more powerful, the guarantees are worse in two ways: (i) Their benchmark is weakened by leaving out the best item. (ii) The guarantees depend on the overall number of rounds $n$, whereas ours only depend on $k$. The techniques are also quite different.

## 2 BARO Knapsack: model and algorithm

### Model. We consider an online knapsack problem. The algorithm knows upfront the knapsack size $k$ and the number of items $n$, and the items are presented online, one-by-one. In the $t$-th time step, the current item’s value $V_t$ and size $W_t$ are revealed, and the algorithm needs to irrevocably decide what fraction $X_t^{alg} \in [0, 1]$ of this item to select. Our algorithm’s selection is always integral, i.e., $X_t^{alg} \in \{0, 1\}$, but our point of comparison is the best fractional solution. The selections made by the algorithm need to fit the knapsack, namely $\sum_{t \in [n]} W_t X_t^{alg} \leq k$ with probability 1, and it tries to maximize the total value of its selections: $\sum_{t \in [n]} V_t X_t^{alg}$. Importantly, the choice in the $t$-th step has to be made only knowing $V_1, \ldots, V_t$ and $W_1, \ldots, W_t$ (as well as $k$ and $n$).

The sequences $V_1, \ldots, V_n \geq 0$ and $W_1, \ldots, W_n \in [0, 1]$ are generated by the following Bursty Adversary plus Random Order (BARO) model. Let us fix a window size $\ell$, and let $\mathcal{W}$ denote the collection of disjoint windows of size $\ell$ that partitions the time steps $[n]$, that is, $\mathcal{W} = \{\{1, 2, \ldots, \ell\}, \{\ell + 1, \ldots, 2\ell\}, \ldots\}$. For concreteness we will use window size $\ell := \frac{\ln n}{k}$. The adversary first partitions the $n$ times steps into sets Adv (adversarial) and RO (random-order) with the property that Adv can be covered by $\Gamma$ windows in $\mathcal{W}$; we use $\mathcal{W}^{Adv} \subseteq \mathcal{W}$ to denote one such cover, fixed throughout. The adversary also fixes the items for the random-order times, namely the value/size pairs $(v_1, w_1), (v_2, w_2), \ldots, (v_{|RO|}, w_{|RO|})$, with $w_t \in [0, 1]$ for all $t$. Moreover, for each random-order time $t \in RO$, nature samples without replacement an index $I_t$ from $\{1, 2, \ldots, |RO|\}$, i.e., randomly chooses which random-order item will appear at that time. Then, for each time step $t$ the adversary outputs an item with value $V_t$ and size $W_t \in [0, 1]$ as follows:
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- (Adversarial) If \( t \in \text{Adv} \), the adversary outputs an item with arbitrary value \( V_t \) and size \( W_t \in [0, 1] \); this may depend on an algorithm’s behavior and on the \( I_t \)'s.
- (Random-order) If \( t \in \text{RO} \), the adversary outputs the item indexed by \( I_t \), namely that with value \( V_t := v_t \) and size \( W_t := w_t \).

Note that there is a subtle difference between capital and small letters here. By \( V_t \) and \( W_t \), we refer to the value and weight of the item arriving at time \( t \) in expectation.

Specifically, we have
\[
\sum_{t \leq t'} W_{t'} X_{t'} \leq a_4 \cdot \frac{k}{n} - k - 1, \quad \forall t' \in B_{\text{last}}.
\]

where \( B_{\text{last}} \) denotes the last window in \( \mathcal{W}_{t-1} \), and \( a_4 \) is a sufficiently large constant (set in Lemma 13). If so, the algorithm fully picks the item, namely it sets \( X_t^{\text{alg}} = 1 \); otherwise we say that it is blocked and it does not pick the item at all, setting \( X_t^{\text{alg}} = 0 \).

To get some intuition why the algorithm is reasonable, let us observe how the “offline optimum” \( \text{OPT}_{\text{RO}} \) builds up over time. We can define random variables \( X_t^* \) indicating which fraction of the item arriving at time \( t \) is packed in \( \text{OPT}_{\text{RO}} \). Because the permutation is uniformly random, these random variables are identically distributed for all \( t \in \text{RO} \). More specifically, we have
\[
\mathbb{E}[V_t X_t^*] = \text{OPT}_{\text{RO}}/|\text{RO}| \approx \text{OPT}_{\text{RO}}/n \quad \text{and} \quad \mathbb{E}[W_t X_t^*] \leq k/|\text{RO}| \approx k/n.
\]

So, in expectation, slightly scaled versions of the random variables fulfill all constraints stated above. Our algorithm, of course, does not know \( X_t^* \) but tries to mimic this process. Particularly, the goal of (inner constraints) and (outer constraint) is to spread out the choices made by the algorithm over time so that the consequences of adversarial bursts are mitigated.
Notice that by construction the solution $X^{\text{alg}}$ returned by the algorithm is always feasible, namely $\sum_{t \leq n} W_t X^{\text{alg}}_t \leq k$. Thus, we only need to argue that it obtains enough value.

\begin{theorem}[Total value] The expected value of the solution $X^{\text{alg}}$ returned by the algorithm satisfies
\[
\mathbb{E}\left[\sum_{t \in \text{RO}} V_t X^{\text{alg}}_t\right] \geq \left(1 - O\left(\frac{\Gamma\ell}{n} \ln \frac{n}{\Gamma\ell}\right)\right) \text{OPT}_{\text{RO}}.
\]
\end{theorem}

Roadmap of the analysis. In Section 3 we upper bound for each random-order time $t$ the probability that the algorithm tentatively selects that item. Next, we boost this per-time upper bound into concentration inequalities for the volume of the selections made up to a given point, and use it to upper bound the probability that the algorithm is blocked by constraint (main budget) or (outer constraint), in which case it would not be able to make permanent its tentative selection (Section 4). Using this, we lower bound the value obtained by the algorithm in each (free) random-order time step (Section 5), and add over all such time steps to show that the algorithm obtains the desired value (Section 6). Due to space constraints, the proofs of several lemmas are deferred to the full version of the paper.

Without loss of generality we assume that the random-order times are sorted in decreasing order of value density, namely $\frac{v_1}{w_1} \geq \frac{v_2}{w_2} \geq \ldots \geq \frac{v_{|\text{RO}|}}{w_{|\text{RO}|}}$. Also, we say that an item is better than another if it has higher value density. For simplicity, we also assume that no item has value or weight equal to 0 (else automatically exclude/include in the solution), and that the sum of all item sizes is at least the knapsack size $k$. We also assume that there are no ties in the value densities $\frac{v_i}{w_i}$; this can be accomplished by infinitesimal perturbations to the values, for example. We also assume $\frac{\ell}{2} \geq k \geq 80$ and that $\frac{\ell}{n} \leq \frac{1}{2}$, so at most half of the windows can have adversarial items. With overload of notation, we use $I_t$ to denote the actual item (pair $(V_t, W_t)$) at time $t$, even when $t$ is an adversarial time.

### 3 Controlling tentative selections via weighted rank

We use $T_t := 1(X^t_t > 0)$ to denote the indicator of tentative selection by the algorithm at time $t$. Our goal in this section is to argue that the algorithm does not tentatively select too many items. As mentioned before, the main handle for making this formal is the notion of weighted rank. The weighted rank of the random-order item $i$ is a $\frac{1}{k}$ scaling of the sum of the weights of random-order items better than it (recall these items are sorted in decreasing order of value density $\frac{v_i}{w_i}$).

\begin{definition}[Weighted rank] The weighted rank of the random-order item $i$ is $r_i := \frac{1}{k} \sum_{i' < i} w_{i'}$ (we also define $r_{|\text{RO}|+1} = \frac{1}{k} \sum_i w_i$ for convenience). For a random-order time $t$, we use $R_t := r_t$ to denote the total weighted rank of the item $I_t$ at this time.
\end{definition}

As before, one interpretation of the weighted rank $r_i$ is the following: considering the offline problem with only random-order items, $r_i$ is by how much we need to scale the knapsack of size $k$ before the optimal fractional solution wants to pick a strictly positive fraction of item $i$. Thus, the higher the rank the worse the item is.

The main result of this section says that the worse the item at time $t$ is, the less likely the algorithm is to tentatively pick it (the extra conditioning on items $(I_v)_{v \in S}$ will be technically useful later and may be ignored throughout at a first read).
Lemma 4 (UB tentative selection). Consider a random-order time $t \geq 8\ell(\Gamma + 1)$, and a set $S$ of random-order times with $|S| \leq \frac{\ln k}{4}$. Then

$$
\Pr\left( T_\ell = 1 \mid R_\ell, (I_\ell')_{\ell' \in S} \right) \leq \psi(R_\ell), \quad \text{where } \psi(\gamma) = \begin{cases} 
1, & \text{if } \gamma < 1 \\
2, & \text{if } \gamma \in [1, 50] \\
4ke^{-\gamma}\ln k, & \text{if } \gamma > 50.
\end{cases}
$$

For the rest of the section we prove this result. At its heart is the following deterministic monotonicity property of the LP: Fix a scenario (so the LP is deterministic); if there is a solution for the LP with only items better than $I_\ell$ that saturates the main budget, then $I_\ell$ is not included at all in the optimal LP solution. This is clear if we did not have the inner constraints: The optimal LP solution is obtained by the greedy procedure, and if we can saturate the budget with only better items the greedy will stop before reaching $I_\ell$. While this does not necessarily hold in the presence of general side constraints, we show it still does under the simple inner constraints. The proof is deferred to the full version of the paper.

Lemma 5. Consider a time $t \in [n]$, and fix a scenario $I_1, I_2, \ldots, I_n$. Suppose that there is a feasible solution $X$ of LP$_t$ with $\sum_{t' \leq t} W_{t'}X_{t'} = c_{\ell, t} \frac{4k}{\Gamma}$ and whose support only includes times with items strictly better than $I_\ell$ (i.e., $X_t > 0$ implies that $I_t$ is strictly better than $I_\ell$, for all $t' \in [t]$). Then in any optimal solution $X^*$ of LP$_t$ we have $X_{t'}^* = 0$. (Thus, $I_\ell$ is not tentatively selected by our algorithm.)

Our next lemma will leverage this result to show that if there are many items in random-order-only windows better than $I_\ell$, then the probability of tentatively selecting the latter is small. Before that, we need to introduce the definition of free time, the ones we will focus on for most of the analyses.

Definition 6 (FREE$_t$ and RO$_t$). A time is free if it does not belong to one of the adversarial windows $\mathcal{W}^{adv}$. We use FREE$_t$ to denote the collection of free times in $[t]$. Furthermore, $\mathcal{W}^{free}_t$ denotes the windows from $\mathcal{W}_t$ that only contain free times.

We also use RO$_t := RO \cap [t]$ to denote all the random-order times (free or otherwise) in $[t]$. With slight abuse in notation, we also use RO$_t$ to denote the cardinality of RO$_t$.

The following estimates follow directly from the assumption that there are at most $\Gamma$ adversarial windows, each of size $\ell$.

Observation 7. The following holds: (a) If $t \geq 2\Gamma \ell$ then $|\mathrm{FREE}_t| \geq \frac{t}{2}$; (b) $\frac{1}{\prod_{\gamma}} \leq \frac{1}{t}(1 + \frac{2\Gamma}{\ell})$.

Lemma 8. Consider a random-order time $t \geq 2(\Gamma \ell + 1)$. For a value $\gamma \geq 0$, let $G_\gamma$ be the event that the sum of the sizes of the items in the times FREE$_t$ that are better than $I_\ell$ equals $\gamma c_{\ell, t} \frac{4k}{\Gamma}$ (i.e., $\sum_{t' \in \mathrm{FREE}_t; I_{t'} < I_\ell} W_{t'} = \gamma c_{\ell, t} \frac{4k}{\Gamma}$). Then for any set of random-order times $S \subseteq RO$ with $|S| \leq \frac{\ln k}{4}$, we have

$$
\Pr(T_\ell = 1 \mid G_\gamma, I_\ell, (I_\ell')_{\ell' \in S}) \leq \frac{1}{2} \psi(\gamma) = \begin{cases} 
\frac{1}{2}, & \text{if } \gamma \in [1, 50] \\
2ke^{-\gamma}\ln k, & \text{if } \gamma > 50.
\end{cases}
$$

Proof. Condition on $I_\ell$, $(I_\ell')_{\ell' \in S}$, and on the set of items $\{I_\ell'\}_{\ell' \in \mathrm{FREE}_t}$, in the free times in a way that the event $G_\gamma$ holds; let $\omega$ denote this conditioning. If suffices to show the upper bound $\Pr(T_\ell = 1 \mid \omega) \leq \frac{1}{2} \psi(\gamma)$, and the lemma follows by taking expectation with respect to
multiple of these $\omega$’s. Also notice that this conditioning does not fix the 
relative order of the items in $\text{Free}_{t-1} \setminus S$, thus: $(\star)$ The items at times $\text{Free}_{t-1} \setminus S$ are in random order even when conditioning on $\omega$.

Let $E$ be the event that there is a feasible solution $X$ for $LP_1$ whose support only has items better than $I_t$ and that saturates the main budget, i.e., $\sum_{t \leq a} W_t X_t = c_t \frac{t k}{n}$. From Lemma 5, whenever $E$ holds $I_t$ is not tentatively selected, so it suffices to lower bound the probability $\Pr(E \mid \omega)$.

**Case 1:** $\gamma \in [1, 50]$. If for each of the free windows $W_{t-1}^f$ the total size of items better than $I_t$ in the window is at most $a_1 \ell \frac{k}{n}$ (not “too many good items” in any free window), then any (fractional) selection of these items of total size $c_t \frac{t k}{n}$ gives a feasible solution for $LP_1$ saturating the main budget, so $E$ holds; notice that it is possible to select this much size because we are in the case $\gamma \geq 1$. The intuition is that since the total size of these good items is $\gamma c_t \frac{t k}{n} \leq 50 \frac{t k}{n}$, each window should have about $\frac{\gamma}{t} \cdot 50 \frac{t k}{n} = 50 \ell \frac{k}{n}$ of their size in it, so with high probability no window has more than $a_1 \ell \frac{k}{n}$ of their size (recall $a_1 \gg 50$).

More formally, consider a free window $B \in W_{t-1}^f$. Let $Z_{B \setminus S} = \sum_{t' \in B \setminus S} 1(I_{t'} < I_t)W_t$ be the sum of sizes of items in $B \setminus S$ better than $I_t$, and let $Z = \sum_{t' \in \text{Free}_{t-1} \setminus S} 1(I_{t'} < I_t)W_{t'}$. Notice that under the conditioning $\omega$, $Z$ is a fixed number satisfying $Z \leq \gamma c_t \frac{t k}{n} \leq \gamma \frac{t k}{n}$, and that $Z_{B \setminus S}$ is a sum of terms sampled without replacement from the terms in $Z$ (because of observation $(\star)$). Thus, we have

$$
\mathbb{E} \left[ |Z_{B \setminus S}| \mid \omega \right] = \frac{|B \setminus S|}{|\text{Free}_{t-1} \setminus S|} \mathbb{E} [Z \mid \omega] \leq \frac{\ell}{|\text{Free}_{t-1} \setminus S| - \ln k} \cdot \gamma \frac{t k}{n},
$$

where the last inequality uses the fact that $t \geq 2 \Gamma \ell + 1$. Observation 7, and the assumptions $\Gamma \geq \sqrt{k}$ and $k \geq 80$. Moreover, we can apply the Bernstein’s Inequality for sampling without replacement (Corollary 2.3 of [16]) conditionally to the sum $Z_{B \setminus S}$ to obtain

$$
\Pr \left[ Z_{B \setminus S} \geq 600 \ell \frac{k}{n} \mid \omega \right] \leq 2 \exp \left( -\frac{9}{7} 3 \gamma \ell \frac{k}{n} \right) \leq 2 \frac{1}{k^2} \leq \frac{1}{k^2},
$$

where in the first inequality we also used that $\tau \geq 3 \cdot 3 \gamma \ell \frac{k}{n}$ because $\gamma \leq 50$, and in the last inequality that $k \geq 80$. Since $|S| \leq \frac{k n}{4}$ and each item has size at most 1, the items in $B \cap S$ have total size less than $\ell \frac{k}{n}$. Thus, the conditional probability is at most $\frac{1}{k^2}$ that the total size of items in $B$ better than $I_t$ is at least $a_1 \ell \frac{k}{n}$ (“too many good items”). Since there are fewer than $k$ windows, by taking a union bound over all free windows $B \in W_{t}^f$ we see that with probability at least $1 - \frac{1}{k^2}$ none of these windows has too many good items. Thus, $\Pr(E \mid \omega) \geq 1 - \frac{1}{k^2}$.

**Case 2:** $\gamma > 50$. The number of windows in $W_{t-1}^f$ of size $\ell$ (i.e., possibly excluding the last window) is at least $\text{num} := \frac{1}{\gamma} - \Gamma - 1$. If in each such window the total size of items better than $I_t$ is at least $2 \ell \frac{k}{n}$ (“good items everywhere”), then one can (fractionally) select up to $2 \ell \frac{k}{n}$-mass of them in each window and get a feasible solution for $LP_1$ that saturates the main budget; this saturation is possible because this can give a total of size $(2 \ell \frac{k}{n}) \cdot \text{num} \geq c_t \frac{t k}{n}$ of these better items, where the last inequality uses $t \geq 2(\Gamma + 1)$. Since in this case event $E$ holds, it suffices to lower bound the probability of having good items everywhere. The intuition again is that by assumption there is total mass $\gamma c_t \frac{t k}{n} \geq 12 \frac{t k}{n}$ of these better items, so each window should have about $\frac{1}{7} \cdot 12 \frac{t k}{n} = 12 \ell \frac{k}{n}$ size in it, and with high probability all of them should have at least $2 \ell \frac{k}{n}$ size in it.
More precisely, considering any fixed window \( B \in \mathcal{W}_{t-1}^{\text{free}} \) it is easy to obtain the lower estimate
\[
\mathbb{E}[Z_{B,S} \mid \omega] \geq \frac{\ell}{m} k
\]
and again applying Bernstein’s Inequality we get
\[
\Pr[Z_{B,S} \leq 2\ell \frac{5}{n} \mid \omega] \leq 2 \exp \left(-\frac{\ell}{2}\ln k\right).
\]
Taking a union bound over the at most \( k \) such windows, the probability that we have enough good items in each window in \( \mathcal{W}_{t-1}^{\text{free}} \) of size \( \ell \) is at least
\[
1 - 2ke^{-\frac{\ell}{2}\ln k}.
\]
This concludes the proof.

To conclude the proof of Lemma 4, we show that with good probability, when the algorithm tentatively selects an item at time \( t \) having rank \( R_t \) implies with high probability that \( G_{R_t} \) holds (actually that the weight in \( \text{Free}_t \) of items better than \( I_t \) is at least \( R_t c_t \frac{\Gamma k}{\pi} \)); this is a consequence of the definition of rank and concentration. With these final details, presented in the full version of the paper, we have the proof of Lemma 4.

4 Controlling the probability of being blocked

In this section we show that with good probability, when the algorithm tentatively selects an item, it also permanently selects it, i.e., it is not blocked by the constraints (main budget) and (outer constraint). More precisely, let \( O_t := W_t X_t^{\text{alg}} \) be the actual occupation incurred by the algorithm at time \( t \). We use \( F_t \) to denote the indicator of the event that the algorithm is not blocked at time \( t \), i.e., \( F_t = 1 \) if (again \( B_{\text{last}} \) is the last window in \( \mathcal{W}_{t-1} \))

\[
\sum_{t' \in B_{\text{last}}} O_{t'} \leq a_4 \frac{k}{n} k - 1 \quad \text{and} \quad \sum_{t' < t} O_{t'} \leq k - 1,
\]

otherwise \( F_t = 0 \). The following is the main result of this section.

**Lemma 9** (Probability of being blocked). For all free times \( t \geq 8\ell(\Gamma + 2) \), the probability of being blocked is upper bounded as
\[
\Pr(F_t = 0 \mid I_t) \leq \frac{O(1)}{k^{1 - a_5 \frac{\ln k}{\ln \Gamma}}},
\]
for some constant \( a_5 \).

To prove this lemma, we will upper bound the probability that either of the two parts of (4.1) is violated. For the first part, this will be Lemma 13. The bound for the second part is Lemma 14. Lemma 9 then follows by a union bound.

While the first part of (4.1) only concerns the occupation from free time steps, the second part also includes non-free ones. To control this second part, we will nonetheless focus on the occupation over the free windows; for non-free windows \( B \) the outer constraints guarantee
\[
\sum_{t' \in B} O_{t'} \leq O(\frac{\ell}{n}) = O(\ln k),
\]
and so all the \( \Gamma \) of these windows combined can consume only \( O(\Gamma \ln k) \) of the budget (so, for example, in the important case \( \Gamma = \sqrt{k} \) this is negligible).

For the free time steps, it suffices to upper bound the (permanent) occupation \( O_t \) by the tentative occupation \( O_t' := W_t T_t \): For the algorithm to select the item at time \( t \), it is necessary but not sufficient that \( T_t = 1 \). Therefore, we have \( O_t \leq O_t' \) and we focus on controlling the \( O_t' \)’s from now on.

As a start, we use Lemma 4 to show that in each free time step the expected tentative occupation \( \mathbb{E}[O_t'] \) is at most \( \approx \frac{k}{\ln \pi} \); thus, essentially both (4.1) hold in expectation. While what we actually need is a generalization of this result, we present it to illustrate the techniques in a clearer way.

**Lemma 10** (UB tentative occupation). For all free times \( t \geq 8\ell(\Gamma + 1) \), we have
\[
\mathbb{E}[O_t'] \leq \frac{k}{\ln \pi} \left(1 + O\left(\frac{1}{\ell}\right)\right).
\]

**Proof.** Since fixing \( I_t \) fixes \( W_t \), using Lemma 4 we have
\[
\mathbb{E} O_t' = \mathbb{E} W_t T_t = \mathbb{E} I_t \left[W_t \cdot \mathbb{E}[T_t \mid I_t]\right] = \mathbb{E} I_t \left[W_t \cdot \Pr(T_t = 1 \mid I_t)\right] \leq \mathbb{E} I_t \left[W_t \cdot \psi(R_t)\right] = \frac{1}{RO_n} \sum_i w_i \psi(r_i).
\]
Since by definition of rank \( r_j = \frac{1}{k} \sum_{j' < j} w_{j'} \), we have \( r_{i+1} - r_i = \frac{w_i}{k} \), and thus \( w_i = k \cdot \int_{r_i}^{r_{i+1}} 1 \, dx \). Applying this to the last displayed inequality we get

\[
E O'_t \leq k \cdot \sum_i \int_{r_i}^{r_{i+1}} \psi(r_i) \, dx.
\]

(4.2)

Since the item sizes are at most 1, we have \( r_{i+1} \leq r_i + \frac{1}{k} \) and so \( x - \frac{1}{k} \leq r_i \) for all \( x \in [r_i, r_{i+1}] \). Thus, as the function \( \psi \) is nonincreasing, the right-hand side of (4.2) is at most

\[
\frac{k}{RO_n} \sum_i \int_{r_i}^{r_{i+1}} \psi(x - \frac{1}{k}) \, dx \leq \frac{k}{RO_n} \int_0^\infty \psi(x - \frac{1}{k}) \, dx.
\]

Finally, inspecting \( \psi(x) \) we see that it takes value 1 for \( x < 1 \), takes value \( \frac{2}{k} \) for \( x \in [1, 50] \), and has exponential decay \( \leq \frac{e^{-x/k}}{k} \) after that. Thus, it is easy to see that the integral on the right-hand side is at most \( 1 + O(\frac{1}{k}) \). This concludes the proof.

However, what we actually need is to show that (4.1) (with \( O'_t \)'s) holds with good probability; for that we need concentration inequalities for the sums of the tentative occupations \( O'_t \)'s. The biggest problem is that the tentative selections induced by the LP are correlated in a non-trivial way. In particular, it is not clear whether they are negatively associated: for example, if the items up to time \( t - 1 \) are all “very good” the algorithm will not tentatively select at times \( t, t + 1, \) etc., indicating possibility of positive correlations on these times. Thus, the \( O'_t \)'s are also correlated and it is not clear how to apply standard concentration inequalities.

### 4.1 Concentration I: controlling the outer constraint

However, as the example above illustrates, we still have hopes of obtaining good upper bounds on the probability of multiple tentative selections. In fact, the probability of multiple selection of items \( I_{t_1}, \ldots, I_{t_m} \) is at most the probability that the “worst” of these items is selected; more precisely:

\[\uparrow \textbf{Lemma 11.} \textit{Consider } m \leq \frac{\ln k}{4} \textit{ random-order times } t_1, \ldots, t_m \geq 8\ell(\Gamma + 1). \textit{ Then }\]

\[
\Pr \left( T_{t_1} = \ldots = T_{t_m} = 1 \mid R_{t_1}, \ldots, R_{t_m} \right) \leq \psi \left( \max_i R_{t_i} \right).
\]

\[\textbf{Proof.} \textit{The inequality follows from the fact } \Pr(X_1 = \ldots = X_m = 1 \mid E) \leq \min_i \Pr(X_i = 1 \mid E), \textit{ Lemma 4, and } \min_i \psi(R_{t_i}) = \psi(\max_i R_{t_i}) \textit{ (by the monotonicity of } \psi). \]

The main advantage of this bound is that the ranks \( R_{t_i} \) are “almost” independent (they would be independent if the input sequence was generated by sampling items \textit{with} replacement).

Moreover, this lemma allows us to upper bound products of tentative occupation \( \prod_i O'_{t_i} \); for this product to be strictly positive, all these items have to be tentatively selected. In fact, one can prove such upper bound using a similar strategy as in Lemma 10, with a main new element: a simple but general comparison for the expectation of a \textit{non-negative} function under sampling with and without replacement, that allow us to work with a decoupled (independent) version \( R'_{t_1}, \ldots, R'_{t_m} \) of the ranks. Formally we have the following, which is deferred to the full version of the paper.
Lemma 12 (Control of products). Fix a random-order time $t$. Consider a set of $m \leq \frac{\ln k}{\ell}$ distinct RO times $t_1, \ldots, t_m$, all of which are at least $8\ell (\Gamma + 1)$ and less than $t$. Then there are constants $a_2, a_3 > 1$ such that

\[ \mathbb{E} \left[ \prod_{i \in [m]} O'_{t_i}, \bigg| I_t \right] \leq \left(1 + \frac{a_2^6}{k} \right) \left(1 + \frac{4a_2^6}{\mathcal{RO}_m} \right) \left( \frac{k}{\mathcal{RO}_m} \right)^m \leq \left( a_3^3 \frac{k}{\ell} \right)^m. \]

In particular, choosing $a_2 = 500$ and $a_3 = 8a_2$ is sufficient.

Finally, these product estimates can be converted into raw moments/tail inequalities using reasonably standard estimates (e.g., Section 3.4 of [10]), giving the desired control of the outer constraint’s occupation (the proof is deferred to the full version of the paper).

Lemma 13 (Control of outer constraints). Consider a free time $t \geq 8\ell (\Gamma + 1)$, and let $B$ be the last window in $\mathcal{W}_{t-1}$. Then $\Pr \left( \sum_{t' \in B} O'_{t'} > a_4 \ell \frac{k}{n} \bigg| I_t \right) \leq \frac{1}{n}$, where $a_4 \geq 2e^6 a_3$, and $a_3$ is the constant from Lemma 12.

4.2 Concentration II: control of main budget

In order to obtain Lemma 9 we need to show that the second part of (4.1) holds with reasonable probability even when $t \approx n$; but since $\mathbb{E} O'_{t} \approx \frac{k}{n}$, the expected cumulative occupation by the end of the game $\mathbb{E} \left[ \sum_{t'=1}^{t} O'_{t'} \right]$ is $\approx k$ for $t \approx n$, so we do not have much room. So unlike the previous section, we are interested in “medium deviations”, where the variance is the right quantity to look at. While Lemma 12 directly gives that the cumulative variance until time $t$ is $\lesssim \left( \frac{k}{n} \right)^2$, we actually need an upper bound of order $O \left( \frac{k}{n} \right)$, which is what one would expect from independent Bernoulli’s with success probability $\frac{k}{n}$. Since $\text{Var}(Z) = \mathbb{E} Z^2 - (\mathbb{E} Z)^2$, to obtain variance upper bounds we will obtain an upper bound on the second raw moment and a lower bound on the expectation.

For that we actually prove concentration for a modified occupation that upper bounds $O'_{t}$ in every scenario: $\tilde{O}'_{t} = W_{t} T_{t}$, where $\tilde{T}_{t} := \max\{T_{t}, 1[R_{t} \leq 1]\}$, that is $\tilde{T}_{t}$ equals 1 if either $T_{t} = 1$ or the weighted rank $R_{t}$ is at most 1. While Lemma 12 still holds for these variables, we can now get almost matching lower bounds on $(\mathbb{E} \sum_{t'=1}^{t} \tilde{O}'_{t'})^2$, giving the desired variance bound $\text{Var} \left[ \sum_{t'=1}^{t} \tilde{O}'_{t'} \right] \leq O \left( \frac{k}{n} \right)$. Essentially using the bound in expectation from Lemma 10 and Chebychev’s inequality with this variance control gives the following (see the full version of the paper).

Lemma 14 (Control of main budget). For every random-order time $t$, the probability we are blocked by the main budget can be upper bounded as $\Pr \left[ \sum_{t'<t} O'_{t'} > k - 1 \bigg| I_t \right] \leq \frac{1}{k \left( 1 - \frac{1}{n} - O \left( \frac{2}{\ell n k} \right) \right)^2}$.

Taking a union bound over Lemma 13 and Lemma 14 proves Lemma 9.

5 Lower bounding the value obtained

Recall that $X^*_{t} = T_{t} F_{t}$, i.e., the item is permanently selected exactly when it is tentatively selected and it fits the budgets, and that $V_{t}$ is the value of the item at time $t$. The following is then our main lower bound on the value obtained by the algorithm.

Lemma 15 (Value lower bound). Consider a free time $t \geq 1,212 \ell \Gamma$. Then $\mathbb{E} \left[ V_{t} T_{t} F_{t} \right] \geq (\epsilon_{t} - \epsilon_{t} - \frac{p_{t} - \frac{3}{\ell}}{\ell}) \frac{\text{OPT}_n}{\mathcal{RO}_n}$, where $p_{t}$ is the bound from Lemma 9 and $\epsilon_{t} = (a_1 + 3) \frac{\Gamma}{\ell} + \sqrt{10 \ln k \frac{2n}{\mathcal{RO}_n}}.$
To prove this, the first step is to obtain the following “dual” to Lemma 4, which says that if the item has low (i.e. good) rank then it is fully tentatively selected with good probability.

**Lemma 16.** For any free time \( t \geq 1, 212\Gamma\ell \) we have that the probability of fully tentatively selecting item \( I_t \) satisfies:

\[
\Pr \left( X_t^f = 1 \mid R_t \leq c_t - \varepsilon_t \right) \geq 1 - \frac{1}{k}.
\]

This is proved via a “dual” of Lemma 5 plus concentration. Given that good items are tentatively selected with good probability and it is likely to fit the budget (Lemma 9), final difficulty in proving Lemma 15 is the correlation between these quantities and the value \( V_t \).

This is why most previous bounds actually work even conditioned on the item \( I_t \); notice that fixing \( I_t \), fixes \( V_t \) as a deterministic constant. We sketch the argument.

**Proof sketch of Lemma 15.** Using the non-negativity of \( V_t, T_t, \) and \( F_t \), we have

\[
\mathbb{E}[V_t T_t F_t] = \mathbb{E}_t \left[ V_t \mathbb{E}[T_t F_t \mid I_t] \right] \geq \mathbb{E}_t \left( V_t \mathbb{E}[T_t F_t \mid I_t] \mid R_t \leq c_t - \varepsilon_t \right) \Pr(R_t \leq c_t - \varepsilon_t)
\]

\[
\geq \left( 1 - p_t - \frac{1}{k} \right) \mathbb{E}_t(V_t \mid R_t \leq c_t - \varepsilon_t) \Pr(R_t \leq c_t - \varepsilon_t),
\]

where the second inequality uses Lemmas 16 and 9 (via the definition of \( p_t \)). Since \( c_t - \varepsilon_t \approx 1 \) and essentially \( \text{OPT}_{RO} \) gets value exactly from items of rank at most 1, the last two factors in the inequality together give roughly the expected value \( \text{OPT}_{RO} \) gets in a time step.

6 Wrapping up: finishing the proof of Theorem 2

To finish the proof we just need to add Lemma 15 over all free time steps except the ones very early or very late in the sequence. More precisely, let \( t_0 = 1, 212\Gamma\ell \) and \( \gamma = 1 - (a_5 + 1)\frac{\ell T}{n} \), and define \( T = \{ t \in \text{FREE}_n : t_0 \leq t \leq \gamma n \} \). For \( t \not\in T \), we use the trivial bound \( V_t \geq 0 \). For the other time steps we use Lemma 15. With the fact \( \text{RO}_n \leq n \) we have

\[
\mathbb{E} \left[ \sum_{t \in T} V_t X_t^{alg} \right] \geq \sum_{t \in T} \mathbb{E}[V_t T_t F_t] \geq \left( \sum_{t \in T} c_t - \sum_{t \in T} \varepsilon_t - \sum_{t \in T} p_t - \frac{2n}{k} \right) \frac{\text{OPT}_{RO}}{n}. \tag{6.3}
\]

We bound each of the remaining sums:

- \( \sum_{t \in T} c_t = |T| - \sum_{t \in T} \frac{4\ell}{k} \geq (n - O(\Gamma\ell)) - \int_{t_0-1}^{n} \frac{4\ell}{k} dt = n - O(\Gamma\ell \ln \frac{n}{\Gamma\ell}) \).
- \( \sum_{t \in T} p_t \leq O \left( \frac{n}{\ell} \right) \cdot \int_{0}^{n} \frac{1}{x} \left( 1 - \frac{1}{\alpha} - a_5 \frac{\ell k}{n} \right) dx = O \left( \frac{n}{\ell} \right) \int_{0}^{n} \frac{1}{x} \left( 1 - \frac{1}{\alpha} - a_5 \frac{\ell k}{n} \right) dx, \) where in the last step we set \( a = 1 - a_5 \frac{\ell k}{n} \) and use change of variables \( x = \frac{1}{\alpha} \). The remaining integral equals \( \frac{1}{\alpha - \frac{1}{\alpha}} \leq \frac{1}{\alpha - \frac{1}{\alpha}}. \) By our setting of \( \gamma \) we have \( a - \gamma = \frac{\ell T}{n} \), so we obtain \( \sum_{t \in T} p_t \leq O \left( \frac{n}{\ell} \right) \).
- \( \sum_{t \in T} \varepsilon_t \leq \int_{t_0-1}^{n} (a_1 + 3) \frac{\ell T}{n} dt + \int_{t_0-1}^{n} \sqrt{\frac{20n \ln k}{kI}} \frac{dt}{\ell T} \leq O(\Gamma\ell \ln \frac{n}{\Gamma\ell}) + O(\sqrt{n / \frac{\ell T}{n}}). \)

Using these bounds on (6.3) and the assumption \( \Gamma \geq \sqrt{k} \) concludes the proof of the theorem.

7 Conclusions

A natural follow-up question is how our results could generalize to other settings. In particular, it would be interesting to extend our algorithm and analysis to packing LPs. The difficulty in using our technique is that there is no natural notion similar to the weighted rank for this setting.

It would also be interesting to better understand the limitations and trade-offs in this and similar models. For example, what regimes of parameter allow constant-competitive or \((1 - \varepsilon)\)-competitive algorithms?
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Abstract

The Colour Refinement procedure and its generalisation to higher dimensions, the Weisfeiler-Leman algorithm, are central subroutines in approaches to the graph isomorphism problem. In an iterative fashion, Colour Refinement computes a colouring of the vertices of its input graph.

A trivial upper bound on the iteration number of Colour Refinement on graphs of order $n$ is $n - 1$. We show that this bound is tight. More precisely, we prove via explicit constructions that there are infinitely many graphs $G$ on which Colour Refinement takes $|G| - 1$ iterations to stabilise. Modifying the infinite families that we present, we show that for every natural number $n \geq 10$, there are graphs on $n$ vertices on which Colour Refinement requires at least $n - 2$ iterations to reach stabilisation.

1 Introduction

Colour Refinement, which is also known as Naïve Vertex Classification or the 1-dimensional Weisfeiler-Leman algorithm (1-WL), is an important combinatorial algorithm in theoretical and practical approaches to the graph isomorphism problem. In an iterative fashion, it refines an isomorphism-invariant partition of the vertex set of the input graph. This process stabilises at some point and the final partition can often be used to distinguish non-isomorphic graphs [3]. Colour Refinement can be implemented to run in time $O((m + n) \log n)$, where $n$ is the order of the input graph and $m$ is its number of edges [6, 29]. Most notably, its efficient implementations are used in all competitive graph isomorphism solvers (such as Nauty and Traces [30], Bliss [19] and saucy [7]).

Colour Refinement has been rediscovered many times, one of its first occurrences being in a paper on chemical information systems from the 1960s [31]. The procedure is applied in plenty of other fields, for example, it can be modified to reduce the dimension of linear programs significantly [14]. Other applications are in the context of graph kernels [34] or static program analysis [27]. A recently discovered connection to deep learning shows that the expressive power of Colour Refinement is captured by graph neural networks [32].

As described above, Colour Refinement computes a stable colouring of its input graph. It is known that two given graphs result in equal colourings, i.e. are not distinguished by Colour Refinement, if and only if there is a fractional isomorphism between them [12, 33, 35]. Moreover, the graphs which Colour Refinement identifies up to isomorphism (i.e. distinguishes from all non-isomorphic ones) have been completely characterised [2, 24].
To obtain its final colouring, the algorithm proceeds in iterations. In this paper, we investigate how many iterations it takes for the algorithm to terminate. More specifically, for \( n \in \mathbb{N} \), we are interested in \( WL_1(n) \), the maximum number of iterations required to reach stabilisation of Colour Refinement among all graphs of order \( n \).

While not directly linked to the running time on a sequential machine, the iteration number corresponds to the parallel running time of Colour Refinement (on a standard PRAM model) [17, 25]. Furthermore, via a connection to counting logics, a bound on the iteration number for graphs of a fixed size directly translates into a bound on the descriptive complexity of the difference between the two graphs, namely into a bound on the quantifier depth of a distinguishing formula in the extension of the 2-variable fragment of first-order logic by counting quantifiers [5, 18]. Moreover, the iteration number of 1-WL equals the depth of a graph neural network that outputs the stable vertex colouring of the underlying graph with respect to Colour Refinement [32].

Considering paths, one quickly determines that \( WL_1(n) \geq \frac{n}{2} - 1 \) holds for every \( n \in \mathbb{N} \). By contrast, on random graphs, the iteration number is asymptotically almost surely 2 [3]. The best published lower bound on the iteration number of Colour Refinement on \( n \)-vertex graphs is \( n - O(\sqrt{n}) \) [26]. Concerning the upper bound, the trivial inequality \( WL_1(n) \leq n - 1 \) holds for every repeated partitioning of a set of size \( n \) and it does not take into account any further properties of the input graph or of the algorithm used to execute the partitioning. Still, no improvement over this upper bound has been established.

Our first main result reads as follows.

\textbf{Theorem 1.} For every \( n \in \mathbb{N}_{\geq 10} \) with \( n = 12 \) or \( n \mod 18 \notin \{6, 12\} \), it holds that \( WL_1(n) = n - 1 \).

Thus, there are infinitely many \( n \in \mathbb{N} \) with \( WL_1(n) = n - 1 \). We can even determine the iteration number up to an additive constant of 1 for all \( n \in \mathbb{N} \) (where the precise numbers for \( n \leq 9 \) can easily be determined computationally), as stated in our second main result.

\textbf{Theorem 2.} For every \( n \in \mathbb{N}_{\geq 10} \), it holds that \( WL_1(n) \in \{n - 2, n - 1\} \).

We obtain our bounds via an empirical approach. More precisely, we have designed a procedure that enables us to systematically generate for all \( n \leq 64 \) graphs of order \( n \) that obey certain constraints (to render the procedure tractable) and on which Colour Refinement takes \( n - 1 \) iterations to stabilise. Analysing the graphs, we have determined the connections between colour classes during the execution of the algorithm in detail. If the vertex degrees that are present in the graph are low, then the connections between colour classes of size 2 are restricted. This allows us to develop an elegant graphical visualisation and a compact string representation of the graphs with low vertex degrees that take \( n - 1 \) iterations to stabilise. Using these encodings, we are able to provide infinite families with \( n - 1 \) Colour Refinement iterations until stabilisation.

Our analysis enables a deep understanding of the families that we present. Via slight modifications of the graph families, we can then cover a large portion of graph sizes and, allowing to go from connected graphs to general graphs, we can construct the graphs that yield Theorem 2.

Due to space limits, we omit some of the proof details here and defer the reader to the full version for them [21].
Related work

Colour Refinement is the 1-dimensional version of the so-called Weisfeiler-Leman algorithm. For every \( k \in \mathbb{N} \), there exists a generalisation of it \((k\text{-WL})\), which colours vertex \( k\)-tuples in the input graph instead of single vertices only. See [20] for an in-depth study of the main parameters of Colour Refinement and \( k\text{-WL}\).

Similarly as for Colour Refinement, one can consider the number \( \text{WL}_k(n) \) of iterations of \( k\text{-WL} \) on graphs of order \( n \). Notably, contrasting our results for Colour Refinement, in [22], it was first proved that the trivial upper bound of \( \text{WL}_2(n) \leq n^2 - 1 \) is not even asymptotically tight (see also the journal version [23]). This foundation fostered further work, leading to an astonishingly good new upper bound of \( O(n \log n) \) on the iteration number of 2-WL [28].

For fixed \( k > 1 \), it is already non-trivial to show linear lower bounds on \( \text{WL}_k(n) \). Modifying a construction of Cai, Füredi, and Immerson [5], this was achieved by Füredi [9], who showed that \( \text{WL}_k(n) \in \Omega(n) \), remaining to date the best known lower bound when the input is supposed to be a graph. Only when considering structures with relations of higher arity than 2 as input, better lower bounds on the iteration number of \( k\text{-WL} \) have been proved [4].

For \( k > 2 \), regarding upper bounds on the iteration number of \( k\text{-WL} \), without further knowledge about the input graph, no significant improvements over the trivial \( n^k - 1 \) are known.\(^1\) Still, when the input graph has bounded treewidth or is a 3-connected planar graph, polylogarithmic bounds on the iteration number of \( k\text{-WL} \) needed to identify the graph have been published [17, 36].

Although for every \( k \), there are non-isomorphic graphs that are not distinguished by \( k\text{-WL} \) [5], it is known that for every graph class with a forbidden minor, a sufficiently high-dimensional Weisfeiler-Leman algorithm correctly decides isomorphism [13]. Recent results give new upper bounds on the dimension needed for certain interesting graph classes [15, 16]. A closely-related direction of research investigates what properties the Weisfeiler-Leman algorithm can detect in graphs [1, 8, 10].

2 Preliminaries

By \( \mathbb{N} \), we denote the set of natural numbers, i.e. \( \{1, 2, \ldots\} \). We set \( \mathbb{N}_0 := \mathbb{N} \cup \{0\} \) and, for \( k, \ell \in \mathbb{N}_0 \), we define \( [k, \ell] := \{n \in \mathbb{N}_0 \mid k \leq n \leq \ell\} \) and \( [k] := [1, k] \). For a set \( S \), a partition of \( S \) is a set \( \Pi \) of non-empty sets such that \( \bigcup_{M \in \Pi} M = S \) and for all \( M, M' \in \Pi \) with \( M \neq M' \), it holds that \( M \cap M' = \emptyset \). For two partitions \( \Pi \) and \( \Pi' \) of the same set \( S \), we say that \( \Pi' \) is finer than \( \Pi \) (or \( \Pi' \) refines \( \Pi \)) if every element of \( \Pi' \) is a (not necessarily proper) subset of an element of \( \Pi \). We write \( \Pi \succeq \Pi' \) (and equivalently \( \Pi' \preceq \Pi \)) to express that \( \Pi' \) is finer than \( \Pi \). Concurrently, we say that \( \Pi \) is coarser than \( \Pi' \). Note that if both \( \Pi \succeq \Pi' \) and \( \Pi' \succeq \Pi \) hold, then \( \Pi = \Pi' \).

For \( S \neq \emptyset \), the partition \( \{S\} \) of \( S \) is the unit partition of \( S \). The partition \( \{\{s\} \mid s \in S\} \) is called the discrete partition of \( S \). A set of cardinality 1 is a singleton.

All graphs that we consider in this paper are finite and simple, i.e. undirected without self-loops at vertices. For a graph with vertex set \( V(G) \) and edge set \( E(G) \), its order is \( |G| := |V(G)| \). For a vertex \( v \in V(G) \), we denote by \( N(v) \) the neighbourhood of \( v \) in \( G \), i.e. the set \( \{w \mid \{v, w\} \in E(G)\} \). Similarly, for a vertex set \( W \), we set \( N(W) := \{v \mid v \notin W, \exists w \in W : v \in N(w)\} \). The degree of a vertex \( v \) is \( \text{deg}(v) := |N(v)| \). (Since the graph \( G \)

\(^1\) The bound \( n^k - 1 \) is not tight, since the initial partition of the \( k\)-tuples already has multiple classes, for example, one consisting of all tuples of the form \( (v, v, \ldots, v) \).
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will be clear from the context, we do not need to include it in our notation.) We also set 
\( \text{deg}(G) := \{ \text{deg}(v) \mid v \in V(G) \} \). If there is a \( d \in \mathbb{N}_0 \) such that \( \text{deg}(G) = \{ d \} \), the graph \( G \) is \( d \)-regular. A regular graph is a graph that is \( d \)-regular for some \( d \in \mathbb{N}_0 \). By a matching, we 
mean a 1-regular graph.

Let \( G \) be a graph with at least two vertices. If there are sets \( \emptyset \neq P, Q \subseteq V(G) \) such that 
\( V(G) = P \cup Q \) and \( P \cap Q = \emptyset \) and \( E(G) \cap \{ \{ v, w \} \mid v, w \in P \} = \emptyset = E(G) \cap \{ \{ v, w \} \mid v, w \in Q \} \), then 
\( G \) is bipartite (on bipartition \((P, Q)\)). If, additionally, \( \{ \{ v, w \} \mid v \in P, w \in Q \} = E(G) \), the 
graph \( G \) is complete bipartite.

For \( k, \ell \in \mathbb{N}_0 \), a \((k, \ell)\)-biregular graph (on bipartition \((P, Q)\)) is a bipartite graph on 
partition \((P, Q)\) such that for every \( v \in P \), it holds that \( |N(v)| = k \), and for every \( w \in Q \), it 
holds that \( |N(w)| = \ell \). A biregular graph is a graph \( G \) for which there are \( P, Q \subseteq V(G) \) and 
\( k, \ell \in \mathbb{N}_0 \) such that \( G \) is \((k, \ell)\)-biregular on bipartition \((P, Q)\).

For a graph \( G \) and a set \( V' \subseteq V(G) \), we let \( G[V'] \) be the induced subgraph of \( G \) on \( V' \), i.e. 
the subgraph of \( G \) with vertex set \( V' \) and edge set \( E(G) \cap \{ \{ v, w \} \mid v, w \in V' \} \). We define 
\( G - V' := G[V(G) \setminus V'] \). Furthermore, for vertex sets \( V_1, V_2 \subseteq V(G) \), we denote by \( G[V_1, V_2] \) the 
graph with vertex set \( V_1 \cup V_2 \) and edge set \( E(G) \cap \{ \{ v_1, v_2 \} \mid v_1 \in V_1, v_2 \in V_2 \} \).

A coloured graph is a tuple \((G, \lambda)\), where \( G \) is a graph and \( \lambda : V(G) \to C \) is a function 
that assigns colours (i.e. elements from a particular set \( C \)) to the vertices. We interpret all 
graphs treated in this paper as coloured graphs. If the colouring is not specified, we assume 
a monochromatic colouring, i.e. all vertices have the same colour.

For a coloured graph \( G \) with colouring \( \lambda \), a (vertex) colour class of \( G \) is a maximal set of 
vertices that all have the same \( \lambda \)-colour. Every graph colouring \( \lambda \) induces a partition \( \pi(\lambda) \) of 
\( V(G) \) into the vertex colour classes with respect to \( \lambda \).

## 3 Colour Refinement

Colour Refinement proceeds by iteratively refining a partition of the vertex set of its input 
graph until the partition is stable with respect to the refinement criterion.

**Definition 3 (Colour Refinement).** Let \( \lambda : V(G) \to C \) be a colouring of the vertices of a 
graph \( G \), where \( C \) is some set of colours. The colouring computed by Colour Refinement 
on input \((G, \lambda)\) is defined recursively: we set \( \chi_G^0 := \lambda \), i.e. the initial colouring is \( \lambda \). For 
\( i \in \mathbb{N} \), the colouring \( \chi_G^i \) computed by Colour Refinement after \( i \) iterations on \( G \) is defined as 
\( \chi_G^i(v) := (\chi_G^{i-1}(v), \|\chi_G^{i-1}(w)\| \mid w \in N(v)) \).

That is, \( \chi_G^i(v) \) consists of the colour of \( v \) from the previous iteration as well as the 
multiset of colours of neighbours of \( v \) from the previous iteration. It is not difficult to see 
that \( \pi(\chi_G^{i-1}) \succeq \pi(\chi_G^i) \) holds for every graph \( G \) and every \( i \in \mathbb{N} \). Therefore, there is a unique 
minimal integer \( j \) such that \( \pi(\chi_G^j) = \pi(\chi_G^{j+1}) \). For this value \( j \), we define the output of 
Colour Refinement on input \((G, \lambda)\) to be \( \chi_G := \chi_G^j \) and call \( \pi(\chi_G) \) the stable colouring 
and the stable partition, respectively, of \( G \). Accordingly, executing \( i \) Colour Refinement 
iterations on \( G \) means computing the colouring \( \chi_G^i \). We call a graph \( G \) with initial colouring 
\( \lambda \) and the induced partition \( \pi(\lambda) \) stable if \( \pi(\lambda) = \pi(\chi_G) \). Note that if \( \lambda \) is stable, then for all 
P, Q \in \pi(\lambda) with \( P \neq Q \), the graph \( G[P] \) is regular and the graph \( G[P, Q] \) is biregular.

Colour Refinement can be used to check whether two given graphs \( G \) and \( G' \) are non-
isomorphic by computing the stable colouring on the disjoint union of the two. If there is a 
colour \( C \) such that, in the stable colouring, the numbers of vertices of colour \( C \) differ in \( G \) 
and \( G' \), they are non-isomorphic. However, even if they agree in every colour class size in 
the stable colouring, the graphs might not be isomorphic. It is non-trivial to describe for 
which graphs this isomorphism test is always successful (see [2, 24]).
We write $WL_1(G)$ for the number of iterations of Colour Refinement on input $G$, that is, $WL_1(G) = j$, where $j$ is the minimal integer for which $\pi(\chi_j G) = \pi(\chi_{j+1} G)$. Similarly, for $n \in \mathbb{N}$, we write $WL_1(n)$ to denote the maximum number of iterations that Colour Refinement needs to reach stabilisation on an $n$-vertex graph.

We call every graph $G$ with $WL_1(G) = |G| - 1$ a long-refinement graph.

**Fact 5.** Let $G$ be an uncoloured path with $n$ vertices. Then $WL_1(G) = \lfloor \frac{n - 1}{2} \rfloor$.

**Proof sketch.** In the first iteration, the two end vertices are distinguished from all others because they are the only ones with degree 1. Then in each iteration, the information of being adjacent to a “special” vertex, i.e. the information about the distance to a vertex of degree 1, is propagated one step closer to the vertices in the centre of the path. This procedure takes $\lfloor \frac{n - 1}{2} \rfloor$ iterations.

In 2015, Krebs and Verbitsky improved on the explicit linear lower bound for graphs of order $n$ given by Fact 5 by constructing a family of pairs of graphs whose members of order $n$ can only be distinguished after $n - 8\sqrt{n}$ Colour Refinement iterations (see [26, Theorem 4.6]). Hence, since for a set $\{v_1, \ldots, v_n\} =: S$ and every sequence $\pi_1, \ldots, \pi_\ell$ of partitions of $S$ that satisfy

$$\pi_1 \trianglerighteq \pi_2 \trianglerighteq \cdots \trianglerighteq \{\{v_1\}, \ldots, \{v_n\}\} = \pi_\ell,$$

it holds that $\ell \leq n - 1$, we obtain the following corollary.

**Corollary 6.** For every $n \in \mathbb{N}$, it holds that $n - 8\sqrt{n} \leq WL_1(n) \leq n - 1$.

It has remained open whether any of the two bounds is tight. In preliminary research conducted together with Gödicke and Schweitzer, towards improving the lower bound, the first author took up an approach to reverse-engineer the splitting of colour classes. Gödicke’s implementation of those split procedures led to the following result.

**Theorem 7 ([11]).** For every $n \in \{1, 10, 11, 12\}$, it holds that $WL_1(n) = n - 1$. For $n \in [2, 9]$, it holds that $WL_1(n) < n - 1$.

Unfortunately, due to computational exhaustion, it was not possible to test for larger graph sizes. Also, the obtained graphs do not exhibit any structural properties that would lend themselves for a generalisation to larger orders. Using a fast implementation of Colour Refinement, we could verify that there are exactly 16 long-refinement graphs of order 10, 24 long-refinement graphs of order 11, 32 of order 12, and 36 of order 13. However, again, with simple brute-force approaches, we could not go beyond this number exhaustively.

### 4 Compact Representations of Long-Refinement Graphs

In the light of the previous section, the question whether the lower bound obtained by Krebs and Verbitsky is asymptotically tight has remained open. With the brute-force approach, it becomes infeasible to test all graphs of orders much larger than 10 exhaustively for their number of Colour Refinement iterations until stabilisation. Still, knowing that there exist long-refinement graphs, it is natural to ask whether the ones presented in [11] are exceptions or whether there are infinitely many such graphs. We show that the latter is the case.

When the input is a coloured graph with at least two vertex colours, the initial partition already has two elements. Hence, all long-refinement graphs are monochromatic. Therefore, in the following, all initial input graphs are considered to be monochromatic.
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\[ \textbf{Proposition 8.} \] Let \( G \) be a graph and let \( n := |G| \). If there exists an \( i \in \mathbb{N}_0 \) such that \(|\{\chi_G^{i+1}(v) \mid v \in V(G)\}| - |\{\chi_G^i(v) \mid v \in V(G)\}| \geq 2 \) holds, then \( G \) is not a long-refinement graph.

\textbf{Proof.} Every pair of partitions \( \pi, \pi' \) with \( \pi \preceq \pi' \) satisfies \( |\pi'| \geq |\pi| + 1 \). Thus, every sequence of partitions of the form
\[
\pi_1 := \{\{v_1, \ldots, v_n\}\} \preceq \pi_2 \preceq \cdots \preceq \{\{v_1\}, \ldots, \{v_n\}\} =: \pi_n
\]
must satisfy \( |\pi_i| = |\pi_{i-1}| + 1 \) for all \( i \in [2, n] \). ◼

The proposition implies that, in order to find long-refinement graphs, we have to look for graphs in which, in every Colour Refinement iteration, only one additional colour class appears. That is, in each iteration, only one colour class is split and the splitting creates exactly two new colour classes.

\[ \textbf{Corollary 9.} \] Let \( G \) be a long-refinement graph with at least two vertices. Then there exist \( d_1, d_2 \in \mathbb{N}_0 \) with \( d_1 \neq d_2 \) and such that \( \deg(G) = \{d_1, d_2\} \).

\textbf{Proof.} This is a direct consequence of Proposition 8: every (monochromatic) regular graph \( G \) satisfies \( \text{WL}_1(G) = 0 \) and if there were more than two vertex degrees present in \( G \), we would have \(|\{\chi_G^0(v) \mid v \in V(G)\}| - |\{\chi_G^0(v) \mid v \in V(G)\}| \geq 3 - 1 \geq 2 \). ◼

We can thus restrict ourselves to graphs with exactly two vertex degrees.

\[ \textbf{Notation 10.} \] For a graph \( G \) and \( i \in \mathbb{N}_0 \), we let \( \pi_G^i \) denote the partition induced by \( \chi_G^i \) on \( V(G) \), i.e. after \( i \) Colour Refinement iterations on \( G \). If \( G \) is clear from the context, we omit it in the expression.

As a result of the regularity conditions that must hold for the bipartite graph \( G[V_1, V_2] \), we make the following observation. It implies that, in a long-refinement graph, to determine the class \( C \) that is split in iteration \( i \), it suffices to consider the neighbourhood of an arbitrary class obtained in the preceding iteration.

\[ \textbf{Lemma 11.} \] Let \( G \) be a graph. Suppose there are \( i \in \mathbb{N} \) and \( C_1, C_2, C' \) with \( \pi_i \setminus \pi_i^{-1} = \{C_1, C_2\} \) and \( C' \in \pi_i \setminus \pi_i^{-1} \). Then there are vertices \( v'_1, v'_2 \in C' \) such that \( |N(v'_1) \cap C_1| \neq |N(v'_2) \cap C_1| \).

\textbf{Proof.} Note that there must be a \( C \in \pi_i^{-1} \setminus \pi_i \) with \( C_1 \cup C_2 = C \). Since \( C' \in \pi_i \) and \( C \in \pi_i^{-1} \), there is a \( d \in \mathbb{N}_0 \) such that for every \( v \in C' \), it holds that \( d = |N(v) \cap C_1| \). Since \( \{C_1, C_2\} = \pi_i \setminus \pi_i^{-1} \) and \( C' \notin \pi_i^{-1} \), there are vertices \( v'_1, v'_2 \in C' \) such that \( |N(v'_1) \cap C_1| \neq |N(v'_2) \cap C_1| \) or \( |N(v'_1) \cap C_2| \neq |N(v'_2) \cap C_2| \). In the first case, we are done. In the second case, we obtain \( |N(v'_1) \cap C_1| = \frac{d}{d} N(v'_1) \cap C_2| \neq |N(v'_2) \cap C_2| = |N(v'_2) \cap C_1| \). ◼

Note that the validity of the lemma depends on the assumption \( \{C_1, C_2\} = \pi_i \setminus \pi_i^{-1} \), which by Proposition 8 is always fulfilled in long-refinement graphs as long as \( \pi_i^{-1} \neq \pi_i \).

\[ \textbf{Corollary 12.} \] No graph with more than one connected component is a long-refinement graph.

\textbf{Proof.} By Corollary 9, the graph cannot have isolated vertices, since the subgraph formed by the other connected components would have to be \( d \)-regular for some \( d \geq 1 \). Therefore, the stable partition would not be discrete.
Suppose $G$ is a long-refinement graph in which every connected component has size at least 2. Then there is an iteration $i$ for which there is a unique connected component with vertex set $V'$ such that the current partition is discrete on $V'$ but not discrete on the other connected components. Then the vertex sets $C_1$, $C_2$ from Lemma 11 must be subsets of $V'$. However, the lemma implies that no further classes are split because none is adjacent to $C_1$ or $C_2$.

We can therefore restrict ourselves to connected graphs. The only connected graphs $G$ with $\deg(G) = \{1, 2\}$ are paths and, by Fact 5, they are not long-refinement graphs. Thus, the smallest degree pairs for a search for candidates are $\{1, 3\}$ and $\{2, 3\}$.

**Lemma 13.** Let $G$ be a long-refinement graph. Then $|\{v \in V(G) \mid \deg(v) = 1\}| \leq 2$.

Table 1 displays the adjacency lists of two long-refinement graphs on 12 and 14 vertices, respectively, which each have exactly one vertex of degree 1.

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Adjacency lists of long-refinement graphs $G$ with $\deg(G) = {1, 5}$ (left) and $\deg(G) = {1, 3}$ (right), respectively.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v$</td>
<td>$N(v)$</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>1</td>
<td>0,2,3,4,5</td>
</tr>
<tr>
<td>2</td>
<td>1,3,5,7,10</td>
</tr>
<tr>
<td>3</td>
<td>1,2,4,6,10</td>
</tr>
<tr>
<td>4</td>
<td>1,3,5,9,11</td>
</tr>
<tr>
<td>5</td>
<td>1,2,4,8,11</td>
</tr>
<tr>
<td>6</td>
<td>5,9,11</td>
</tr>
</tbody>
</table>

The lemma allows us to reduce the decision problem whether there are infinitely many long-refinement graph with degrees in $\{1, 2, 3\}$ to the question whether there are such families with degrees in $\{2, 3\}$. The proof of the lemma as well as this reduction can be found in [21]. With the help of the tool Nauty [29], our quest for long-refinement graphs with degrees 2 and 3 was successful. Exploiting the degree restrictions and some other conditions that we imposed to render the search tractable, it was possible to test for graphs up to order 64.

We found graphs $G$ with $n = 1$ Colour Refinement iterations, where $n = |G|$, for all even $n \in \{10, 64\} \setminus \{24, 30, 42, 48, 60\}$ and for all odd $n \in \{11, 63\} \setminus \{21, 27, 39, 45, 57, 63\}$.

In the following, in order to generalise the results, we analyse the obtained graphs. Among our computational results, the even-order graphs $G$ have the following property in common: there is an iteration $j$ such that for every $c \in \chi^j_G(V(G))$, it holds that $|\{v \in V(G) \mid \chi^j_G(v) = c\}| = 2$. That is, with respect to their assigned colours, the vertices remain in pairs until there are no larger colour classes left. Then the first such pair is split into singletons, which must induce a splitting of another pair, and so on, until the discrete partition is obtained. (Similar statements hold for the odd-order long-refinement graphs, but are more technical.)

In the following, a pair is a set of two vertices which occurs as a colour class during the execution of Colour Refinement. That is, vertices $v, v'$ form a pair if and only if $\{v, v'\}$ is an element of $\pi'$ for some $i \in \mathbb{N}_0$.

As just argued, there is a splitting order on the pairs, i.e., a linear order $\prec$ induced by the order in which pairs are split into singletons. We now examine the possible connections between pairs.

From now on, we make the following assumption.
The Iteration Number of Colour Refinement

- **Assumption 14.** \(G\) is a long-refinement graph with \(\deg(G) = \{2, 3\}\) and such that there is an \(i \in \mathbb{N}_0\) for which \(\pi^i\) contains only pairs. Let \(\prec\) be the splitting order of these pairs.

We call pairs \(P_1, P_2 \subseteq V(G)\) successive if \(P_2\) is the successor of \(P_1\) with respect to \(\prec\). Note that for successive pairs \(P_1, P_2\), in the graph \(G[P_1, P_2]\), every \(v_2 \in P_2\) must have the same number of neighbours in \(P_1\); otherwise it would hold that \(P_2 \prec P_1\). By a simple case analysis, together with an application of Lemma 11, this rules out all connections but matchings for successive pairs.

- **Corollary 15.** Let \(P_1\) and \(P_2\) be successive pairs. Then \(G[P_1, P_2]\) is a matching.

Towards a compact representation of the graphs, we further examine the connections between pairs \(P_1\) and \(P_2\) with \(S(P_1) \prec P_2\), where \(S(P_1)\) is the successor of \(P_1\) with respect to \(\prec\).

- **Lemma 16.** Let \(P_1\) be a pair. Then exactly one of the following holds.
  
  \begin{itemize}
    \item \(P_1 \neq \min(\prec)\) and for every pair \(P_2\) with \(S(P_1) \prec P_2\), it holds that \(E(G[P_1, P_2]) = \emptyset\).
    \item \(P_1 = \min(\prec)\) and there are exactly two choices \(P_2, P_2'\) for a pair \(P'\) with \(S(P_1) \prec P'\) such that \(E(G[P_1, P']) \neq \emptyset\). Furthermore, there is a vertex \(v_1 \in P_1\) such that \(G[v_1], P_2\) and \(G[P_1 \setminus \{v_1\}, P_2']\) are complete bipartite and \(E(G[v_1], P_2) = E(G[P_1 \setminus \{v_1\}, P_2']) = \emptyset\).
  \end{itemize}

**Proof.** Suppose \(P_1 \neq \min(\prec)\). If \(P_1 = \max(\prec)\), the statement trivially holds. Otherwise, by Corollary 15, every vertex \(v_1 \in P_1\) has exactly one neighbour in \(S(P_1)\) and exactly one neighbour in the predecessor of \(P_1\), i.e. in the unique pair \(A(P_1)\) such that \(P_1 = S(A(P_1))\). Thus, due to the degree restrictions, \(v_1\) can have at most one additional neighbour in a pair \(P'\) with \(P_1 \prec P'\) and \(P' \neq S(P_1)\). However, if \(v_1\) had a neighbour in such a \(P'\), the graph \(G[v_1, P']\) would not be biregular, implying that \(P' = S(P_1)\), a contradiction. Therefore, \(N(v_1) \subseteq A(P_1) \cup P_1 \cup S(P_1)\) and thus, \(N(P_1) \subseteq A(P_1) \cup S(P_1)\). In particular, for every pair \(P_2\) with \(P_1 \prec P_2\) and \(P_2 \neq S(P_1)\), it holds that \(E(G[P_1, P_2]) = \emptyset\).

Now suppose that \(P_1 = \min(\prec)\). Since the splitting of \(P_1\) must be induced by a splitting of a union of two pairs and \(G[P_1, S(P_1)]\) is biregular and \(G[P_1]\) is regular, we cannot have \(N(P_1) \subseteq S(P_1)\). Thus, there is a pair \(P_2\) with \(S(P_1) \prec P_2\) and such that \(E(G[P_1, P_2]) \neq \emptyset\). Let \(v_1 \in P_1\) be a vertex with \(N(v_1) \cap P_1 \neq \emptyset\). Then \(P_2 \subseteq N(v_1)\), otherwise \(P_2 = S(P_1)\). Thus, \(G[v_1, P_2]\) is complete bipartite. Therefore and due to the degree restrictions, \(v_1\) has exactly three neighbours: one in \(S(P_1)\) and two in \(P_2\). In particular, for every pair \(P_2'\) with \(P_2 \neq P_2' \neq S(P_1)\), it holds that \(E(G[v_1, P_2']) = \emptyset\).

Let \(v'_1 \neq v_1\) be the second vertex in \(P_1\). Since the splitting of \(P_1\) induces the splitting of \(S(P_1)\), by Proposition 8, for every pair \(P'\) with \(P_1 \neq P' \neq S(P_1)\), the graph \(G[v_1', P']\) must be biregular, i.e. either empty or complete bipartite.

Moreover, since \(\deg(v_1) = 3\), also \(\deg(v'_1) = 3\). By Corollary 15, \(|N(v_1') \cap S(P_1)|| = 1\). Therefore, there is exactly one pair \(P_2'\) such that \(G[v_1', P_2']\) is complete bipartite and for all other pairs \(P'\) with \(P_1 \neq P' \neq S(P_1)\), the graph \(G[v_1', P']\) is empty.

Suppose \(P_2' = P_2\). Choose \(i\) such that \(\pi^{i+1} \setminus \pi^i = \{P_1\}\). Then the unique element in \(\pi^{i+1} \setminus \pi^i\) is a union of two pairs, whose splitting induces the splitting of \(P_1\). However, \(N(P_1) = S(P_1) \cup P_2\) and both graphs \(G[P_1, S(P_1)]\) and \(G[P_1, P_2]\) are biregular.

Thus, \(P_2' \neq P_2\), which concludes the proof.

Corollary 15 and Lemma 16 characterise \(G[P_1, P_2]\) for all pairs \(P_1 \neq P_2\). Thus, all additional edges must be between vertices from the same pair. Hence, we can use the following compact graphical representation to fully describe the graphs of order at least 12.
that we found. As the set of nodes, we take the pairs. We order them according to \( \prec \) and connect successive pairs with an edge representing the matching. If the two vertices of a pair are adjacent, we indicate this with a loop at the corresponding node. The only other type of connection between pairs is constituted by the edges from \( \min(\prec) \) to two other pairs which form the last colour class of size 4, i.e. a colour class of size 4 in the partition \( \pi^i \) for which \( \pi^{i+1} \setminus \pi^{i+2} = \{\min(\prec)\} \). We indicate this type of edge with a dotted curve.

An example graph as well as the evolution of the colour classes computed by Colour Refinement on the graph is depicted in Figure 1.

Figure 1 Top left: A long-refinement graph \( G \) on 32 vertices. The subsequent pictures show the partitions of \( V(G) \) after the first 15 Colour Refinement iterations. There are 16 further iterations not depicted here, which consist in the splitting of the pairs into singletons.

In fact, there is an even more compact representation for our even-order long-refinement graphs.

**Notation 17.** Since \( \prec \) is a linear order, we can also use a string representation to fully describe the graphs. For this, we introduce the following notation, letting \( A(P) \) and \( S(P) \) be the predecessor and successor of \( P \), respectively, with respect to \( \prec \).

- 0 represents a pair of vertices of degree 2.
- 1 represents a pair \( P \) of vertices of degree 3 that is not the minimum of \( \prec \) and for which \( N(P) \subseteq A(P) \cup S(P) \). (This implies that \( P \in E(G) \).
- \( X \) represents a pair \( P \) of vertices of degree 3 that is not the minimum of \( \prec \) and for which \( N(P) \not\subseteq A(P) \cup S(P) \).
- \( S \) represents the minimum of \( \prec \).

Thus, by Lemma 16, there are exactly two pairs of type \( X \), namely \( P_2 \) and \( P'_2 \) from the lemma. Now we can use the alphabet \( \Sigma = \{0, 1, S, X\} \) and the order \( \prec \) to encode the graphs in strings. The \( i \)-th letter of a string is the \( i \)-th element of \( \prec \). Note that \( S \) is always a pair of non-adjacent vertices of degree 3 due to the degree restrictions. For example, the string representation for the graph in Figure 1 is S11100111X1X1110.
Formally, for every \( \ell \geq 3 \) and every string \( \Xi : [\ell] \to \{0, 1, S, X\} \) with \( \Xi(1) = S \) and \( \Xi^{-1}(X) = \{r, r'\} \) for some \( r, r' \in [\ell] \) with \( r < r' \), we define the corresponding graph \( G := G(\Xi) \) with \( V(G) = \{v_{i,j} \mid i \in [\ell], j \in [2]\} \) and

\[
E(G) = \left\{ \{v_{i,1}, v_{i,2}\} \mid i \in [\ell], \Xi(i) = 1 \right\} \cup \\
\{\{v_{i,j}, v_{i+1,j}\} \mid i \in [\ell - 1], j \in [2]\} \cup \\
\{\{v_{r,j}, v_{1,1}\} \mid j \in [2]\} \cup \\
\{\{v_{r,j}, v_{1,2}\} \mid j \in [2]\}.
\]

We use this encoding in the next section, which contains our main results.

5 Infinite Families of Long-Refinement Graphs

In this section, we present infinite families of long-refinement graphs. We adapt them further to deduce that \( \text{WL}_1(n) \geq n - 2 \) holds for all \( n \in \mathbb{N}_{\geq 10} \).

For \( w \in \{0, 1\}^* \), the notation \( (w)^k \) abbreviates the \( k \)-fold concatenation of \( w \). We let \( 1^k := (1)^k \).

\[\text{Figure 2}\] A visualisation of the graph with string representation \( S011XX \) and the evolution of the colour classes in the first 5 Colour Refinement iterations on the graph.

\[\text{Theorem 18.}\] For every string \( \Xi \) contained in the following sets, the graph \( G(\Xi) \) is a long-refinement graph.

\[\{S011XX\}\]
\[\{S1^k001kX1X10 \mid k \in \mathbb{N}_0\}\]
\[\{S1^k1001kXX1X0 \mid k \in \mathbb{N}_0\}\]
\[\{S1^k0011kXX1X0 \mid k \in \mathbb{N}_0\}\]
\[\{S011(011)^k00(110)^kXX(011)^k0 \mid k \in \mathbb{N}_0\}\]
\[\{S(011)^k00(110)^k1X0X1(011)^k0 \mid k \in \mathbb{N}_0\}\]

We only present the parts of the proof that are most essential for an intuition why the graphs are indeed long-refinement graphs. The full proof can be found in [21].

\[\text{Proof.}\] Let \( G := G(S011XX) \) (cf. Figure 2). The vertices \( v_{2,1} \) and \( v_{2,2} \) are the only ones of degree 2. Thus,

\[
\pi^1 = \left\{ \{v_{2,1}, v_{2,2}\}, V(G) \setminus \{v_{2,1}, v_{2,2}\} \right\},
\]

\[
\pi^2 = \left\{ \{v_{2,1}, v_{2,2}\}, \{v_{i,j} \mid i \in \{1, 3\}, j \in [2]\}, \{v_{i,j} \mid i \in [4, 6], j \in [2]\} \right\}.
\]
Then
\[ \pi^3 = \{ \{v_{1,1}, v_{1,2}\}, \{v_{2,1}, v_{2,2}\}, \{v_{3,1}, v_{3,2}\}, \{v_{i,j} | i \in [4,6], j \in [2]\}\}, \]

since the vertices in the S-pair have no neighbours in \{v_{i,j} | i \in \{1,3\}, j \in [2]\}. Similarly,
\[ \pi^4 = \{ \{v_{1,1}, v_{1,2}\}, \{v_{2,1}, v_{2,2}\}, \{v_{3,1}, v_{3,2}\}, \{v_{4,1}, v_{4,2}\}, \{v_{i,j} | i \in [5,6], j \in [2]\}\}, \]
\[ \pi^5 = \{ \{v_{i,j} | j \in [2]\} | i \in [6]\}. \]

Now the splitting of the last colour class of size 4 into two X-pairs induces the splitting of the S-pair into singletons, which is propagated linearly according to \(\prec\), adding 6 further iterations, thus summing up to 11 iterations.

We now consider the various infinite families of graphs. The proofs for them work similarly by induction over \(k\). Therefore, we only present the full detailed proof for the family \{S^k001^kX1X1^k0 | k \in \mathbb{N}_0\}, which includes the graph from Figure 1.

For \(k = 0\), the graph \(G_0 \colonequals G(S001X1X0)\) has 14 vertices. It is easy to verify that it indeed takes 13 Colour Refinement iterations to stabilise. We sketch how Colour Refinement processes the graph: for this, for \(i \in \mathbb{N}_0\), we let \(\pi^1_0\) denote the partition of \(V(G_0)\) induced by \(\chi_{G_0}^1\), i.e. after \(i\) iterations of Colour Refinement on \(G_0\). First, vertices are assigned colours indicating their degrees. That is,
\[ \pi^1_0 = \{ \{v_{i,j} | i \in \{2,3,7\}, j \in [2]\}, \{v_{i,j} | i \in \{1,4,5,6\}, j \in [2]\}\}. \]

Now
\[ \pi^2_0 = \{ \{v_{i,j} | i \in \{2,3,7\}, j \in [2]\}, \{v_{i,j} | i \in \{1,4,6\}, j \in [2]\}, \{v_{5,i} | j \in [2]\}\}, \]

since the vertices contained in the 1-pair are not adjacent to vertices from 0-pairs. Since no vertex contained in the S-pair is adjacent to any vertex from the 1-pair, we obtain
\[ \pi^3_0 = \{ \{v_{i,j} | i \in \{2,3,7\}, j \in [2]\}, \{v_{i,j} | i \in \{4,6\}, j \in [2]\}, \{v_{5,i} | j \in [2]\}\}. \]

Furthermore,
\[ \pi^4_0 = \{ \{v_{i,j} | i \in \{3,7\}, j \in [2]\}, \{v_{i,j} | i \in \{4,6\}, j \in [2]\}, \{v_{5,i} | j \in [2]\}\}, \]
\[ \pi^5_0 = \{ \{v_{i,j} | j \in [2]\}, \{v_{i,j} | i \in \{4,6\}, j \in [2]\}, \{v_{5,i} | j \in [2]\}\}, \]
\[ \pi^6_0 = \{ \{v_{i,j} | j \in [2]\} | i \in [7]\}, \]
i.e. with respect to the order \(\prec\) induced by the string representation, the first 0-pair, the second 0-pair, and the first X-pair are separated from the others. Once the two X-pairs form separate colour classes, this induces the splitting of S into two singletons, which is propagated linearly through the entire string, adding 7 further iterations, thus summing up to 13 iterations.

For general \(k \geq 1\), let \(G_k \colonequals G(S1^k001^kX1X1^k0)\). To count the iterations of Colour Refinement, we introduce some vocabulary for the pairs in \(G_k\) (see also Figure 1). We let \(V \colonequals \{v_{i,j} | i \in [2, k+1]\cup[k+4, 2k+3]\cup[2k+7, 3k+6], j \in [2]\}\). Note that \(V\) is the set of vertices contained in the subgraphs corresponding to the substrings \(1^k\) in the string representation.
Furthermore, for all \( i \in [k+2] \), we call the set \( \{v_{i,j} \mid i \in \{i, 2k+5-i, 2k+5+i\}, j \in [2]\} \) the \( i \)-th column and denote it by \( V_i \). The 0-th column is the set \( \{v_{2k+5,j} \mid j \in [2]\} \). Thus,

\[
V = \bigcup_{2 \leq i \leq k+1} V_i.
\]

For every \( j \in [2] \), the sets \( \{v_{i,j} \mid i \in [1,k+2]\} \), \( \{v_{i,j} \mid i \in [k+3, 2k+4]\} \), and \( \{v_{i,j} \mid i \in [2k+6, 3k+7]\} \) are called rows. In accordance with Figure 1, we fix an ordering on the rows: the first row is \( \{v_{i,1} \mid i \in [2k+6, 3k+7]\} \), the second row is \( \{v_{i,2} \mid i \in [2k+6, 3k+7]\} \), \ldots, the sixth row is \( \{v_{i,2} \mid i \in [1,k+2]\} \). To be able to refer to the vertices in \( V \) and the adjacent columns more easily, we relabel them: for \( i \in [k+2], j \in [6] \), the vertex \( v_{i,j} \) is defined to be the unique vertex in the \( i \)-th column and the \( j \)-th row.

The following observation is the crucial insight for counting the iterations of Colour Refinement on \( G_k \). We will use it to show that, informally stated, the subgraph \( G_k[V] \) delays the propagation of the splitting of the colour classes in the remainder of the graph by \( k \) iterations whenever the splitting of a colour class contained in \( V_i \) or \( V_{k+2} \) initiates a splitting of a colour class contained in \( V \).

\[\blacktriangledown \textbf{Claim 19.} \] Consider a colouring \( \lambda \) of \( G_k \) and its induced partition \( \pi_k \) of \( V(G_k) \). For \( t \in \mathbb{N}_0 \), let \( \pi_k^t \) be the partition induced by \( \chi^t_{G_k} \) on input \((G_k, \lambda)\). Suppose \( G_k, \lambda, \pi_k \) satisfy the following conditions.

1. There exist \( \ell \in [6] \) and \( I_1, \ldots, I_\ell \subseteq [6] \) such that \( \bigcup_{i \in [\ell]} I_i = [6] \) and \( I_i \cap I_j = \emptyset \) for \( 1 \leq i < j \leq \ell \) and for every \( i \in [\ell] \), it holds that \( \{w_{k+2,j'} \mid j' \in I_i\} \in \pi_k^0 \). That is, \( V_{k+2} \) is a union of colour classes with respect to \( \lambda \).
2. \( \pi_k^t = \{\{w_{k+2,j'} \mid j' \in I_i\} \mid i \in [\ell]\} \cup \{C \setminus V_{k+1} \mid C \in \pi_k^0, C \setminus V_{k+1} \neq \emptyset\} \).
3. For all \( C, C' \subseteq V_{k+1} \) with \( C, C' \in \pi_k^t \), the graph \( G_k[C] \) is regular and \( G_k[C, C'] \) is biregular.

Then for every \( t \in [\ell] \), it holds that

\[
\pi_k^t = \bigcup_{i' \in [\ell]} \{\{w_{k+2-i',j'} \mid j' \in I_i\} \mid i \in [\ell]\} \cup 
\left\{C \setminus \left( \bigcup_{i' \in [\ell]} V_{k+2-i'} \right) \mid C \in \pi_k^0, C \setminus \left( \bigcup_{i' \in [\ell]} V_{k+2-i'} \right) \neq \emptyset\right\}.
\]

The proof of the claim follows by induction on \( t \). For \( t = 1 \), the statement is exactly the second item from the assumptions. The induction step is quite technical and we defer the reader to the full version for the details [21]. Informally speaking, the idea is to show that, within one iteration of Colour Refinement, if there is a a column \( V_i \) with \( i \in [2, k+1] \) whose partition into row indices is strictly coarser than the partition of the column \( V_{i+1} \), then \( V_i \) copies the partition from \( V_{i+1} \) and all other colour classes remain intact.

We call the property described in the claim path propagation from right to left. Modifying the indices, a similar statement yields path propagation from left to right, as formulated in the following claim.

\[\blacktriangledown \textbf{Claim 20.} \] Consider a colouring \( \lambda \) of \( G_k \) and its induced partition \( \pi_k \) of \( V(G_k) \). For \( t \in \mathbb{N}_0 \), let \( \pi_k^t \) be the partition induced by \( \chi^t_{G_k} \) on input \((G_k, \lambda)\). Suppose \( G_k, \lambda, \pi_k \) satisfy the following conditions.

1. There exist \( \ell \in [6] \) and \( I_1, \ldots, I_\ell \subseteq [6] \) such that \( \bigcup_{i \in [\ell]} I_i = [6] \) and \( I_i \cap I_j = \emptyset \) for \( 1 \leq i < j \leq \ell \) and for every \( i \in [\ell] \), it holds that \( \{w_{1,j'} \mid j' \in I_i\} \in \pi_k \). That is, the first column is a union of colour classes with respect to \( \lambda \).
2. \( \pi_k^1 = \{ \{ w_{i,j'} | j' \in I_i \} | i \in [\ell] \} \cup \{ C \setminus V_2 | C \in \pi_k, C \setminus V_2 \neq \emptyset \} \).

3. For all \( C, C' \subseteq V_2 \) with \( C, C' \in \pi_k^1 \), the graph \( G_k[C] \) is regular and \( G_k[C, C'] \) is biregular.

Then for every \( t \in [k] \), it holds that

\[
\pi_k^t = \bigcup_{i' \in [t]} \{ \{ w_{i',j} | j \in I_i \} | i \in [\ell] \}
\cup \{ C \setminus \left( \bigcup_{i' \in [t]} V_{i'} \right) | C \in \pi_k^0, C \setminus \left( \bigcup_{i' \in [t]} V_{i'} \right) \neq \emptyset \}.
\]

Again, we defer the reader to the full version for the proof details for the path propagation.

We are now ready to analyse the run of Colour Refinement on input \( G_k \). Recall that \( \pi_0^t \) denotes the partition induced by \( \chi_{G_0}^t \) on \( V(G_0) \subseteq V(G_k) \). For the following arguments, see also Figure 1.

In \( \pi_k^1 \), the vertices are distinguished according to their degrees. We can then use path propagation from right to left to deduce that

\[
\pi_{k+1}^1 = \pi_0^1 \cup \{ V_i | i \in [2, k+1] \}
\quad \text{and thus} \quad
\pi_{k+2}^1 = \pi_0^2 \cup \{ V_i | i \in [2, k+1] \},
\]

\[
\pi_{k+3}^1 = \pi_0^3 \cup \{ V_i | i \in [2, k+1] \}
\quad \text{and also} \quad
\pi_{k+4}^1 = \pi_0^4 \cup \{ V_i | i \in [2, k+1] \}.
\]

Now path propagation from left to right yields that

\[
\pi_{k+4}^2 = \pi_0^4 \cup \{ \{ w_{i,j} | j \in [4] \} | i \in [2, k+1] \} \cup \{ \{ w_{i,j} | j \in [5, 6] \} | i \in [2, k+1] \}
\]

and \( \pi_{k+5}^2 = \pi_0^5 \cup (\pi_{k+4}^2 \setminus \pi_0^4) \). With three more combinations of path propagation from right to left and path propagation from left to right, we obtain

\[
\pi_{k+13}^6 = \pi_0^{13} \cup \{ \{ w_{i,j} | i \in [2, k+1], j \in [6] \}
\]

which is the discrete partition by the induction assumption for \( k = 0 \).

This implies that on input \( G_k \), Colour Refinement takes \( 6k + 13 \) iterations to stabilise and, since \( |G_k| = 6k + 14 \), it holds that \( WL_1(G_k) = n - 1 \), where \( n = |G_k| \).

**Corollary 21.** There are infinitely many \( n \in \mathbb{N} \) with \( WL_1(n) = n - 1 \).

**Corollary 22.** For every even \( n \in \mathbb{N}_{\geq 12} \) such that \( n = 12 \) or \( n \mod 18 \notin \{ 6, 12 \} \), there is a long-refinement graph \( G \) with \( |G| = n \). The graph \( G \) can be chosen to satisfy \( \deg(G) = \{ 2, 3 \} \).

**Proof.** The string representation S011XX covers \( n = 12 \). The first infinite family from Theorem 18 covers all even \( n \in \mathbb{N}_{\geq 14} \) with \( n = 2 \mod 6 \), i.e. with \( n \mod 18 \in \{ 2, 8, 14 \} \).

The second and the third infinite family both cover all even \( n \in \mathbb{N}_{\geq 16} \) with \( n = 4 \mod 6 \), i.e. with \( n \mod 18 \in \{ 4, 10, 16 \} \). The fourth and the fifth infinite family cover all even \( n \in \mathbb{N}_{\geq 18} \) with \( n = 0 \mod 18 \). Thus, among the even graph orders larger than 12, only the ones with \( n \mod 18 \in \{ 6, 12 \} \) remain not covered.

We now turn to the long-refinement graphs \( G \) of odd order with vertex degrees in \( \{ 2, 3 \} \). If the graph has odd order, we cannot represent it just with pairs. For this, we relax Assumption 14 as follows.

**Assumption 23.** \( G \) is a long-refinement graph with \( \deg(G) = \{ 2, 3 \} \) and such that there is an \( i \in \mathbb{N}_0 \) for which \( \pi^i \) contains only pairs and at most one singleton.
The Iteration Number of Colour Refinement

Figure 3 A visualisation of the graph with string representation $S111XX$ and the evolution of the colour classes in the first 6 Colour Refinement iterations on the graph.

We maintain the vocabulary and notation from the long-refinement graphs of even order, i.e. 0, 1, S, X will be used in the same way as before. However, in order to fully describe the odd-order graphs via strings, we have to extend the string alphabet by fresh letters $\hat{1}$ and $\hat{X}$, which represent particular pairs with attached vertices as follows. For a string $\hat{\Xi}: [\ell] \rightarrow \{0, 1, S, X, \hat{1}, \hat{X}\}$, we define the base string $\Xi$ as the string obtained by removing hats. More precisely, we replace every $\hat{X}$ with an X, and we replace every $\hat{1}$ with a 1 if it is non-terminal (i.e. if it is not at position $\ell$) and with a 0 otherwise. Let $I(\hat{\Xi}) \subseteq [\ell]$ be the set of positions $i$ with $\hat{\Xi}(i) \in \{\hat{1}, \hat{X}\}$. If, in the base graph $G(\Xi)$, every vertex pair corresponding to a position in $I(\Xi)$ (a hat vertex pair) is adjacent, we call $\hat{\Xi}$ a hat string.

Similarly as for the even-order long-refinement graphs, to every hat string $\hat{\Xi}$, we assign a graph $G(\hat{\Xi})$. We obtain the graph $G(\hat{\Xi})$ by subdividing in $G(\Xi)$ each edge connecting a hat vertex pair with a new fresh vertex, which we call a hat. Additionally, if the vertices of the hat vertex pair have degree 2, we now insert another edge between them. (This can only happen if the hat vertex pair corresponds to a terminal 0.) For a hat $\hat{v}$, we call the neighbourhood $N(\hat{v}) \subseteq V(G(\hat{\Xi}))$ the hat base of $\hat{v}$. Note that every vertex in the hat base has degree 3 by construction. Also, a hat always has degree 2 and thus, with respect to $\chi^1_{G(\Xi)}$, it has a different colour than its hat base.

Graphically, we represent a hat by a loop attached to the corresponding hat vertex pair, which we subdivide by inserting a small vertex (see Figure 3). It is not difficult to see that every graph $G(\hat{\Xi})$ corresponding to a hat string $\hat{\Xi}$ has exactly one hat and that the hat is the first vertex forming a singleton colour class during the execution of Colour Refinement on $G(\hat{\Xi})$. Thus, $|G(\hat{\Xi})| = |G(\Xi)| + 1$.

**Theorem 24.** For every string $\hat{\Xi}$ contained in the following sets, the graph $G(\hat{\Xi})$ is a long-refinement graph.
- $\{S111XX\}$
- $\{S0X1\hat{X}\} \cup \{S1^k1011^kX1X1^k\hat{1} | k \in \mathbb{N}_0\}$
- $\{S100XX\} \cup \{S111^k1011^kXX1X1^k\hat{1} | k \in \mathbb{N}_0\}$
- $\{S1^k01^kXX11^k\hat{1} | k \in \mathbb{N}_0\}$
- $\{S(011)^k0(110)^kX(011)^k0 | k \in \mathbb{N}_0\}$
Proof sketch. The proof techniques for the infinite families are very similar to the ones presented for Theorem 18. Therefore, we only sketch the proof on two concrete examples containing $\hat{1}$ and $\hat{X}$, respectively. To be able to refer to vertices explicitly, recall the formal definition of $G := G(\Xi)$ from Section 4. Since for a hat string $\hat{\Xi}$, it holds that $|G(\hat{\Xi})| = |G(\Xi)| + 1$, we can use the same indexing of vertices, additionally letting $\hat{v}$ be the unique hat in $G(\hat{\Xi})$.

In the graph $G := G(S\hat{1}1XX)$ (cf. Figure 3), the only vertex of degree 2 is $\hat{v}$. Thus, in $\pi^1$, it forms a singleton colour class. In $\pi^2$, the hat base $\{v_{2,1}, v_{2,2}\}$ forms a new colour class.

In general, for $i \in \mathbb{N}$, we have that $\pi_G = \pi_G^{i-1} \cup \{\hat{v}\}$, where $G' = G(S011XX)$ (cf. Theorem 18 and Figure 2).

Thus, $\pi^1 = \{\{\hat{v}\}, V(G) \setminus \{\hat{v}\}\}$,$\pi^2 = \{\{\hat{v}\}, \{v_{2,1}, v_{2,2}\}, V(G) \setminus \{\hat{v}, v_{2,1}, v_{2,2}\}\}$, $\pi^3 = \{\{\hat{v}\}, \{v_{2,1}, v_{2,2}\}, \{v_{i,j} \mid i \in \{1,3\}, j \in \{2\}\}, \{v_{i,j} \mid i \in \{4,6\}, j \in \{2\}\}\}$, $\pi^4 = \{\{\hat{v}\}, \{v_{1,1}, v_{1,2}\}, \{v_{2,1}, v_{2,2}\}, \{v_{3,1}, v_{3,2}\}, \{v_{i,j} \mid i \in \{4,6\}, j \in \{2\}\}\}$, $\pi^5 = \{\{\hat{v}\}, \{v_{1,1}, v_{1,2}\}, \{v_{2,1}, v_{2,2}\}, \{v_{3,1}, v_{3,2}\}, \{v_{4,1}, v_{4,2}\}, \{v_{i,j} \mid i \in \{5,6\}, j \in \{2\}\}\}$, $\pi^6 = \{\{\hat{v}\} \cup \{v_{i,j} \mid j \in \{2\}\} \mid i \in \{6\}\}$.

Now in 6 further iterations, the splitting of the pairs is propagated linearly according to the order $\prec$.

Next, let $G$ be the graph $G(S00X1\hat{X})$, i.e. a member of the first infinite family from Theorem 24. It has three vertices of degree 2, namely $\hat{v}$, $v_{2,1}$, and $v_{2,2}$, which therefore form a colour class in $\pi^1$. Also, the vertices contained in the $1$-pair are the only vertices of degree 3 that are not adjacent to any vertex of degree 2. Thus, $\pi^2 = \{\{\hat{v}, v_{2,1}, v_{2,2}\}, \{v_{4,1}, v_{4,2}\}, V(G) \setminus \{\hat{v}, v_{2,1}, v_{2,2}, v_{4,1}, v_{4,2}\}\}$, and similarly, $\pi^3 = \{\{\hat{v}, v_{2,1}, v_{2,2}\}, \{v_{4,1}, v_{4,2}\}, \{v_{i,j} \mid i \in \{3,5\}, j \in \{2\}\}\}$.

Now the hat forms a singleton since, in contrast to the vertices of the $0$-pair, it is not adjacent to any vertex in the S-pair. We obtain: $\pi^4 = \{\{\hat{v}\}, \{v_{2,1}, v_{2,2}\}, \{v_{4,1}, v_{4,2}\}, \{v_{i,j} \mid i \in \{3,5\}, j \in \{2\}\}\}$, $\pi^5 = \{\{\hat{v}\} \cup \{v_{i,j} \mid j \in \{2\}\} \mid i \in \{5\}\}$. Then in 5 further iterations, the splitting of the pairs is propagated linearly according to the order $\prec$.

As an example, Figure 3 shows the evolution of the colour classes of the graph with string representation $S\hat{1}1XX$.

**Corollary 25.** For every odd $n \in \mathbb{N}_{\geq 11}$ with $n \mod 18 \notin \{3,9\}$, there is a long-refinement graph $G$ with $|G| = n$. The graph $G$ can be chosen to satisfy $\deg(G) = \{2,3\}$.

**Proof.** The string representation $S\hat{1}1XX$ covers $n = 13$. The first infinite family covers all odd $n \in \mathbb{N}_{\geq 11}$ with $n = 5 \mod 6$, i.e. with $n \mod 18 \in \{5,11,17\}$. The second and the third infinite family both cover all odd $n \in \mathbb{N}_{\geq 13}$ with $n = 1 \mod 6$, i.e. with $n \mod 18 \in \{1,7,13\}$. The fourth infinite family covers all odd $n \in \mathbb{N}_{\geq 15}$ with $n = 15 \mod 18$. Thus, among the odd orders larger than 10, only the ones with $n \mod 18 \in \{3,9\}$ are skipped.
We summarise the results from Corollaries 22 and 25.

\begin{itemize}
\item \textbf{Corollary 26.} For every \( n \in \mathbb{N}_{\geq 11} \) such that \( n = 12 \) or \( n \mod 18 \notin \{3, 6, 9, 12\} \), there is a long-refinement graph \( G \) with \(|G| = n\). The graph \( G \) can be chosen to satisfy \( \deg(G) = \{2, 3\} \).
\end{itemize}

The following lemma allows to cover more graph sizes.

\begin{itemize}
\item \textbf{Lemma 27.} Let \( n \in \mathbb{N} \) be arbitrary. Suppose there is a long-refinement graph \( G \) such that \(|G| = n\). If there is a \( d \in \mathbb{N} \) with \( \deg(G) = \{d, d+1\} \) such that \(|\{v \in V(G) \mid \deg(v) = d\}| \neq d + 1\), then there is also a long-refinement graph \( G' \) with \(|G'| = n + 1\).
\end{itemize}

\begin{proof}
We can insert an isolated vertex \( w \) into \( G \) and insert edges from \( w \) to every vertex \( v \in V(G) \) with \( \deg(v) = d \). In the new graph \( G' \), the vertex \( w \) has a degree other than \( d + 1 \), whereas all other vertices have degree \( d + 1 \). Thus, the colour classes in \( \pi_{G'}^1 \) are \( \{w\} \) and \( V(G') \setminus \{w\} \). After the second iteration, the neighbours of \( w \) are distinguished from all other vertices, just like they are in \( \pi_{G'}^1 \). Inductively, it is easy to see that for \( i \in \mathbb{N} \), it holds that \( \pi_{G'}^i = \pi_{G'}^{i-1} \cup \{\{w\}\} \). Thus, Colour Refinement takes \( n - 1 + 1 = n \) iterations to stabilise on \( G' \).
\end{proof}

\begin{itemize}
\item \textbf{Corollary 28.} For every odd \( n \in \mathbb{N}_{\geq 11} \), there is a long-refinement graph \( G \) with \(|G| = n\).
\end{itemize}

\begin{proof}
By Corollary 25, it suffices to provide long-refinement graphs of order \( n \) for every odd \( n \in \mathbb{N}_{\geq 11} \) with \( n \mod 18 \in \{3, 9\} \). We will accomplish this by applying Lemma 27 to suitable graphs of orders \( n' \) with \( n' \mod 18 \in \{2, 8\} \). Every graph \( G \) with a string representation contained in one of the infinite families from Theorem 18 has an even number of vertices of degree 2. In particular, it satisfies \(|\{v \in V(G) \mid \deg(v) = 2\}| \neq 3\). Furthermore, every even graph order larger than 10 not covered by Corollary 22 is a multiple of 6. Hence, since \( N := \{n \in \mathbb{N}_{\geq 18} \mid n \mod 18 \in \{2, 8\}\} \) contains only even numbers and no multiples of 6, for every \( n' \in N \), there is a graph of order \( n' \) that satisfies the prerequisites of Lemma 27 with \( d = 2 \). (Actually, we can cover all of these graph orders with the family \( \{S1^k001^kX1X1^k0 \mid k \in \mathbb{N}_0\}\).)

Thus, applying the lemma, we can construct for every \( n \in \mathbb{N}_{\geq 18} \) with \( n \mod 18 \in \{3, 9\} \) a long-refinement graph \( G' \) of order \( n \).
\end{proof}

Note that, since we apply Lemma 27 to close the gaps, we cannot guarantee anymore that the vertex degrees are 2 and 3, as we could in Corollary 26.

We are ready to prove Theorem 1.

\begin{proof of Theorem 1}
The theorem follows from combining Corollaries 22 and 28 with Theorem 7.
\end{proof of Theorem 1}

Although the theorem leaves some gaps, we can show that, starting from \( n = 10 \), the worst-case number of Colour Refinement iterations until stabilisation on graphs of order \( n \) is always either \( n - 2 \) or \( n - 1 \).

\begin{proof of Theorem 2}
By Theorem 1, we only need to consider the numbers \( n \geq 24 \) for which \( n \mod 18 \in \{6, 12\} \). Since these numbers are all even, for every such \( n \), we can use Corollary 28 to obtain a long-refinement graph \( G' \) with \(|G'| = n - 1\). Let \( v \) be a fresh vertex not contained in \( V(G') \). Now define \( G := (V, E) \) with \( V := V(G') \cup \{v\} \) and \( E := E(G') \cup \{v\} \). Then \( \pi_i^G = \pi_i^{G'} \cup \{\{v\}\} \) for every \( i \in \mathbb{N} \). In particular, \( WL_4(G) = WL_4(G') = n - 2 \).
\end{proof of Theorem 2}
6 Conclusion

With Theorem 2, it holds for all $n \in \mathbb{N}_{\geq 10}$ that $WL_1(n) \geq n - 2$. In particular, this proves that the trivial upper bound $WL_1(n) = n - 1$ is tight, up to an additive constant of 1.

For infinitely many graph orders, the graph $G$ can even be chosen to have vertex degrees 2 and 3, as Theorems 18 and 24 show. We applied Lemma 27 to cover some of the remaining sizes. However, no order $n \in \mathbb{N}_{\geq 18}$ with $n \mod 18 \in \{6, 12\}$ is covered by Theorem 18. Also, for $|G| \in \{n \in \mathbb{N}_{\geq 18} | n \mod 18 \in \{5, 11\}\}$, all the long-refinement graphs $G$ we have found satisfy $|\{v \in V(G) | \deg(v) = 2\}| = 3$ (see the first infinite family in Theorem 24). Thus, these graphs do not satisfy the prerequisites of Lemma 27. Note that we cannot apply the construction from the proof if $|\{v \in V(G) | \deg(v) = d\}| = d + 1$, since the new graph $G'$ would be $(d + 1)$-regular and would thus satisfy $WL_1(G') = 0$. Hence, it is not clear how to apply our techniques to construct a long-refinement graph of order 24. Altogether, the values $n \in \mathbb{N}_{\geq 24}$ with $n \mod 18 \in \{6, 12\}$ are precisely the graph orders for which it remains open whether there is a graph $G$ with $WL_1(G) = |G| - 1$.

A related question is for which values $d_1 \neq d_2$ there are long-refinement graphs $G$ with $\deg(G) = \{d_1, d_2\}$. It would be nice to know whether we have actually found all long-refinement graphs $G$ with $\deg(G) = \{2, 3\}$. Similarly, we can ask for long-refinement graphs when fixing other parameters. For example, since all long-refinement graphs that we found have girth at most 4, it would be interesting to know whether there exists any long-refinement graph with larger girth, or infinite families with unbounded girth.

Also, in the light of the graph isomorphism problem, it is a natural follow-up task to find for each order $n$ pairs of non-isomorphic graphs $G, H$ for which it takes $n - 1$ Colour Refinement iterations to distinguish the graphs from each other. A first step towards this goal is the search for pairs of long-refinement graphs of equal order. It is easy to see that for infinitely many $n$, Theorems 18 and 24 yield such pairs of graphs. Still, for example, when evaluating the colourings computed by Colour Refinement on the graphs with string representations $S1100XX0$ and $S001XX10$, they differ after less than $n - 1$ iterations. To see this, observe that in $G(S1100XX0)$, all vertices of degree 2 have paths of length 3 to a vertex of degree 2 whose inner vertices only have degrees other than 2. This is not the case for $G(S001XX10)$ and this property is detected by Colour Refinement after at most 4 iterations. Thus, finding for $n \in \mathbb{N}_{\geq 10}$ two graphs of order $n$ which Colour Refinement only distinguishes after $n - 1$ iterations remains a challenge.
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Abstract
In the online set-disjointness problem the goal is to preprocess a family of sets \( \mathcal{F} \), so that given two sets \( S, S' \in \mathcal{F} \), one can quickly establish whether the two sets are disjoint or not. If \( N = \sum_{S \in \mathcal{F}} |S| \), then let \( N^p \) be the preprocessing time and let \( N^q \) be the query time. The most efficient known combinatorial algorithm is a generalization of an algorithm by Cohen and Porat [TCS’10] which has a tradeoff curve of \( p + q = 2 \). Kopelowitz, Pettie, and Porat [SODA’16] showed that, based on the 3SUM hypothesis, there is a conditional lower bound curve of \( p + 2q \geq 2 \). Thus, the current state-of-the-art exhibits a large gap.

The online set-intersection problem is the reporting version of the online set-disjointness problem, and given a query, the goal is to report all of the elements in the intersection. When considering algorithms with \( N^p \) preprocessing time and \( N^q + O(op) \) query time, where \( op \) is the size of the output, the combinatorial algorithm for online set-disjointness can be extended to solve online set-intersection with a tradeoff curve of \( p + q = 2 \). Kopelowitz, Pettie, and Porat [SODA’16] showed that, assuming the 3SUM hypothesis, for \( 0 \leq q \leq 2/3 \) this curve is tight. However, for \( 2/3 \leq q < 1 \) there is no known lower bound.

In this paper we close both gaps by showing the following:

- For online set-disjointness we design an algorithm whose runtime, assuming \( \omega = 2 \) (where \( \omega \) is the exponent in the fastest matrix multiplication algorithm), matches the lower bound curve of Kopelowitz et al., for \( q \leq 1/3 \). We then complement the new algorithm by a matching conditional lower bound for \( q > 1/3 \) which is based on a natural hypothesis on the time required to detect a triangle in an unbalanced tripartite graph. Remarkably, even if \( \omega > 2 \), the algorithm matches the lower bound curve of Kopelowitz et al. for \( p \geq 1.73688 \) and \( q \leq 0.13156 \).

- For set-intersection, we prove a conditional lower bound that matches the combinatorial upper bound curve for \( q \geq 1/2 \) which is based on a hypothesis on the time required to enumerate all triangles in an unbalanced tripartite graph.

- Finally, we design algorithms for detecting and enumerating triangles in unbalanced tripartite graphs which match the lower bounds of the corresponding hypotheses, assuming \( \omega = 2 \).
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Figure 1 The left graph depicts the gap between the upper bound and lower bound curves for online SetDisjointness prior to this work. The lower bound tradeoff (red curve) is based on the 3SUM hypothesis and the upper bound tradeoff (blue curve) is a variation of the algorithm of Cohen and Porat [14]. The right graph depicts the optimal online SetDisjointness tradeoff (green curve) shown in this paper, assuming that $\omega = 2$.

1 Introduction

In the online SetDisjointness problem the goal is to preprocess a family $F$ of subsets from universe $U$ such that given a query pair $(S, S') \in F \times F$, one can quickly establish whether $S$ and $S'$ are disjoint or not. The online SetIntersection problem is the reporting version of the online SetDisjointness problem, where given a query pair $(S, S') \in F \times F$ one must enumerate all of the elements in $S \cap S'$.

Set-disjointness problems at large, including both online SetDisjointness and online SetIntersection, are fundamental algorithmic problems, and have many applications, for example, in information retrieval [14, 24, 20], graph related problems [28, 5, 29, 33, 34], and data structures [27, 16, 29]. Moreover, both problems have played a crucial role in obtaining conditional lower bounds (CLB) in fine-grained complexity. Specifically, many CLBs that are based on the 3SUM hypothesis are reductions from 3SUM to versions of SetDisjointness or SetIntersection, which are further reduced to other algorithmic problems [32, 1, 29, 27, 5, 4, 22, 23]. The Boolean matrix multiplication (BMM) problem can be interpreted as online SetDisjointness with the requirement that the answers to all of the queries must be computed and stored during the preprocessing phase. Thus, the “combinatorial” BMM hypothesis and the CLBs that follow [1, 37, 10] are closely related to online SetDisjointness. Another example is the orthogonal vectors (OV) hypothesis [1, 37], which can be interpreted as asking whether a given family of sets contains two disjoint sets.

---

1 The 3SUM hypothesis states that in the Word RAM model of computation with $O(\log n)$ bit words, determining whether a set of $n$ integers contains three that sum to 0, requires $n^{2-o(1)}$ time.

2 This hypothesis roughly states that algorithms for $n \times n$ BMM that are simple and do not use Strassen-like techniques must take $n^{3-o(1)}$ time in the Word RAM Model with $O(\log n)$ bit words.

3 The OV hypothesis states that in the Word RAM model with $O(\log n)$ bit words, an algorithm that can decide whether a set of $n$ binary vectors of dimension $d$ contains two orthogonal vectors, must take $n^{2-o(1)} d^{O(1)}$ time.
Figure 2 The left graph depicts the gap between the upper bound and lower bound curves for online SetIntersection prior to this work. The green curve (for $q \leq \frac{2}{3}$) is optimal, while the blue curve is an upper bound with no matching lower bound. The right graph depicts the optimal online SetIntersection tradeoff (green curve) shown in this paper, for all values of $q$.

Measuring efficiency. We measure the efficiency of algorithms for online SetDisjointness and online SetIntersection in terms of $N = \sum_{S \in F} |S|$. For online SetDisjointness, let $N_p$ and $N_q$ be the preprocessing and query time, respectively. For online SetIntersection, let $N_p$ and $N_q + O(op)$ be the preprocessing and query time, respectively, where $op$ is the size of the output.

When discussing tradeoffs between $p$ and $q$ we make the standard assumption that the preprocessing phase must scan the input at least once, and so $p \geq 1$. Moreover, there is no advantage in allowing $p > 2$ since for $p = 2$ it is straightforward to obtain a constant query time. Thus we assume that $1 \leq p \leq 2$. Similarly, a trivial query algorithm is to scan the entire instance in $O(N)$ time, so we assume that $0 \leq q \leq 1$.

A brief history and the gaps. A variation of the algorithm of Cohen and Porat [14] for online SetDisjointness has $p + q = 2$ (see Section 2.1). A straightforward variation of this algorithm also solves online SetIntersection with $p + q = 2$ (see Section 2.1). To our knowledge, for any values of $p$ and $q$, there is no published algorithm with a better upper-bound tradeoff.

Regarding lower bounds, assuming the 3SUM hypothesis, Pătraşcu [32] proved that for online SetDisjointness whenever $1 \leq p < 4/3$ we have $q \geq 1/3$. Pătraşcu’s CLB is fairly limited with regard to the range of options for $p$ and $q$. The CLB tradeoff was later improved by Kopelowitz, Pettie and Porat [29] to $p + 2q \geq 2$ for the full range of $p$ and $0 \leq q \leq 1/2$. Kopelowitz et al. [29] also showed that, assuming the 3SUM hypothesis, for online SetIntersection, whenever $4/3 \leq p < 2$ and $0 \leq q \leq 2/3$ we have $p + q \geq 2$. Thus, the combinatorial algorithm is tight for $q \leq \frac{2}{3}$.

In both problems, a large gap remains; see Figures 1 and 2. The goal of this paper is to close the gaps for both problems.

1.1 Our Results

In this paper we take a step towards closing the gaps for both online SetDisjointness and online SetIntersection as follows.
New algorithm for online SetDisjointness. For online SetDisjointness we design an algorithm that utilizes fast matrix multiplication (FMM) (see [15, 36, 35, 31]) and, assuming \( \omega = 2 \) (where \( \omega \) is the exponent in the fastest matrix multiplication algorithm), matches the lower bound curve of Kopelowitz et al. [29] for \( q \leq 1/3 \). The algorithm borrows some ideas from the fast sparse matrix multiplication algorithm of Yuster and Zwick [38], and is stated in the following theorem whose proof appears in Section 2.2.

► Theorem 1. There exists an algorithm for the online SetDisjointness problem where

\[
\frac{2}{\omega - 1} p + q = 2, \quad \text{for } 0 \leq q \leq \frac{\omega - 1}{\omega + 1},
\]

\[
\frac{2}{\omega - 1} p + q = 1 + \frac{2}{\omega - 1}, \quad \text{for } \frac{\omega - 1}{\omega + 1} < q \leq 1.
\]

If \( \omega > 2 \), the time bounds of Theorem 1 can be improved using fast rectangular matrix multiplication (FRMM) (see [30]). In particular, if we denote by \( \omega(1, 1, k) \) the exponent of \( n \) in the time required to multiply an \( n \times n^k \) matrix by an \( n^k \times n \) matrix, then the following corollary is straightforward from the proof of Theorem 1 (see Section 2.2).

► Corollary 2. There exists an algorithm for the online SetDisjointness problem where

\[
p = (1 - q) \cdot \omega(1, 1, \frac{2 - p}{1 - q}).
\]

We note that, since \( \omega(1, 1, k) = 2 \) for \( k \leq 0.30298 \) [30, 21], for the range of \( p \geq 4 \cdot \frac{2 - q}{2 - q} = 1.73688 \) and \( q \leq \frac{0.30298}{2 - q} = 0.13156 \), the tradeoff becomes \( p + 2q = 2 \), which is optimal by the 3SUM conjecture.

Unbalanced triangle detection. We complement our new algorithm with a matching CLB for the case of \( q \geq 1/3 \) which is based on the problem of detecting a triangle in an unbalanced tripartite graph.

► Problem 3 (Unbalanced Triangle Detection). In the Unbalanced Triangle Detection (UTD) problem the goal is to determine whether an undirected tripartite graph \( G = (A \cup B \cup C, E) \) contains a triangle or not, where \( m_1 = |E \cap (A \times B)| \), \( m_2 = |E \cap (B \times C)| \), \( m_3 = |E \cap (C \times A)| \), and \( m_1 \leq m_2 \leq m_3 \).

► Hypothesis 4 (UTD hypothesis). Assuming \( \omega = 2 \), any algorithm for the UTD problem in the word RAM model with \( O(\log m_3) \) bit words, for any \( m_1 \leq m_2 \leq m_3 \), has time cost

\[
\Omega \left( (m_1 \cdot m_2)^{\frac{2}{3}} (m_3)^{\frac{2}{3} - o(1)} \right).
\]

The UTD hypothesis is the natural extension of the popular Triangle Detection hypothesis [1, 11, 26, 32] which states that, assuming \( \omega = 2 \), the current best known running time \( O(m^{4/3}) \) for triangle detection in \( m \)-edge graphs is optimal, up to \( m^{o(1)} \) factors. To see this, just set \( m_1 = m_2 = m_3 \) in the UTD hypothesis and the Triangle Detection Hypothesis is obtained by noting that when it comes to triangle problems, without loss of generality, the input graph is tripartite.\(^4\)

\(^4\) The reduction works by creating 3 copies of the vertex set, each of which is an independent set, and placing copies of the original edges between copies of vertices (but each vertex copy is in a different copy of the vertex set). Each triangle in the original graph appears 6 times.
We remark an important subtlety in the UTD hypothesis: in order to disprove the hypothesis, it is enough to design an algorithm that beats the hypothesized lower bound for a single combination of $m_1$, $m_2$ and $m_3$. Nevertheless, the CLBs that we prove based on the UTD hypothesis hold even if we restrict the UTD hypothesis to be true for the restricted cases of $m_2 = m_3$.

**UTD algorithm.** In Section 3 we design a new algorithm for UTD which matches the lower bounds of the UTD hypothesis if $\omega = 2$. The algorithm is a natural (albeit not exactly straightforward) extension of the best known algorithms for triangle detection [3].

▶ **Theorem 5.** There exists an algorithm for the UTD problem whose time cost is

$$O \left( m_3 + (m_1 \cdot m_2)^{\frac{2}{\omega+1}} (m_3)^{\frac{\omega}{\omega+1}} \right).$$

**CLB for online SetDisjointness.** In Section 4 we prove a CLB for online SetDisjointness which is conditioned on the UTD hypothesis. The CLB, which matches the upper bound of Theorem 1 for $q \geq \frac{1}{3}$, assuming $\omega = 2$, is summarized in the following theorem.

▶ **Theorem 6.** Assuming $\omega = 2$, any algorithm for online SetDisjointness that has $\frac{1}{3} \leq q < 1$ must obey $2p + q \geq 3$, unless the UTD hypothesis is false.

Assuming that $\omega = 2$, Theorems 6 and 1 combined with the 3SUM CLB of Kopelowitz et al. [29] provide a (conditionally) optimal curve, as depicted in Figure 1.

**Unbalanced triangle enumeration.** For set-intersection, we prove a conditional lower bound that matches the combinatorial upper bound curve for $q \geq 1/2$ which is based on a hypothesis on the time required to enumerate all triangles in an unbalanced tripartite graph.

▶ **Problem 7 (Unbalanced Triangle Enumeration).** In the Unbalanced Triangle Enumeration (UTE) problem the goal is to enumerate all triangles in a given undirected tripartite graph $G = (A \cup B \cup C, E)$, where $m_1 = |E \cap (A \times B)|$, $m_2 = |E \cap (B \times C)|$, $m_3 = |E \cap (C \times A)|$, and $m_1 \leq m_2 \leq m_3$.

▶ **Hypothesis 8 (UTE hypothesis).** Assuming $\omega = 2$, any algorithm for the UTE problem on a graph with $t$ triangles must have time cost $t^{\frac{4}{3}} (m_1 m_2 m_3)^{\frac{1}{3}} m_3^{\omega-1}$ in the word RAM model with $O(\log m_3)$ bit words.

Similar to the UTD hypothesis, the UTE hypothesis implies that, assuming $\omega = 2$, the current best known running time of $O(m + m^{\frac{4}{3}} + t^{\frac{4}{3}} m)$ for triangle enumeration in $m$-edge graphs by Bjorklund et al. [9] is optimal, up to $m^{o(1)}$ factors (just set $m_1 = m_2 = m_3$).

**UTE algorithm.** In Section 5 we design a new algorithm for UTE which, assuming $\omega = 2$, matches the lower bounds of the UTE hypothesis. The algorithm is a natural (albeit not exactly straightforward) extension of the best known algorithms for output-sensitive triangle enumeration [9].

▶ **Theorem 9.** There exists an algorithm for UTE on graphs with at most $t$ triangles whose time cost is

$$\tilde{O} \left( m_3 + m_3^{\frac{4}{3}} (m_1 m_2)^{\frac{2}{\omega+1}} + t^{\frac{2}{3+\omega}} (m_1 m_2 m_3)^{\frac{\omega-1}{3+\omega}} \right).$$
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CLB for online SetIntersection In Section 6, we prove the following CLB for SetIntersection based on the UTE hypothesis, which matches the algorithm of Section 2.1 for \( q \geq 1/2 \).

Theorem 10. Any algorithm for online SetIntersection that has \( q \geq 1/2 \) must obey \( p + q \geq 2 \), unless the UTE hypothesis is false.

1.2 More Related Work

SetDisjointness and SetIntersection. Many existing set intersection data structures, e.g., [17, 7, 6], work in the comparison model in which sets are represented as sorted lists or arrays. The benchmark in this model is the minimum number of comparisons needed to answer a query. Bille, Pagh, and Pagh [8] used word-packing techniques to evaluate expressions of set intersections and unions. Their query algorithm finds the intersection of \( k \) sets with a total of \( n \) elements in \( O(n/w \log w + k \cdot op) \) time, where \( op \) is the size of the output and \( w \) is the size of a machine word. Cohen and Porat [13] designed a static \( O(N) \)-space data structure for answering online SetIntersection queries in \( O(\sqrt{N(1 + |S \cap S'|)}) \) time. Kopelowitz, Porat and Pettie [28] designed an incremental algorithm for online SetDisjointness where both queries and element insertions into sets cost \( O(\sum N \log n / \log \log n) \) time.

Kopelowitz, Porat and Pettie [28] also designed a fully dynamic algorithm for both online SetDisjointness and online SetIntersection which uses \( M \) words of space, each update costs \( O(M \log N) \) expected time, each SetIntersection query costs \( O(\frac{N \log N}{\sqrt{M}} \sqrt{op} + T) \) expected time where \( op \) is the size of the output, and each online SetDisjointness query costs \( O(\frac{N \log N}{\sqrt{M}} + \log N) \) expected time. The relationship between the space usage and query time was also investigated by Afshani and Neilsen [2] and Goldstein et al. [23].

Triangle Enumeration. Itai and Rodeh [25] showed that all \( t \) triangles in a graph could be enumerated in \( O(m^{3/2}) \) time. Thirty years ago Chiba and Nishizeki [12] generalized [25] to show that \( O(m \alpha) \) time suffices, where \( \alpha \) is the arboricity of the graph. Kopelowitz, Pettie, and Porat [28] proved that enumerating \( t \) triangles takes \( O(m \lceil \alpha / \log \log n \rceil + t) \) time. Eppstein et al. [19] designed an algorithm for the \( w \)-bit word RAM model running in \( O(m \lceil \alpha / \log w \rceil + t) \) time.

The fastest algorithm for triangle enumeration in general \( m \)-edge, \( n \)-node graphs is the algorithm of Bjorklund, Pagh, Williams, and Zwick [9] which if \( \omega = 2 \), runs in \( O(\min\{n^2 + nt^{2/3}, n^{4/3} + mt^{1/3}\}) \) time.

Duraj et al. [18] showed that the related problem of establishing for each edge \( e \) in a graph the number of triangles that contain \( e \) is equivalent to several natural range query problems.

2 SetDisjointness Algorithms

Before we describe our new algorithm, we begin by presenting a simple algorithm for online SetDisjointness which is a variation of the algorithm of Cohen and Porat [14], and has an efficiency tradeoff of \( p + q = 2 \). This algorithm is a building block for our new algorithm.

2.1 Heavy-Light Decomposition

Lemma 11. There exists an algorithm for the online SetDisjointness problem with \( p + q = 2 \).

Proof. Let \( 0 \leq \alpha \leq 1 \). A set \( S \) is said to be light if \( |S| \leq N^\alpha \), and heavy otherwise. Notice that the number of heavy sets is at most \( N^{1-\alpha} \).
Thus, the non-zero entries of $\text{SetIntersectionAlgorithm}$ is fairly straightforward to convert the algorithm of Lemma 11 to also solve online $\text{SetIntersection}$ with $p + q = 2$: for each pair of heavy sets, instead of storing only an indication of whether the sets are disjoint or not the algorithm stores the entire intersection.

2.2 Improved algorithm

\textbf{Theorem 1.} There exists an algorithm for the online $\text{SetDisjointness}$ problem where

\[ p + \frac{2}{1-\beta}q = 2, \quad \text{for } 0 \leq q \leq \frac{\omega - 1}{\omega + 1} \]
\[ \frac{2}{1-\beta}p + q = 1 + \frac{2}{1-\beta}, \quad \text{for } \frac{\omega - 1}{\omega + 1} \leq q \leq 1. \]

\textbf{Proof.} The algorithm is similar to the algorithm in the proof of Lemma 11, but with a faster method for precomputing all of the answers for heavy pairs. Thus, assume without loss of generality that there are at most $N^{1-\alpha}$ sets, where $\alpha$ is taken from the proof of Lemma 11.

For every element $e \in U$, let $f_e = |\{ S \in \mathcal{F} : e \in S \}|$ be the number of sets in $\mathcal{F}$ that contain $e$. For a parameter $0 \leq \beta \leq 1$, an element $e \in U$ is said to be frequent if $f_e > N^\beta$, and rare otherwise. Let $\mathcal{F}'$ be the set of frequent elements and let $\mathcal{R}$ be the set of rare elements. Notice that $|\mathcal{F}'| \leq N^{1-\beta}$ and $\sum_{e \in \mathcal{R}} f_e \leq N$.

For each rare element $e$, there are at most $O((f_e)^2) = O(N^{2\beta})$ heavy pairs that contain $e$ in their intersection, and enumerating these pairs costs $O((f_e)^2)$ time. In order to efficiently enumerate these pairs for all rare elements, the algorithm computes for each element $e$ a list of sets that contain $e$ by scanning the entire instance in linear time. Given these lists, the algorithm enumerates all of the heavy pairs that have a rare element in their intersection in $O(\sum_{e \in \mathcal{R}} (f_e)^2) = O(\sum_{e \in \mathcal{R}} N^\beta f_e) = O(N^\beta \sum_{e \in \mathcal{R}} f_e) = O(N^{1+\beta})$ time.

The algorithm is now left with the task of establishing which heavy pairs have at least one frequent element in their intersection. However, enumerating all heavy pairs that have a frequent element in their intersection is too expensive. In order to reduce the time cost, the algorithm constructs a Boolean matrix $M$ such that the columns of $M$ correspond to frequent elements and the rows of $M$ correspond to characteristic vectors of the heavy sets after removing all of the rare elements. Thus, the size of $M$ is $|H| \times |\mathcal{F}|$ where $H$ is the set of heavy sets. Let $P = M \cdot M^T$ where the product is a Boolean product. Notice that $p_{i,j} = 1$ if and only if there exists an element $e$ such that both $m_{i,e} = 1$ and $m_{j,e} = 1$. Thus, the non-zero entries of $P$ exactly correspond to the heavy pairs that have a frequent element in their intersection. The time cost of computing $P$ using FMM is

\[ O\left(\frac{|H|^2|F|}{\min(|H|,|F|)^{3-\omega}}\right) = O\left(N^{\omega-2\alpha-\beta+(3-\omega)(\max(\alpha,\beta))}\right). \]
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Thus, the total preprocessing time is $N^p = O \left( N^{1+\beta} + N^{\omega-2\alpha-\beta+(3-\omega)(\max(\alpha,\beta))} \right)$, which is minimized whenever $1 + \beta = \omega - 2\alpha - \beta + (3 - \omega)(\max(\alpha,\beta))$, and then $p = 1 + \beta$. Recall that the query time is $O(N^q)$ and so $q = \alpha$.

If $\alpha \leq \beta$, then $\beta = 1 - \frac{2\alpha}{\omega-1}$, the preprocessing time is given by $p = 1 + \beta = 2 - \frac{2\alpha}{\omega-1}$, and so $p + \frac{2}{\omega-1}q = 2$. Notice that in order for this case to hold, it must be that $\alpha \leq \beta = 1 - \frac{2\alpha}{\omega-1}$ implying that $q = \alpha \leq \frac{\alpha}{\omega-1}$.

If $\alpha > \beta$, then $\beta = 1 - \frac{2\beta}{\omega-1}$, the query time is given by $q = \alpha = 1 - \frac{2(p-1)}{\omega-1}$, and so $\frac{2}{\omega-1}p + q = 1 + \frac{2}{\omega-1}$. Notice that in order for this case to hold, it must be that $\alpha = 1 - \frac{2\beta}{\omega-1} \geq 1 - \frac{2\alpha}{\omega-1}$, implying that $q = \alpha \geq \frac{\alpha}{\omega-1}$.

**Corollary 2.** There exists an algorithm for the online SetDisjointness problem where

\[ p = (1 - q) \cdot \omega(1,1,\frac{2-p}{1-q}) \]

**Proof.** When using FRMM, the cost to compute $P$ is $O \left( \left| \mathcal{H} \right|^{1,1,\log_{\omega_{[p]}}(1,1,1)} \right) = O \left( N^{(1-\alpha)\omega(1,1,1-\frac{\beta}{\omega-1})} \right)$. Thus, the total preprocessing time is $N^p = O \left( N^{1+\beta} + N^{(1-\alpha)\omega(1,1,1-\frac{\beta}{\omega-1})} \right)$, which is minimized whenever $1 + \beta = (1 - \alpha) \cdot \omega(1,1,1-\frac{\beta}{\omega-1})$, and so $p = (1 - q) \cdot \omega(1,1,\frac{2-p}{1-q})$.

### 3 Unbalanced Triangle Detection Algorithm

**Theorem 5.** There exists an algorithm for the UTD problem whose time cost is

\[ O \left( m_3 + (m_1 \cdot m_2)^{\frac{1}{\omega-1}} (m_3)^{\frac{1}{\omega-1}} \right) \]

**Proof.** The algorithm uses three positive integer parameters to be set later: $\tau_A$, $\tau_B$, and $\tau_C$. A vertex $a \in A$ is said to be light if the number of edges $(a,b) \in E \cap (A \times B)$ is at most $\tau_A$, and heavy otherwise. Thus, the number of heavy nodes in $A$ is at most $\frac{m_1}{\tau_A}$. A vertex $b \in B$ is said to be light if the number of edges $(b,c) \in E \cap (B \times C)$ is at most $\tau_B$, and heavy otherwise. Thus, the number of heavy nodes in $B$ is at most $\frac{m_2}{\tau_B}$. A vertex $c \in C$ is said to be light if the number of edges $(c,a) \in E \cap (C \times A)$ is at most $\tau_C$, and heavy otherwise. Thus, the number of heavy nodes in $C$ is at most $\frac{m_3}{\tau_C}$.

**Light vertices.** For each light $a \in A$ the algorithm enumerates all pairs of edges touching $a$ where one edge touches a vertex in $B$ and the other edge touches a vertex in $C$, and for each such pair the algorithm tests (in constant time) whether the pair is part of a triangle. If there exists a triangle that contains a light $a \in A$ then one of the enumerated pairs must be two edges from this triangle and thus the algorithm will detect this triangle. Let $d_B(a)$ be the number of edges of $a$ whose other endpoint is in $B$, and let $d_C(a)$ be the number of edges of $a$ whose other endpoint is in $C$. Thus, the total number of pairs for a given $a \in A$ is $d_B(a) \cdot d_C(a)$. Notice that $\sum_{a \in A} d_C(a) = m_3$, and recall that since $a$ is light then $d_B(a) \leq \tau_A$. Thus, the time cost for testing whether there exists a triangle with a light $a \in A$ vertex is

\[ O \left( \sum_{a \in A} d_B(a) \cdot d_C(a) \right) \leq O(\tau_A \sum_{a \in A} d_C(a)) = O(\tau_A \cdot m_3). \]

Similarly, the algorithm checks whether there is exists a triangle with a light $b \in B$ or a light $c \in C$ in $O(\tau_B \cdot m_1 + \tau_C \cdot m_2)$. Thus, the total cost of detecting whether there exists a triangle with at least one light vertex is $O(m_3 + \tau_A \cdot m_3 + \tau_B \cdot m_1 + \tau_C \cdot m_2)$ time, where the first $m_3$ term comes for the necessity of scanning the entire graph.
Heavy vertices. If there is no triangle that contains at least one light vertex, then there can only be a triangle with three heavy vertices. Here the algorithm utilizes the upper bound on the number of heavy vertices in each part of the tripartite graph. Without loss of generality, let \( a_1, a_2, \ldots, a_{\tau_A} \) be the set of heavy vertices in \( A \), let \( b_1, b_2, \ldots, b_{\tau_B} \) be the set of heavy vertices in \( B \), and let \( c_1, c_2, \ldots, c_{\tau_C} \) be the set of heavy vertices in \( C \). Let \( L \) be a \( \frac{m_1}{\tau_A} \times \frac{m_2}{\tau_B} \) Boolean matrix where \( q_{i,j} = 1 \) if and only if \((a_i, b_j) \in E\). Similarly, let \( R \) be a \( \frac{m_3}{\tau_C} \times \frac{m_2}{\tau_B} \) Boolean matrix where \( r_{i,j} = 1 \) if and only if \((b_i, c_j) \in E\), and let \( T \) be a \( \frac{m_3}{\tau_C} \times \frac{m_3}{\tau_C} \) Boolean matrix where \( t_{i,j} = 1 \) if and only if \((a_i, c_j) \in E\).

The algorithm computes \( Z = (L \cdot R) \land T \) where the first operator is a BMM and the second operator is an entry-wise AND.

\[ \text{Claim 12. } Z \neq 0 \text{ if and only if there exists a triangle in } G \text{ whose vertices are all heavy.} \]

Proof. Let \( X = L \cdot R \). If there exists an entry \( x_{i,j} = 1 \) then \( x_{i,j} = t_{i,j} = 1 \). Since \( t_{i,j} = 1 \), then by definition \((a_i, c_j) \in E\). Since \( x_{i,j} = 1 \), then there must exist an integer \( 1 \leq k \leq \frac{m_3}{\tau_C} \) such that \( l_{i,k} = 1 \) and \( r_{k,j} = 1 \), and so \((a_i, b_k), (b_k, c_j) \in E\), implying that the triangle \((a_i, b_k, c_j)\) is in \( G \), and all of the vertices of this triangle are heavy.

For the other direction, suppose that the triangle \((a_i, b_k, c_j)\) is in \( G \), and all of the vertices of this triangle are heavy. Then in particular \( l_{i,k} = r_{k,i} = t_{i,j} = 1 \). Thus, it must be that \( x_{i,j} = 1 \) and so \( x_{i,j} = 1 \).

The cost of computing \( Z \) is dominated by the cost of computing the BMM of \( L \) and \( R \), which is

\[
O\left( \frac{m_1 m_2 m_3}{\tau_A \cdot \tau_B \cdot \tau_C \cdot (\min(\frac{m_1}{\tau_A}, \frac{m_2}{\tau_B}, \frac{m_3}{\tau_C}))^{3-w}} \right).
\]

Time cost. The total time cost is

\[
O\left( m_3 + \tau_A \cdot m_3 + \tau_B \cdot m_1 + \tau_C \cdot m_2 + \frac{m_1 m_2 m_3}{\tau_A \cdot \tau_B \cdot \tau_C \cdot (\min(\frac{m_1}{\tau_A}, \frac{m_2}{\tau_B}, \frac{m_3}{\tau_C}))^{3-w}} \right).
\]

The time cost is minimized when the last four terms in the summation are all equal:

\[
\tau_A \cdot m_3 = \tau_B \cdot m_1 = \tau_C \cdot m_2 = \frac{m_1 m_2 m_3}{\tau_A \cdot \tau_B \cdot \tau_C \cdot (\min(\frac{m_1}{\tau_A}, \frac{m_2}{\tau_B}, \frac{m_3}{\tau_C}))^{3-w}}.
\]

Since \( m_1 \leq m_2 \leq m_3 \) it must be that \( \tau_A \leq \tau_C \leq \tau_B \), and so \( \frac{m_1}{\tau_A} \leq \frac{m_2}{\tau_B} \leq \frac{m_3}{\tau_C} \). Moreover, \( m_2 \tau_A \leq m_2 \tau_C = m_1 \tau_B \), and so \( \frac{m_2}{\tau_A} \leq \frac{m_1}{\tau_B} \). Thus, \( \min(\frac{m_1}{\tau_A}, \frac{m_2}{\tau_B}, \frac{m_3}{\tau_C}) = \frac{m_1}{\tau_A} \). By plugging in \( \tau_B = \frac{m_3}{m_1} \tau_A \) and \( \tau_C = \frac{m_2}{m_2} \tau_A \), we have

\[
\tau_A \cdot m_3 = \frac{m_1 m_2 m_3}{\tau_A \cdot \tau_B \cdot \tau_C \cdot (\min(\frac{m_1}{\tau_A}, \frac{m_2}{\tau_B}, \frac{m_3}{\tau_C}))^{3-w}} = \frac{m_1 m_2 m_3}{\tau_A \cdot \frac{m_3}{m_1} \tau_A \cdot \frac{m_2}{m_2} \tau_A \cdot \left(\frac{m_2}{m_1} \tau_A\right)^{3-w}} = \frac{(m_1 m_2)^{\omega-1}}{\tau_A \cdot (m_3)^{\omega-2}}.
\]

and so \( \tau_A = \left(\frac{m_1 m_2}{m_3}\right)^{\frac{1}{\omega-1}} \). Finally, the time cost is

\[
O(m_3 + \tau_A \cdot m_3) = O(m_3 + (m_1 m_2)^{\frac{\omega-1}{\omega}}(m_3)^{\frac{1}{\omega-1}}).
\]
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Notice that with an $O(m_3)$ time preprocessing we can ensure that every vertex in $A$ has at least one edge to $B$ and to $C$ (process the vertices in $B$ and $C$ similarly), by removing any vertex (and its incident edges) without this property. This procedure never removes any triangles, and ensures that $m_1 \geq \max\{|A|,|B|\}$, $m_2 \geq \max\{|C|,|B|\}$, and $m_3 \geq \max\{|A|,|C|\}$. As $m_3 \leq |A| \cdot |C| \leq m_1 \cdot m_2$, $\tau_A \geq 1$. Similarly, $\tau_B, \tau_C \geq 1$, so the thresholds used by the algorithm make sense.

\section{Optimal Conditional Lower Bound for SetDisjointness}

\Claim{13}. There exists an edge $(a, b) \in E \cap (A \times B)$ such that $S_a \cap S_b \neq \emptyset$ if and only if $G$ contains a triangle.

\Proof. If there exists a triangle $(a, b, c) \in A \times B \times C$ in $G$, then both $S_a$ and $S_b$ contain $c$. Thus, $S_a \cap S_b \neq \emptyset$. For the other direction, if there exists an edge $(a, b) \in E \cap (A \times B)$ such that $S_a \cap S_b \neq \emptyset$ then there exists some $c \in S_a \cap S_b$ which implies that $(a, c), (b, c) \in E$, and so $(a, b, c)$ is a triangle in $G$.

Finally, the time cost of solving UTD is $O(N^p + m_1 \cdot N^q) = O((m_3)^p + m_1 \cdot (m_3)^q)$.

\Theorem{6}. Assuming $\omega = 2$, any algorithm for online SetDisjointness that has $\frac{1}{3} \leq q < 1$ must obey $2p + q \geq 3$, unless the UTD hypothesis is false.

\Proof. To prove the theorem we first describe a reduction from the UTD problem to the online SetDisjointness problem by describing an algorithm for UTD that uses an algorithm for online SetDisjointness as a black box. We then show that if the online SetDisjointness algorithm obeys $2p + q = 3 - \epsilon$ for $\frac{1}{3} \leq q \leq 1$, for some constant $\epsilon > 0$, then there exists an algorithm contradicting the UTD Hypothesis.

\Reduction{1}. Given an instance $G = (A \cup B \cup C, E)$ of UTD, for each $x \in A \cup B$ define the set $S_x$ to be the set of vertices from $C$ that are neighbors of $x$. All of the sets are given as input for the preprocessing phase of the online SetDisjointness algorithm. Notice that the sum of the sizes of the sets is exactly $N = m_2 + m_3 = \Theta(m_3)$, since each edge touching a vertex in $C$ contributes exactly one element to exactly one of the sets. Next, for each of the $m_1$ edges $(a, b) \in E \cup (A \times B)$, the algorithm performs an online SetDisjointness query on $S_a$ and $S_b$. If any of the queries returns a false (meaning that the intersection of the two sets is not empty) then the algorithm returns that there is a triangle in $G$, and otherwise, the algorithm returns that there is no triangle in $G$.

\Claim{13}. There exists an edge $(a, b) \in E \cap (A \times B)$ such that $S_a \cap S_b \neq \emptyset$ if and only if $G$ contains a triangle.

\Proof. If there exists a triangle $(a, b, c) \in A \times B \times C$ in $G$, then both $S_a$ and $S_b$ contain $c$. Thus, $S_a \cap S_b \neq \emptyset$. For the other direction, if there exists an edge $(a, b) \in E \cap (A \times B)$ such that $S_a \cap S_b \neq \emptyset$ then there exists some $c \in S_a \cap S_b$ which implies that $(a, c), (b, c) \in E$, and so $(a, b, c)$ is a triangle in $G$.

Finally, the time cost of solving UTD is $O(N^p + m_1 \cdot N^q) = O((m_3)^p + m_1 \cdot (m_3)^q)$.
and
\[ q + x \leq \frac{x + 3}{3} - \epsilon'. \]

Thus, since the UTD hypothesis holds for any combination of \( m_1, m_2 \) and \( m_3 \) (as long as \( m_1 \leq m_2 \leq m_3 \)), we set \( m_1 = (m_3)^x \) and \( m_2 = m_3 \) (recall that \( x < 1 \)). The UTD hypothesis states that the time cost for solving UTD on this setting of \( m_1, m_2 \) and \( m_3 \) is \( \Omega \left( (m_3)^{\frac{x+1}{2}} \right) \), while the time cost of solving UTD using the reduction is

\[ O((m_3)^p + m_1 \cdot (m_3)^q) = O((m_3)^p + (m_3)^{x+q}) = O \left( (m_3)^{\frac{x+1}{2}} \right), \]

thereby obtaining a contradiction.

\[ \Rightarrow \]

\section{Unbalanced Triangle Enumeration}

We begin with an algorithm which does not care about the number of triangles in the input.

\begin{lemma}
There exists an algorithm for the UTE problem whose time cost is
\[ O(m_3 + \sqrt{m_1 \cdot m_2 \cdot m_3}). \]
\end{lemma}

\begin{proof}
The algorithm uses the same definition and treatment of light vertices as in the algorithm in the proof of Theorem 5, but instead of stopping once a triangle is found, the algorithm continues until all triangles that contain at least one light vertex are enumerated. Recall that this process costs \( O(m_3 + \tau_A \cdot m_3 + \tau_B \cdot m_1 + \tau_C \cdot m_2) \) time.

**Heavy vertices.** Since there can be at most \( \frac{m_1}{m_3} \) heavy vertices in \( A \), at most \( \frac{m_2}{m_3} \) heavy vertices in \( B \), and at most \( \frac{m_3}{m_3} \) heavy vertices in \( C \), there can be at most \( \frac{m_1 \cdot m_2 \cdot m_3}{\tau_A \cdot \tau_B \cdot \tau_C} \) triangles whose vertices are all heavy. Thus, for each triplet of a heavy vertex \( a \in A \), a heavy vertex \( b \in B \), and a heavy vertex \( c \in C \), the algorithm spends constant time looking up whether \( (a, b, c) \) is a triangle or not. The time cost of enumerating all such triplets is \( O \left( \frac{m_1 \cdot m_2 \cdot m_3}{\tau_A \cdot \tau_B \cdot \tau_C} \right) \).

**Time cost.** The total time cost is
\[ O(m_3 + \tau_A \cdot m_3 + \tau_B \cdot m_1 + \tau_C \cdot m_2 + \frac{m_1 \cdot m_2 \cdot m_3}{\tau_A \cdot \tau_B \cdot \tau_C}). \]

The time cost is minimized when the last four terms in the summation are all equal:
\[ \tau_A \cdot m_3 = \tau_B \cdot m_1 = \tau_C \cdot m_2 = \frac{m_1 \cdot m_2 \cdot m_3}{\tau_A \cdot \tau_B \cdot \tau_C}. \]

By plugging in \( \tau_B = \frac{m_3}{m_1} \tau_A \) and \( \tau_C = \frac{m_3}{m_2} \tau_A \), we have
\[ \tau_A \cdot m_3 = \frac{m_1 \cdot m_2 \cdot m_3}{\tau_A \cdot \tau_B \cdot \tau_C} = \frac{m_1 \cdot m_2 \cdot m_3}{m_1 \cdot m_2 \cdot m_3} = \frac{m_1}{m_3} \tau_A \cdot \tau_B \cdot \tau_C = (\frac{m_1}{m_3})^2 \cdot \tau_A. \]

Therefore, \( \tau_A = \sqrt{\frac{m_1}{m_3}} \) and the total time cost is \( O(m_3 + \tau_A \cdot m_3) = O(m_3 + \sqrt{m_1 \cdot m_2 \cdot m_3}) \).
Similarly to the UTD algorithm, notice that with an $O(m^3)$ time preprocessing we can ensure that every vertex in $A$ has at least one edge to $B$ and to $C$ (process the vertices in $B$ and $C$ similarly), by removing any vertex (and its incident edges) without this property. This procedure never removes any triangles, and ensures that $m_1 \geq \max\{|A|, |B|\}$, $m_2 \geq \max\{|C|, |B|\}$, and $m_3 \geq \max\{|A|, |C|\}$. As $m_3 \leq |A| \cdot |C| \leq m_1 \cdot m_2$, $\tau_A \geq 1$. Similarly, $\tau_B, \tau_C \geq 1$, so the thresholds the algorithm uses make sense.

Now we give an algorithm for UTE, assuming that the input graph has $t$ triangles. Notice that our algorithm for UTD can count the number of triangles, so we can assume that we know $t$.

**Theorem 9.** There exists an algorithm for UTE on graphs with at most $t$ triangles whose time cost is

$$\tilde{O} \left( m_3 + m_3^{\frac{3}{2+\varepsilon}} (m_1 m_2)^{\frac{1}{2+\varepsilon}} + \frac{1}{2+\varepsilon} (m_1 m_2 m_3)^{\frac{1}{2+\varepsilon}} \right).$$

**Proof.** Let $L, D_1, D_2, D_3$ be parameters to be chosen later; we will make sure that all of these parameters are at least 1. Recall that $m_1 = E \cap (A \times B), m_2 = E \cap (B \times C), m_3 = E \cap (A \times C)$.

For every $a \in A$ with at most $D_1$ neighbors in $C$, list all triangles through $a$ by going through all pairs of neighbors of $a$. The total time over all low-degree $a \in A$ is $O(m_1 D_1)$. Similarly, in $O(m_2 D_2)$ time list all triangles through all $b \in B$ with at most $D_2$ neighbors in $A$ and in $O(m_3 D_3)$ time list all triangles through all $c \in C$ with at most $D_3$ neighbors in $B$.

Now let us set $D_1 = \frac{m_3 D_3}{m_1}$ and $D_2 = \frac{m_3 D_3}{m_2}$. As $m_3 \geq m_1, m_2, D_1, D_2 \geq 1$. This makes the total time so far $O(m_3 D_3)$.

Any triangle $(a, b, c)$ that has not been listed must have that $a$ has at least $D_1$ neighbors in $C$, $b$ has at least $D_2$ neighbors in $A$ and $c$ has at least $D_3$ neighbors in $B$. Thus we can restrict to a subset $A'$ of $A$ of size at most $n_A = m_1 / D_1 = (m_1 m_2) / (m_3 D_3)$, a subset $B'$ of $B$ of size at most $n_B = m_2 / D_3$ and a subset $C'$ of $C$ of size at most $n_C = m_3 / D_1 = m_1 / D_3$.

Notice that

$$n_A = (m_1 / D_3) \cdot (m_2 / m_3) \leq (m_1 / D_3) = n_C \leq (m_2 / D_3) = n_B.$$

Bjorklund et al. [9] give an $\tilde{O}(L^3 n^\omega)$ time algorithm that given a tripartite graph $G'$ with $n$ nodes in each partition, every edge $e$ of $G'$ the algorithm lists $L$ triangles that contain $e$, for some parameter $L \geq 1$, or all triangles containing $e$ if $e$ is in fewer than $L$ triangles. Our algorithm reduces to this balanced case.

Since $n_A \leq n_C \leq n_B$, the algorithm splits the larger partitions into parts of size roughly $n_A$, thereby obtaining $(n_B n_C) / n_A^2$ instances of balanced graphs, where every partition has $n_A$ vertices. On each one of these instances the algorithm executes the algorithm of [9] to list up to $L$ triangles for every edge in the remaining graph. The running time of this step is

$$\tilde{O} \left( n_B n_C n_A^{\omega-2} L^{3-\omega} \right) = \tilde{O} \left( \frac{(m_1 m_2)^{\omega-1}}{D_3^2 m_3^2} L^{3-\omega} \right).$$

To minimize the total runtime we set

$$m_3 D_3 = \frac{(m_1 m_2)^{\omega-1}}{D_3^2 m_3^2} L^{3-\omega}.$$  

This sets $D_3 = L^{3-\omega} (m_1 m_2 / m_3)^{\frac{1}{1-\omega}}$. Notice that as long as $L \geq 1, D_3 \geq 1$, just as with the UTD algorithm the algorithm can execute an $O(m_3)$ time preprocessing phase to make sure that $m_3 \leq m_1 m_2$. 


With this setting of \( D_1 \), the runtime of this step becomes

\[
O \left( m_3^\frac{2}{m_3} (m_1m_2)^\frac{1}{m_1 + m_2} L^\frac{2}{m_3} \right).
\]

Now, set \( L = \max \{1, 6t/m_3\} \). The total runtime of the algorithm so far becomes:

\[
\tilde{O} \left( m_3 + m_3^\frac{2}{m_3} (m_1m_2)^\frac{1}{m_1 + m_2} + (m_1m_2m_3)^\frac{1}{m_1 + m_2 + m_3} T^\frac{2}{m_3} \right).
\]

The only triangles remaining are those through edges that are contained in more than \( L \) triangles. As the number of triangles is \( t \) and since each triangle has 3 edges, the total number of edges whose triangles the algorithm has not found is at most \( 3t/L \). Notice that from the earlier steps of the algorithm we know for every edge \( e \) how many triangles contain \( e \). Thus, the algorithm also knows the \( 3t/L \) edges that are left.

If \( L = 1 \) and so \( 6t/m_3 \leq 1 \), we must have \( t \leq m_3/6 \) and so \( 3t/L = 3t \leq m_3/2 \). Otherwise, if \( L = 6t/m_3 \), then we also get \( 3t/L = m_3/2 \). In both cases, the total number of remaining edges is at most \( m_3/2 \), and so the algorithm recurses, applying the same steps but on an unbalanced graph with at most \( m_1, m_2 \) and \( m_3/2 \) edges and still at most \( t \) triangles. When the number of edges becomes constant, the algorithm solves the problem via brute force.

Since in each recursive step the current largest edge set shrinks by a factor of 2, the number of recursive steps is \( O(\log n) \) and we at most tack on a logarithmic factor to the runtime.

6 Optimal Conditional Lower Bound for SetIntersection

\[ \textbf{Theorem 10.} \quad \text{Any algorithm for online SetIntersection that has } \frac{1}{2} \leq q < 1 \text{ must obey } p + q \geq 2, \text{ unless the UTE hypothesis is false.} \]

**Proof.** To prove the theorem we first describe a reduction from the UTE problem to the online SetIntersection problem by describing an algorithm for UTE that uses an algorithm for online SetIntersection as a black box. We then show that if the online SetIntersection algorithm obeys \( p + q \geq 2 - \epsilon \) for \( \frac{1}{2} \leq q < 1 \) and some constant \( \epsilon > 0 \), then there exists an algorithm contradicting the UTE Hypothesis.

**Reduction from UTE to online SetIntersection.** The reduction is the same as the reduction given in the proof of Theorem 6, except that instead of using online SetDisjointness, the reduction algorithm uses SetIntersection. Specifically, the reduction algorithm does not stop after it is established that two sets are not disjoint. Instead, for each of the \( m_1 \) edges \( (a, b) \in E \cup (A \times B) \), the algorithm performs an online SetIntersection query, and for each \( c \) in the output the algorithm enumerates triangle \( (a, b, c) \). The correctness of the reduction follows from the following claim.

\[ \textbf{Claim 15.} \quad \text{For every edge } (a, b) \in E \cap (A \times B) \text{ there is a bijection between every } c \in S_a \cap S_b \text{ and every triangle in } G \text{ containing } (a, b). \]

**Proof.** If there exists a triangle \( (a, b, c) \in A \times B \times C \) in \( G \), then both \( S_a \) and \( S_b \) contain \( c \), and so \( c \in S_a \cap S_b \). For the other direction, for every edge \( (a, b) \in E \cap (A \times B) \) and every \( c \in S_a \cap S_b \), the edges \( (a, c) \) and \( (b, c) \) must be in \( E \), and so \( (a, b, c) \) is a triangle in \( G \). \hfill \( \blacksquare \)

As in the proof of Theorem 6, the sum of the sizes of the sets in the online SetIntersection instance is exactly \( N = m_3 + m_3 = \Theta(m_3) \), and the size of the output is \( O(t) \). Finally, the time cost of solving UTE is \( O(N^p + m_1 \cdot N^q + t) = O((m_3)^p + m_1 \cdot (m_3)^q + t) \).
The lower bound. Suppose that there exists an online SetIntersection algorithm with 
\( \frac{1}{2} \leq q < 1 \) and \( p + q \leq 2 - \epsilon \) for some positive \( \epsilon > 0 \). Without loss of generality, assume that \( \epsilon < 2 - 2q \), which is okay since \( q < 1 \).

By rearranging, \( 2p - 2 \leq 2 - 2q - 2\epsilon \). Thus, there exists a constant positive number \( x \) such that

\[
2p - 2 + \epsilon \leq x \leq 2 - 2q - \epsilon.
\]

Notice that since \( q \geq \frac{1}{2} \) then \( x < 2 - 2q \leq 1 \). Moreover, by rearranging, there exists a constant \( \epsilon' > 0 \) such that \( p \leq 1 + \frac{\epsilon}{2} - \epsilon' \) and \( q + x \leq 1 + \frac{\epsilon}{2} - \epsilon' \).

Since the UTE hypothesis holds for any combination of \( m_1, m_2 \) and \( m_3 \) (as long as \( m_1 \leq m_2 \leq m_3 \)), we set \( m_3 = m_2 \) and \( m_1 = (m_3)^{3/2} \). Moreover, let \( t = (m_3)^y \) where \( y = 1 + \frac{\epsilon}{2} - \epsilon' \).

Notice that the maximum number of triangles in an unbalanced tripartite graph with edge set sizes \( m_1, m_2, m_3 \) is \( \sqrt{m_1 m_2 m_3} = m_3^{1+\epsilon/2} \), so that the number of triangles we need to list here is just a bit smaller than this.

The UTE hypothesis states that the time cost for solving UTE on this setting of \( m_1, m_2 \) and \( m_3 \) is

\[
\Omega \left( t^{\frac{2}{3}} (m_1 m_2 m_3)^{\frac{2}{3}} \right) = \Omega \left( m_3^{\frac{2+\epsilon+q}{3}} \right) = \Omega \left( m_3^{(1+\frac{\epsilon}{2}) - \frac{1}{3} \epsilon'} \right).
\]

However, the time cost of solving UTE using the reduction is

\[
O((m_3)^p + m_1 \cdot (m_3)^q + t) = O((m_3)^p + (m_3)^{x+q} + (m_3)^q)
\]

\[
= O((m_3)^{1+\frac{\epsilon}{2} - \epsilon'}) << \Omega((m_3)^{1+\frac{\epsilon}{2} - \frac{1}{3} \epsilon}),
\]

where the last transition is due to \( \epsilon' > 0 \). Thus, we have obtained a contradiction.  
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Abstract

We study the geodesic Voronoi diagram of a set \( S \) of \( n \) linearly moving sites inside a static simple polygon \( P \) with \( m \) vertices. We identify all events where the structure of the Voronoi diagram changes, bound the number of such events, and then develop a kinetic data structure (KDS) that maintains the geodesic Voronoi diagram as the sites move. To this end, we first analyze how often a single bisector, defined by two sites, or a single Voronoi center, defined by three sites, can change. For both these structures we prove that the number of such changes is at most \( O(m^3) \), and that this is tight in the worst case. Moreover, we develop compact, responsive, local, and efficient kinetic data structures for both structures. Our data structures use linear space and process a worst-case optimal number of events. Our bisector KDS handles each event in \( O(\log m) \) time, and our Voronoi center handles each event in \( O(\log^2 m) \) time. Both structures can be extended to efficiently support updating the movement of the sites as well. Using these data structures as building blocks we obtain a compact KDS for maintaining the full geodesic Voronoi diagram.
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1 Introduction

Polygons are one of the most fundamental objects in computational geometry. As such, they have been used for many different purposes in different contexts. Within the path planning community, polygons are often used to model different regions. A simple example is when we have a robot moving within a building: in such a case we model all possible locations that a robot can reach by a polygon (the walls or any obstacle in the way form the boundary of this polygon). Then, the goal is to find a path that connects the source point and the destination and that minimizes some objective function. There are countless many results that depend on the exact function used (distance traveled [10], time needed to reach [18], number of required turns [27], etc.) Paths that minimize distance are often called geodesics.

Two of the most fundamental problems in this setting are constructing shortest path maps and augmented Voronoi diagrams. A shortest path map (or SPM for short) is a partition of the space into regions so that points in the same region travel in the same way to the fixed source [10, 13]. The exact definition of “in the same way” depends on the exact problem setting, but it often means that paths are combinatorially the same, that is, they have the same internal vertices. Augmented Voronoi diagrams are a generalization of SPMs for the case in which we have more than one fixed source and we are interested in the topology of the path to the closest source [3]. See Fig. 1 for an illustration. These structures are of critical importance in obtaining efficient solutions to related problems such as finding center points, closest pairs, nearest neighbors, and constructing spanners [22, 23].

It often happens that while we are moving to our destination, that destination is also moving. For example, when two agents try to meet, one wants to evade the other, or one simply needs to meet up with a second one that is doing a different task [17]. Since it is very costly to recompute the solution after each infinitesimal movement, the aim is to somehow maintain some information from which we can easily obtain the solution, and update this information only when the solution has significant changes. A data structure that can handle such a setting is known as a kinetic data structure (or KDS for short) [6]. There is a wide range of problems that have been studied in this setting. We refer to the survey by Basch et al. [6] for an overview of these results.

Surprisingly, there is very little work that combines all three of the above concepts (polygons, shortest paths, and kinetic data structures). We are aware of only two results. Aronov et al. [5] present a KDS for maintaining the shortest path map of a single point.

Figure 1 The (augmented) geodesic Voronoi diagram of four moving sites p, q, r, and s.
moving inside a simple polygon, and Karavelas and Guibas [14] give a KDS to maintain a constrained Delaunay triangulation of a set of moving points. This allows them to maintain nearest neighbors and the geodesic hull.

We present the first KDS to maintain the full (augmented) geodesic Voronoi diagram of a set of point sites moving inside a simple polygon, thus generalizing the above results. We carefully analyze when and how often it can change. To this end, we prove tight bounds on the number of combinatorial changes in a single bisector, and on the trajectory of a Voronoi center. Our results provide an important tool for maintaining related structures in which the agents (sites) move linearly within the simple polygon (e.g. minimum spanning trees, nearest-neighbors, closest pairs, etc.).

Related Work. Our data structures are based on the Kinetic Data Structures (KDS) framework introduced by Busch et al. [6]. In this framework motions are assumed to be known in advance. Each KDS maintains a set of certificates that together certify that the KDS currently correctly represents the target structure. Typically these certificates involve a few objects each and represent some simple geometric primitive. For example a certificate may indicate that three points form a clockwise oriented triangle. As the points move these certificates may become invalid, requiring the KDS to update. This requires repairing the target structure and creating new certificates. Such a certificate failure is called an (internal) event. An event is external if the target structure also changes. The performance of a KDS is measured according to four measures. A KDS is considered compact if it requires little space, generally close to linear, responsive if each event is processed quickly, generally polylogarithmic time, local if each site participates in few events, and efficient if the ratio between external and internal events is small, generally polylogarithmic. Note that for efficiency it is common to compare the worst-case number of events for either case.

Let \( S \) be a set of \( n \) point sites moving linearly in a space \( P \), that is, each point moves with a fixed speed and direction. The Voronoi diagram \( \text{VD}_P(S) \) of \( S \) is a partition of \( P \) into \( n \) regions, one per site \( s \in S \), such that for any point \( q \) in such a region \( V_s \), is closer to \( s \) than to any other site from \( S \). Guibas et al. [11] studied maintaining the Voronoi diagram in case \( P = \mathbb{R}^2 \) and distance is measured by the Euclidean distance. They prove that \( \text{VD}_{\mathbb{R}^2}(S) \) may change \( \Omega(n^2) \) times, and present an a KDS that handles at most \( O(n^3 \beta_4(n)) \) events, each in \( O(\log n) \) time. Here, \( \beta_1(n) = \lambda_2(n)/n \) and \( \lambda_2(n) \) is the maximum length of a Davenport-Schinzel sequence of \( n \) symbols of order \( z \) [25]. Their results actually extend to slightly more general types of movement. It is one of the long outstanding open problems if this bound can be improved [8, 9]. Only recently, Rubin [24] showed that if all sites move linearly and with the same speed, the number of changes is at most \( O(n^{2+\varepsilon}) \) for some arbitrarily small \( \varepsilon > 0 \). For arbitrary speeds, the best known bound is still \( O(n^3 \beta_4(n)) \). When the distance function is specified by a convex \( k \)-gon the number of changes is \( O(k^3 n^2 \beta_2(n)) \) [2]. Here, and throughout the rest of the paper \( z \) denotes some small constant.

Let \( P \) be a simple polygon with \( m \) vertices, and let \( \pi(s, q) \) be the shortest path between \( s \) and \( q \) that stays entirely inside \( P \). We measure length of a path by the sum of the Euclidean edge lengths. Such a shortest path \( \pi(s, q) \) is known as a geodesic, and its length as the geodesic distance between \( s \) and \( q \). With some abuse of notation we use \( \pi(s, q) \) to denote both the shortest path and its length.

Aronov was the first to study the geodesic Voronoi diagram [3]. He proved that when the sites in \( S \) are static, \( \text{VD}_P(S) \) has complexity \( O(n + m) \). The same bound applies for the augmented geodesic Voronoi diagram. Moreover, he presented an \( O((n + m) \log(n + m) \log n) \) time algorithm for constructing \( \text{VD}_P(S) \), which was improved to \( O((n + m) \log(n + m)) \) by
Table 1 The different types of events at which the geodesic Voronoi diagram changes, and their number. At an $a,b$-collapse event two vertices of $VD_P(S)$ with degrees $a$ and $b$ collide and one disappears. Similarly, at an $a,b$-expand one such a vertex appears. At a vertex event a vertex of $VD_P(S)$ collides with a vertex of $P$.

<table>
<thead>
<tr>
<th>Event</th>
<th>Lower bound</th>
<th>Upper bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 2-collapse/expand</td>
<td>$\Omega(m^2n)$</td>
<td>$O(m^2n^2)$</td>
</tr>
<tr>
<td>1, 3-collapse/expand</td>
<td>$\Omega(mn \min{n, m})$</td>
<td>$O(m^2n^2 \min{m \beta_2(n), n})$</td>
</tr>
<tr>
<td>2, 2-collapse/expand</td>
<td>$\Omega(m^3n)$</td>
<td>$O(m^3n \beta_1(n))$</td>
</tr>
<tr>
<td>2, 3-collapse/expand</td>
<td>$\Omega(mn^2 + m^3n)$</td>
<td>$O(m^3n^2 \beta_1(n) \beta_2(n))$</td>
</tr>
<tr>
<td>3, 3-collapse/expand</td>
<td>$\Omega(mn^2 + m^2n)$</td>
<td>$O(m^3n^3 \beta_1(n))$</td>
</tr>
<tr>
<td>vertex</td>
<td>$\Omega(m^2n)$</td>
<td>$O(m^2n \beta_4(n))$</td>
</tr>
</tbody>
</table>

Papadopoulou and Lee [23]. Recently, there have been several improved algorithms [16, 21] which ultimately lead to an optimal $O(m + n \log n)$ time algorithm by Oh [20]. Furthermore, Agarwal et al. [1] recently showed that finding the site in $S$ closest to an arbitrary query point $q \in P$ — a key application of geodesic Voronoi diagrams — can be achieved efficiently even if sites may be added to, or removed from, $S$. Note however, that their result cannot be used directly to maintain a substructure of the Voronoi diagram (e.g. an MST).

There are no known results on maintaining an (augmented) geodesic Voronoi diagram when multiple sites $S$ move continuously in a simple polygon $P$. In case there is only one site $s$, Aronov et al. [5] presented a KDS that maintains the shortest path map $SPM_s$ of $s$. Their data structure uses $O(m)$ space, and processes a total of $O(m)$ events in $O(\log m)$ time each. Karavelas and Guibas [14], provide a KDS to maintain a constrained Delaunay triangulation of $S$. This allows them to maintain the geodesic hull of $S$ w.r.t. $P$, and the set of nearest neighbors in $S$ (even in case $P$ has holes). Their KDS processes $O((m + n)^3 \beta_2(n + m))$ events in $O(\log(n + m))$ time each.

**Organization and Results.** We present a kinetic data structure to maintain the geodesic Voronoi diagram $VD_P(S)$ of a set $S$ of $n$ sites moving linearly inside a simple polygon $P$ with $m$ vertices. To this end, we prove a tight $O(m^3)$ bound on the number of combinatorial changes in a single bisector, and develop a compact, efficient, and responsive KDS to maintain it (Section 3). Our KDS for the bisector uses $O(m)$ space and processes events in $O(\log m)$ time. We then show that the movement of the Voronoi center $c_{pqs}$ — the point equidistant to three sites $p, q, s \in S$ — can also change $O(m^3)$ times (Section 4). We again show that this bound is tight, and develop a compact, efficient, and responsive KDS to maintain $c_{pqs}$. The space usage is linear, and handling an event takes $O(\log^2 m)$ time. Both our KDSs can be made local as well, and therefore efficiently support updates to the movement of the sites. Building on these results we then analyze the full Voronoi diagram $VD_P(S)$ of $n$ moving sites (Section 5). We identify the different types of events at which $VD_P(S)$ changes, and bound their number. Table 1 gives an overview of our bounds. We then develop a compact KDS to maintain $VD_P(S)$. Omitted proofs are in the full version of this paper [15].

---

1 The original description by Aronov et al. [5] uses a dynamic convex hull data structure that supports $O(\log^2 m)$ time queries and updates. Instead, we can use the data structure by Brodal and Jacob [7] which supports these operations in $O(\log m)$ time.
2 Preliminaries

We first review some properties of geodesic Voronoi diagrams and shortest path maps that we will use. Let \( \text{SPM}_s \) be the shortest path map of \( s \), hence for all points in a region of \( \text{SPM}_s \) the shortest path from \( s \) has the same internal vertices. Each such region \( R \) is star-shaped with respect to the last internal vertex \( v \) on the shortest path. Often it will be useful to refine \( R \) into triangles incident to \( v \). We refer to the resulting subdivision of \( P \) as the extended shortest path map. With some abuse of notation we will use \( \text{SPM}_s \) to denote this subdivision as well. An edge in \( \text{SPM}_s \) that starts in a vertex \( v \) that is colinear with the last edge in \( \pi(s,v) \) is called an extension segment \( E_{v_s} = E_v \).

Let \( T = \mathbb{R} \) denote the time domain. We consider each site \( s \in S \) as a function from \( T \) to \( P \). For functions we will not distinguish between the function itself and its graph. We say that a function is simple if it is continuous, i.e. if it has no break points.

Given two sites \( p \) and \( q \), the bisector \( B_{pq} \) is the set of all points that are equidistant to \( p \) and \( q \). If no vertex of \( P \) lies on the bisector, then \( B_{pq} \) is a piecewise curve connecting two points on \( \partial P \). Each curve on \( B_{pq} \) is a subarc of a hyperbola [3, 19].

\[ \text{Lemma 1 (Aronov [3]).} \quad \text{VD}_P(S) \text{ consists of } O(n) \text{ vertices with degree 1 or 3, and } O(m) \text{ vertices of degree 2. For each degree 2 vertex } v \text{ there is are } p, q \in S \text{ so that } v \text{ lies on the bisector } B_{pq} \text{ and } v \text{ lies on extension segment of } \text{SPM}_p \text{ or } \text{SPM}_q. \text{ All edges of } \text{VD}_P(S) \text{ are hyperbolic arc segments. Every vertex } v \text{ of } P \text{ contributes at most one extension segment } E_v. \]

\[ \text{Lemma 2 (Aronov et al. [5]).} \quad \text{Let } s \text{ be a point moving linearly inside a simple polygon } P \text{ with } m \text{ vertices. The extended shortest path map } \text{SPM}_s \text{ changes at most } O(m) \text{ times.} \]

\[ \text{Lemma 3.} \quad \text{Let } v \text{ be a vertex of } P, \text{ there are } O(mn\beta_4(n)) \text{ time intervals in which } v \text{ has a unique closest site } s \in S, \text{ and the distance from } v \text{ to } s \text{ over time is a hyperbolic function.} \]

3 A Single Bisector

Fix a pair of sites \( p \) and \( q \), and let \( b_{pq}(t) \) and \( b_{qp}(t) \) be the endpoints of the bisector \( B_{pq} \) defined so that \( p \) lies to the right of \( B_{pq}(t) \) when following the bisector from \( b_{pq}(t) \) to \( b_{qp}(t) \). As \( p \) and \( q \) move, the structure of \( B_{pq} \) changes at discrete times, or events. We distinguish between the following types of events (see Fig. 2): vertex events, at which an endpoint of \( B_{pq} \) coincides with a vertex of \( P \), 1,2-collapse events, at which a degree 2 vertex (an interior vertex) of \( B_{pq} \) disappears as it collides with a degree 1 vertex (an endpoint), 1,2-expand events, at which a new degree 2 vertex appears from a degree 1 vertex,

\[ \text{Figure 2 The types of events during which the structure of } B_{pq} \text{ changes.} \]
A vertex event at $v$ may coincide with a $1,2$-expand event. At the time of the event all points in $R$ are equidistant to $p$ and $q$, and $b_{pq}$ jumps from $v$ to $e_{vp}$.

- $2,2$-collapse events at which a degree 2 vertex disappears by colliding with an other degree 2 vertex, and
- $2,2$-expand events, at which a new degree 2 vertex appears from a degree 2 vertex.

In Section 3.1 we prove that there are at most $O(m^2)$ vertex and $1,2$-collapse events, and at most $O(m^3)$ $2,2$-collapse events. The number of expand events can be similarly bounded. Some of these events may actually happen simultaneously. See for example Fig. 3, where $B_{pq}$ changes when a vertex event and a $1,2$-expand event coincide. So we are double-counting these simultaneous events. Despite this, we show that our $O(m^3)$ bound on the number of changes of $B_{pq}$ is tight in the worst case. In Section 3.2 we then argue that there is a KDS that can maintain $B_{pq}$ efficiently.

### 3.1 Bounding the Number of Events

We start by showing that a bisector $B_{pq}$ of $p$ and $q$ may change $\Omega(m^3)$ times. We then argue that there is also an $O(m^3)$ upper bound on the number of such changes.

▶ **Lemma 4.** The bisector $B_{pq}(t)$ can change $\Omega(m^3)$ times.

**Proof.** The main idea is to construct a bisector $B_{pq}$, a piecewise hyperbolic curve, of complexity $\Omega(m)$ in the middle of a region that consists of $\Omega(m^2)$ cells. These cells are defined by the extension segments in $SPM_p$ and $SPM_q$ that extend from the vertices on two convex chains of the polygon; one chain on either side of $B_{pq}$. See the top area in Fig. 4. In each cell the distance functions to $p$ and $q$ are different, thus if $B_{pq}$ moves across a cell this causes a change in the bisector. The two upper convex chains in $P$ have size $\Omega(m)$ and are placed such that as $p$ moves towards the left (and $q$ remains in place), the bisector sweeps from left to right over $\Omega(m^2)$ middle cells, thus causing $\Omega(m^2)$ changes to $B_{pq}$.

![Figure 3](image-url1) A vertex event at $v$ may coincide with a $1,2$-expand event. At the time of the event all points in $R$ are equidistant to $p$ and $q$, and $b_{pq}$ jumps from $v$ to $e_{vp}$.

![Figure 4](image-url2) The bisector $B_{pq}$ may be involved in $\Omega(m^3)$ $2,2$-collapse events.
Next, we argue that $B_{pq}$ can be moved back and forth across these cells $\Omega(m)$ times by adding two convex chains of size $\Omega(m)$ to the bottom of the polygon, just above $p$ and $q$. This way we can ensure that $p$ and $q$ alternate being the closest to the top of the polygon. Thus, when $p$ is closest the bisector will move to the right and when $q$ is the closest the bisector will move to the left. By making $p$ and $q$ move at the same speed and having the segments defining the convex chain on $q$’s side start and end in the middle of where the segments of the convex chain on $p$'s side, we can cause this alternation. It follows that the bisector sweeps over the $\Omega(m^2)$ middle cells $\Omega(m)$ times and thus it changes $\Omega(m^3)$ times. ▷

In the above proof one can observe that the counted events are only the 2,2-collapse events. For 2,2-collapse and 2,2-expand events there is also a $O(m^3)$ upper bound. For other events there is a $O(m^2)$ upper bound (proofs are in the full version [15]). Hence the bisector $B_{pq}$ may change at most $O(m^3)$ times. Even though the entire bisector may change $O(m^3)$ times, the trajectories of its intersection points with the boundary of $P$ have complexity at most $O(m^2)$. The following theorem summarizes these results.

**Theorem 5.** Let $p$ and $q$ be two points moving linearly inside $P$. The bisector $B_{pq}$ of $p$ and $q$ can change $O(m^3)$ times. This bound is tight in the worst case. The trajectories of the endpoints of $B_{pq}$ have $O(m^2)$ edges, each corresponding to a low-degree algebraic curve.

### 3.2 A Kinetic Data Structure to Maintain a Bisector

We first describe a simple, yet naive, KDS to maintain $B_{pq}$ that is not responsive and then show how to improve it to obtain a responsive KDS.

**A Non-Responsive KDS to Maintain a Bisector.** Our naive KDS for maintaining $B_{pq}$ stores: (i) the extended shortest path maps of $p$ and $q$ using the data structure of Aronov et al. [5], (ii) the vertices of $B_{pq}$, ordered along $B_{pq}$ from $b_{pq}$ to $b_{qp}$ in a balanced binary search tree, and (iii) for every vertex $u$ of $B_{pq}$, the cell of $\text{SPM}_p$ and of $\text{SPM}_q$ that contains $u$. Since all cells in $\text{SPM}_p$ and $\text{SPM}_q$ are triangles, this requires only $O(1)$ certificates per vertex. We store these certificates in a priority queue $Q$.

At any time where $B_{pq}$ changes combinatorially (i.e. at an event) the shortest path to a vertex $v$ of $B_{pq}$ changes combinatorially, which indicates a change in the SPM cells that contain $v$. Hence, we detect all events. Conversely, when any vertex $v$ of $B_{pq}$ moves to a different SPM cell there is a combinatorial change in the bisector, so each event triggered by parts (ii) and (iii) of the KDS is an external event. The events at which $\text{SPM}_p$ or $\text{SPM}_q$ changes are internal (unless they also cause a change in a shortest path to a vertex of $B_{pq}$).

The changes to $\text{SPM}_p$ and $\text{SPM}_q$ are handled as in Aronov et al. and we update our other structures accordingly (see the full version for details [15]). This leads to a compact and efficient KDS to maintain the bisector. However, when the shortest path from $p$ or $q$ to some polygon vertex $v$ changes this affects all bisector vertices whose shortest paths go through $v$. Hence, a single change in $\text{SPM}_p$ or $\text{SPM}_q$ may lead to a large number of updates to the certificates of bisector vertices. Therefore, the KDS is not responsive. To solve this issue we need a more refined data structure.

**A Responsive KDS to Maintain a Bisector.** First we dissect in more detail the anatomy of a bisector. Each bisector consists of two endpoints which are degree 1 vertices and a chain of degree 2 vertices connecting them. We can further divide this chain based on which parts are directly visible from the sites defining the bisector. This division results in
at most 5 pieces, as illustrated in Fig. 5; some pieces may not be present in every bisector. First there is a double-visible piece that is visible from both sites $p$ and $q$. Since $P$ is a simple polygon, this piece consists of a single line segment. Adjacent to the double-visible piece on either side there may be a single-visible piece that is only visible to $p$ or to $q$, but not both. Lastly, there are up to two non-visible pieces that are not directly visible from either $p$ or $q$.

We will still store the bisector vertices in a balanced binary tree ordered along the bisector, but we will store the certificates for the degree 2 vertices a little differently. For each of the at most four degree 2 vertices that separate the pieces as well as the degree 1 endpoints, we store the cells of $\text{SPM}_p$ and $\text{SPM}_q$ that contain them. Then we observe that for internal vertices of the single-visible piece there can be no events. Each of these internal vertices lies on an extension segment of a single convex chain of vertices in the simple polygon and these extension segments do not intersect. Therefore no 2,2-collapses can occur.

The non-visible pieces are trickier, since 2,2-collapses may occur when a vertex moving on an extension segment of $\text{SPM}_q$ moves to a different cell of $\text{SPM}_p$. Fortunately such potential events on a single non-visible bisector piece are related and form a strict ordering, regardless of the exact distance functions of the various vertices to $p$ and $q$.

We define event points to be the locations at which 2,2-collapses that may occur. Consider two degree 2 vertices $v$ and $w$ that are internal to a non-visible piece of bisector between sites $p$ and $q$, such that $v$ and $w$ are adjacent on the bisector and we have that $v$ is on an extension segment of $\text{SPM}_p$ and $w$ is on an extension segment of $\text{SPM}_q$. Let the event point $\text{ep}_{v,w}$ denote the intersection between these two extension segments. A 2,2-event between $v$ and $w$ corresponds to the event point being on the bisector between $p$ and $q$. Without loss of generality assume that the event point currently lies in the Voronoi cell of $p$. We can then use the certificate $\pi(\text{ep}_{v,w}, p) < \pi(\text{ep}_{v,w}, q)$ to detect the 2,2-event between $v$ and $w$. As we saw above maintaining these certificates explicitly is not efficient as any change in the shortest path towards $p$ or $q$ requires us to recompute the failure time. Instead we will store all event points in the Voronoi cell of $p$ in one balanced binary tree ordered along the bisector and those in $q$ in another. For each node in such a tree, we maintain the event point in its subtree that will be the first to be on the bisector, similar to a kinetic tournament (this, in turn requires maintaining distances between some of the relevant event points in the subtree). With this representation, we have to compute explicit failure times only for the two event points stored in the roots of the trees. Using these ideas we obtain the following result:
Theorem 6. Let $p$ and $q$ be two sites moving linearly inside a simple polygon $P$ with $m$ vertices. There is a KDS that maintains the bisector $B_{pq}$ that uses $O(m)$ space and processes at most $O(m^3)$ events, each of which can be handled in $O(\log m)$ time. Additionally it can support movement changes of $p$ and $q$ in $O(\log m)$ time and splitting the bisector at any given vertex in $O(\log^2 m)$ time.

Proof. For a single non-visible bisector piece between sites $p$ and $q$, consider event points $ep_1$ and $ep_2$ where $ep_2$ is a child of $ep_1$ in the tree. Let $s_1$ and $t_1$ denote the first polygon vertex on the shortest path from $ep_1$ towards $p$ and $q$ respectively and let $s_2$ and $t_2$ be defined symmetrically. See Fig. 6. Then we can rewrite the certificate for $ep_1$ as

$$\pi(ep_1, s_1) + \pi(s_1, p) < \pi(ep_1, t_1) + \pi(t_1, q) \quad \equiv \quad \pi(ep_1, s_1) - \pi(ep_1, t_1) < \pi(t_1, q) - \pi(s_1, p),$$

and the certificate for $ep_2$ similarly. Then observe that if $s_1 = s_2$ and $t_1 = t_2$, then $ep_1$ will be on the bisector before $ep_2$ if and only if $\pi(ep_1, s_1) - \pi(ep_1, t_1) > \pi(ep_2, s_2) - \pi(ep_2, t_2)$. This creates a strict ordering of the event points in the Voronoi cell of $p$. Unfortunately in many cases the first vertex on the path towards $p$ or $q$ will not be the same for every vertex on the bisector. Therefore we introduce an offset value to allow comparing event points that have different first vertices on their paths towards $p$ and $q$.

If $s_1 \neq s_2$ and $t_1 \neq t_2$, we should compare based on a common node on the paths towards $p$ and $q$, which may be any combination of $s_1$ or $s_2$ and $t_1$ or $t_2$. As these cases are analogous, we consider the case where $s_1$ and $t_2$ are on the shortest paths towards $p$ and $q$ respectively for both event points. (Intuitively $s_1$ and $t_2$ are further towards $p$ and $q$). Now the values we would like to compare are $\pi(ep_1, s_1) - \pi(ep_1, t_1) > \pi(ep_2, s_1) - \pi(ep_2, t_2)$. However these are not what we stored. With some rewriting, we find that the above inequality holds if and only if

$$\pi(ep_1, s_1) - \pi(ep_1, t_1) > \pi(ep_2, s_2) - \pi(ep_2, t_2) - \pi(s_1, s_2) - \pi(t_1, t_2).$$

We call $-\pi(s_1, s_2) - \pi(t_1, t_2)$ the offset of $ep_2$ with respect to $ep_1$. Each node will store the maximum event value in its subtree as follows. For a leaf the maximum is its own event value. For an internal node, it is the maximum over its own event value and the maximum values of its children with the offset added. The maximum value of the root can then be used to determine the first time an 2, 2-event happens among the bisector vertices stored in the tree.
Note that the above data structure stores only a constant number of certificates directly involving \( p \) or \( q \), all of which are stored at the root of the tree. Therefore, it can be made to support changes in the movement of \( p \) and \( q \) in \( O(\log m) \) time. Furthermore, we can support splitting the bisector at a vertex in \( O(\log^2 m) \) time, since a split affects \( O(\log m) \) nodes in the balanced binary search tree, and recomputing the offsets (and thus updating the certificates) takes \( O(\log m) \) time per node.

By replacing part (iii) of the naive structure with this data-structure we are still guaranteed to detect all events, but now when \( \text{SPM} \_p \) changes, we have to update only a constant number of certificates (rather than \( \Theta(m) \)). As the certificates are stored in a binary tree it is easy to add or remove vertices when the bisector is expanded or shrinks. This proves the theorem. ◀

### 4 A Voronoi Center

Let \( c_{pq}(t) \) be the point equidistant to \( p(t), q(t), \) and \( s(t) \) if it exists. By Aronov et al. [4] (Lemma 2.3.5) there is indeed at most one such a point. We refer to \( c_{pq} \) as the Voronoi center of \( p, q, \) and \( s \). Note that there may be times at which \( c_{pq} \) does not exist. We identify five types of events at which \( c_{pq} \) may appear or disappear, or at which the movement of \( c_{pq} \) can change (see Fig. 7). They are:

- **1, 3-collapse** events in which \( c_{pq} \) collides with the boundary of the polygon (in a bisector endpoint) and disappears from \( P \),
- **1, 3-expand** events in which \( c_{pq} \) appears on the boundary of \( P \) as two bisector endpoints intersect, creating a point equidistant to all three sites,
- **vertex-events** where \( c_{pq} \) appears or disappears strictly inside \( P \), as two sites, say \( p \) and \( q \), are equidistant to a vertex \( v \) that appears on the shortest paths to \( c_{pq} \),
- **2, 3-collapse** events where one of the geodesics from either \( p, q, \) or \( s \) to \( c_{pq} \) loses a vertex,
- **2, 3-expand** events where one of the shortest paths gains a new vertex.

Observe that, as the name suggests, at a 1, 3-collapse event the Voronoi center (a degree 3 vertex in \( \text{VD}_P(\{p, q, s\}) \)) disappears as it collides with the endpoint of a bisector (a degree 1 vertex). Similarly, at a 2, 3-collapse event a degree 2 vertex on one of the bisectors disappears as it collides with a degree 3 vertex (the Voronoi center \( c_{pq} \)). As in case of the bisector, some of these events may coincide. In the next section, we bound the number of events, and thus the complexity of the trajectory of \( c_{pq} \). We then present a kinetic data structure to maintain \( c_{pq} \) in Section 4.2.

![Figure 7](image-url) The events that can happen during the movement of a Voronoi center.
4.1 Bounding the Number of Events

We give a construction in which the trajectory of \(c_{pq}s\) has complexity \(\Omega(m^3)\), and then prove a matching upper bound.

▶ **Lemma 7.** The trajectory of the Voronoi center \(c_{pq}s\) of three points \(p, q,\) and \(s\), each moving linearly, may have complexity \(\Omega(m^3)\).

**Proof.** The main idea is that we can construct a trajectory for \(c_{pq}s\) of complexity \(\Omega(m^2)\), even when two of the three sites, say \(p\) and \(q\), are static. We place \(p\) and \(q\) so that their bisector \(B_{pq}\), a piecewise hyperbolic curve of complexity \(\Omega(m)\), intersects an (almost) horizontal line \(E\) \(\Omega(m)\) times. We can realize this using two convex chains \(F_p\) and \(F_q\) in \(\partial P\). See Fig. 8 for an illustration. We now construct a third convex chain \(D_s\) in \(\partial P\) and place the third site \(s\) so that the extension segments in \(\text{SPM}_s\) incident to the vertices of \(D_s\) all lie very close to \(E\). Thus, each such segment intersects \(B_{pq}\) \(\Omega(m)\) times. We choose the initial distances so that the Voronoi center \(c_{pq}s\) lies on the rightmost segment of \(B_{pq}\). Now observe that as \(s\) moves away from \(D_s\), the center \(c_{pq}s(t)\) will move to the left on \(B_{pq}\), and thus it will pass over all \(\Omega(m^2)\) intersection points of \(B_{pq}\) with the extension segments of the vertices in \(D_s\). At each such time, the structure of one of the shortest paths \(\pi(p(t),c_{pq}s(t)), \pi(q(t),c_{pq}s(t)),\) or \(\pi(s(t),c_{pq}s(t))\) changes (they gain or lose a vertex from \(F_p, F_q,\) or \(D_s\), respectively). Hence, the trajectory of \(c_{pq}s\) changes \(\Omega(m^2)\) times.

Next, we argue that we can make \(c_{pq}s\) “swing” back and forth \(\Omega(m)\) times by having \(p\) and \(q\) move as well. The Voronoi center \(c_{pq}s\) will then encounter every intersection point on \(B_{pq}\) \(\Omega(m)\) times. It follows that the complexity of the trajectory of \(c_{pq}s\) is \(\Omega(m^3)\) as claimed.

The idea is to add two additional convex chains, \(C_s\) and \(C_p\), that make the bisector \(B_{ps}\) between \(p\) and \(s\) “zigzag” \(\Omega(m)\) times throughout the movement of \(p\) and \(s\). We can achieve this using a similar construction as in Lemma 4. To make sure that the bisector \(B_{pq} = B_{pq}(t)\) between \(p\) and \(q\) remains static, we create a third chain \(C_q\), which is a mirrored copy of \(C_p\), and we make \(q\) move along a trajectory identical to that of \(p\). See Fig. 8. Finally, observe that \(c_{pq}s(t) = B_{pq}(t) \cap B_{ps}(t)\), and thus \(c_{pq}s(t)\) will indeed encounter all \(\Omega(m^2)\) intersection points on \(B_{pq}\) \(\Omega(m)\) times. The lemma follows.

▶ **Lemma 8.** The number of 1,3-collapse events is at most \(O(m^2)\).

▶ **Theorem 9.** The trajectory of the Voronoi center \(c_{pq}s\) has complexity \(O(m^3)\). Each edge is a constant degree algebraic curve.
Figure 9 In black the certificates that we maintain in order to detect: (a) events where \( b_{sp} \) changes movement, (b) 1,3-collapse, 2,3-collapse and 2,3-expand events, and (c) 1,3-expand events.

4.2 A Kinetic Data Structure to Maintain a Voronoi Center

Our KDS for maintaining \( cpqs \) stores: (i) the extended shortest path maps of \( p \), \( q \), and \( s \), (ii) the cells of these shortest path maps containing \( cpqs \) (when \( cpqs \) lies inside \( P \)), and (iii) the endpoints of all bisectors (for all pairs), and their cyclic order on \( \partial P \). In particular, for each such endpoint \( b_{sp} \) we keep track of the cells of SPM\(_p\) and SPM\(_q\) that contain it. See Fig. 9. At any time we maintain \( O(m) \) certificates, which we store in a global priority queue.

Observe that at 1,3-collapse, 2,3-collapse, and 2,3-expand events the shortest path from \( cpqs \) to one of the sites changes combinatorially. Hence, we can detect all such events. At a vertex event a vertex is equidistant to two sites, say \( p \) and \( q \). At such a time, one of the two endpoints of \( B_{pq} \) leaves an edge of \( P \), and thus exits a shortest path map cell in SPM\(_p \) (and SPM\(_q \)). Since we explicitly track all bisector endpoints, we can thus detect this vertex event of \( cpqs \). Finally, at every 1,3-expand event two such bisector endpoints collide, and thus change their cyclic order along \( \partial P \). We detect such events due to certificates of type (iii).

Any time at which \( cpqs \) changes cells in a shortest path map the movement of \( cpqs \) changes combinatorially. Hence, any failure of a certificate of type (ii) is an external event (a 1,3-collapse, 2,3-collapse, or 2,3-expand). The certificates of types (i) and (iii) may be internal or external.

\( \blacktriangleright \) **Theorem 10.** Let \( p, q \) and \( s \) be three sites moving linearly inside a simple polygon \( P \) with \( m \) vertices. There is a KDS that maintains the Voronoi center \( cpqs \) that uses \( O(m) \) space and processes at most \( O(m^2) \) events, each of which can be handled in \( O(\log^2 m) \) time. Updates to the movement of \( p, q, \) and \( s \), can be handled in \( O(\log^2 m) \) time.

**Proof.** Certificate failures of type (i) are handled exactly as described by Aronov et al. [5]. This takes \( O(\log^2 m) \) time. Note that changes to the shortest path maps may affect the certificates that guarantee that \( cpqs \) or a bisector endpoint lies in a particular SPM cell. In these cases we trigger a type (ii) or type (iii) certificate failure. At a certificate failure of type (ii) at which \( cpqs \) exits a shortest path map cell, we remove all certificates of type (ii) from the event queue. Next, for each site \( p, q, \) and \( s \), we compute the new cell in the shortest path map containing \( cpqs \) (if \( cpqs \) still lies inside \( P \)). Finally, we create the appropriate new type (ii) certificates. Since all cells have constant complexity, the total number of certificates affected is also \( O(1) \). Computing them can easily be done in \( O(\log^2 m) \) time.

Certificate failures of type (iii) where the movement of a bisector endpoint changes are handled using the same approach as in Section 3.2. Furthermore, at such an event we check if \( cpqs \) appears or disappears, that is, if the event is actually a vertex event of \( cpqs \). This can be done in \( O(\log^2 m) \) time [21]. If \( cpqs \) disappears then we delete all type (ii) certificates.
\section{The Geodesic Voronoi Diagram}

In this section we consider maintaining the geodesic Voronoi diagram \(VD_P(S)\) as the sites in \(S\) move. As a result of the sites in \(S\) moving, the Voronoi vertices and edges in \(VD_P(S)\) will also move. However, we observe that all events involving Voronoi edges involve their endpoints; two edges cannot start to intersect in their interior as this would split a Voronoi region, see Fig. 10(a). Similarly, the interior of a Voronoi edge cannot start to intersect the polygon boundary. This means we can distinguish the following types of events that change the combinatorial structure of the Voronoi diagram.

\begin{itemize}
  \item Edge collapses, at which an edge between vertices \(u\) and \(v\) shrinks to length zero. Let \(d_u, d_v\), with \(d_u \leq d_v\), be the degrees of \(u\) and \(v\), respectively. We then have a \(d_u, d_v\)-collapse.
  \item Edge expands. These are symmetric to edge collapses.
  \item Vertex events, where a degree 1 vertex of \(VD_P(S)\) crosses over a polygon vertex.
\end{itemize}

Indeed, we have seen most of these events when maintaining an individual bisector or Voronoi center (a degree 3 vertex in \(VD_P(S)\)). The only new types of events are the 3,3-collapse and 3,3-expand events which involve two degree 3 vertices. They are depicted in Fig. 10(b). We again note that some of these events may happen simultaneously.

\begin{theorem}
Let \(S\) be a set of \(n\) sites moving linearly inside a simple polygon \(P\) with \(m\) vertices. During the movement of the sites in \(S\), the combinatorial structure of the geodesic Voronoi diagram \(VD_P(S)\) changes at most \(O(m^3n^2 \beta_z(n))\) times. In particular, the events at which \(VD_P(S)\) changes, and the number of such events, are listed in Table 1.
\end{theorem}
Figure 11 A vertex event may cause a bisector (here $B_{pq}$) to split, and a degree 3 vertex crossing an SPM extension segment may merge two bisectors.

We prove these bounds in the full version [15]. For most of the lower bounds we generalize the constructions from Sections 3 and 4. For the upper bounds we typically fix a site or vertex (or both), and map the remaining sites to a set of functions in which we are interested in the lower envelope. In Section 5.1 we develop a kinetic data structure to maintain $VD_P(S)$.

5.1 A KDS for a Voronoi Diagram

In this section we develop a KDS to maintain the Voronoi diagram of $S$. Our KDS essentially stores for each site the extended shortest path map of its Voronoi cell, and a collection of certificates that together guarantee that the shortest paths from the sites to all Voronoi vertices remain the same (and thus the KDS correctly represents $VD_P(S)$). The main difficulties that we need to deal with are shown in Fig. 11. Here, $r$ becomes the site closest to vertex $v$, and as a result a part of the polygon moves from the Voronoi cell $V_p$ of $p$ to the Voronoi cell $V_r$ of $r$. Our KDS should therefore support transplanting this region from the SPM representation of $V_p$ into $V_r$ or vice versa. Moreover, part of the bisector $B_{pq}$ becomes a bisector $B_{pr}$, which means that any certificates internal to the bisector (such as those needed to detect 2,2-events) change from being dependent on the movement of $p$ to being dependent on the movement of $r$. Next, we show how to solve the first problem, transplanting part of the shortest path map. Our KDS for the bisector from Theorem 6 essentially solves the second problem. All that then remains is to describe how to handle each event.

5.1.1 Maintaining Partial Shortest Path Maps

To support transplanting a part of $SPM_s$ into $SPM_q$ we extend the data structure of Aronov et al. [5]. Observe that $SPM_s$ is a tree rooted at $s$, and we transplant only subtrees, rooted at some polygon vertex $v$. Our representation of $SPM_s$ should support: (i) link operations in which we add the subtree rooted at $v$ as a child of $u$, (ii) cut operations in which we cut an edge $(u,v)$, (iii) shortest path queries in which we report the length of the shortest path from some vertex $u$ to the root $s$, and (iv) principal-child queries in which we report the principal child $c$ of some non-root node $u$. The principal child is the child of $u$ for which the angle between $cu$ and $up(u)$, where $p(u)$ is the parent of $u$, is minimal. We need this operation to support updating the certificates of $SPM_s^2$. To support these operations,

---

2 Since the root is the only node storing a moving point, all certificates involve only nodes from the first three layers of the tree. Hence, it suffices to compute the principal child only for direct children of the root.
we store SPMs twice: once in a link-cut tree [26] and once in an Euler tour tree [12]. Both these structures support link and cut operations in $O(\log m)$ time. The link-cut trees support query operations on node-to-root paths, and hence we use them to answer shortest path queries in $O(\log m)$ time (plus $O(k)$ time to report the actual path, if desired). The Euler tour trees support query operations on subtrees, and hence we use them to answer principal child queries. In particular, we maintain the children of $u$ in cyclic order around $u$, starting with $c$. This way link and cut operations still take $O(\log m)$ time, and the principal child of $u$ can be reported in constant time.

### 5.1.2 The data structure

The full KDS thus consists of an extended shortest path map for every Voronoi cell maintained as described above; and certificates for each degree three vertex, degree one vertex, and each bisector. For every degree three vertex $c_{pq}$ we maintain the cells of SPM$_p$, SPM$_q$ and SPM$_s$ that contain it and its distance to neighboring vertices. For every degree one vertex $b_{pq}$, we store the cells of SPM$_p$ and SPM$_q$ that contain it, which edge of $P$ it is on, and if applicable its separation from neighboring degree one vertices on the same edge. For each bisector, we store the data structure of Theorem 6. Our data structure uses a total of $O(n + m)$ space.

It is not to difficult to see that this certificate structure captures all external events. For collapse and expand events involving degree three vertices we explicitly certify that the distance to its adjacent vertices is non-zero. For events involving degree one vertices we explicitly track which edge contains each such a vertex. This allows us to detect vertex events. Furthermore, we maintain distance of each degree one vertex to other degree one vertices on the same edge. Thus we can detect 1,3-expand events. Furthermore, we maintain which cells of the SPM the vertex is contained in, which allows us to detect 1,2-expand and 1,2-collapse events. What remains are the 2,2-events. These are detected by the data structure of Theorem 6.

### 5.1.3 Handling events

Handling the events is similar to what we described in Sections 3.2 and 4.2. Hence, we describe only what is new or different here.

At all external-events we have to update the shortest path map representations of the Voronoi cells. In most cases, this involves adding or removing a single vertex to the shortest path map. This can easily be handled using local computations in $O(\log^2 m)$ time. In case of vertex events, we may have to move an entire region in SPM$_s$ to SPM$_p$. Since all shortest paths in such a region go via the vertex involved, we can perform these updates in $O(\log^2 m)$ time using the above data structure.

Since there are now $n$ sites, we maintain $O(n + m)$ certificates, and thus updating the event queue takes $O(\log(n + m))$ time. Furthermore, we now have multiple degree three vertices, and thus we have to handle 3,3-collapse and expand events. These are handled in a similar fashion to the other events; we update the Voronoi regions, and compute new certificates certifying the movement of the vertices involved from scratch. All these updates can be done in $O(\log^2 m + \log n)$ time.

At a vertex event where $p$ and $r$ are equidistant to a vertex $v$, the region $R$ that moves from SPM$_p$ to SPM$_r$ may now be bounded by a bisector $B_{rq}$ rather than $B_{pq}$ (see Fig. 11). Since, at the time of the event, the relevant parts of $B_{pq}$ and $B_{rq}$ coincide we can obtain the new part of $B_{rq}$ by splitting $B_{pq}$, and updating the movement of the associated sites. In particular, replacing the function expressing the distance $p$ to $v$ by the distance from $r$ to $v$. Our bisector KDS allows such updates in $O(\log^2 m)$ time.
Finally, we may have to update the certificates associated with the Voronoi vertices as a result of changes to the individual shortest path maps. For example, when a site $s$ can no longer see polygon vertex $v$, this affects all Voronoi certificates of vertices for which the shortest path goes through $v$. While our KDS for the bisector (Theorem 6) can update the affected certificates of such a change efficiently, this unfortunately does not hold for the certificates associated with degree one or degree three vertices. Updating these requires $O(k(\log^2 m + \log n))$ time, where $k$ is the number of neighbors of $s$ in $VD_P(S)$. It is an interesting open question to try and handle such events implicitly as well. We therefore obtain the following result:

**Theorem 12.** Let $S$ be a set of $n$ sites moving linearly inside a simple polygon $P$ with $m$ vertices. There is a KDS that maintains the geodesic Voronoi diagram $VD_P(S)$ that uses $O(n + m)$ space and processes at most $O(m^3n^3\beta_n(n))$ events, each of which can be handled in $O(k(\log^2 m + \log n))$ time, where $k$ is the number of neighbors of the affected Voronoi cell.
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Abstract
We study locality-sensitive hash methods for the nearest neighbor problem for the angular distance, focusing on the approach of first projecting down onto a random low-dimensional subspace, and then partitioning the projected vectors according to the Voronoi cells induced by a well-chosen spherical code. This approach generalizes and interpolates between the fast but asymptotically suboptimal hyperplane hashing of Charikar [STOC 2002], and asymptotically optimal but practically often slower hash families of e.g. Andoni–Indyk [FOCS 2006], Andoni–Indyk–Nguyen–Razenshteyn [SODA 2014] and Andoni–Indyk–Laarhoven–Razenshteyn–Schmidt [NIPS 2015]. We set up a framework for analyzing the performance of any spherical code in this context, and we provide results for various codes appearing in the literature, such as those related to regular polytopes and root lattices. Similar to hyperplane hashing, and unlike e.g. cross-polytope hashing, our analysis of collision probabilities and query exponents is exact and does not hide any order terms which vanish only for large \( d \), thus facilitating an easier parameter selection in practical applications.

For the two-dimensional case, we analytically derive closed-form expressions for arbitrary spherical codes, and we show that the equilateral triangle is optimal, achieving a better performance than the two-dimensional analogues of hyperplane and cross-polytope hashing. In three and four dimensions, we numerically find that the tetrahedron and 5-cell (the 3-simplex and 4-simplex) and the 16-cell (the 4-orthoplex) achieve the best query exponents, while in five or more dimensions orthoplices appear to outperform regular simplices, as well as the root lattice families \( A_k \) and \( D_k \) in terms of minimizing the query exponent. We provide lower bounds based on spherical caps, and we predict that in higher dimensions, larger spherical codes exist which outperform orthoplices in terms of the query exponent, and we argue why using the \( D_k \) root lattices will likely lead to better results in practice as well (compared to using cross-polytopes), due to a better trade-off between the asymptotic query exponent and the concrete costs of hashing.
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1 Introduction

Given a large database of high-dimensional vectors, together with a target data point which does not lie in this database, a natural question to ask is: which item in the database is the
most similar to the query? And can we somehow preprocess and store the database in a data structure that allows such queries to be answered faster? These and related questions have long been studied in various contexts, such as machine learning, coding theory, pattern recognition, and cryptography [14, 19, 20, 25, 30, 32], under the headers of similarity search and nearest neighbor searching. Observe that a naive solution might consist of simply storing the data set in a big list, and to search this list in linear time to find the nearest neighbor to a query point. This solution requires an amount of time and space scaling linearly in the size of the data set, and solutions we are interested in commonly require more preprocessed space (and time), but achieve a sublinear query time complexity to find the nearest neighbor.

Depending on the context of the problem, different solutions for these problems have been proposed and studied. For the case where the dimensionality of the original problem is constant, efficient solutions are known to exist [8]. Throughout the remainder of the paper, we will therefore assume that the dimensionality of the data set is superconstant. In the late 1990s, Indyk–Motwani [22] proposed the locality-sensitive hashing framework, and until today this method remains one of the most prominent and popular methods for nearest neighbor searching in high-dimensional vector spaces, both due to its asymptotic performance when using theoretically optimal hash families [4, 5], and due to its practical performance when instantiated with truly efficient locality-sensitive hash functions [1, 13, 16]. And whereas many other methods scale poorly as the dimensionality of the problem increases, locality-sensitive hashing remains competitive even in high-dimensional settings.

Although solutions for both asymptotic and concrete settings have been studied over the years, there is often a separation between both worlds: some methods work well in practice but do not scale optimally when the parameters increase (e.g. Charikar’s hash family [16]); while some other methods are known to achieve a superior performance for sufficiently large parameter sizes, but may not be quite as practical in some applications due to large hidden order terms in the asymptotic analysis (e.g. hash families studied in [3–5] and filter families from [6, 11, 17]). Moreover, the latter methods are often not as easy to deploy in practice due to these unspecified hidden order terms, making it hard to choose the scheme parameters that optimize the performance. A key problem in this area thus remains to close the gap between theory and practice, and to offer solutions that interpolate between quick–and–dirty simple approaches that might not scale well with the problem size, and more sophisticated methods that only start outperforming these simpler methods as the parameters are sufficiently large.

1.1 Related work

In this paper we will focus on methods for solving the nearest neighbor problem for the angular distance, which is closely related to the nearest neighbor problem in various $\ell_p$-norms: as shown by Andoni and Razenshteyn [7], a solution for the nearest neighbor problem for the angular distance (or the Euclidean distance on the sphere) can be optimally extended to a solution for the $\ell_2$-norm for all of $\mathbb{R}^d$. Solutions for the $\ell_2$-norm can further be translated to e.g. solutions for the $\ell_1$-norm via appropriate embeddings.

For the angular distance, perhaps the most well-known and widely deployed approach for finding similar items in a large database is to use the hyperplane hash family of Charikar [16]. For spherically-symmetric, random data sets on the sphere of size $n$, it can find a nearest neighbor at angle at most e.g. $\theta = \frac{\pi}{3}$ in sublinear time $O(n^{\rho})$ and space $\tilde{O}(n^{1+\rho})$, with $\rho \approx 0.5850$. Various improvements later showed that smaller query exponents $\rho$ can be achieved in sufficiently high dimensions [3, 5], the most practical of which is based on cross-polytopes or orthoplices [24, 35]: for large $d$ and for the same target angle $\theta = \frac{\pi}{3}$, the query time complexity scales as $n^{\rho+o(1)}$ with $\rho = 1/3$. Note that the convergence to the limit is
Then for any and the query exponent as a function of the set of vertices of the relative volumes of the Voronoi cells induced by spherical code, and consider a hash family where:

As a first contribution of this paper, we provide a framework for analyzing the performance of the locality-sensitive hashing exponent where we focus on the approach of (1) projecting down onto a random low-dimensional subspace, and (2) partitioning the resulting subspace according to the Voronoi cells induced by a spherical code. More specifically, we relate the collision probabilities appearing in the analysis of these hash functions to so-called orthant probabilities of multivariate normal distributions with non-trivial correlation matrices. Below we informally state this relation for general spherical codes, which provides us a recipe for computing the collision probabilities appearing in the theorem, allowing us to always at least obtain an asymptotic scaling, but with a faster convergence to the limit, and thus potentially a better performance in practice for large problem instances.

1.2 A framework for evaluating spherical codes

As a first contribution of this paper, we provide a framework for analyzing the performance of arbitrary spherical codes in the context of locality-sensitive hashing for the angular distance, where we focus on the approach of (1) projecting down onto a random low-dimensional subspace, and (2) partitioning the resulting subspace according to the Voronoi cells induced by a spherical code. More specifically, we relate the collision probabilities appearing in the analysis of these hash functions to so-called orthant probabilities of multivariate normal distributions with non-trivial correlation matrices. Below we informally state this relation for general spherical codes, which provides us a recipe for computing the collision probabilities (and the query exponent) as a function of the set of vertices \( C \) of the corresponding spherical code. Here a hash family being \((\theta, p_1, p_2)\)-sensitive means that uniformly random vectors on the sphere collide with probability at most \( p_2 \), and target nearest neighbors at angle at most \( \theta \) from a random query vector collide in a random hash function with probability at least \( p_1 \).

Further details and a more formal statement can be found in the full version.

**Theorem 1** (Spherical code locality-sensitive hashing). Let \( C \subset S^{k-1} \) be a \( k \)-dimensional spherical code, and consider a hash family where:
- We first project onto a \( k \)-dimensional subspace using a random matrix \( A \sim \mathcal{N}(0,1)^{k \times d} \);
- We then assign hash values based on which \( c \in C \) is nearest to the projected vector.

Then for any \( \theta \in (0, \frac{\pi}{2}) \), this family is \((\theta, p_1, p_2)\)-sensitive, where \( p_2 \) can be expressed in terms of the relative volumes of the Voronoi cells induced by \( C \), and \( p_1 \) can be expressed as a sum of orthant probabilities \( \Pr_{z \sim \mathcal{N}(0,\Sigma_i)}(z \geq 0) \), where each \( \Sigma_i \) has size \((2k) \times (2k)\).

The locality-sensitive hashing exponent \( \rho = \log p_1 / \log p_2 \) describes the distinguishing power of a hash family, as for large \( n \) this tells us that we can solve the (average-case) nearest neighbor problem with target angle \( \theta \) in query time \( \tilde{O}(n^\rho) \) with space \( \tilde{O}(n^{1+\rho}) \). The theorem above essentially provides us a recipe which, given any spherical code \( C \) and target angle \( \theta \) as input, tells us how to compute these probabilities \( p_1 \) and \( p_2 \) (and thus \( \rho \)) exactly.

While the above theorem is somewhat abstract, we show how to explicitly construct the correlation matrices \( \Sigma_i \) appearing in the theorem, allowing us to always at least obtain numerical estimates on the performance of different spherical codes in the context of nearest neighbor searching. We further study how to reduce the dimensionality of the problem (and in particular, the sizes of the matrices \( \Sigma_i \)) when the spherical code exhibits many symmetries, such as being isogonal, and we show how using only the relevant vectors of each code word can further simplify the computations. In most cases the resulting orthant probabilities will be rather slow [4, Theorem 1] and depends on both \( d \) and \( n \) being sufficiently large – for fixed \( d \) and large \( n \), the exponent is still larger than \( 1/3 \). In certain practical applications with moderate-sized data sets, hyperplane hashing still appears to outperform cross-polytope hashing and other advanced hashing and filtering schemes [2,11,12,28,29] due to its low cost for hashing, and the absence of lower order terms in the exponent.

Related to the topic of this paper, various other works have further observed the relation between finding good locality-sensitive hash families for the angular distance and finding “nice” spherical codes that partition the sphere well, and allow for efficient decoding [3,4,11,15,35,36]. The requirements on a spherical code to be a good spherical code are somewhat intricate to state, and to date it is an open problem to exactly quantify which spherical codes are the most suited for nearest neighbor searching. It may well be possible to improve upon the state-of-the-art orthoplex (cross-polytope) locality-sensitive hash family [4,31] in practice with a method achieving the same asymptotic scaling, but with a faster convergence to the limit, and thus potentially a better performance in practice for large problem instances.
still remain too complex to evaluate analytically, but in some cases we can obtain exact expressions this way.

1.3 A survey of known spherical codes

One and two dimensions. Using this new framework, in the full version we then apply it to various spherical codes, starting in very low dimensions. For the one-dimensional case we rederive the celebrated result of Charikar [16] for one-dimensional spherical codes, noting that the collision probability analysis in fact dates back to an old result from the late 1800s [33]. Applying the same framework to two-dimensional codes, among others we establish a general formula for collision probabilities and query exponents for arbitrary polygons, as well as a more compact description of the collision probabilities for regular polygons.

\begin{align*}
\textbf{Theorem 2 (Collision probabilities for regular polygons).}
\end{align*}

Let $C \subset S^1$ consist of the vertices of the regular $c$-gon, for $c \geq 2$, and let $\theta \in (0, \frac{\pi}{2})$. Then the corresponding project–and–partition hash family $H$ is $(\theta, p_1, p_2)$-sensitive, with:

\begin{align*}
p_1 &= \frac{1}{c} + c \left( \frac{\pi - \theta}{2\pi} \right)^2 - c \left( \frac{\arccos \left( \cos \theta \cos \frac{2\pi}{c} \right)}{2\pi} \right)^2, \\
p_2 &= \frac{1}{c}.
\end{align*}

As a direct corollary of the above theorem, we establish that \textit{triangular locality-sensitive hashing} achieves a superior asymptotic performance to hyperplane hashing, and achieves the lowest query exponents $\rho$ among all regular polygons.

\begin{align*}
\textbf{Corollary 3 (Triangular locality-sensitive hashing).}
\end{align*}

Consider the hash family where we first project onto a random plane using a random projection matrix $A \sim N(0, I)^{2 \times d}$, and then decode to the nearest corner of a fixed equilateral triangle centered at $(0, 0)$. Then, for target angles $\theta \in (0, \frac{\pi}{2})$, this hash family achieves query exponents $\rho$ of the form:

\begin{align*}
\rho &= \ln \left[ \frac{1}{3} + 3 \left( \frac{\pi - \theta}{2\pi} \right)^2 - 3 \left( \frac{\arccos \left( \frac{1}{2} \cos \theta \right)}{2\pi} \right)^2 \right] / \ln \left[ \frac{1}{3} \right].
\end{align*}

Among all such project–and–partition hash families based on regular $k$-gons, this family achieves the lowest values $\rho$ for any target angle $\theta \in (0, \frac{\pi}{2})$.

Note again that the above statement of $\rho$ is exact, and does not hide any order terms in $d$ or $n$ – in fact, the collision probabilities do not depend on $d$ at all, due to our choice of $A$ being Gaussian. Further note that the 2-gon in the plane corresponds to the one-dimensional antipodal code of Charikar, and triangular hashing therefore strictly improves upon hyperplane hashing for any $\theta$ in terms of the query exponent $\rho$. For instance, we can find neighbors at angle at most $\frac{\pi}{3}$ in time $\tilde{O}(n^\rho)$ with $\rho \approx 0.56996$, offering a concrete but minor improvement over the hyperplane hashing approach of Charikar [16] with query exponent $\rho \approx 0.5850$. This is the best we can do with any two-dimensional isogonal spherical code, and we numerically predict that this code achieves the lowest values $\rho$ among all (not necessarily isogonal) two-dimensional spherical codes as well.

Three and four dimensions. For three-dimensional codes, through numerical integration of the resulting orthant probabilities we conclude that the \textit{tetrahedron} appears to minimize the query exponent $\rho$ out of all three-dimensional codes, beating the three-dimensional analogues of e.g. the cross-polytope and hypercube, as well as various sphere packings and other regular polytopes appearing in the literature, such as the Platonic and Archimedean solids. In four
dimensions an interesting phenomenon occurs: the so-called 5-cell (4-simplex) and 16-cell (4-orthoplex) are optimal in different regimes, with the 5-cell inducing a more coarse-grained partition of the space and achieving a better performance when the nearest neighbor lies relatively far away from the data set, and the 16-cell inducing a more fine-grained partition, and working better when the nearest neighbor lies relatively close to the target vector. This crossover effect is also visualized in Figure 1, and it strengthens our intuition that as the dimensionality goes up, or as the nearest neighbor lies closer to the query, more fine-grained partitions are necessary to obtain the best performance. An overview of some of the exponents $\rho$ for various low-dimensional spherical codes, for different target angles $\theta \in \frac{\pi}{12} \{1, 2, 3, 4, 5\}$, is given in Table 1. The best exponents $\rho$ are highlighted in bold.

Five and more dimensions. For higher-dimensional spherical codes, we obtain further improvements in the query exponents $\rho$ through the use of suitable spherical codes, as shown in Table 1 and Figures 1–4. For dimensions 5 and 6, the corresponding orthoplices achieve a better performance than the simplices, and the exotic polytopes $1_{21}$ and $2_{21}$, related to the root lattice $E_6$, seem useful in the context of nearest neighbor searching as well.

In the full version we further study the performance of the following five non-trivial infinite families of spherical codes. Color codes below correspond to the same colors used in Table 1 and Figures 1–4 to differentiate these families of codes.

- The simplices $S_k$ on $k + 1$ vertices;
- The orthoplices $O_k$ on $2k$ vertices (also known as cross-polytopes [4,36]);
- The hypercubes $C_k$ on $2^k$ vertices (as studied in [27]);
- The expanded simplices $A_k$ on $k(k + 1)$ vertices;
- The rectified orthoplices $D_k$ on $2k(k - 1)$ vertices.

The latter two families are connected to the root lattices $A_k$ and $D_k$, while the first three are related to the lattice $Z_k$. We conjecture that, should other nice families of dense lattices be found (e.g. the recent [37]), these may give rise to suitable spherical codes in nearest neighbor applications as well. For each of the above five families we give closed-form expressions on the correlation matrices $\Sigma$, but the resulting orthant probabilities that need to be evaluated for computing $\rho$ do not appear to admit simple closed-form expressions. Apart from the family of hypercubes, these are all asymptotically optimal (with $\rho \to (1 - \cos \theta)/(1 + \cos \theta)$ as $k \to \infty$), although the convergence to the limit may differ for each family.

1.4 Lower bounds via spherical caps

Although this work tries to be exhaustive in covering as many (families of) spherical codes as possible, better spherical codes may exist, achieving even lower query exponents $\rho$. As these codes may be hard to find, and as it may be difficult to rule out the existence of other, better spherical codes, the next best thing one might hope for is a somewhat tight lower bound on the performance of any $k$-dimensional spherical code in our framework, which hopefully comes close to the performance of the spherical codes we have considered in this survey.

As has been established in several previous works on nearest neighbor searching on the sphere [3,5,6,11,17,26], ideally we would like the hash regions induced by the partitions to take the shape of a spherical cap. Such a shape minimizes the angular radius, given that the region has a fixed volume, and in a sense it is the most natural and smoothest shape that a region on a sphere can take. So in a utopian world, one might hope that a spherical code partitions the sphere into $c$ regions, and each region corresponds exactly to a spherical cap of volume $\text{Vol}(S^{k-1})/c$. Clearly such spherical codes do not exist for $k > 2$ and $c > 2$, but such an extremal example does give us an indication on the limits of what might be achievable in dimension $k$, and how the optimal $\rho$ decreases with $k$. Note that random spherical codes might approach this utopian setting in high dimensions.
Following the above reasoning, and using a classic result of Baernstein–Taylor [10], we state a formal lower bound on the performance parameter $\rho$ of any $k$-dimensional spherical code of size $c$, and by minimizing over $c$ for given $k$, one obtains a lower bound for any spherical code living in $k$ dimensions. Here $I_c(a, b)$ denotes the regularized incomplete beta function, which comes from computing the volume of a sphere in $k$ dimensions, while $\| \cdot \|$ denotes the Euclidean norm.

> **Theorem 4 (Spherical cap lower bounds).** Let $C \subset S^{k-1}$ be a spherical code, and let $\mathcal{H}$ be the associated project–and–partition hash family. Then the parameter $\rho$ for $C$, for target angle $\theta \in (0, \frac{\pi}{2})$, must satisfy:

$$\rho(\theta) \geq \rho_k(\theta) := \min_{c \geq 2} \rho_k(c, \theta),$$

(3)

where, with $\alpha_k(c)$ denoting the solution $\alpha$ to $\frac{1}{2} \cdot I_{1-\alpha^2}(\frac{k-1}{2}, \frac{1}{2}) = \frac{1}{c}$, $\rho_k(c, \theta)$ is given by:

$$\rho_k(c, \theta) := \log \left\{ \Pr_{x, y \sim \mathcal{N}(0, 1)^k} \left( \frac{x_1}{\|x\|} \geq \alpha_k(c), \frac{x_1 \cos \theta + y \sin \theta}{\|x \cos \theta + y \sin \theta\|} \geq \alpha_k(c) \right) \right\} / \log \left( \frac{1}{c} \right).$$

The above minimization over $c \geq 2$ concerns the possible code sizes, and $\rho_k(c, \theta)$ describes the parameter $\rho$ one would obtain when indeed, the code consisted of $c$ equivalent regions of equal volume, and each region was shaped like a spherical cap. Equivalently, one could state that any spherical code of size exactly $c$ must satisfy $\rho(\theta) \geq \rho_k(c, \theta)$.

Numerical evaluation of these expressions $\rho_k(c, \theta)$, and the resulting minimization over $c$ leads to the values in Table 1 in the rows indicated by spherical caps. The superscripts denote the values $c$ that numerically solve the minimization problems. These results in low dimensions suggest that, especially for small angles, the optimal code size should increase superlinearly with the dimension. This inspires the following conjecture, stating that the use of orthoplices is likely not optimal in higher dimensions.

> **Conjecture 5 (Orthoplices are suboptimal for large $k$).** For arbitrary $\theta \in (0, \frac{\pi}{2})$, there exists a dimension $k_0 \in \mathbb{N}$ such that, for all dimensions $k \geq k_0$, there exist spherical codes $C \subset S^{k-1}$ whose query exponents $\rho$ in the project–and–partition framework are smaller than the exponents $\rho$ of the $k$-orthoplex.

Actually finding such spherical codes, or finding families of spherical codes that outperform orthoplices may again be closely related to the problem of finding nice families of dense lattices with efficient decoding algorithms. We informally conjecture that in high dimensions, and for sufficiently large code sizes $c$, random spherical codes may be close to optimal. If we care only about minimizing $\rho$, then a further study might focus on (1) getting a better grip of the optimal scaling of $c = c(k)$ with $k$, and (2) estimating the asymptotic performance of using random spherical codes of size $c(k)$, for large $k$. We predict this will lead to better values $\rho$ than those obtained with cross-polytope hashing.

### 1.5 Selecting spherical codes in practice

Although the exponent $\rho$, and therefore the probabilities $p_1$ and $p_2$, directly imply the main performance parameters to assess the asymptotic performance of a locality-sensitive hash family, in practice we are always dealing with concrete, non-asymptotic values $n$, $d$, and $\theta$ – if the convergence to the optimal asymptotic scaling is slow, or if the hash functions are too expensive to evaluate in practice, then hash families with lower query exponents $\rho$ may actually be less practical for small, concrete values of $n$ and $d$ than fast hash families with
larger $\rho$. For example, the hash family from [3] may be “optimal”, but appears to be only of theoretical interest. In practice one needs to find a balance between decreasing $\rho$ and using hash functions which are fast to evaluate.

As a more concrete example, consider how hyperplane hashing [16] allows us to partition a sphere in $2^k$ regions with a single random projection matrix $A \in \mathbb{R}^{k \times d}$ (or equivalently $k$ matrices $A_1, \ldots, A_k \in \mathbb{R}^{1 \times d}$ merged into one large matrix). For cross-polytope hashing [4] a $k$-dimensional projection would only divide the $k$-dimensional sphere into $2^k$ regions. As the total required number of hash buckets in the data structure is often roughly the same, regardless of the chosen hash family,\footnote{While a hash family with lower query exponents $\rho$ does require a smaller number of hash buckets per hash table, this effect is marginal compared to the increase in the number of projections/rotations required by e.g. cross-polytope hashing compared to hyperplane hashing.} this means that if we wish to divide the sphere into $2^k$ hash regions with cross-polytope hashing, we would need $m = k / \log_2(2^k)$ independent random projection matrices $A_1, \ldots, A_m \in \mathbb{R}^{k \times d}$ to hash a vector to one of $2^k$ buckets. So even though the resulting partitions for cross-polytope hashing generate smaller exponents $\rho$, in practice this improvement may not offset the additional costs of computing the projections/rotations, which is almost a linear factor $O(d)$ more than for hyperplane hashing. So especially for data sets of small/moderate sizes, hyperplane hashing may be more practical than cross-polytope hashing, as also observed in e.g. [12,25,28,29].

We explicitly quantify the trade-off between the complexity of the hash functions and the asymptotic query exponents $\rho$ in Figure 3, where on the vertical axis we plotted the query exponents $\rho$ as computed in this paper, and on the horizontal axis we plotted the number of bits extracted per row of a projection matrix; for hyperplane hashing we extract 1 bit per projection, while e.g. for cross-polytope hashing in dimension $k$ we only extract $\log(2^k)/k$ bits per projection. Depending on the application, it may be desirable to choose hash families with slightly larger values $\rho$, if this means the cost of the hashing becomes less. Figure 3 makes a case for using hashes induced by the root lattices $D_k$, as well as those induced by exotic polytopes such as the $2_{21}$-polytope; compared to e.g. the 5-orthoplex, the $D_{10}$ lattice achieves lower values $\rho$ and extracts more bits per projection, while the $2_{21}$-polytope further improves upon $D_{10}$ by extracting more hash bits per projection.

To further illustrate how these trade-offs might look in a real-world setting, Figure 4 describes a case study for average-case nearest neighbor searching with different sizes $n$ for the data sets. For small data sets, hyperplane hashing is quite competitive, and the best other spherical codes are those induced by the $D_k$ lattices (for small $k$), and spherical codes generated by the polytopes $1_{21}, 1_{31}$ and $2_{21}$. This case study matches the recommendations from Figure 3. For large $n$, the role of $\rho$ becomes more prominent, and higher-dimensional orthoplices and $D_k$ lattices attain the best performance. In the full version we further describe how one might choose the best codes in practice.

1.6 Summary and open problems

With the project–and–partition framework outlined in this paper, we can now easily formalize and analyze the performance of any spherical code in this framework, and analyze the collision probabilities and query exponents either analytically (by attempting to simplify the corresponding multivariate orthonormal probabilities) or numerically (by evaluating these multivariate integrals with mathematical software, such as the mvtnorm package [21]). We observed that already in two dimensions, it is possible to improve upon hyperplane hashing with a smaller exponent $\rho$ by using triangular partitions, and we described closed-form
formulas for the resulting parameters $\rho$. In three and four dimensions the improvements in the exponent $\rho$ become more significant, with e.g. the tetrahedron, the 5-cell, and the 16-cell achieving the best exponents $\rho$ in these dimensions. For higher dimensions the simplices and orthoplices seem to achieve the best performance in theory, thus making a strong case for the use of these partitions as advertised in [4, 24, 35, 36], and as observed in nearest neighbor benchmarks [9, 13, 31]. The family of $D_k$ lattices and the generalized $m$-max hash functions however seem to offer better practical trade-offs between the asymptotic performance in terms of $\rho$ and the costs of computing hashes, as discussed in the full version.

**Finding better spherical codes.** An important open problem, both for our project–and–partition framework and for arbitrary hash families for the angular distance, is to find (if they exist) other nice families of spherical codes which achieve an even better performance than the family of orthoplices. Numerics in the full version suggest that as $k$ increases, the optimal code size $c$ should increase faster than the linear scaling of $c = 2k$ offered by orthoplices. Finding the optimal scaling of $c$ as a function of $k$, and finding nicer spherical codes closely matching this appropriate scaling of $c$ is left for future work.

**Faster pseudorandom projections.** To make e.g. hyperplane and cross-polytope hashing more practical, various ideas were proposed in e.g. [1, 4] to work with sparse projections and pseudorandom rotation matrices. Similar ideas can be used for any hash family, to reduce the cost of multiplication by a random Gaussian matrix $A$. Concretely, one can often replace it with a sparse, “sufficiently random” pseudorandom matrix $A$ while still achieving good query exponents $\rho$ in practice. Depending on how these pseudorandom projections are instantiated, this may lead to a different practical evaluation than what we described in our practical case analyses. In particular, as this reduces the relative cost of the hashing, this will further favor schemes which reduce $\rho$ at the cost of increasing the (naive) complexity of hashing.

**Using orthogonal projection matrices.** In our framework, we focused on projecting down onto a low-dimensional subspace using Gaussian matrices $A \sim \mathcal{N}(0, 1)^{k \times d}$. For $k \ll d$, using Gaussian matrices or orthogonal matrices (i.e. $A A^T = I_k$) is essentially equivalent [18, 23], but for large $k$ it may be beneficial to use proper rotations induced by orthogonal matrices. For instance, recent work [27] showed that for hypercube hashing in the ambient space, there is a clear gap between using random or orthogonal matrices; using orthogonal matrices generally works better than using random Gaussian projection matrices.

The main issue when analyzing the same framework with orthogonal matrices is that the dependence on $d$ then does not disappear; the distribution of $Ax$ then relies on both $k$ and $d$, rather than only on $k$. Our framework is in a sense dimensionless, as the performance can be computed without knowledge of $d$, and for $k = 2$ this even allowed us to obtain explicit analytic expressions for the collision probabilities for arbitrary $k$-gons. Using orthogonal matrices, the collision probabilities will likely become complicated functions of $d$, and comparing different spherical codes may then become a more difficult task. We leave it as an open problem to adjust the above framework to the setting where $A$ is orthogonal, and to see how much can be gained by using orthogonal rather than Gaussian matrices\(^2\).

*The remainder of the paper can be found in the full version at [arXiv:1907.04628].*

\(^{2}\) Note that one obtains different asymptotics when analyzing the hypercube for Gaussian [16] and orthogonal projection/rotation matrices [27]. For constant $k = O(1)$ and large $d$ both approaches are asymptotically equivalent, but for large $k = O(d)$ we expect orthogonal matrices to give better results.
<table>
<thead>
<tr>
<th>$k$</th>
<th>spherical code</th>
<th>$c$</th>
<th>$\rho(\frac{c}{2d})$</th>
<th>$\rho(\frac{c}{4})$</th>
<th>$\rho(\frac{c}{4})$</th>
<th>$\rho(\frac{c}{4})$</th>
<th>$\rho(\frac{c}{4})$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>spherical caps</td>
<td>1</td>
<td>0.1255</td>
<td>0.2630</td>
<td>0.4150</td>
<td>0.5850</td>
<td>0.7776</td>
</tr>
<tr>
<td></td>
<td>hyperplane</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>spherical caps</td>
<td>3</td>
<td>0.1194</td>
<td>0.2518</td>
<td>0.4005</td>
<td>0.5700</td>
<td>0.7666</td>
</tr>
<tr>
<td></td>
<td>triangle ($S_3$)</td>
<td>3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>square ($O_2$, $C_2$, $D_2$)</td>
<td>4</td>
<td>0.1255</td>
<td>0.2630</td>
<td>0.4150</td>
<td>0.5850</td>
<td>0.7776</td>
</tr>
<tr>
<td></td>
<td>pentagon</td>
<td>5</td>
<td>0.1343</td>
<td>0.2788</td>
<td>0.4346</td>
<td>0.6040</td>
<td>0.7905</td>
</tr>
<tr>
<td></td>
<td>hexagon ($A_2$)</td>
<td>6</td>
<td>0.1438</td>
<td>0.2954</td>
<td>0.4514</td>
<td>0.6222</td>
<td>0.8022</td>
</tr>
<tr>
<td>3</td>
<td>spherical caps</td>
<td>4</td>
<td>0.1117</td>
<td>0.2389</td>
<td>0.3840</td>
<td>0.5548</td>
<td>0.7560</td>
</tr>
<tr>
<td></td>
<td>tetrahedron ($S_3$)</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sphere packing</td>
<td>5</td>
<td>0.1170</td>
<td>0.2481</td>
<td>0.3965</td>
<td>0.5664</td>
<td>0.7644</td>
</tr>
<tr>
<td></td>
<td>octahedron ($O_3$)</td>
<td>6</td>
<td>0.1159</td>
<td>0.2465</td>
<td>0.3952</td>
<td>0.5661</td>
<td>0.7649</td>
</tr>
<tr>
<td></td>
<td>sphere packing</td>
<td>7</td>
<td>0.1207</td>
<td>0.2554</td>
<td>0.4065</td>
<td>0.5772</td>
<td>0.7725</td>
</tr>
<tr>
<td></td>
<td>cube ($C_3$)</td>
<td>8</td>
<td>0.1255</td>
<td>0.2630</td>
<td>0.4150</td>
<td>0.5850</td>
<td>0.7776</td>
</tr>
<tr>
<td></td>
<td>sphere packing</td>
<td>9</td>
<td>0.1217</td>
<td>0.2791</td>
<td>0.4129</td>
<td>0.5850</td>
<td>0.7786</td>
</tr>
<tr>
<td></td>
<td>icosahedron</td>
<td>12</td>
<td>0.1255</td>
<td>0.2678</td>
<td>0.4255</td>
<td>0.5983</td>
<td>0.7883</td>
</tr>
<tr>
<td></td>
<td>cuboctahedron ($A_3$, $D_3$)</td>
<td>12</td>
<td>0.1294</td>
<td>0.2728</td>
<td>0.4391</td>
<td>0.6017</td>
<td>0.7900</td>
</tr>
<tr>
<td></td>
<td>dodecahedron</td>
<td>20</td>
<td>0.1509</td>
<td>0.3077</td>
<td>0.4092</td>
<td>0.6360</td>
<td>0.8112</td>
</tr>
<tr>
<td>4</td>
<td>spherical caps</td>
<td>5</td>
<td>0.1056</td>
<td>0.2285</td>
<td>0.3730</td>
<td>0.5433</td>
<td>0.7466</td>
</tr>
<tr>
<td></td>
<td>5-cell ($S_4$)</td>
<td>5</td>
<td>0.1126</td>
<td>0.2392</td>
<td>0.3840</td>
<td>0.5527</td>
<td>0.7537</td>
</tr>
<tr>
<td></td>
<td>sphere packing</td>
<td>6</td>
<td>0.1128</td>
<td>0.2401</td>
<td>0.3861</td>
<td>0.5555</td>
<td>0.7564</td>
</tr>
<tr>
<td></td>
<td>sphere packing</td>
<td>7</td>
<td>0.1200</td>
<td>0.2392</td>
<td>0.3852</td>
<td>0.5553</td>
<td>0.7567</td>
</tr>
<tr>
<td></td>
<td>16-cell ($O_4$)</td>
<td>8</td>
<td>0.1107</td>
<td>0.2368</td>
<td>0.3822</td>
<td>0.5528</td>
<td>0.7553</td>
</tr>
<tr>
<td></td>
<td>sphere packing</td>
<td>10</td>
<td>0.1136</td>
<td>0.2426</td>
<td>0.3909</td>
<td>0.5623</td>
<td>0.7622</td>
</tr>
<tr>
<td></td>
<td>sphere packing</td>
<td>13</td>
<td>0.1133</td>
<td>0.2439</td>
<td>0.3939</td>
<td>0.5666</td>
<td>0.7663</td>
</tr>
<tr>
<td></td>
<td>tesseract ($C_4$)</td>
<td>16</td>
<td>0.1255</td>
<td>0.2630</td>
<td>0.4150</td>
<td>0.5850</td>
<td>0.7776</td>
</tr>
<tr>
<td></td>
<td>runcinated 5-cell ($A_4$)</td>
<td>20</td>
<td>0.1216</td>
<td>0.2586</td>
<td>0.4128</td>
<td>0.5855</td>
<td>0.7795</td>
</tr>
<tr>
<td></td>
<td>octacube ($D_4$)</td>
<td>24</td>
<td>0.1202</td>
<td>0.2577</td>
<td>0.4140</td>
<td>0.5877</td>
<td>0.7823</td>
</tr>
<tr>
<td>5</td>
<td>spherical caps</td>
<td>6</td>
<td>0.0999</td>
<td>0.2202</td>
<td>0.3630</td>
<td>0.5312</td>
<td>0.7415</td>
</tr>
<tr>
<td></td>
<td>5-simplex ($S_5$)</td>
<td>6</td>
<td>0.1105</td>
<td>0.2345</td>
<td>0.3785</td>
<td>0.5469</td>
<td>0.7493</td>
</tr>
<tr>
<td></td>
<td>5-orthoplex ($O_5$)</td>
<td>10</td>
<td>0.1076</td>
<td>0.2299</td>
<td>0.3733</td>
<td>0.5433</td>
<td>0.7483</td>
</tr>
<tr>
<td></td>
<td>121-polytope</td>
<td>16</td>
<td>0.1080</td>
<td>0.2330</td>
<td>0.3794</td>
<td>0.5516</td>
<td>0.7554</td>
</tr>
<tr>
<td></td>
<td>expanded 5-simplex ($A_5$)</td>
<td>30</td>
<td>0.1167</td>
<td>0.2494</td>
<td>0.4007</td>
<td>0.5735</td>
<td>0.7713</td>
</tr>
<tr>
<td></td>
<td>5-hypercube ($C_5$)</td>
<td>32</td>
<td>0.1255</td>
<td>0.2630</td>
<td>0.4150</td>
<td>0.5850</td>
<td>0.7776</td>
</tr>
<tr>
<td></td>
<td>rectified 5-orthoplex ($D_5$)</td>
<td>40</td>
<td>0.1139</td>
<td>0.2471</td>
<td>0.4099</td>
<td>0.5757</td>
<td>0.7739</td>
</tr>
<tr>
<td>6</td>
<td>spherical caps</td>
<td>7</td>
<td>0.0955</td>
<td>0.2135</td>
<td>0.3552</td>
<td>0.5263</td>
<td>0.7357</td>
</tr>
<tr>
<td></td>
<td>6-simplex ($S_6$)</td>
<td>7</td>
<td>0.1089</td>
<td>0.2319</td>
<td>0.3742</td>
<td>0.5422</td>
<td>0.7458</td>
</tr>
<tr>
<td></td>
<td>6-orthoplex ($O_6$)</td>
<td>12</td>
<td>0.1065</td>
<td>0.2260</td>
<td>0.3670</td>
<td>0.5361</td>
<td>0.7431</td>
</tr>
<tr>
<td></td>
<td>121-polytope</td>
<td>27</td>
<td>0.1038</td>
<td>0.2258</td>
<td>0.3712</td>
<td>0.5442</td>
<td>0.7510</td>
</tr>
<tr>
<td></td>
<td>expanded 6-simplex ($A_6$)</td>
<td>32</td>
<td>0.1062</td>
<td>0.2314</td>
<td>0.3788</td>
<td>0.5520</td>
<td>0.7564</td>
</tr>
<tr>
<td></td>
<td>rectified 6-orthoplex ($D_6$)</td>
<td>60</td>
<td>0.1107</td>
<td>0.2404</td>
<td>0.3915</td>
<td>0.5661</td>
<td>0.7673</td>
</tr>
<tr>
<td></td>
<td>hypercube ($C_6$)</td>
<td>64</td>
<td>0.1255</td>
<td>0.2630</td>
<td>0.4150</td>
<td>0.5850</td>
<td>0.7776</td>
</tr>
<tr>
<td>$d$</td>
<td>lower bound</td>
<td></td>
<td>0.0173</td>
<td>0.0718</td>
<td>0.1716</td>
<td>0.3333</td>
<td>0.5888</td>
</tr>
<tr>
<td></td>
<td>simplex ($S_k$)</td>
<td></td>
<td>0.0173</td>
<td>0.0718</td>
<td>0.1716</td>
<td>0.3333</td>
<td>0.5888</td>
</tr>
<tr>
<td></td>
<td>orthoplex ($O_k$)</td>
<td></td>
<td>0.0173</td>
<td>0.0718</td>
<td>0.1716</td>
<td>0.3333</td>
<td>0.5888</td>
</tr>
<tr>
<td></td>
<td>expanded simplex ($A_k$)</td>
<td></td>
<td>0.0173</td>
<td>0.0718</td>
<td>0.1716</td>
<td>0.3333</td>
<td>0.5888</td>
</tr>
<tr>
<td></td>
<td>rectified orthoplex ($D_k$)</td>
<td></td>
<td>0.0173</td>
<td>0.0718</td>
<td>0.1716</td>
<td>0.3333</td>
<td>0.5888</td>
</tr>
<tr>
<td></td>
<td>hypercube ($C_{2d}$, A orth.)</td>
<td></td>
<td>0.0079</td>
<td>0.0800</td>
<td>0.3151</td>
<td>0.5201</td>
<td>0.7686</td>
</tr>
<tr>
<td></td>
<td>hypercube ($C_{2d}$, A Gaussian)</td>
<td></td>
<td>0.0125</td>
<td>0.0630</td>
<td>0.4150</td>
<td>0.5850</td>
<td>0.7776</td>
</tr>
</tbody>
</table>
Figure 1: Comparison of the improvements in the query exponent $\rho$ over hyperplane hashing [16] with query exponents $\rho_{\text{hyp}}$. The horizontal blue line denotes the baseline hyperplane hashing approach, with $\rho - \rho_{\text{hyp}} \equiv 0$. Lower curves denote improvements to $\rho_{\text{hyp}}$ using various spherical codes. The measurements at the five vertical gridlines correspond to the values in Table 1. For instance, at $\theta = \pi/6$ the triangle has query exponent approximately 0.011 lower than hyperplane hashing (which has exponent 0.2630), leading to $\rho \approx 0.2520$; from Table 1 we get the more precise estimate $\rho \approx 0.2518$; while the theory in the full version allows us to compute $\rho$ exactly through a closed-form expression. The polytopes in this figure are those achieving the lowest exponents $\rho$ in their respective dimensions at one of these grid lines, as highlighted in boldface in Table 1.

Figure 2: Query exponents $\rho$ for project–and–partition hash families based on the spherical codes listed in Table 1. Lower query exponents $\rho$ are generally better, and for these hash families the best exponents $\rho$ are achieved by the simplex for $k \leq 3$ and by the orthoplex for $k \geq 5$. For $k = 4$ the simplex and orthoplex are close, and which of the two achieves a better performance depends on the target nearest neighbor angle $\theta$. 
Figure 3 A comparison between different spherical codes in terms of the query exponent $\rho$ (vertical axis) and the bits of information extracted from each row of the projection matrix $A$ (horizontal axis). The top figure corresponds to target angle $\theta = \frac{\pi}{4}$ (or approximation factor $c = \sqrt{2 + \sqrt{2}}$), the bottom figure to target angle $\theta = \frac{\pi}{3}$ (or $c = \sqrt{2}$). Codes further down generate hash functions with a more discriminative power (a lower value $\rho$), while codes further to the right extract more bits per projection, therefore requiring fewer inner product computations to compute hash values. So for our purposes, the best codes would be as far to the right and as far down as possible. Hypercubes $C_k$ all achieve the same value $\rho$ and the same value $\log_2(c)/k = 1$. 
Comparison of the query cost estimates $t \cdot t \cdot k$ for different parameters $n \in \{10^5, 10^7, 10^{10}\}$ and $\theta \in \{\frac{\pi}{4}, \frac{\pi}{3}\}$, when using $t = n^\rho$ hash tables and a hash length $\ell = \log(n)/\log(1/p_d)$. The curves correspond to the regular convex polytope families and the root lattice families $A_k$ and $D_k$, while single black points for $k \leq 6$ correspond to spherical codes described in Table 1. As $n$ increases, the role of a smaller $\rho$ becomes bigger, and so larger spherical codes with smaller values $\rho$ become more suitable choices than those with bigger values $\rho$ but with lower hash costs. The cost of the projections increases linearly with $k$, while $\rho$ decreases rather slowly with $k$, suggesting that for each $n$ and $\theta$ there is an optimal spherical code dimension $k \ll d$ to project down to, and an optimal spherical code in this dimension to use. Note that other spherical codes than those from the five families of codes sometimes achieve better query cost estimates; in particular, the $2_{21}$-polytope (which is connected to the $E_6$ lattice) might be useful in practice as well, and we cannot rule out the existence of other exotic spherical codes with good properties for nearest neighbor searching.

One of the conclusions one might draw from these figures is that indeed orthoplices (cross-polytopes) perform very well [4], but depending on the parameters it may be better to use the $D_k$ lattices instead – the trends suggest that as $k$ increases further, the query costs of using the $D_k$ lattices will be smaller than those of the orthoplices.
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Abstract

In this paper we revisit the deterministic version of the Sparse Fourier Transform problem, which asks to read only a few entries of $x \in \mathbb{C}^n$ and design a recovery algorithm such that the output of the algorithm approximates $\hat{x}$, the Discrete Fourier Transform (DFT) of $x$. The randomized case has been well-understood, while the main work in the deterministic case is that of Merhi et al. (J Fourier Anal Appl 2018), which obtains $O(k^2 \log^{-1} k \cdot \log^{5.5} n)$ samples and a similar runtime with the $\ell_2/\ell_1$ guarantee. We focus on the stronger $\ell_{\infty}/\ell_1$ guarantee and the closely related problem of incoherent matrices. We list our contributions as follows.

1. We find a deterministic collection of $O(k^2 \log n)$ samples for the $\ell_{\infty}/\ell_1$ recovery in time $O(nk \log^2 n)$, and a deterministic collection of $O(k^2 \log^2 n)$ samples for the $\ell_{\infty}/\ell_1$ sparse recovery in time $O(k^3 \log^3 n)$.

2. We give new deterministic constructions of incoherent matrices that are row-sampled submatrices of the DFT matrix, via a derandomization of Bernstein’s inequality and bounds on exponential sums considered in analytic number theory. Our first construction matches a previous randomized construction of Nelson, Nguyen and Woodruff (RANDOM’12), where there was no constraint on the form of the incoherent matrix.

Our algorithms are nearly sample-optimal, since a lower bound of $\Omega(k^2 + k \log n)$ is known, even for the case where the sensing matrix can be arbitrarily designed. A similar lower bound of $\Omega(k^2 \log n / \log k)$ is known for incoherent matrices.
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Deterministic Sparse Fourier Transform with an $\ell_\infty$ Guarantee

1 Introduction

Compressed sensing is a subfield of discrete signal processing, based on the principle that a high-dimensional signal can be approximately reconstructed, by exploiting its sparsity, in fewer samples than those demanded by the Shannon-Nyquist theorem. An important subtopic is the Sparse Fourier Transform, where we desire to detect and approximate the largest coordinates of a high-dimensional signal, given a few samples from its Fourier spectrum. Fewer samples play a crucial role, for example, in medical imaging, where reconstructing an image corresponds exactly to reconstructing a signal from its Fourier representation. Thus, the number of Fourier coefficients needed for (approximate) reconstruction is proportional to the radiation dose a patient receives as well as the time the patient needs to remain in the scanner. Furthermore, exploiting the sparsity of the signal has given researchers the hope of defeating the FFT algorithm of Cooley and Tukey, in the special (but of high practical value) case where the signal is approximately sparse. Thus, since FFT serves as an important computational primitive, and has been recognized as one of the 10 most important algorithms of the 20th century [16], every place where it has found application can possibly be benefited from a faster algorithm. The main intuition and hope is that signals arising in practice often exhibit certain structure, such as concentration of energy in a small number of Fourier coefficients.

Since vectors in practice are never exactly sparse, and it is impossible to reconstruct a generic vector $\hat{x} \in \mathbb{C}^n$ from $o(n)$ samples, researchers resort to approximation. More formally, a sparse recovery scheme consists of a sample set $S \subseteq \{1, \ldots, n\}$ and a recovery algorithm $\mathcal{R}$ such that for any given $x \in \mathbb{C}^n$, the scheme approximates $\hat{x}$ by $\hat{x}' = \mathcal{R}(x_S)$, where $x_S$ denotes the vector of $x$ restricted to the coordinates in $S$. The fineness of approximation is measured with respect to the best $k$-sparse approximation to $\hat{x}$. The breakthrough work of Candès, Tao and Donoho [12, 20] first showed that $k \log^{O(1)} n$ samples of $x \in \mathbb{C}^n$ suffices to reconstruct a $O(k)$-sparse vector $\hat{x}'$ which is “close” to the best $k$-approximation of $\hat{x}$. More formally, the reconstruction $\hat{x}'$ satisfies the so-called $\ell_2/\ell_1$ guarantee, i.e.,

$$||\hat{x} - \hat{x}'||_2 \leq \frac{1}{\sqrt{k}} ||\hat{x}_{-k}||_1,$$

where $\hat{x}_{-k}$ is the tail vector, obtained from restricting $\hat{x}$ to its smallest $n - k$ coordinates in magnitude. The strength of their algorithms lies in the uniformity, in the sense that the samples at the same coordinates can be used to approximate every $x \in \mathbb{C}^n$. However, the running time is polynomial in the vector length $n$, giving thus only sample-efficient, but not necessarily time-efficient algorithms. Furthermore, the samples are not obtained via a deterministic procedure, but are chosen at random. Regarding non-uniform randomized algorithms that run in sublinear time, numerous researchers have worked on the problem and obtained a series of algorithms with different recovery guarantees [29, 46, 42, 24, 3, 27, 30, 31, 43, 38, 53, 34, 33, 39, 40, 41, 50]. See Table 1 for a list of common recovery guarantees. The state of the art is the seminal algorithm of Kapralov [40], which shows that $O(k \log n)$ samples and $O(k \log^{O(1)} n)$ time are simultaneously possible for the $\ell_2/\ell_2$ guarantee (which is strictly stronger\(^1\) than the $\ell_2/\ell_1$). The fastest algorithm is due to [30], needing $O(k \log n \cdot \log(n/k))$ time and samples. We note also the algorithm of Indyk and Kapralov [33] that runs in $O(n \log^2 n)$ time, uses $O(k \log n)$ samples but gives a stronger

\(^1\) Here we mean that given an algorithm giving the $\ell_2/\ell_2$ guarantee, one can create an algorithm, using the $\ell_2/\ell_2$ algorithm as a black box, with sparsity parameter $k' = O(k)$, achieving the $\ell_2/\ell_1$ guarantee with the same order of number of samples.
The guarantees are listed in the descending order of strength.

<table>
<thead>
<tr>
<th>Guarantee</th>
<th>Formula</th>
<th>Deterministic Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell_\infty/\ell_2$</td>
<td>$|x - x^\prime|<em>\infty \leq |x</em>{-k}|/\sqrt{k}$</td>
<td>$\Omega(n)$ [17]</td>
</tr>
<tr>
<td>$\ell_2/\ell_2$</td>
<td>$|x - x^\prime|<em>2 \leq C|x</em>{-k}|_2$</td>
<td>$\Omega(n)$ [17]</td>
</tr>
<tr>
<td>$\ell_\infty/\ell_1$</td>
<td>$|x - x^\prime|<em>\infty \leq |x</em>{-k}|_1/k$</td>
<td>$\Omega(k^2 + k \log n)$ [23, 21]</td>
</tr>
<tr>
<td>$\ell_2/\ell_1$</td>
<td>$|x - x^\prime|<em>2 \leq |x</em>{-k}|_1/k$</td>
<td>$\Omega(k \log(n/k))$ [23, 21]</td>
</tr>
</tbody>
</table>

$\ell_\infty/\ell_2$ guarantee than the $\ell_2/\ell_2$ guarantee in the previous two papers. We refer the reader to the next section for comparison of the different guarantees appearing in the literature. Recently there has been also considerable work on recovering $k$-sparse signals from their continuous Fourier Transform, see [9, 55, 14, 6].

Although our understanding on randomized algorithms is almost complete, there are still important gaps in our knowledge regarding deterministic schemes. The following natural open-ended question has theoretical and practical interest and remains in principle highly unexplored, touching a variety of fields including (sublinear-time) algorithms, pseudorandomness and computational complexity, Additive Combinatorics [10] and analytic number theory.

**Question 1.** What are the best bounds we can obtain for the different versions of the deterministic Sparse Fourier Transform problem?

With sublinear runtime, the earliest work of Iwen [36, 37] gives $O(k^2 \log^4 n)$ samples and time, albeit in a significantly easier (although similar) model: where one wants to learn a band-limited function $f : [0, 2\pi) \to \mathbb{C}$ and can evaluate $f$ at any point. In the discrete case which we are interested in, the state of the art is the work of Merhi et al. [47], which obtains $O(k^2 \log^{11/2} n / \log k)$ samples and the same runtime. A recent work of Bittens et al. [8] showed that the quadratic dependence can be dropped if the signals are sufficiently structured, namely, if the Fourier coefficients are generated by an unknown but small degree polynomial.

On the related problem of the Walsh-Hadamard Transform, Indyk and Cheraghchi [15] showed that roughly $O(k^{1+\alpha} \log^{O(1)+6/\alpha} n)$ samples and similar run-time are possible, if one resorts to a slightly weaker guarantee. Interestingly, their approach resides in a novel connection between the Walsh-Hadamard matrix and linear lossless condensers. However, this connection does not extend to the Fourier Transform over $\mathbb{Z}_n$, which is our focus and the most interesting case. Interesting ideas appear also in the work of Akavia [1, 2], where it is shown how to approximate the Fourier Transform of an arithmetic progression in poly-logarithmic time in the length of the progression; due to the worse dependence on the quality of approximation, however, that work obtained an algorithm with sample complexity $(k \cdot (signal-to-noise ratio)^4$.

The papers above showed how to achieve the $\ell_2/\ell_1$ guarantee in a number of samples that is quadratic in the signal sparsity. It is already known that a nearly linear dependence is possible [12]; however, we do not have efficient deterministic algorithms for finding these samples. The work of [12], as well as subsequent works, proceeds by sampling with repetition rows of the DFT matrix, and showing that the RIP condition (see Definition 5) holds, which in turn implies the desired result, but via a super-linear algorithm. The state-of-the-art analysis of such row subsampling is due to Haviv and Regev [32], who showed that $O(k \log^2 k \log n)$ samples suffice. A lower bound of $\Omega(k \log n)$ rows for this subsampling process has been shown in [7]. In this paper, we follow a different avenue and give a new set of schemes for

\textbf{Table 1} Common guarantees of sparse recovery. Only the $\ell_2/\ell_2$ case requires a parameter $C > 1$. The guarantees are listed in the descending order of strength.
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The Sparse Fourier Transform which allow uniform reconstruction. Although our dependence is still quadratic in \( k \), it is necessary, in contrast to the previous works: our results satisfy the strictly stronger \( \ell_\infty/\ell_1 \) guarantee, for which a quadratic lower bound is known [23], and hence one cannot hope for a sub-quadratic dependence. We also note the deterministic algorithm of [41], which needs a cubic dependence on \( k \) but solves a somewhat different problem of finding the multidimensional sparse Fourier transform of a signal with at most \( k \) non-zeros in the frequency domain, and thus is not robust to noise.

The focus of our work is the \( \ell_\infty/\ell_1 \) guarantee, defined formally as follows.

**Definition 2 (\( \ell_\infty/\ell_1 \) guarantee).** A sparse recovery scheme is said to satisfy the \( \ell_\infty/\ell_1 \) guarantee with parameter \( k \), if given access to vector \( x \), it outputs a vector \( \hat{x}' \) such that

\[
\|\hat{x} - \hat{x}'\|_\infty \leq \frac{1}{k} \|\hat{x}_- k\|_1.
\]

\( \ell_\infty/\ell_1 \) versus \( \ell_2/\ell_1 \): A matter of “find all” versus “miss all”

As we have discussed, previous works satisfied the \( \ell_2/\ell_1 \) guarantee, while our target is the \( \ell_\infty/\ell_1 \) guarantee. Any algorithm for the latter guarantee also satisfies the former one. But, as we shall demonstrate in Section 2.3, the \( \ell_\infty/\ell_1 \) guarantee is much stronger: there exists an infinite family of vectors for which an \( \ell_2/\ell_1 \) algorithm might detect none of the heavy frequencies, while an \( \ell_\infty/\ell_1 \) algorithm must detect all of them. This happens because the \( \ell_\infty/\ell_1 \) is a worst-case guarantee, in the sense that it requires detection of every frequency just above the noise level, in contrast to the \( \ell_2/\ell_1 \), which should be regarded as an average-case guarantee in the sense that it allows missing a subset of the heavy frequencies if they carry the energy proportional to the noise level.

Previous Work on \( \ell_\infty/\ell_1 \) with arbitrary linear measurements

All approaches described above concerned Fourier measurements, but compressed sensing has a long history using arbitrary linear measurements, for example [19, 56, 35, 25, 28, 48, 26, 45, 44, 49]. Regarding \( \ell_\infty/\ell_1 \), the work of [51] indicated a connection between the aforementioned guarantee and incoherent matrices. More specifically, it was shown that given a \((1/k)\)-incoherent matrix one can design an algorithm satisfying the \( \ell_\infty/\ell_1 \) guarantee. The existence of a matrix with \( O(k^2 \min\{\log n, (\log n/\log k)^2\}) \) rows was also proved. Reconstruction needed \( \Omega(nk) \) time, something which was partially remedied by Li and Nakos [44] with a scheme of \( O(k^2 \log n \cdot \log^* k) \) measurements and poly\( (k, \log n) \) decoding time. Incoherent matrices are interesting objects on their own, and have been studied before, as they can be used to obtain RIP matrices. Deterministic constructions of \( O(k^2 (\log n/\log k)^2) \) rows were obtained by DeVore [18] using deep results from the theory of Gelfand widths and by Amini and Marvasti [5] via binary BCH code vectors, where the zeros are replaced by \(-1s\). We note that incoherent matrices matching this bound also follow immediately from the famous Nisan-Wigderson combinatorial designs [52], and serve as a cornerstone for constructions of pseudorandom generators and extractors [59]. Incoherent matrices are also connected with \( \epsilon \)-biased codes, and thus an almost optimal strongly explicit construction can be obtained by the recent breakthrough work of [57]. On the lower bound side, Alon has shown that \( \Omega(k^2 \log n/\log k) \) rows are necessary for a \((1/k)\)-incoherent matrix [4].
Our Contribution

In this work we offer several new results for the Sparse Fourier Transform problem across different axis, some of which are nearly optimal. We show how to find in polynomial time a deterministic collection of samples from the time domain, such that we can solve the Sparse Fourier Transform problem in linear and sublinear time and achieve nearly optimal sample complexity. For the closely related problem of incoherent matrices from DFT rows, which is of independent interest, we obtain a nearly optimal derandomized construction via Bernstein’s inequality. We also demonstrate strongly explicit constructions, by invoking heavy number-theoretical machinery.

We note that the bounds of our constructions have been known for more than a decade if the sensing/incoherent matrix is allowed to be arbitrary. However, the previous arguments did not facilitate the frequent and relevant scenario where we have access to rows only from the Fourier ensemble. Part of our work is to show that some of these results carry over to the significantly more constrained case. We also note that any progress to deterministic $\ell_2/\ell_1$ schemes with subquadratic sample complexity is connected to the very challenging problem of obtaining a deterministic DFT row-subsampled RIP matrices with subquadratic number of rows\footnote{Note that \cite{10} breaks the quadratic barrier for RIP matrices but does not use the Fourier ensemble; the rows are picked from the discrete chirp-Fourier ensemble, where the linear functions are substituted by quadratic polynomials.} which possibly out of reach at the moment.

2 Technical Results

2.1 Preliminaries

For a positive integer $n$, we define $[n] = \{0, 1, \ldots, n-1\}$ and we shall index the coordinates of a $n$-dimensional vector or the rows/columns of an $n \times n$ matrix from 0 to $n-1$. We define the Discrete Fourier Transform (DFT) matrix $F \in \mathbb{C}^{n \times n}$ to be the unitary matrix such that $F_{ij} = \frac{1}{\sqrt{n}} e^{2\pi \sqrt{-1} \cdot ij/n}$, and the Discrete Fourier Transform of a vector $x \in \mathbb{C}^n$ to be $\hat{x} = Fx$.

For a set $S \subseteq [n]$ we define $x_S$ to be the vector obtained from $x$ after zeroing out the coordinates not in $S$. We also define $H(x, k)$ to be the set of the indices of the largest $k$ coordinates (in magnitude) of $x$, and $x_{-k} = x_{[n]\setminus H(x, k)}$. We say $x$ is $k$-sparse if $x_{-k} = 0$.

We also define $\|x\|_p = (\sum_{i=0}^{n-1} |x_i|^p)^{1/p}$ for $p \geq 1$ and $\|x\|_0$ to be the number of nonzero coordinates of $x$.

For a matrix $F \in \mathbb{C}^{n \times n}$ and subsets $S, T \subseteq [n]$, we define $F_{S,T}$ to be the submatrix of $F$ indexed by rows in $S$ and columns in $T$.

The median of a collection of complex numbers $\{z_i\}$ is defined to be $\text{median}_i z_i = \text{median}_i \text{Re}(z_i) + \sqrt{-1} \text{median}_i \text{Im}(z_i)$, i.e., taking the median of the real and the imaginary component separately.

For two points $x$ and $y$ on the unit circle, we use $|x - y|_o$ to denote the circular distance (in radians, i.e. modulo $2\pi$) between $x$ and $y$.

2.1.1 $\ell_\infty/\ell_1$ Guarantee and incoherent matrices

The quality of the approximation is usually measured in different error metrics, and the main recovery guarantee we are interested in is called the $\ell_\infty/\ell_1$ guarantee, as defined in Definition 2. Other types of recovery guarantee, such as the $\ell_\infty/\ell_2$, the $\ell_2/\ell_2$ and the
Deterministic Sparse Fourier Transform with an $\ell_\infty$ Guarantee

$\ell_2/\ell_1$, are defined similarly, where (1) is replaced with the respective expression in Table 1. Note that these are definitions of the error guarantee per se and do not have algorithmic requirements on the scheme.

Highly relevant with the $\ell_\infty/\ell_1$ guarantee is a matrix condition which we call incoherence.

Definition 3 (Incoherent Matrix). A matrix $A \in \mathbb{C}^{m \times n}$ is called $\epsilon$-incoherent if $\|A_i\|_2 = 1$ for all $i$ (where $A_i$ denotes the $i$-th column of $A$) and $|\langle A_i, A_j \rangle| \leq \epsilon$.

Lemma 4 ([51]). There exist an absolute constant $c > 0$ such that for any $(c/k)$-incoherent matrix $A$, there exists a $\ell_\infty/\ell_1$-scheme which uses $A$ as the measurement matrix and whose recovery algorithm runs in polynomial time.

2.1.2 The Restricted Isometry Property and its connection with incoherence

Another highly relevant condition is called the renowned restricted isometry property, introduced by Candès et al. in [11]. We show how incoherent matrices are connected to it.

Definition 5 (Restricted Isometry Property). A matrix $A \in \mathbb{C}^{m \times n}$ is said to satisfy the $(k, \epsilon)$ Restricted Isometry Property (RIP), if for all $x \in \mathbb{C}^n$ with $\|x\|_0 \leq k$, it holds that $(1 - \epsilon)\|x\|_2 \leq \|Ax\|_2 \leq (1 + \epsilon)\|x\|_2$.

Candès et al. proved in their breakthrough paper [11] that any RIP matrix can be used for sparse recovery with the $\ell_2/\ell_1$ error guarantee. The following formulation comes from [22, Theorem 6.12].

Lemma 6. Given a $(2k, \epsilon)$-RIP matrix $A$ with $\epsilon < 4/\sqrt{4k}$, we can design a $\ell_2/\ell_1$-scheme that uses $A$ as the measurement matrix and has a recovery algorithm that runs in polynomial time.

Although randomly subsampling the DFT matrix gives an RIP matrix with $O(k \log^2 k \log n)$ rows [32], no algorithm for finding these rows in polynomial time is known; actually, even for $o(k^2) \cdot \text{poly}(\log n)$ rows the problem remains wide open. It is a very important and challenging problem whether one can have an explicit construction of RIP matrices from Fourier measurements that break the quadratic barrier on $k$.

We state the following two folklore results, connecting the two different guarantees, and their associated combinatorial objects. This indicates the importance of incoherent matrices for the field of compressed sensing.

Proposition 7 (folklore). An $\ell_\infty/\ell_1$ scheme with a measurement matrix of $m$ rows and recovery time $T$ induces an $\ell_2/\ell_1$ scheme of a measurement matrix of $O(m)$ rows and recovery time $O(T + \|\hat{x}\|_0)$, where $\hat{x}$ is the output of the $\ell_\infty/\ell_1$ scheme.

Proposition 8 (folklore). A $(c/k)$-incoherent matrix is also a $(k, c)$-RIP matrix.

---

3 In fact, one of the results of our paper gives the state-of-the-art result even for this problem, with $O(k^2 \log n)$ rows, see Theorem 12.
Table 2 Comparison of our results and the previous results. All $O$- and $\Omega$-notations are suppressed. The result in the first row follows from Lemma 6 and the RIP matrix in [32]. Our algorithms adopt the common assumption in the sparse FT literature that the signal-to-noise ratio is bounded by $n^c$ for some absolute constant $c > 0$.

<table>
<thead>
<tr>
<th>Samples</th>
<th>Run-time</th>
<th>Guarantee</th>
<th>Explicit Construction</th>
<th>Lower Bound</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k \log^2 k \log n$</td>
<td>poly($n$)</td>
<td>$\ell_2/\ell_1$</td>
<td>No</td>
<td>$k \log(n/k)$</td>
</tr>
<tr>
<td>$k^2 \log n/\log k$</td>
<td>$k^2 \log^{1.5} n/\log k$</td>
<td>$\ell_2/\ell_1$</td>
<td>Yes</td>
<td>$k \log(n/k)$</td>
</tr>
<tr>
<td>Theorem 9</td>
<td>$k^2 \log n$</td>
<td>$nk \log^2 n$</td>
<td>$\ell_\infty/\ell_1$</td>
<td>$k^2 + k \log n$[51]</td>
</tr>
<tr>
<td>Theorem 10</td>
<td>$k^2 \log^2 n$</td>
<td>$k^2 \log^3 n$</td>
<td>$\ell_\infty/\ell_1$</td>
<td>$k^2 + k \log n$[51]</td>
</tr>
</tbody>
</table>

2.2 Our results

2.2.1 Sparse Fourier Transform Algorithms

Theorem 9 (Deterministic SFT with super-linear time). Let $n$ be a power of 2. There exist a set $S \subseteq [n]$ with $|S| = O(k^2 \log n)$ and an absolute constant $c > 0$ such that the following holds. For any vector $x \in \mathbb{C}^n$ with $\|x\|_\infty \leq n^c \|\hat{x} - \hat{1}/k\|_1$, one can find an $O(k)$-sparse vector $\hat{x}' \in \mathbb{C}^n$ such that

$$\|\hat{x} - \hat{x}'\|_\infty \leq \frac{1}{k} \|\hat{x} - \hat{1}/k\|_1,$$

in time $O(nk \log^2 n)$ by accessing $\{x_i\}_{i \in S}$ only. Moreover, the set $S$ can be found in poly($n$) time.

Theorem 10 (Deterministic SFT with sublinear time). Let $n$ be a power of 2. There exist a set $S \subseteq [n]$ with $|S| = O(k^2 \log^2 n)$ and an absolute constant $c > 0$ such that the following holds. For any vector $x \in \mathbb{C}^n$ with $\|x\|_\infty \leq n^c \|\hat{x} - \hat{1}/k\|_1$, one can find an $O(k)$-sparse vector $\hat{x}' \in \mathbb{C}^n$ such that

$$\|\hat{x} - \hat{x}'\|_\infty \leq \frac{1}{k} \|\hat{x} - \hat{1}/k\|_1,$$

in time $O(k^2 \log^3 n)$ by accessing $\{x_i\}_{i \in S}$ only. Moreover, the set $S$ can be found in poly($n$) time.

Remark 11. The condition $\|\hat{x}\|_\infty \leq n^c \|\hat{x} - \hat{1}/k\|_1$ upper bounds the “signal-to-noise ratio”, a common measure in engineering that compares the level of a desired signal to the level of the background noise. This is a common assumption in most algorithms in the Sparse Fourier Transform literature, see, e.g. [30, 33, 39, 13, 40], where the $\ell_2$-norm variant $\|\hat{x}\|_\infty \leq n^c \|\hat{x} - \hat{1}/\sqrt{k}\|_2/\sqrt{k}$ was assumed.

2.2.2 From DFT to incoherent matrices

This section contains deterministic constructions of incoherent matrices.

An Explicit Construction: Derandomization in poly($n$) time

Theorem 12 (Incoherent matrices by derandomized subsampling of DFT). There exists a set $S \subseteq [n]$ with of cardinality $O(k^2 \log n)$ such that the matrix $\sqrt{\frac{n}{m}} F_{S,[n]}$ is (1/k)-incoherent. Moreover, $S$ can be found in poly($n$) time.

The above Theorem yields immediately a different algorithm for $\ell_\infty/\ell_1$ Sparse Fourier Transform with $O(k^2 \log n)$ samples, via the reduction in [51].
Strongly explicit constructions: Derandomization in sub-linear time

Theorem 13 (Incoherent matrices from DFT via low-degree polynomials). Let \( \epsilon > 0 \) be a constant small enough, \( p \) be a prime and \( d \geq 2 \) be an integer. There exists a strongly explicit construction of an \( O(m(\frac{1}{m} + \frac{p}{m})^{2\gamma - d}) \)-incoherent matrix \( M \in \mathbb{C}^{m \times p} \) such that the rows of \( \sqrt{m}M \) are rows of the DFT matrix (a row may appear more than once). The hidden constant in the \( O \)-notation depends on \( d \) and \( \epsilon \). Finding the indices of the rows takes \( O(m) \) time.

To get an idea of the above result one could for example set \( d = 3 \) and observe that the results translates to the following: for every \( k \geq p^{1/8} \) one can get a \((1/k)\)-incoherent matrix with \( O(k^{4+\epsilon}) \) rows. One needs the condition on \( k \) (or equivalently the condition on \( m \)) to bound the term \( p/m^d \). The larger the degree \( d \), the looser this condition, but also the worse the dependence of \( m \) on \( k \). For example, when \( d = 4 \), we can expand the regime of \( k \) to approximately \( k \geq p^{1/24} \), but obtain approximately \( m = O(k^{8+\epsilon}) \).

The following is a different construction, incomparable with Theorem 13 in multiple ways. First, the construction runs in sublinear time in \( p \) but it is not strongly explicit. Second, it gives different trade-offs between the sparsity parameter and the number of rows. Last but not least, the construction depends on the factorization of \( p - 1 \).

Theorem 14 (Incoherent matrices from DFT via multiplicative subgroupss). Let \( p \) be a prime number. For every divisor \( d \) of \( p - 1 \) such that \( d > \sqrt{p} \) we can find in time \( O(d \log p) \) a matrix \( M \in \mathbb{C}^{d \times p} \) with rows being the rows of the DFT matrix such that \( \frac{1}{d}M \) is \((\sqrt{p}/d)\)-incoherent.

This result could give (depending on the factorization of \( p - 1 \)) a better polynomial dependence of \( m \) on \( k \) in the high-sparsity regime. If \( p - 1 \) has a large divisor about \( p^{1/4} \), this would yield a matrix with sparsity parameter \( k \approx p^{1/4} \) and \( m \approx k^{1/\gamma - 1} \) rows. For example, when \( \gamma = 1/4 \), we obtain \( k \approx p^{1/4} \) and \( m \approx k^3 \), which cannot be obtained from Theorem 13. In general, Theorem 14 will yield useful matrices as long as \( p - 1 \) has divisors in the range \([\sqrt{p}, p - 1]\), ideally as many as possible. An extreme case is Fermat primes, which have \((\log p)/2\) divisors in the aforesaid interval.

The reader might ask the question if the polynomial dependence of \( k \) on \( p \) is necessary; ideally one would like a logarithmic dependence, since the polynomial dependence is interesting only in the high-sparsity regime. Regarding strongly explicit constructions, we provide some evidence why this might be a very hard problem in the remark below.

Remark 15. The inferiority of our bounds in the low-sparsity regime is justifiable to some extent: it is because of a common obstacle that has persisted more than a century in the theory of exponential sums, due to the lack of techniques to account for sparse character sums (either additive or multiplicative). In general, the fewer summands the sum has, the harder it is to prove a tight cancellation bound. Thus, owing to the use of heavy machinery from analytic number theory and more specifically the theory of exponential sums over finite fields, our bounds for strongly explicit constructions are quite suboptimal.

2.3 Comparing \( \ell_2/\ell_1 \) with \( \ell_\infty/\ell_1 \)

In this subsection we elaborate why \( \ell_\infty/\ell_1 \) is much stronger than \( \ell_2/\ell_1 \), and not just a guarantee that implies \( \ell_2/\ell_1 \). Let \( \gamma < 1 \) be a constant and consider the following scenario. There are three sets \( A, B, C \) of size \( \gamma k, (1 - \gamma)k, n - k \) respectively, and for every \( i \in A \) we have \( |\hat{z}_i| = \frac{2}{\sqrt{p}}|\hat{x}_C|_1 = \frac{2}{\sqrt{p}}|\hat{x}_{-k}|_1 \), while every coordinate in \( B \) and \( C \) has the equal magnitude. It follows immediately that

\[
|\hat{x}_C|_1 = \frac{n - k}{n - \gamma k} |\hat{x}_{B \cup C}|_1.
\]
Now assume that $k \leq \gamma n$, then $(n - \gamma k)/(n - k) \leq 1 + \gamma$. We claim that the zero vector is a valid solution for the $\ell_2/\ell_1$ guarantee, since

$$\|\hat{0} - \hat{x}\|_2^2 = \|\hat{x}_A\|_2^2 + \|\hat{x}_{B \cup C}\|_2^2$$

$$\leq \frac{\gamma k}{k^2} \|\hat{x}_{-k}\|_1^2 + \frac{1}{(n - \gamma k)} \|\hat{x}_{B \cup C}\|_1^2$$

$$\leq \frac{4\gamma}{k} \|\hat{x}_{-k}\|_1^2 + \frac{n - \gamma k}{(n - k)^2} \|\hat{x}_C\|_1^2$$

$$\leq \left( \frac{4\gamma}{k} + \frac{1 + \gamma}{n - k} \right) \|\hat{x}_{-k}\|_1^2$$

$$\leq \frac{5\gamma}{k} \|\hat{x}_{-k}\|_1^2,$$

where the last inequality follows provided it further holds that $k \leq \gamma n/(2\gamma + 1)$. Hence when $\gamma \leq 1/5$, we see that the zero vector satisfies the $\ell_2/\ell_1$ guarantee.

Since $\hat{0}$ is a possible output, we may not recover any of the coordinates in $S$, which is the set of “interesting” coordinates. On the other hand, the $\ell_\infty/\ell_1$ guarantee does allow the recovery of every coordinate in $S$. This is a difference of recovering all $\gamma k$ versus 0 coordinates. We conclude from the discussion above that in the case of too much noise, the $\ell_2/\ell_1$ guarantee becomes much weaker than the $\ell_\infty/\ell_1$, possibly giving meaningless results in some cases.

3 Overview

Sparse Fourier Transform Algorithms

We first show how to achieve the for-all schemes, i.e., schemes that allow universal reconstruction of all vectors, and then derandomize them. Similarly to the previous works [31, 33, 40], our algorithm hashes, with the filter in [40], the spectrum of $x$ to $O(k)$ buckets using pseudorandom permutations, and repeat $O(k \log n)$ times with fresh randomness. The main part of the analysis is to show that for any vector $\hat{x} \in \mathbb{C}^n$ and any set $S \subseteq [n]$ with $|S| \leq k$, each $i \in S$, in a constant fraction of the repetitions, receives “low noise” from all other elements, under the pseudorandom permutations. This will boil down to a set of $\Theta(n^2)$ inequalities involving the filter and the pseudorandom permutations. We prove these inequalities with full randomness, and then derandomize the pseudorandom permutations using the method of conditional expectations. This will give us Theorem 9. To do so, we choose the pseudorandom permutations one at a time, repetition by repetition, and keep an (intricate) pessimistic estimator, which we update accordingly. Our argument extends the arguments in [51] and [54], and could be of independent interest. To compare with [51] we have the following observation. The construction in [51] consists of $O(k \log n)$ matrices, joined vertically, each having $O(k)$ rows and exactly one 1 per column. This ensures a small incoherence of the concatenated matrix and gives the $\ell_\infty/\ell_1$ guarantee. In the Fourier case, the convolution with the filter functions behaves analogously: instead of having exactly one non-zero element, each column in the $\ell$-th matrix has a contiguous segment of 1s of size $\approx n/k$ (where the center of that segment is depends on the choice of the $\ell$-th pseudorandom permutation) and polynomially decaying entries away from this segment. Moreover, the positions of the segments across the columns are not fully independent and are defined via the pseudorandom permutations. We show that even in this more restricted setting, derandomization is possible in polynomial time. Several details are omitted in the preceding high-level discussion and we suggest the reader look at the corresponding sections for the complete argument.
The sublinear-time algorithm (Theorem 10) is obtained by bootstrapping the derandomized scheme above with an identification procedure in each bucket, as most previous algorithms have done (e.g. [30]). The major difference is that our identification procedure needs to be deterministic. We show an explicit set of samples that allow the implementation of the desired routine. To illustrate our idea, let us focus on the following 1-sparse case: \( \hat{x} \in \mathbb{C}^n \) and \( |\hat{x}_i| \geq 3||\hat{x}_{[n] \setminus i^*}||_1 \) for some \( i^* \), which we want to locate. Let

\[
\beta_j = \left( \frac{2\pi}{n} j \right) \mod 2\pi,
\]

and consider the \( \log n \) samples \( x_0, x_1, x_2, \ldots, x_{2^{\ell-1}}, \ldots \)

Observe that (ignoring \( 1/\sqrt{n} \) factors)

\[
x_{\beta} = \hat{x}_{i^*} e^{\sqrt{-1} \beta \theta_{i^*}} + \sum_{j \neq i^*} \hat{x}_j e^{\sqrt{-1} \beta \theta_j},
\]

we can find \( \beta \theta_{i^*} + \arg \hat{x}_{i^*} \) up to \( \pi/8 \), just by estimating the phase of \( x_{\beta} \). Thus we can estimate \( \beta \theta_{i^*} \) up to \( \pi/4 \) from the phase of \( x_{\beta}/x_{0} \). If \( i^* \neq j \), then there exists a \( \beta \in \{1, 2, 2^2, \ldots, 2^{\ell-1}, \ldots \} \) such that \( |\beta \theta_{i^*} - \beta \theta_j|_c > \pi/2 \), and so \( \beta \theta_j \) will be more than \( \pi/4 \) away from the phase of the measurement. Thus, by iterating over all \( j \in [n] \), we keep the index \( j \) for which \( \beta \theta_j \) is within \( \pi/4 \) from \( \arg(x_{\beta}/x_{0}) \), for every \( \beta \) that is a power of 2 in \( \mathbb{Z}_n \).

Unfortunately, although this is a deterministic collection of \( O(\log n) \) samples, the above argument gives only \( O(n \log n) \) time. For sublinear-time decoding we use \( x_1/x_0 \) to find a sector \( S_0 \) of the unit circle of length \( \pi/4 \) that contains \( \theta_{i^*} \). Then, from \( x_2/x_0 \) we find two sectors of length \( \pi/8 \) each, the union of which contains \( \theta_{i^*} \). Because these sectors are antipodal on the unit circle, the sector \( S_0 \) intersects exactly one of those, let the intersection be \( S_1 \). The intersection is a sector of length at most \( \pi/8 \). Proceeding iteratively, we halve the size of the sector at each step, till we find \( \theta_{i^*} \), and infer \( i^* \). Plugging this idea in the whole \( k \)-sparse recovery scheme yields the desired result. Our argument crucially depends on the fact that in the \( \ell_1 \) norm the phase of \( \theta_{i^*} \) will always dominate the phase of all samples we take.

**Incoherent Matrices from the Fourier ensemble**

Our first result for incoherent matrices (Theorem 12) is more general and works for any matrix that has orthonormal columns with entries bounded by \( O(1/\sqrt{n}) \). We subsample the matrix, invoke a Chernoff bound and Bernstein’s inequality to show the small incoherence of the subsampled matrix. We follow a derandomization procedure which essentially mimics the proof of Bernstein’s inequality, keeping a pessimistic estimator which corresponds to the sum of the generating functions of the probabilities of all events we want to hold, evaluated at specific points. We obtain an explicit construction, i.e. a derandomization in \( \text{poly}(n) \) time. This argument could be of independent interest for its generality. As there are many technical obstacles to overcome, we suggest the reader take a careful look at the proof to gain a clearer picture of the argument.

Our next results (Theorem 13 and Theorem 14) construct strongly explicit incoherent matrices by making use of technology from the fruitful theory of exponential sums in analytic number theory and additive combinatorics. Roughly speaking, to bound a complex exponential sum over a set \( S \), one would expect that specific choices of the set \( S \) lead to non-trivial bounds, i.e. \( o(|S|) \), since cancellation takes place in the summation. Ideally, one would desire that the exponentials behave like a random walk and give the optimal
cancellation of $O(\sqrt{|S|})$. This intuition is clearly not true, but the results by Weyl and others show that certain sets $S$ can exhibit a nicer behaviour. We exploit their results to build incoherent matrices by taking the rows of the DFT matrix indexed by the “nice” sets. This connection also yields an immediate improvement on the lower bound of an exponential sum obtained by Winterhof [60].

4 Open Problems and Future Direction

A direction of research is to design deterministic schemes that break the quadratic barrier for signals with structured Fourier support. For example, subsampling the rows of the DFT matrix to obtain RIP matrices depends highly on the structure of the vectors we would like to preserve. The more additive structure the support of a $k$-sparse vector $x$ has, the worse is the concentration of a random Fourier coefficient of $x$. Equivalently, the less additive structure the support of $x$ has, the flatter its Fourier transform is, and hence, the better concentration bounds we obtain. The concentration in the extreme case, when the support of $x$ is “dissociated”, is captured by the renowned Rudin’s inequality in additive combinatorics (see, e.g. [58, Lemma 4.33]). We thus believe that it is an interesting direction to use machinery from the field of additive combinatorics and the relevant fields in order to obtain new constructions and algorithms, at least for interesting subclasses of structured signals.
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Abstract

We describe an algorithm to solve the problem of Boolean CNF-Satisfiability when the input formula is chosen randomly.

We build upon the algorithms of Schöning 1999 and Dantsin et al. in 2002. The Schöning algorithm works by trying many possible random assignments, and for each one searching systematically in the neighborhood of that assignment for a satisfying solution. Previous algorithms for this problem run in time $O(2^{n(1-O(1)/k)})$.

Our improvement is simple: we count how many clauses are satisfied by each randomly sampled assignment, and only search in the neighborhoods of assignments with abnormally many satisfied clauses. We show that assignments like these are significantly more likely to be near a satisfying assignment. This improvement saves a factor of $2^{O(\lg 2^k/k)}$, resulting in an overall runtime of $O(2^{n(1-O(\lg 2^k)/k)})$ for random $k$-SAT.

1 Introduction

The Boolean Satisfiability problem, known as SAT for short, is one of the best-known and most well-studied problems in computer science (e.g. [28, 1, 19, 3, 14]). In its general form, it describes the following problem: given an input formula $\phi$ composed of conjunctions, disjunctions, and negations of a list of Boolean-valued variables ($x_1$, $x_2$, ..., $x_n$), determine whether or not there exists an assignment of variables to Boolean values such that $\phi$ evaluates to TRUE. SAT was the first problem shown to be NP-complete [12, 24].

Every Boolean formula $\phi$ can be written in conjunctive normal form, meaning that it is written as the logical conjunction of a series of disjunctive clauses. Each disjunctive clause takes as its value the logical disjunction of a series of literals, which takes on either the same value of one of the variables $x_i$ or the negation of that value.
If we constrain the input formula $\phi$ to contain only disjunctive clauses that are of size $k$ or smaller, then that more constrained problem is known as $k$-\textit{Satisfiability}, or $k$-\textit{SAT} for short. When $k > 2$ it is known to be NP-complete [22]. As $k$ grows, the best known runtime of the worst-case $k$-SAT problem, $O(2^{1-1/\Theta(k)})$, grows [21, 28].

It is well-known that in real-world Boolean Satisfiability problems, SAT solvers often vastly outperform the best known theoretical runtimes [15, 31]. One possible explanation for this gap in performance is that most input formulas are easily solved without much computation being necessary, but that there exists a “hard core” of difficult-to-solve formulas that are responsible for the apparent difficulty of worst-case SAT.

Another possible explanation for this gap in performance is that, in practice, people usually care about highly structured formulas that are much easier to solve than typical formulas – according to this explanation, there would be an “easy core” of tractable formulas that are responsible for the apparent simplicity of most practical SAT problems.

To try to distinguish between these two explanations, one can study \textit{random Satisfiability}: Boolean Satisfiability for which the input formula $\phi$ is chosen according to some known uniform probability distribution $D_\Phi$, and where we expect to be able to return the correct answer (satisfiable or unsatisfiable) with probability that is exponentially close to 1 in the size of the input. Random $k$-SAT is a very well studied problem (e.g. [3, 16, 27, 10, 7, 26, 33]).

Typically, attention is restricted to $k$-CNF formulas whose ratio of clauses to variables is \textit{at the threshold}, meaning that the number of clauses $m$ is drawn from a Poisson distribution centered at $d_k n$, where $n$ is the number of variables and $d_k$ is a function of $k$ close to $2^k \ln(2) - \frac{1}{2}(1 + \ln(2))$ [16]. Such formulas are conjectured to be the hardest instances for a given $n$ [13, 31]. It was shown by Ding, Sly, and Sun [16] that away from this threshold, formulas are either overwhelmingly satisfied or overwhelmingly unsatisfied, making the problem less interesting. Notably, away from this threshold one can simply return True or False based on the number of clauses and give the correct answer with high probability. For our purposes, this is a very useful guarantee to have; this is why we use their definition throughout the paper. We go into much greater detail about $D_\Phi$ and the threshold in Section 2.

Away from the threshold, polynomial-time algorithms for SAT have been found and analyzed, first by Chao and Franco [26], and later by Coja-Oghlan et al. [10, 7]. Additionally, a recent result by Vyas and Williams [33] re-analyzes the algorithm of Paturi et al. [29] in the case when the input is drawn from a random distribution, and finds the algorithm to run faster on average in this case by a factor of $2^{\Omega(\ln k)/k}$, giving a running time of $O(2^{\Theta(\ln(\ln k)/k)})$.

We build upon the work of Schöning [30] and Dantsin et al [14] to solve random $k$-SAT in time $O(2^{\Theta(1-\Theta(\ln k)/k)})).$ This represents an algorithmic improvement of $2^{\Theta(\ln(k^2 k)/k)}$ over the runtime of the algorithm of Paturi et al. as analyzed by Vyas and Williams in [33].

### 1.1 A New Algorithm

In this paper, we restrict our attention to the problem of random $k$-CNF Satisfiability in the limit of large $k$, which approaches general Boolean CNF-Satisfiability. Our algorithm improves upon the previous best known algorithm for solving random $k$-SAT in the limit of large $k$, assuming that the input formulas are chosen according to a known uniform distribution.

Our algorithm improves the running time of $k$-CNF Satisfiability at the threshold by modifying the algorithms of Schöning and Dantsin et al. to only explore in the neighborhood of those sampled assignments that pass an additional test. By adding this test, we get
a $2^{n\Omega(\log^2 k)/k}$ improvement in the runtime of the algorithm. The test is simple: we count how many clauses are satisfied, and if that number is large, only then do we search in the neighborhood of the assignment. In Appendix G.2 of our full version [25], we provide additional motivation for why our improved running time is remarkable.

Theorem 1 (Main Theorem Informal). Let $\phi$ be drawn uniformly at random from formulas at the threshold (defined formally in Section 2). There exists an algorithm, $\alpha$-SAMPLEANDTEST (described in Section 3), such that:

- If $\phi$ is satisfiable, then with probability at least $1 - 3 \cdot 2^{-n/(3\ln(2)\log^2 k)}$, $\alpha$-SAMPLEANDTEST returns an assignment $\vec{a}$ that satisfies $\phi$.
- If $\phi$ is not satisfiable, then $\alpha$-SAMPLEANDTEST will return False with certainty.
- $\alpha$-SAMPLEANDTEST$(\phi)$ will run in time $O(2^{n(1 - \Omega(\log^2 k)/k)})$.

A key technique in the proof of our result is connecting a different distribution over inputs (the planted $k$-SAT distribution) to the uniformly random $k$-SAT distribution. Reductions between planted $k$-SAT and random $k$-SAT have been shown in previous work as well [6, 4, 33]. In the planted $k$-SAT distribution, an assignment, $\vec{a}$, is picked first. The formula $\phi$ is selected uniformly over $k$-SAT clauses conditioned on $\vec{a}$ satisfying those clauses. As a result, the planted distribution has a bias towards picking formulas that have many satisfying assignments, relative to the uniform distribution over all satisfiable formulas. For this reason, the planted distribution tends to generate easier-to-solve formulas $\phi$ than the uniform distribution [18]. We also find that the planted distribution is more easily analyzed.

It would be possible, and simpler, to analyze our algorithm only in the planted distribution over formulas. This would not, however, correspond to a complete analysis of the algorithm in the random case. In this work, we begin by analyzing the performance of our algorithm when run on inputs drawn from the planted distribution. We show that algorithms with a sufficiently low probability of failure in the planted distribution over input formulas continue to have a low probability of failure in the uniform distribution over input formulas; see Lemma 37 of our full version [25]. Similar reductions have been proven in previous work [6, 4, 33].

The bulk of the analysis of our algorithm presented in this paper will focus on four quantities. Informally:

1. The true positive rate $p_{TP}$ describes the fraction of all assignments that are both close to a satisfying assignment in Hamming distance and satisfy a large number of clauses.
2. The false negative rate $p_{FN}$ describes the fraction of all assignments that are close to a satisfying assignment in Hamming distance, but do not satisfy a large number of clauses.
3. The false positive rate $p_{FP}$ describes the fraction of all assignments that are not close to any satisfying assignment in Hamming distance, but satisfy a large number of clauses.
4. The true negative rate $p_{TN}$ describes the fraction of all assignments that are neither close to any assignment in Hamming distance, nor satisfy a large number of clauses.

By showing that the true positive rate is large enough relative to the false positive rate, we show that we do not too often perform a “useless search,” i.e. one that will not find a satisfying assignment. And by showing that the true positive rate is large enough relative to the total number of possible assignments, we show that we eventually do find a satisfying assignment without needing to take too many samples. See Fig. 1 for an illustration of these concepts.

To show that our algorithm achieves the desired runtime, we must demonstrate two things. First, we must show that false positives are sufficiently rare; in other words, conditioned on an assignment passing our test, it is sufficiently likely to be a small-Hamming-distance assignment. We prove this in Appendix A of our full version [25]. Second, we must show
Figure 1 A histogram of how many clauses are satisfied by every possible assignment. In this example, there are \( n = 16 \) variables, \( m = 163 \) clauses, and \( k = 4 \) literals per clause. For the example, we take \( T = 155.5 \) to be the clause-satisfaction threshold above which we explore further, and \( \alpha n = 4 \) to be the small-Hamming-distance threshold at which the exhaustive search algorithm finishes. (In actual runs of the algorithm, both of these parameters are selected more conservatively; we chose these parameters for clarity.)

that true positives are sufficiently common; in other words, conditioned on an assignment being close in Hamming distance to a satisfying assignment, it is sufficiently likely to pass our test. We prove this in Appendix B of our full version [25].

We also note that our algorithm can potentially be used as the seed for a worst-case algorithm. Informally, the correctness of the analysis in this paper depends only on the false positive and false negative rates being sufficiently low. As long as the inputs are guaranteed to come from a family of formulas for which this is the case, our algorithm will work even in the worst case. Or, to put it another way, to build a working worst-case algorithm using our algorithm as a template, one may now restrict one’s attention to solving input formulas for which assignments in the neighborhood of the solution do not have an abnormally-high number of satisfied clauses; our algorithm can solve the others.

1.2 Previous work

Satisfiability and \( k \)-SAT have been thoroughly studied. We will cover some of the previous work in the area, focusing on the Random \( k \)-SAT problem.

Structural Results About Random \( k \)-SAT

To make the study of the Satisfiability of random formulas interesting, it is important to choose the probability distribution over formulas \( D_\phi \) judiciously. In particular, \( D_\phi \) must contain formulas where the ratio of Boolean variables to disjunctive clauses is such that the resulting formulas are neither overwhelmingly satisfiable, nor overwhelmingly unsatisfiable. Let \( n \) be the number of variables, and \( m \) be the number of clauses. If \( n \gg m \), then nearly all formulas chosen uniformly from \( D_\phi \) will be satisfiable; if \( m \gg n \), then nearly all formulas will be unsatisfiable. In order for the problem of correctly identifying formulas as satisfiable or unsatisfiable to be nontrivial, we must choose \( m \) and \( n \) to be at the right ratio. Throughout this paper we will refer to the ratio of \( m \) to \( n \) as the density of a formula.
In work by Ding, Sly and Sun [16], it was shown that a sharp threshold exists between formulas which are satisfied with high probability and those that are unsatisfied with high probability. More precisely, they describe what happens when the number of clauses \( m \) is drawn from a Poisson distribution with mean \( d \) \( k \) \( n \). When the number of clauses drawn is below \( (d - \epsilon) n \), only an exponentially small fraction of formulas will be unsatisfiable; when the number of clauses drawn is greater than \( (d + \epsilon) n \), only an exponentially small fraction of formulas will be satisfiable. This holds true for any \( \epsilon > 0 \) constant in \( n \).

**Previous Average-Case \( k \)-SAT Algorithms**

Feldman et al. studied planted random \( k \)-SAT and found that given \( m = \Omega(n \lg n) \) clauses, the planted solution can be determined using statistical queries [18]. Feldman et al. also conjecture that planted \( k \)-SAT is easier than random \( k \)-SAT more generally. Previous work has shown a connection between algorithms that work in the planted distribution and algorithms that work in the random distribution [4, 6, 33]. An algorithm was found by Valiant which runs in time \( O(2^{n(1-\Omega(\log(k))/k)}) \) at the threshold [32], improving upon PPSZ [28]. Additionally, Vyas and Williams [33] obtained the same runtime by re-analyzing the algorithm of Paturi et al. [29] in the random case.

Some studies of random \( k \)-SAT have focused on refutation [9, 8, 20, 5]. Refutation aims to return a short certificate of unsatisfiability. For example Coja-Oghlan, Goerdt, and Lanka give an algorithm that provides refutations with high probability when \( k = 3 \) and \( m > \ln(n)^6 n^{3/2} \). Refutation is quite difficult; note that the \( m \) is much larger than the threshold which sits at \( \Theta(2^k n) \). We, however, focus on returning a satisfying assignment if the formula is satisfied with high probability.

Some studies of random \( k \)-SAT focus on the case where \( k \) is small (e.g. [9, 8, 2, 17]). We, however, focus on the asymptotic behavior when \( k \) is large.

**Worst-Case \( k \)-SAT Algorithms**

The previously best-known worst-case \( k \)-SAT algorithms for large \( k \) are due to Paturi et al. who get a running time of \( O(2^n(1-O(1)/k)) \) [28]. Previous work by Schöning gave an algorithm to solve \( k \)-SAT in the worst case with an expected running time of \( O(2^n(1-O(1)/k)) \) [30]. Dantsin et al. make the algorithm deterministic [14]. Our algorithm is a modification of the algorithms of both Schöning’s and Dantsin et al. Their algorithm runs by choosing an assignment at random, and searching in the immediate neighborhood of that assignment by repeatedly choosing an unsatisfied clause and flipping a variable in that clause to satisfy it. They perform the search near the randomly chosen assignment via an exhaustive search. Their algorithm is an improvement over a naive brute-force algorithm because of the savings that result from only considering variable-flips that could possibly cause the formula to become satisfied (rather than also exploring variable-flips that can’t possibly be helpful).

## 2 Preliminaries

In this section we will give the definition of random \( k \)-CNF Satisfiability (random \( k \)-CNF SAT) at the threshold. We additionally present definitions of several important distributions and functions that are used later in the paper.
Notation for This Paper

We use $x \sim D$ to indicate that $x$ is a random value drawn from the distribution $D$.

We use the standard notation that $\log(n) = \log_2(n)$.

We use $f(x) = O^*(g(x))$ to denote that there exists some constant $c$ such that $f(x) = O(g(x)x^c)$. So, to say it another way, $f(x)$ grows at most as quickly as $g(x)$, ignoring polynomial and constant factors.

We use the standard notation that $\log(n) = \log_2(n)$.

Under this definition, there are $\log(n)$ variables drawn from above the threshold are whp unsatisfied. We use $\log(n)$ variables drawn from below the threshold are with high probability (whp) satisfied, and those formulas drawn from above the threshold are whp unsatisfied.

Definitions for This Paper

Definition 2. Let $D_{\text{replace}}(n, k)$ be the uniform distribution over clauses on $k$ variables where those $k$ variables are chosen with replacement (e.g. $(\bar{x} \lor x \lor y)$ would be a valid clause). Under this definition, there are $n^k2^k$ possible clauses.

Definition 3. The density of a formula $\phi$ with $m$ clauses and $n$ variables is $m/n$.

We will now define the satisfiability threshold. Informally, this is a density of clauses such that formulas drawn from below this threshold are with high probability (whp) satisfied, and those formulas drawn from above the threshold are whp unsatisfied.

Definition 4. The satisfiability threshold, $d_k$, is a ratio of clauses to variables such that for all $\epsilon > 0$:

- If $m$ is drawn from $\text{Poisson}(d_k - \epsilon)n$, the Poisson distribution with mean $(d_k - \epsilon)n$, and $\phi$ is formed by picking $m$ clauses independently at random from $D_{\text{replace}}(n, k)$, then $\phi$ is whp satisfied.
- If $m$ is drawn from $\text{Poisson}(d_k + \epsilon)n$, the Poisson distribution with mean $(d_k + \epsilon)n$, and $\phi$ is formed by picking $m$ clauses independently at random from $D_{\text{replace}}(n, k)$, then $\phi$ is whp unsatisfied.

Definition 5. Let $d_k$ be the density of clauses such that SAT is at its threshold.

Note that it is not immediate that a satisfiability threshold exists for any given $k$. However, Jian Ding, Allan Sly, and Nike Sun showed that this threshold exists for sufficiently large $k$ [16]. It has been proven that

$$2^k \ln(2) - \frac{1}{2}(1 + \ln(2)) - \epsilon_k \leq d_k \leq 2^k \ln(2) - \frac{1}{2}(1 + \ln(2)) + \epsilon_k,$$

where $\epsilon_k$ is a term that tends to 0 as $k$ grows [23, 11]. It follows that there exists a large enough $k$ such that $2^k \ln(2) - 1 \leq d_k$. Also, there exists a large enough $k$ such that $2^k \ln(2) \geq d_k$.

This density determines the distribution over the number of clauses put in the formula. Specifically, $m$ is drawn from $\text{Poisson}(d_k n)$. However, we can say that with high probability the number of clauses is nearly $d_k n$ (see Lem. 9).

For many proofs it is convenient to assume $k$ is large (e.g. when $k$ is large, $2^k > 10k$ not just asymptotically but also numerically). We will now define $k^\star$. It will be a value such that $k = k^\star$ is large enough that both $d_k$ is known to be close to $2^k \ln(2) - \frac{1}{2}(1 + \ln(2))$ and large enough for our proofs that depend on $k$ being large.

Definition 6. Let $\epsilon_k = |d_k - 2^k \ln(2) + \frac{1}{2}(1 + \ln(2))|$.

Definition 7. Let $k_\epsilon$ be the minimum value such that for all $k \geq k_\epsilon$ we have that $\epsilon_k < \frac{1+\ln(2)}{2}$.
Definition 8. Let $k^* = \max(60, k_c)$.

Our choice of 60 in the above is somewhat arbitrary. When $k \geq 60$ the proofs in Appendix C of our full version [25] are simpler, so we analyze our core algorithm in that regime.

Lemma 9. If $\epsilon_k < \frac{1 + \ln(2)}{2}$ then $Pr[m > (d_k + 1)n] + Pr[m < (d_k - 1)n] \leq 2 \cdot 2^{-n/(3 \ln(2)2^k)}$.

Proof. We apply the multiplicative form of the Chernoff bound. We have that $(d_k + 1)n/(d_k n) = 1 + 1/d_k$. We also have that $(d_k - 1)n/(d_k n) = 1 - 1/d_k$. This gives us

$$Pr[m > (d_k + 1)n] + Pr[m < (d_k - 1)n] \leq 2^{-(d_k)^{-2}d_k n/3} + 2^{-(d_k)^{-2}d_k n/2}.$$  

Which means

$$Pr[m > (d_k + 1)n] + Pr[m < (d_k - 1)n] \leq 2^{-n/(3d_k)} + 2^{-n/(2d_k)}.$$  

$$Pr[m > (d_k + 1)n] + Pr[m < (d_k - 1)n] \leq 2 \cdot 2^{-n/(3 \ln(2)2^k - \frac{1}{2}(1+\ln(2)))}.$$  

$$Pr[m > (d_k + 1)n] + Pr[m < (d_k - 1)n] \leq 2 \cdot 2^{-n/(3 \ln(2)2^k)}.$$  

It follows that if our algorithm works efficiently for all values of $m \in [(d_k - 1)n, (d_k + 1)n]$, then it works with high probability at the threshold.

Below are some definitions used in later sections.

Definition 10. Let $D_R(n, k)$ be the distribution over formulas $\phi$ where all clauses are chosen independently from $D_{\text{replace}}$ and the number of clauses is chosen from a Poisson distribution with mean $d_k n$.

Definition 11. Let $D_R(m, n, k)$ be the distribution over formulas $\phi$ where all $m$ clauses are chosen independently from $D_{\text{replace}}$.

Definition 12. Let $D_S(m, n, k)$ be the uniform distribution over satisfied formulas $\phi$ where all $m$ clauses are chosen from $D_{\text{replace}}$.

Definition 13. Let $D_{pc}(n, k, \vec{a})$ (which we refer to as “the planted-clause distribution”) be the uniform distribution over the $(2^k - 1)n^k$ clauses $c$ which are satisfied by $\vec{a}$.

Definition 14. Let $D_{po}(m, n, k, \vec{a})$ (which we refer to as “the planted distribution”) be the distribution over formulas $\phi$ where every clause is picked IID from $D_{po}(n, k, \vec{a})$. Note that this is equivalent to the uniform distribution over formulas $\phi$ which are satisfied by $\vec{a}$ and where all $m$ clauses are in the support of $D_{\text{replace}}$.

Definition 15. Let $U_{\vec{a}}(n)$ be the uniform distribution over assignments of length $n$, $\{0, 1\}^n$.

Definition 16. Let $\text{NUMCLAUSES SAT}(\phi, \vec{v})$ be the number of clauses in $\phi$ satisfied by the assignment $\vec{v}$.

Definition 17. Let $\text{NUMCLAUSESUNSAT}(\phi, \vec{v})$ be the number of clauses in $\phi$ left unsatisfied by the assignment $\vec{v}$.
3 Algorithm

We will describe our algorithm for random \( k \)-SAT in this section.

Informally, our algorithm works as follows. Given an input formula, we will sample many randomly-chosen assignments. On those that have a high number of satisfied clauses, we will run the deterministic algorithm for finding a satisfying assignment given an assignment that is within a Hamming distance of at most \( \alpha n \) of that satisfying assignment (i.e. a small-Hamming-distance assignment).

Unsurprisingly, in the average case, small-Hamming-distance assignments satisfy more clauses than random assignments\(^1\). In fact, for many choices of criterion there will be a discrepancy between the values achieved by small-Hamming-distance assignments and random assignments. Lemma 30 of our full version [25], which characterizes this discrepancy, is general enough to be applied immediately to analyzing algorithms that make use of any clause-specific criterion.

We note the following from previous work:

> Lemma 18 (Small Hamming Distance Search [14]). There is a deterministic algorithm \( \text{SAT-from-} \alpha \text{-small-HD}(\phi, \vec{v}) \) which given
> a \( k \)-CNF formula \( \phi \) on \( m \) clauses and \( n \) variables, and
> an assignment \( \vec{v} \) which has Hamming distance \( \alpha n \) from a true satisfying assignment \( \vec{a}^* \),
> will return a satisfying assignment within Hamming distance \( \alpha n \) of \( \vec{v} \) if one exists in \( k^{\alpha n} \) time.

This algorithm simply takes the assignment \( \vec{a} \) and branches on the first unsatisfied clause, trying all possible variable flips. For each assignment resulting from these possible variable flips, the algorithm repeats the process in what is now the first unsatisfied clause, until it either finds a satisfying assignment or has searched \( \alpha n \) flips from the original assignment. This will deterministically yield a satisfying assignment, should one exist, within a Hamming distance of \( \alpha n \) of the original assignment.

So, if we find a small-Hamming-distance assignment and run \( \text{SAT-from-} \alpha \text{-small-HD}(\phi, \vec{a}) \) on this assignment, we are guaranteed to find the satisfying assignment. Therefore, we could randomly sample points until we expect to find an assignment at Hamming distance \( \alpha n \) from the satisfying assignment (call this an \( \alpha \)-small-Hamming-distance assignment). This is indeed what Schöning’s algorithm does for \( \alpha = \Theta(1/k) \) [30].

A general class of improvements to this algorithm work by running \( \text{SAT-from-} \alpha \text{-small-HD}(\phi, \vec{a}) \) on only a cleverly-chosen subset of these sampled assignments. In our case, we choose this set to be assignments that satisfy an unusually large number of clauses, but in principle one could use any membership criterion for this set.

Let \( M \) be the runtime of the membership test for the set of assignments, and let \( p_{TP} \), \( p_{FP} \), \( p_{FN} \), and \( p_{TN} \) represent the fraction of assignments that are true positives, false positives, false negatives, and true negatives respectively. Here, just as in Section 1.1, we use “positive” or “negative” to mean an assignment that passes or doesn’t pass the test for membership, respectively. The truth or falsehood of that positive or negative represents whether or not that assignment actually has a satisfying assignment within small Hamming distance.

---

\(^1\) Consider changing one variable’s assignment at random; in this case, almost all clauses will remain satisfied. This phenomenon persists even when we flip several variables at once.
We will have to draw samples until we would have found a satisfying assignment with high probability were one to exist. Next, we will have to run SAT-from-α-Small-HD(φ, a) at least once to find the satisfying assignment itself. Finally, we will have to run it once more for every false positive we find. Hence, the generalized running time of this class of algorithms is

\[ O^* \left( \frac{M}{p_{FP}} + k^{\alpha n} + \left( \frac{p_{FP}}{p_{TP}} \right) k^{\alpha n} \right). \]  

(1)

This general formula is a powerful tool for analyzing the runtimes of algorithms from this class. For example, if we apply it to analyzing the algorithm of [14], i.e. the special case where the test we use always returns a positive, we see that the third term in Equation (1) dominates, and that \( p_{FP} \approx 1 \) and \( p_{TP} \approx \left( \frac{n}{2} \right)^k \) giving an overall expected runtime of \( O^* \left( 2^{n(1-\Theta(\frac{1}{k}))} \right) \) when we choose \( \alpha = \Theta(\frac{1}{k}) \) (using tail bounds to convert \( (\frac{n}{2})^k \) to an exponential). In Appendix G.3 of our full version [25] we discuss a different deterministic search algorithm with a slightly improved runtime (yielding no relevant improvement on the runtime of the overall algorithm for our analysis).

Our algorithm presents improvements for large \( k \), but for small \( k \) we will simply use the previous algorithm of Dantsin et al [14].

\[ \text{Lemma 19 (Algorithm for Small } k \text{ [14]). For } k \leq k^* \text{ there exists a deterministic algorithm, DANTSinLS, that solves k-SAT in the worst case in time } 2^{n(1-\gamma)} \text{ for some constant } \gamma > 0. \]

We will now give pseudocode for the \( \alpha \)-SAMPLEAndTEST algorithm in Algorithm 1. Let \( \text{NUMCLAUSESSAT}(\phi, \vec{a}) \) return the number of clauses in \( \phi \) satisfied by the assignment \( \vec{a} \). In Appendix G.1 of our full version [25] we describe a different set of concepts with which the algorithm can be understood.

Note that our algorithm as stated is non-constructive due to our use of the constant \( k^* \). Other than this constant, our algorithm is explicit. While \( k^* \) is known to be constant [11], its exact value is currently unknown. We note in Appendix E of our full version [25] that finding the value of \( k^* \) is an open problem which, if solved, would make our algorithm constructive.

3.1 Correctness and Running Time

We will include the theorem statement of correctness and running time here. Its proof depends on bounds on the false positive rate and the true positive rate, which we prove in later sections. In particular, we show in Appendix A of our full version [25] that conditioned on an assignment passing the test, it is sufficiently likely to be an \( \alpha \)-small-Hamming-distance assignment. We additionally show in Appendix B of our full version [25] that conditioned on an assignment being an \( \alpha \)-small-Hamming-distance assignment, it is sufficiently likely to pass the test.

Note that much of our probability of returning the wrong value comes from our bounds on the probability that we are drawing a formula with length \( m < (d_k - 1)n \). If we knew \( m \) to be fixed and greater than \( (d_k - 1)n \), we would have a lower error probability.

We will show that \( \alpha \)-SAMPLEAndTEST(\( \phi \)) has one-sided error and returns the correct answer with high probability. Note that it returns the correct answer with high probability even conditioned on the input being unsatisfied or satisfied. We use Theorem 26 of our full version [25] to bound the false positive rate and use Lemma 43 of our full version [25] to bound the true positive rate, which gives us the desired result.
Algorithm 1 \(\alpha\)-SampleAndTest(\(\phi\)).

\(\alpha\)-SampleAndTest(\(\phi\)):

1. if \(k < k^*\) then
2. return DantsinLS(\(\phi\))
3. end

Initialize \(S\) to the empty set.

\(\triangleright\) For \(k \geq k^*\) we run our variant of local search:

4. for \(i \in [0, n^2 \cdot 2^n / (\binom{n}{\alpha n})]\) do
5. Sample an assignment \(\vec{a}\) uniformly at random from \(\{0, 1\}^n\).
6. \(\triangleright\) Only keep assignments which satisfy abnormally many clauses.
7. if NumClausesSAT(\(\phi, \vec{a}\)) \(\geq (1 - \frac{1 - (1 - \alpha)^2}{2^2})m\) then
8. Add \(\vec{a}\) to \(S\).
9. if |\(S\)| \(> 4n^32^n / (\binom{n}{\alpha n})k\alpha n + 1\) then
10. return False
11. end
12. Run SAT-from-\(\alpha\)-Small-HD(\(\phi, \vec{a}\)).
13. If an assignment was found, return it.
14. end
15. end
16. return False

In the theorem that follows, we choose \(\alpha\) such that \(\alpha n\) is an integer. Specifically, we choose:

\[\alpha = \left\lfloor \frac{\lg(k)}{16n^2} \right\rfloor.\]

Note that when we choose \(\alpha\) to take on this value, it will always lie in the range \(\frac{\lg(k)}{20k} \leq \alpha \leq \frac{\lg(k)}{40k}\) for large \(n\).

\(\triangleright\) Theorem 20. Assume \(\phi\) is drawn from \(D_\Phi(n, k)\). Let \(\alpha = \frac{n \lg(k)(/16k)}{n}\).

Conditioned on there being at least one satisfying assignment to \(\phi\), \(\alpha\)-SampleAndTest(\(\phi\)) will return some satisfying assignment with probability at least \(1 - 3 \cdot 2^{-n/(3 \ln(2)2^k)}\).

Conditioned on there being no satisfying assignment to \(\phi\), \(\alpha\)-SampleAndTest(\(\phi\)) will return False with probability 1.

\(\alpha\)-SampleAndTest(\(\phi\)) will run in time

\[O \left(2^{n(1 - \Omega(\lg(k)) / k)}\right).\]

Proof. Proof given in Appendix D of our full version [25].
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Abstract
The membership problem asks to maintain a set $S \subseteq [u]$, supporting insertions and membership queries, i.e., testing if a given element is in the set. A data structure that computes exact answers is called a dictionary. When a (small) false positive rate $\epsilon$ is allowed, the data structure is called a filter.

The space usages of the standard dictionaries or filters usually depend on the upper bound on the size of $S$, while the actual set can be much smaller.

Pagh, Segev and Wieder [28] were the first to study filters with varying space usage based on the current $|S|$. They showed in order to match the space with the current set size $n = |S|$, any filter data structure must use $(1 - o(1))n(\log(1/\epsilon) + (1 - O(\epsilon))\log \log n)$ bits, in contrast to the well-known lower bound of $N \log(1/\epsilon)$ bits, where $N$ is an upper bound on $|S|$. They also presented a data structure with almost optimal space of $(1 + o(1))n(\log(1/\epsilon) + O(\log \log n))$ bits provided that $n > u^{0.001}$, with expected amortized constant insertion time and worst-case constant lookup time.

In this work, we present a filter data structure with improvements in two aspects:

- it has constant worst-case time for all insertions and lookups with high probability;
- it uses space $(1 + o(1))n(\log(1/\epsilon) + \log \log n)$ bits when $n > u^{0.001}$, achieving optimal leading constant for all $\epsilon = o(1)$.

We also present a dictionary that uses $(1 + o(1))n \log(u/n)$ bits of space, matching the optimal space in terms of the current size, and performs all operations in constant time with high probability.
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1 Introduction

Membership data structures are fundamental subroutines in many applications, including databases [9], content delivery network for web caching [24], image processing [17], scanning for viruses [14], etc. The data structure maintains a set of keys from a key space $[u]$, supporting the following two basic operations:

- **insert($x$)**: insert $x$ into the set;
- **lookup($x$)**: return YES if $x$ is in the set, and NO otherwise.

When false positive errors are allowed, such a data structure usually is referred as a filter. That is, a filter with false positive rate $\epsilon$ may answer YES with probability $\epsilon$ when $x$ is not in the set (but it still needs to always answer YES when $x$ is in the set).

In the standard implementations, a initialization procedure receives the key space size $u$ and a capacity $N$, i.e., an upper bound on the number of keys that can simultaneously exist in the database. Then it allocates sufficient space for the data structure, e.g., a hash table consisting of $\Theta(N)$ buckets. Thereafter, the memory usage is always staying at the maximum, as much space as $N$ keys would take. It introduces inefficiency in the space, when only few keys have been inserted so far. On the other hand, it could also happen that only a rough estimation of the maximum size is known (e.g. [16, 1, 22]). Therefore, to avoid overflowing, one has to set the capacity conservatively. The capacity parameter given to the initialization procedure may be much more than the actual need. To avoid such space losses, a viable approach is to dynamically allocate space such that at any time, the data structure occupies space depending only on the current database size (rather than the maximum possible).

For exact membership data structures, it turns out that such promise is not too hard to obtain if one is willing to sacrifice an extra constant factor in space and accept amortization: When the current database has $n$ keys, we set the capacity to $2n$; after $n$ more keys are inserted, we construct a new data structure with capacity equal to $4n$, and transfer the whole database over. The amortized cost to transfer the database is $O(1)$ per insertion. Raman and Rao [29] showed that the extra constant factor in space is avoidable, they designed a succinct memberd data structure using space $O((1+o(1))\log(\frac{u}{n}))$ where $n$ is the current database size, supporting insertions in expected amortized constant time, and lookup queries in worst-case constant time.

For filters, the situation is more complicated. The optimal space to store at most $N$ keys while supporting approximate membership queries with false positive rate $\epsilon$ is $N \log 1/\epsilon$ [8, 23] (Pagh, Pagh and Rao [27] achieved $(1+o(1))N \log 1/\epsilon$ bits). However, the above trick to reduce the space may not work in general. This is because the filter data structures do not store perfect information about the database, and therefore, it is non-trivial to transfer to the new data structure with capacity $4n$, as one might not be able to recover the whole database from the previous data structure. In fact, Pagh, Segev and Wieder [28] showed an information theoretical space lower bound of $(1-o(1))\log 1/\epsilon + (1-O(\epsilon)) \log \log n)$ bits, regardless of the insertion and query times. That is, one has to pay extra $\approx \log \log n$ bits per key in order to match the space with the current database size. They also proposed a data structure with a nearly matching space of $(1+o(1))n \log 1/\epsilon + O(n \log \log n)$ bits when $n > u^{0.001}$, while supporting insertions in expected amortized constant time and lookup queries in worst-case constant time.

---

1 Throughout the paper, $[u]$ stands for the set $\{0, \ldots, u - 1\}$.
2 A succinct data structure uses space equal to the information theoretical minimum plus an asymptotically smaller term called redundancy.
3 All logarithms are base 2.
queries in worst-case constant time. When $\epsilon$ is at least $1/poly \log n$, the extra $\log \log n$ bits per key is dominating. It was proposed as an open problem in [28] whether one can make the $\log \log n$ term succinct as well, i.e., to pin down its leading constant.

On the other hand, an amortized performance guarantee is highly undesirable in many applications. For instance, IP address lookups in the context of router hardware [7, 19], and timing attacks in cryptography [21, 20, 26, 25]. When the database size is always close to the capacity (or when the space is not a concern), it was known how to support all operations in worst-case constant time [13, 3] with high probability. That is, except for a probability of $1/poly n$, the data structure handles every operation in a sequence of length $poly n$ in constant time. However, it was not known how to obtain such a guarantee when the space is succinct with respect to the current database size, i.e., $(1 + o(1)) \log (u/n)$. For filters, Pagh et al. [28] showed it is possible to get worst-case constant time with high probability, at the price of a constant factor more space $O(n \log 1/\epsilon + n \log \log n)$. They asked if there is a data structure which enjoys the succinct space usage and the worst-case constant time with high probability simultaneously.

1.1 Main Results

In this paper, we design a new dynamic filter data structure that answers both questions. Our data structure has both worst-case constant time with high probability and is succinct in space in terms of the current database size.

▶ Theorem 1 (Dynamic filter – informal). There is a data structure for approximate membership with false positive rate $\epsilon$ that uses space $(1 + o(1))n(\log(1/\epsilon) + \log \log n)$ bits, where $n > u^{0.001}$ is the current number of keys in the database, such that every insertion and lookup takes constant time in the worst case with high probability.

We also present a dictionary data structure with the space depending on the current $n$. A dictionary is a generalization of membership data structures, it maintains a set of key-value pairs, supporting

- insert($x, y$): insert a key-value pair $(x, y)$ for $x \in [u]$ and $v$-bit $y$;
- lookup($x$): if $\exists (x, y)$ in the database, output $y$; otherwise output NO.

By setting $v = 0$, the lookup query simply tests if $x$ is in the database.

▶ Theorem 2 (Dynamic dictionary – informal). There is a dictionary data structure that uses space $(1 + o(1))n(\log(u/n) + v + O(\log \log \log u))$ bits, where $n > u^{0.001}$ is the current number of key-value pairs in the database, such that every insertion and lookup takes constant time in the worst case with high probability.

1.2 Related Work

Membership with Constant Time Worst-Case Guarantee. The FKS perfect hashing [15] stores a set of $n$ fixed (i.e., static) keys using $O(n)$ space, supporting membership queries in worst-case constant time. Dietzfelbinger, Karlin, Mehlhorn, Meyer auf der Heide, Rohnert and Tarjan [12] introduced an extension of the FKS hashing, which is the first dynamic membership data structure with worst-case constant query time and the expected amortized constant insertion time. Later, Dietzfelbinger and Meyer auf der Heide [13] improved

4 This is stronger guarantee than expected constant time, since when the unlikely event happened, one could simply rebuild the data structure in linear time. The expected time is still a constant.
the insertion time to worst-case constant, with an overall failure probability of $1/\text{poly} n$. Demaine, Meyer auf der Heide, Pagh and Pátraşcu [11] improved the space to $O(n \log (u/n))$ bits of space. Arbitman, Naor and Segev [2] proved that a de-amortized version of cuckoo hashing [19] has constant operation time in the worst case with high probability.

On the other hand, filters can be reduced to dictionaries with a hash function $h : [u] \rightarrow [n/\epsilon]$, and thus, all the dictionaries imply similar upper bounds for filters [8].

**Succinct Membership.** Raman and Rao [29] presented the first succinct dictionary with constant time operations, while the insertion time is amortized. Arbitman, Naor and Segev [3] refined the schema of [2], suggested a succinct dictionary with worst case operation time with high probability.

By using the reduction from [8] and the succinct dictionary from [29], Pagh, Pagh and Rao [27] provided a succinct filter with constant time, while the insertion time is amortized due to [29]. Bender, Farach-Colton, Goswami, Johnson, McCauley and Singh [5] suggested a succinct adaptive filter\footnote{In an adaptive filter, for a negative query $x$, the false positive event is independent of previous queries.} with constant time operation in the worst case with high probability.

**Membership for Sets of Unknown Sizes.** The data structure of Raman and Rao [29] can be implemented such that the size of the data structure always depends on the “current $n$”. Pagh, Segev and Wieder [28] were the first to study dynamic filters in this setting from a foundational perspective. As we mentioned above, they proved an information-theoretical space lower bound of $(1 - o(1))n(\log(1/\epsilon) + (1 - O(\epsilon)) \log \log n)$ bits for filter, and presented a filter data structure using $n(\log(1/\epsilon) + O(\log \log n))$ bits of space with constant operation time when $n > u^{0.001}$. Indeed, the insertion time is expected amortized, since the succinct dictionary of Raman and Rao is applied as a black box (it was not clear if any succinct dictionary with worst-case operational time can be generalized to this setting).

Very recently, Bercea and Even [6] proposed a succinct membership data structure for maintaining dictionaries and random multisets with constant operation time. While their data structure is originally designed for the case where an upper bound $N$ on the keys is given (and the space usage is allowed to depend on $N$), we note that it is possible to extend their solution and reduce the space to depend only on the current $n$. However, their data structure assumes free randomness, and straightforward extension results in an additive $\Omega(n \log \log u)$ term in space. The redundancy makes their data structure space-efficient for filters, since the space lower bound is $(1 - o(1))n(\log(1/\epsilon) + (1 - O(\epsilon)) \log \log n)$.

### 1.3 Previous Construction

As we mentioned earlier, for dynamic membership data structures, if we are willing to pay an extra constant factor in space, one way to match the space with the “current” $n$ is to set the capacity to be $2n$. When the data structure is full after another $n$ insertions, we double the capacity, and transfer the database to the new data structure. However, the standard way to construct an efficient filter is to hash $[u]$ to $[n/\epsilon]$ (where $\epsilon$ is the false positive rate) and store all $n$ hash values in a membership data structure, which takes $O(n \log 1/\epsilon)$ bits of space. As we insert more keys and increase the capacity to $4n$, the range of the hash value needs to increase as well. Unfortunately, it cannot be done, because the original keys are not stored, and we have lost the information in order to save space (this is exactly the point of a filter). On the other hand, we could choose to keep the previous
data structure(s), and only insert the future keys to the new data structure. For each query, if it appears in any of the (at most \(\log n\)) data structures, we output YES. By setting the false positive rate for the data structure with capacity \(2^i\) to \(\Omega(\epsilon^2)\), the overall false positive rate is at most \(\epsilon \cdot \sum_i O(1/\ell_i^2) \leq \epsilon\) by union bound. The total space usage becomes roughly \(n \log(\log n/\epsilon) = n(\log 1/\epsilon + O(\log \log n))\).

To avoid querying all \(\log n\) filters for each query, the previous solution by Pagh et al. [28] uses a single global hash function \(h\) that maps \([u]\) to \(\log(u/\epsilon)\)-bit strings for all \(\log n\) filters. For a key \(x\) in the \(i\)-th data structure (with capacity \(2^i\)), one simply takes the first \(i + \log 1/\epsilon + 2 \log i\) bits of \(h(x)\) as its hash value. Then querying the \(i\)-th data structure on \(y\) is to check whether the \((i + \log 1/\epsilon + 2 \log i)\)-bit prefix of \(h(y)\) exists. Since all filters use the same hash function, the overall task is to check whether some prefix of \(h(y)\) appears in the dictionary, which now consists of strings of various lengths. Note that there are very few short strings in the database, the previous solution extends all short strings to length \(\log(n/\epsilon)\) by duplicating the string and appending all possible suffixes, e.g., a string of length \(\log(n/\epsilon) - c\) is duplicated into \(2^c\) strings by appending all possible \(c\)-bit suffixes. Then all strings are stored in one single dictionary (longer strings are stored according to their first \(\log(n/\epsilon)\) bits), and the query becomes to check if the \(\log(n/\epsilon)\)-bit prefix of \(h(y)\) is in the dictionary, which is solved by invoking Raman and Rao [29]. One may verify that duplicating the short strings does not significantly increase the total space, and comparing only the \(\log(n/\epsilon)\)-bit prefix of a longer string does not increase the false positive rate by much.

### 1.4 Our Techniques

Our new construction follows a similar strategy, but the “prefix matching” problem is solved differently. Given a collection of \(2^{i-1} < n \leq 2^i\) strings of various lengths, we would like to construct a data structure such that given any query \(h(y)\), we will be able to quickly decide if any prefix of \(h(y)\) appears in the database. The first observation is that the short strings in the database can be easily handled. In fact, all strings shorter than \(i\) bits can be stored in a “truth table” of size \(2^i = O(n)\). That is, we simply store for all \(i\)-bit strings, whether any of its prefix appears in the database. For a query \(h(y)\), by checking the corresponding entry of its \(i\)-bit prefix, one immediately resolves all short strings. On the other hand, for strings longer than \(\log m\) bits, we propose a new (exact) membership data structure, and show that it in fact, automatically solves prefix matching when all strings are long. Before describing its high-level construction in Section 1.4.1, let us first see what it can do and how it is applied to our filter construction.

When the capacity is set to \(m\), the membership data structure stores \(n \leq m\) keys from \([u]\) using space \(n(\log(u/m) + O(\log \log \log u)) + O(m)\) bits, supporting insertion and membership query in worst-case constant time with high probability. When applying to prefix matching, it stores \(n\) strings of length at most \(\ell\) (and more than \(\log m\)) using \(n(\log(2^\ell/m) + O(\log \log \ell)) + O(m)\) bits. Using this data structure with the capacity set to \(m = 2^i\), we are able to store the database succinctly when \(m/2 < n \leq m\). As we insert more keys to the database, the capacity needs to increase. Another advantage of our membership data structure is that the data can be transferred from the old data structure with capacity \(m\) to a new one with capacity \(2m\) in \(O(m)\) time. More importantly, the transfer algorithm runs almost “in-place”, and the data structure remains “queryable” in the middle of the execution. That is, one does not need to keep both data structures in full, at any time the total memory usage is still \(n(\log(2^\ell/n) + O(\log \log \ell)) + O(m)\), and the data structure can be queried. Therefore, as \(n\) is increasing from \(m/2\) to \(m\), we gradually build a new data structure with capacity \(2m\). Every time a key is inserted, the background data-transfer
algorithm is run for constant steps. By the time \( n \) reaches \( m \), we will have already transferred everything to the new data structure, and will be ready to build the next one with capacity \( 4m \). Overall, the data structure is going to have \( \log n \) stages, the \( i \)-th stage handles the \( (2^{i-1} + 1) \)-th to the \( 2^i \)-th insertion. In each stage, the database size is doubled, and the data structure also gradually doubles its capacity. This guarantees that the total space is succinct with respect to the current database size, and every operation is handled in constant time with high probability.

Finally, to pin down the leading constant in the extra \( O(\log \log n) \) bits, we show that for the \( n \)-th inserted key \( x \) for \( 2^{i-1} < n \leq 2^i \), storing the \((i + \log(i/\epsilon) + \log \log \log u)\)-bit prefix of \( h(x) \) balances the false positive rate and the space. Since our new membership data structure only introduces an extra \( \approx \log \log n \) bits of space per key, it is not hard to verify that the total space of our construction is \((1 + o(1))n(\log(1/\epsilon) + \log \log n)\).

### 1.4.1 Membership Data Structure

In the following, let us briefly describe how our new membership data structure works. The data structure works in the extendable array model, as the previous solution by Raman and Rao. See Section 2.2.2 or [29] for more details.

Our main technique contribution is the idea of data block. Without the data blocks, our data structure degenerates into a variant of the one proposed in [6]. Instead of a redundancy of \( O(n \log \log u) \) bits, the degeneration contributes a redundancy of \( O(n \log \log u) \) bits, which makes the data structure space-inefficient for filters as we discussed early.

For simplicity, let us for now assume that we have free randomness, and the first step is to randomly permute the universe. Thus, we may assume that at any time, the database is a uniformly random set (of certain size). We divide the universe into \( m/\log u \) buckets, e.g., according to the top \( \log(m/\log u) \) bits of the key. Then with high probability, every bucket will have \( O(\log u) \) keys. We will then dynamic allocate space for each bucket. Note that given that a key is a bucket \( b \), we automatically know that its top \( \log(m/\log u) \) bits is “\( b \)”. Therefore, within each bucket, we may view the keys have lengths only \( \log u - \log(m/\log u) = \log((u \log u)/m) \), or equivalently, the universe size being \( (u \log u)/m \) (recall that the goal is to store each key using \( \approx \log(u/m) \) bits on average).

To store the keys in a bucket, we further divide it into data blocks consisting of \( O(\log u/\log \log u) \) keys each, based on the time of insertion. That is, the first \( O(\log u/\log \log u) \) keys inserted to this bucket will form the first data block, the next \( O(\log u/\log \log u) \) keys will be the second data block, etc. Since each data block has few enough keys, they can be stored using a static constructions (supporting only queries) using nearly optimal space of \( \approx \log((u \log u)/m) \), which is \( \log((u \log log u)/m) = \log(u/m) + \log \log u \) bits per key, or a dynamic constructions use \( \log(u/m) + O(\log \log u) \) bits per key. The latest data block, which we always insert the new key into, is maintained using the dynamic construction. When it becomes full, we allocate a new data block, and at the same time, we run a in-place reorganization algorithm in the background. The reorganization algorithm runs in \( O(\log u/\log \log u) \) time, and convert the dynamic construction into the static construction, which uses less space. For each insertion in the future, the reorganization algorithm is run for constant steps, thus, it finishes before the next data block becomes full. Finally, for each bucket, we maintain an adaptive prefixes structure [4, 5] to navigate the query to the relevant data block. Roughly speaking, when all \( O(\log u) \) keys in the bucket are random, most keys will have a unique prefix of length \( \log \log u \). In fact, Bender et al. [4, 5] showed that for every keys, the shortest prefix that is unique in the bucket can be implicitly maintained in constant
time, and the total space for all $O(\log u)$ keys is $O(\log u)$ bits with high probability. We further store for each such unique prefix, which data block contains the corresponding key. It costs $O(\log \log \log u)$ bits per key. Given a query, the adaptive prefix structure is able to locate the prefix that matches the query in constant time, which navigates the query algorithm to the (only) relevant data block. We present the details in Section 4.

2 Preliminaries

2.1 String Notations

Let $\{0, 1\}^{\leq \ell} \triangleq \bigcup_{0 \leq i \leq \ell} \{0, 1\}^i$ and $\{0, 1\}^* \triangleq \bigcup_{i \geq 0} \{0, 1\}^i$. Given a string $x \in \{0, 1\}^\ell$, we use $|x| = \ell$ to denote its length. We denote by $a \circ b$ the concatenation of two strings $a, b \in \{0, 1\}^*$. We denote the concatenation of $k$ ones or zeros by $1^k$ or $0^k$, respectively.

For $x, y \in \{0, 1\}^*$, we use $x \sqsubseteq y$ (or $y \sqsupseteq x$) to denote that $y$ is a prefix of $x$, formally:

$$x \sqsubseteq y \iff x = y \circ a \text{ for some } a \in \{0, 1\}^*.$$ (1)

Note that our notation is unconventional: we use $x \sqsubseteq y$ for $y$ prefixing $x$, to reflect that the Hamming cube identified by $x$ is contained by the Hamming cube for its prefix $y$.

For two strings $x, y$ such that $|x| \leq |y|$, to compare $x$ and $y$ in lexicographical order, we compare $x \circ \bot^{|y|−|x|}$ and $y$ in lexicographical order, where $\bot$ is a special symbol which is smaller than any other symbol.

Recall that an injection (code) on strings is a prefix-free code if no codeword is a prefix of another codeword.

\[\Delta\] Claim 3. There is a prefix-free code $\text{PFC} : \{0, 1\}^{\leq \ell} \rightarrow \{0, 1\}^{\ell+1}$ for strings of length $\leq \ell$.

Proof. Given any $x \in \{0, 1\}^{\leq \ell}$, the codeword $\text{PFC}(x)$ is $1^{|x|} \circ 0 \circ x$. $\triangleq$

2.2 Computational Models

2.2.1 Random Access Machine

Throughout the paper, we use $w$ to denote the word size: each memory word is a Boolean string of $w$ bits. We assume that the total number of memory words is at most $2^w$, and each memory word has an unique address from $[2^w]$, so that any pointer fits in one memory word. We also assume CPU has constant number of registers of size $w$, and any datapoint fits in constant number of words (i.e. $w = \Omega(v + \log u)$). During each CPU clock tick, CPU may load one memory word to one of its registers, write the content of some register to some memory word, or execute the basic operations on the registers. Specifically, the basic operations include four arithmetic operations (addition, subtraction, multiplication, and division), bitwise operations (AND, OR, NOT, XOR, shifting), and comparison.

2.2.2 Memory Models

We use a memory access model known as the extendable arrays [29] to model the dynamic space usage.

The extendable array is one of the most fundamental data structures in practice. It is implemented by the standard libraries of most popular programming languages, such as std::vector in C++, ArrayList in java and list in python.

---

6 The $O(\log u)$-bit representation is implicit.
Definition 4 (Extendable arrays). An extendable array of length \( n \) maintains a sequence of \( n \) fixed-sized elements, each assigned a unique address from \([n]\), such that the following operations are supported:

- **access\((i)\)**: access the element with address \( i \);
- **grow**: increment the length \( n \), creating an arbitrary element with address \( n + 1 \);
- **shrink**: decrement the length \( n \), remove the element with address \( n \).

A collection of extendable arrays supports

- **create\((r)\)**: create an empty extendable array with element of size \( r \) and return its name;
- **destroy\((A)\)**: destroy the empty extendable array \( A \);
- **access\((A, i)\), grow\((A)\), shrink\((A)\)**: apply the corresponding operations on array \( A \).

Each of above operations takes constant time. The space overhead of an extendable array is \( O(w + nr) \), where \( w, n, r \) are the word size, the length of the array, and the element size respectively. Indeed, the space overhead of a collection of extendable arrays is \( O(|A|w) + \sum_{A \in A} n_A r_A \), where \( A, n_A \) and \( r_A \) are the set of extendable arrays, the length of array \( A \), and the element size of array \( A \) respectively.

We also consider the following **allocate-free** model.

Definition 5 (Allocate and free). In the allocate-free model, there are two built-in procedures:

- **allocate\((b)\)**: return a pointer to a block of \( b \) consecutive memory words which is uninitialized;
- **free\((p)\)**: free the block of consecutive memory words which is pointed by \( p \) and have been initialized to 0s.

Each of above operations takes constant time. The total space overhead is \( O(|A|w) + \sum_{A \in A} n_A w \), where \( A \) is set of all memory blocks and \( n_A \) is the length of memory block \( A \).

We discuss the space usages of our data structures in allocate-free model in Section 7.

To avoid the pointer being too expensive in the dynamic memory models, we assume \( w = \Theta(\log u) \).

2.3 Random Functions

Definition 6 (k-wise independent random function). A random function \( h : [u] \to [r] \) is called \( k \)-wise independent if for any distinct \( x_1, \ldots, x_k \in [u] \), and any \( y_1, \ldots, y_k \in [r] \),

\[
\Pr_{h} \left[ \bigwedge_{i \leq k} h(x_i) = y_i \right] = 1/r^k.
\]

Theorem 7 ([31, 10]). Let \([u]\) be a universe, \( w = \Omega(\log u) \), \( c_1 > 0 \), \( r = \text{poly}(u) \), and \( k = u^{o(1)} \). There exists a data structure for a random function \( h : [u] \to [r] \) such that

- with probability \( \geq 1 - 1/u \), the data structure is constructed successfully;
- upon successful construction of the data structure, \( h \) is \( k \)-wise independent;
- the data structure uses space \( u^{c_1} \) bits;
- for each \( x \in [u] \), \( h(x) \) is evaluated in \( O(1/c_1) \) time in the worst case in the RAM model.

Theorem 8 (Chernoff bound with limited independence [30]). Let \( X_1, \ldots, X_n \) be arbitrary \( k \)-wise independent boolean random variables with \( \Pr[X_i = 1] = p \) for any \( i \in [n] \). Let \( X \triangleq \sum_{i} X_i, \mu \triangleq E[X] = np \), then for any \( \delta > 0 \), it holds that

\[
\Pr[X \geq (1 + \delta)\mu] \leq \exp(-\mu\delta^2/2),
\]

as long as \( k \geq \left\lceil \frac{\mu\delta}{1-p} \right\rceil \).
2.4 Adaptive Prefixes

Given a sequence $S = (x_1, x_2, \ldots)$ of strings, let $\alpha_m(S) = \{\alpha_m(x_1), \alpha_m(x_2), \ldots\}$ be a collection of prefixes, such that for every $x_i \in S$, the $\alpha_m(x_i)$ is the shortest prefix, of length at most $m$, of the binary representation of $x_i$, such that $\alpha_m(x_i)$ prefixes no other $x_j \in S$. Note that for any string $y$, there is at most one $x \in S$ such that $\alpha_m(x) \supseteq y$ as long as $\alpha_m(S)$ exists. In particular, $\alpha_m(S)$ does not exist if there are $i \neq j$ such that $x_i = x_j$.

The prefixes are stored in lexicographical order, thus we refer $k$-th prefix as the prefix with rank $k$ in lexicographical order.

Theorem 9 (Refined from [4, 5]). Let $c_0, c_1 > 1$ be two constants where $c_0 > c_1$. For a random sequence $S = (x_1, \ldots)$ of strings drawn from $\{0, 1\}^{c_0 \log u}$ uniformly at random with replacement, with probability at least $1 - u^{-c_1}$, the prefix collection $\alpha_{c_0 \log u}(S)$ exists and can be represented with at most $c_2 \log u$ bits, where $c_2 > 0$ is determined by $c_1, c_3$. Furthermore, the following operations are supported in constant time:

- insert($y$): update the representation by inserting a new string $y \in \{0, 1\}^{c_0 \log u}$ to $S$, when there is at most one $x \in S$ such that $\alpha_{c_0 \log u}(x) \supseteq y$;
- lookup($y$): given any query $y \in \{0, 1\}^{c_0 \log u}$, return the rank of the only $z \in \alpha_{c_0 \log u}(S)$ that prefixes $y$, and return NO if there does not exist such a $z$;
- lowerbound($y$): given any query $y \in \{0, 1\}^{c_0 \log u}$, return the lowest rank of all $z \in \alpha_{c_0 \log u}(S)$ that $z \subseteq y$, and return 0 if there is no $z \subseteq y$ in the collection;

For completeness, a proof is provided in the full version of this paper.

3 Data Structures for Sets of Unknown Sizes

In this section, we present our filter and dictionary data structures for sets of unknown sizes.

3.1 The Succinct Dynamic Filters

The following theorem is a formal restatement of Theorem 1.

Theorem 10 (Dynamic filter – formal). Let $0 < \epsilon < 1$, $[u]$ the data universe, and $\delta = u^{-C}$, where $C > 1$ is an arbitrary constant. Assume the word size $w = \Theta(\log u)$. There exists a data structure for approximate membership for subsets of unknown sizes of $[u]$, such that

1. for any $n = \omega(\log u)$ and $n < u$, the data structure uses $n(\log(1/\epsilon) + \log \log n + O(\log(\log \log n)))$ bits of space after insertions of any $u$ key, and extra $u^c$ precomputed bits that are independent of the input, where $0 < c < 1$ is an arbitrary small constant;
2. each insertion and membership query takes $O(1)$ time in the worst case;
3. after each insertion, a failure may be reported by the data structure with some probability, and for any sequence of insertions, the probability that a failure is ever reported is at most $\delta$, where the probability is taken over the precomputed random bits;
4. conditioned on no failure, each membership query is answered with false positive rate at most $\epsilon$.

As we mentioned in the introduction, our data structure has $\log n$ stages when handling $n$ insertions. The $i$-th stage is from the insertion of the $(2^{i-1} + 1)$-th key to the $2^i$-th key – the database size doubles after each stage.

The main strategy is to reduce the problem of (approximate) membership to (exact) prefix matching. More formally, in the prefix matching problem, we would like to maintain a set of binary strings $\{s_1, s_2, \ldots\}$ of possibly different lengths, supporting

- insert($s$): add string $s$ to the set;
- query($y$): decide of any string $s$ in the set is a prefix of $y$. 
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To this end, our filter first applies a global hash function \( h : [u] \to [u^2] \) is \((c_1 \log u)\)-wise independent according to Theorem 7, where \( c_1 > 0 \) is a constant to be fixed later, and \( c_2 \) is a sufficiently large constant (which in fact, is the \( c_0 \) in Theorem 9). To insert a key \( x \) in stage \( i \), we calculate its hash value \( h(x) \), and then insert the \( \ell_i \)-bit prefix of \( h(x) \), for some parameter \( \ell_i \). To answer a membership query \( y \), we simply calculate \( h(y) \) and search if any prefix of \( h(y) \) is in the database. If no prefix of \( h(y) \) is in the database, we output NO; otherwise, we output YES. It is easy to see that this strategy will never output any false negatives. On the other hand, by union bound, if the query \( y \) is not in the set, the probability that the query algorithm outputs YES is at most

\[
\sum_{i=1}^{\log u} 2^i \cdot 2^{-\ell_i},
\]

since \( h \) is \((c_1 \log u)\)-wise independent (in particular, it is pairwise independent), then the probability that the \( \ell_i \)-bit prefix of \( h(y) \) matches with the prefix of the hash value \( h(x) \) of key \( x \) is \( 2^{-\ell_i} \). Hence, by setting

\[
\ell_i = i + \log(1/\epsilon) + \log i + \log \log \log u + 2,
\]

the false positive rate is at most

\[
\sum_{i=1}^{\log u} 2^i \cdot 2^{-i-\log(1/\epsilon)-\log i-\log \log \log u-2} = \epsilon \cdot \sum_{i=1}^{\log u} \frac{1}{4i \log \log u} < \epsilon.
\]

We use \( D_{c_1 \log u} \) to denote the distribution of the random insertion sequence \( y_1, y_2, \ldots, y_n \) for prefix matching constructed above. Formally, \( D_{c_1 \log u} \) is the distribution of a sequence of random strings \( y_1, y_2, \ldots, y_n \) obtained from \((c_1 \log u)\)-wise independent sequence \( z_1, z_2, \ldots, z_n \in [u^2] \) by truncating: \( \forall 1 \leq j \leq n, y_j = (z_j)_{i \leq \ell_i} \), where \( i = \lceil \log j \rceil \).

**Lemma 11 (Prefix matching).** Let \( \delta = u^{-C} \), where \( C > 1 \) is an arbitrary constant. There exist a constant \( c_1 \) and a deterministic data structure for prefix matching such that

1. for any \( n = \omega(\log u) \) and \( n < u \), the data structure uses \( n(\ell_{\lceil \log n \rceil} - \log n + O(\log \log \log u)) \) bits of space after \( n \) insertions, and extra \( u^c \) precomputed bits, where \( 0 < c < 1 \) is an arbitrary small constant;
2. each insertion and query takes \( O(1) \) time in the worst case;
3. after each insertion, a failure may be reported by the data structure, and for a random sequence of insertions drawn from \( D_{c_1 \log u} \), the probability that a failure is ever reported is at most \( \delta \), where the probability is taken over \( D_{c_1 \log u} \);
4. every query is answered correctly if no “fail” is reported.

We present the construction in Section 4. Using this prefix matching data structure, the space usage of the filter is

\[
n(\ell_{\lceil \log n \rceil} - \log n + O(\log \log \log u)) = n(\log(1/\epsilon) + \log \log n + O(\log \log \log u)) \text{ bits},
\]

and \( u^c \) bits for storing \( h \) by Theorem 7 and for the precomputed lookup tables described in the appendix of the full version of this paper, both independent of the operation sequence.

Each insertion and query can be handled in constant time given the data structure does not fail. This proves Theorem 10.
3.2 The Succinct Dynamic Dictionaries

The data structure for prefix matching also works well as a dictionary data structure for the insertions with keys are sampled uniformly at random. A worst-case instance can be converted into a random instance by a random permutation \( \pi : [u] \to [u] \). Assuming an idealized \( (c_1 \log u) \)-wise independent random permutation whose representation and evaluation are efficient, the data structure for prefix matching in Lemma 11 can be immediately turned to a dictionary. However, the construction of \( k \)-wise independent random permutation with low space and time costs is a longstanding open problem \([18]\).

We show that our data structure can solve the dictionary problem in the worst case unconditionally, at the expense of extra \( u^c \) bits of space for storing random bits which are independent of the input.

\[ \text{Theorem 12 (Dynamic dictionary – formal).} \]

Let \([u] \times \{0,1\}^v\) be the data universe, and \( \delta = u^{-C} \), where \( C > 1 \) is an arbitrary constant. Assume the word size \( w = \Theta(v + \log u) \).

There exists a data structure for dictionary for sets of unknown sizes of key-value pairs from \([u] \times \{0,1\}^v\), such that

1. for any \( n = \omega(\log u) \) and \( n < u \), the data structure uses \( n(\log(u/n) + v + O(\log \log \log u)) \) bits of space after insertions of any \( n \) key-value pairs, and extra \( u^c \) precomputed bits that are independent of the input, where \( 0 < c < 1 \) is an arbitrary small constant;
2. each insertion and query takes \( O(1) \) time in the worst case;
3. after each insertion, a failure may be reported by the data structure with some probability, and for any sequence of insertions, the probability that a failure is ever reported is at most \( \delta \), where the probability is taken over the precomputed random bits;
4. conditioned on no failure, each query is answered correctly.

The details of the data structure are postponed to Section 6.

4 Prefix Matching Upper Bound

In this section, we prove Lemma 11.

Recall the distribution \( D_{c_1 \log u} \) of random insertion sequence \( y_1, y_2, \ldots, y_n \) assumed in Lemma 11. Given an insertion sequence \( \hat{y} = (y_1, y_2, \ldots, y_n) \sim D_{c_1 \log u} \), we define the core set \( B(\hat{y}) \triangleq \{ x \in \hat{y} : \forall x' \in \hat{y}, x = x' \lor x' \not\supseteq x \} \), and its subset \( B(a,b) \triangleq \{ x \in B : |x| \in (a,b) \} \) for any \( a < b \). Let \( D_{c_1 \log u}^{(a,b)} \) denote the distribution of \( B(a,b) \). We say that a random sequence \( Y \) of strings is drawn from \( D_{c_1 \log u}^{(a,b)} \) if it can be obtained by permuting the random core set \( B(a,b) \).

We show that Lemma 11 is true as long as there exist a family of deterministic data structures for prefix matching with known capacity \( m \). An instance of the data structure \( D = D(m, \ell) \) is parameterized by capacity \( m < u \), and string length upper bound \( \ell \geq \log m \).

The data structure uses \( u^c \) bits extra space whose contents are precomputed lookup tables, and supports following functionalities with good guarantees:

- initialize\( (D) \) and destroy\( (D) \): subroutines for initializing and destroying \( D \) respectively.
  
  The data structure is successfully initialized (or destroyed) after invoking initialize\( (D) \) (destroy\( (D) \)) consecutively for \( O(m) \) times. When successfully initialized, \( D \) uses space \( O(m) \) bits. The initialize\( (D) \)'s are invoked before all other subroutines and destroy\( (D) \)'s are invoked after all other subroutines.

- insert\( (D, x) \): insert string \( x \) to \( D \), where \( \log m < |x| \leq \ell \). After \( n \) insertions, \( D \) uses at most \( n(\ell - \log m + 2\log \log \log u) + O(m) \) bits. Each insertion may cause \( D \) to fail. A failure ever occurs for a random insertion sequence \( Y \) with probability at most \( u^{-2C} \), as long as \( Y \) is drawn from \( D_{c_1 \log u}^{(\log m, \ell)} \), where \( c_1 \) is suitably determined by constant \( C \).
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- **query**($D, x$): return one bit to indicate whether there exists a prefix of $x$ in $D$. The correct answer is always returned as long as $D$ has not failed.
- **decrement**($D$): try to delete an arbitrary string $y$ in $D$ and return the $y$ if $y$ is deleted. An invoking may delete nothing and hence nothing is returned, but it guarantees that the total number of such empty invoking is at most $m$. Each invoking that successfully deletes a string frees space $\ell - \log m$ bits. The **decrement**($D$)'s are invoked after all insertions.

▷ **Claim 13.** Given the deterministic data structures supporting above functionalities in constant time in the worst case, Lemma 11 is true.

**Proof.** We use an auxiliary structure called **truth table** to deal with short strings. A truth table $T_i$ is a bitmap (i.e. array of bits) of length $2^i$ and supports the required functionalities in the worst cases:
- $T_i$ is initialized to the all-0 string $0^{2^i}$, where each invoking of initialize($T_i$) extends $T_i$ by one 0 until $T_i$ is of length $2^i$, and each invoking of destroy($T_i$) shrinks $T_i$ by one bit until $T_i$ is fully destroyed;
- to insert $x$ where $|x| = i$, we set $T_i[x + 1] \leftarrow 1$;
- to query $x$ where $|x| = i$, we return YES if $T_i[x + 1] = 1$ and return NO if otherwise;
- to decrement $T_i$, we maintain a $j$ that traverses from 1 to $2^i$, and at each time set $T_i[j] \leftarrow 0$, return $j - 1$ if $T_i[j] = 1$, and increment $j$ by 1.

Initially, the prefix matching data structure required by Lemma 11 consists of $T_0, T_1$ and $D_0 = D(1, \ell_0), D_1 = D(2, \ell_1)$ respectively with capacities $1, 2$, and string lengths $\ell_0, \ell_1$, where $\ell_i$ is defined in Eq(2).

To insert $x$, which is the $n$-th insertion, we set $i \leftarrow \lceil \log n \rceil$, invoke **insert**($D_i, x$) if there is no prefix of $x$ has been inserted. Then we execute the following procedure for 10 times to maintain our data structure:

1. If $T_{i-1}$ is non-empty, we decrement it by invoking **decrement**($T_{i-1}$). If a $y$ is returned, we insert it into $T_i$ by invoking **insert**($T_i, y \circ 0$) and **insert**($T_i, y \circ 1$).

2. If $D_{i-1}$ is non-empty, we invoke **decrement**($D_{i-1}$). If a $y$ is returned, we insert it into $D_i$ by invoking **insert**($D_i, y$) when $|y| > i$ and insert $y$ into $T_i$ by invoking **insert**($T_i, y$) otherwise.

3. If $T_{i-1}$ (or $D_{i-1}$) is empty but not destroyed yet, we invoke **destroy**($T_{i-1}$) (or **destroy**($D_{i-1}$)).

4. If $T_{i-1}$ (or $D_{i-1}$) has been destroyed, we invoke initialize($T_{i+1}$) (or initialize($D_{i+1}$)) for $D_{i+1} = D(2^{i+1}, \ell_{i+1})$ with capacity $2^{i+1}$ and string length upper bound $\ell_{i+1}$, where $\ell_i$ is defined in Eq(2).

A failure is reported whenever a failure is reported during insertion to $D_i$.

Clearly, for any integer $n \in [2^i, 2^{i+1})$, after $n$ insertions, all inserted strings are stored in either $D_{i-1}, T_{i-1}$ or $D_i, T_i$. By the time $n$ reaches $2^{i+1}$, $D_{i+1}, T_{i+1}$ have been initialized, all inserted strings are stored in $D_i, T_i$, and $D_{i-1}, T_{i-1}$ have been destroyed.

Consider the insertion sequence for a fixed $D_i$. Observe that the strings inserted into $D_i$ must be in the core set $B(\ell, \ell_i)(\bar{y})$. Therefore the insertion sequence is drawn from $D_{c_2 \log u}$, which means that insertions to each $D_i$ ever failed with probability at most $\delta$. By union bound, a failure is ever reported with probability at most $\sum_{i=1}^{\log u} u^{-2C} \leq u^{-C} = \delta$.

Overall, the data structure uses at most $n(\ell_{\log n} - \log n + O(\log \log \log u)) \leq n(\log(1/\epsilon) + \log \log n + O(\log \log \log u))$ bits after $n$ insertions, besides the $u^C$ precomputed bits.

---

7 For $A$, a list or array of items, we let $A[i]$ denote the $i$-th item of $A$. 

Suppose $n$ strings has been inserted, let $i \leftarrow \lfloor \log n \rfloor$. To query $x$, we invoke $\text{query}(D_{i-1}, x)$, $\text{query}(D_i, x)$, $\text{query}(T_{i-1}, x_{\leq i-1})$, $\text{query}(T_i, x_{\leq i})$ simultaneously, and return YES if any one of the invokings returns YES.

Obviously each insertion and query takes constant time in the worst case, and it is easy to check that every query is correctly answered as long as no failure is reported. $\blacksquare$

## 5 Succinct Prefix Matching with Known Capacity

We now describe the data structures required by Claim 13. The pseudocodes are given in the appendix of the full version of this paper.

The data structure consists of a main table and $m/\log u$ subtables.

We partition each binary string $x$ into four consecutive parts: $st(x), hd(x), hs(x), rt(x)$ of lengths $\log(m/\log u), \log(\log u/\log log u), \log \log u, |x| - \log m$ respectively. Roughly speaking, a datapoint $x$ will be distributed into a subtable according to $st(x)$, then be put into a data block of size $\log u/\log \log u$ according to the order it is inserted, therefore we can save $|st(x)| + |hd(x)| - O(1)$ bits for each datapoint by properly encoding.

### Main Table

The main table consists of $m/\log u$ entries, each of which contains a pointer to a subtable. Each insertion/query $x$ is distributed into an entry of the main table addressed by $st(x)$. Recall the word size $w = \Theta(\log u)$. The main table uses $mw/\log u = O(m)$ bits.

Recall that $\tilde{y} = (y_1, y_2, \ldots, y_n) \sim D_{c_1 \log u}$ is transformed from a $(c_1 \log u)$-wise independent sequence $Z = (z_1, z_2, \cdots, z_n)$ by truncating. The insertion sequence $Y$ is drawn from $\mathcal{Y}_{c_1 \log u}$ by permuting $B_{\log m, \ell}$, the restriction of the core set $B(\tilde{y})$ to the strings whose lengths ranges within $(\log m, \ell]$.

Let $Y_i, Z_i$ denote the subsequences of $Y, Z$ which contain all the strings that have prefix $i$, respectively. By definitions, $|Y_i| \leq |Z_i|$. Recall that $Z$ are $(c_1 \log u)$-wise independent. Due to Theorem 8, the load of entry $i$ exceeds $c_3 \log u$ with probability

$$\Pr[|Y_i| \geq c_3 \log u] \leq \Pr[|Z_i| \geq c_3 \log u] \leq \exp(-(c_3 - 1)^2 \log u/2), \quad (3)$$

as long as $c_1 \geq [2(c_3 - 1)^2]$. Therefore the max-load of entries of the main table is upper bounded by $c_3 \log u$ with probability at least $1 - (m/\log u) \exp(-(c_3 - 1)^2 \log u/2)$. The data structure reports failure if any entry of the main table overflows. In the rest of the proof, we fairly assume $|Y_i| \leq |Z_i| \leq c_3 \log u$ for all $i$.

Observe that a datapoint $x$ can be identified with $hd(x) \circ hs(x) \circ rt(x)$ if the entry $i = st(x)$ it is distributed into is fixed. Therefore we let $Y'_i, Z'_i$ denote the subsequences generated from $Y_i, Z_i$ by discarding the left-most $\log(m/\log u)$ bits.

### Subtable

Each subtable $i$ consists of the following parts to be specified later:

- a collection of fingerprints $\alpha_{\log \log u}(Y'_i)$ and its indicator list $I_i$;
- an (extendable) array of navigators $N_i$;
- an (extendable) array of data blocks $A_i$;
- two buffers, $B_{i,u}, B_{i,r}$;
- constant many other local variables.

All the datapoints are stored in array $A_i$. Given a datapoint $x$, it is easy to see that the addresses of the entries which contains the information of $x$ is high correlated with the order it is inserted, since any insertion takes constant time in the worst case. Hence we take the fingerprints $\alpha_{\log \log u}(Y'_i)$, indicators $I_i$, navigators $N_i$, and a tricky way to encode a data block as clues to locate the entries which maintain $x$. Recall that new insertions is put into
the latest data block using a dynamic construction, and we reorganize the full dynamic data block into a static construction. We use buffer $B_{i,u}$ to maintain the dynamic block, and use buffer $B_{i,r}$ to “de-amortize” the reorganization.

At first consider a static version of our data structure. In the static version, the buffers and the indicator list are unnecessary. Let $n_i \triangleq |Y_i|$.

**Fingerprints.** The collection of fingerprints $\alpha_{\log \log u}(Y'_i)$ is obtained by applying Theorem 9 on $Y'_i$ with guarantee $c_1 \geq c_3$. Note that $Z'_i$ are mutually independent as long as $c_1 \geq c_3$. Due to Theorem 9, there exists a constant $c'' > 0$ such that a fingerprint collection $\alpha_{\log \log u}(Z'_i)$ for $Z'_i$ can be represented in $c'' \log u$ bits with probability $1 - u^{-c_3}$.

We show that there exists a injective function $P : [Y'_i] \rightarrow [Z_i]$ such that $\forall j \in [Y'_i], Y'_i[j] \supseteq Z_i[P(j)]$. Due to the injective function $P$ and the guarantee that $Y$ is prefix-free, the fingerprint collection of $Y'_i$ can be represented with the same space and probability guarantees as above.

We define $P : [Y'_i] \rightarrow [Z_i]$ by $P(j) \triangleq \min \{k \in [Z_i] : Y'_i[j] \supseteq Z_i[k]\}$. By the definition, for any $y \in Y_i$, there is $z \in Z$ such that $y \supseteq z$. Recall that all the strings in $Y_i$ has prefix $i$. Hence for any $y \in Y_i, z \in Z$ such that $y \supseteq z$, it holds that $i \supseteq z$, i.e. $z \in Z_i$. Thus for any $j \in [Y'_i], \{k \in [n] : Y_i[j] \supseteq Z_i[k]\} \neq \emptyset$. Therefore $P$ is well-defined. On the other hand, for distinct $j, i \in [Y'_i], \{k \in [n] : Y_i[j] \supseteq Z_i[k]\}$ and $\{k \in [n] : Y_i[i] \supseteq Z_i[k]\}$ are disjoint, since $Y'_i$ is prefix-free and there is no such $z$ that $x, y$ prefix $z$ simultaneously for distinct $x, y \in Y_i$. Therefore $P$ is injective. Recall that $Y'_i, Z'_i$ are generated by removing the prefix $i$ from the strings in $Y_i, Z_i, \forall j, Y_i[j] = i \circ Y'_i[j], Z_i[j] = i \circ Z'_i[j]$. Therefore $P$ works for $Y'_i, Z'_i$ too, i.e. $\forall j \in [Y'_i], Y'_i[j] \supseteq Z_i[P(j)]$.

A failure is reported if any fingerprint collection cannot be represented within $c'' \log u$ bits, which occurs with probability at most $u^{-c_3}$.

The fingerprints are sorted lexicographically, so that by the $j$-th fingerprint we mean the $j$-th in lexicographical order. For simplicity, we write $\alpha_i \triangleq \alpha_{\log \log u}(Y'_i)$.

A failure is reported if there are more than $c_4 \log u / \log \log u$ datapoints share identical $hd(x)$ and $hs(x)$, which occurs with probability at most

$$\left(\frac{c_3 \log u}{c_4 \log u / \log \log u}\right)(\frac{1}{\log u})^{c_4 \log u / \log \log u} < u^{-(c_4 - 0.01)}.$$  \hspace{1cm} (4)

The fingerprints cost $O(\log u)$ bits per subtable if no failures.

**Navigators.** $N_i$ is an array of pointers. For any datapoint, the rank of its fingerprint is synchronized with the index of its navigator. In particular, for the $k$-th fingerprint in $\alpha_i$, $N_i[k]$ is the address of the data block which maintains the datapoint with the fingerprint. A data block maintains up to $\log u / \log \log u$ datapoints, thus there are at most $c_3 \log u$ data blocks. The navigators cost at most $n_i \log \log u + O(n_i)$ bits of space.

**Data Blocks.** $A_i$ is interpreted as an array of data blocks, with each data block holding up to $\log u / \log \log u$ datapoints.

Consider the following succinct binary representation (called *pocket dictionary* in [6]) of a collection of datapoints $F \in \binom{[0,1]^m}{\ell}$: The representation consists of two parts $header(F)$ and $body(F)$. Let $header(x), body(x)$ denote the left-most $\log m$ bits and the right-most $\ell - \log m$ bits of $x$. Let $n'_i \triangleq |\{x \in F | header(x) = i\}|$, and $F = (x_1, \cdots, x_m)$ sorted lexicographically. Then $header(F) \triangleq \{01^m_1 \circ 01^m_2 \circ \cdots \circ 1^m_{n_i-1} \}$ and $body(F) \triangleq body(x_1) \circ body(x_2) \cdots \circ body(x_m)$. It is easy to see that this representation uses $2m + m(\ell - \log m)$ bits of space.
Our static data block is a variant of this representation. Let \((x_1, \cdots, x_{\log u/ \log \log u})\) be the sorted list of datapoints maintained by data block \(j\). Data block \(j\) consists of a list of headers \((hd(x_1), \cdots, hd(x_{\log u/ \log \log u}))\), a list of identities \((hs(x_1), \cdots, hs(x_{\log u/ \log \log u}))\) and an array of the rest part of datapoints \((rt(x_1), \cdots, rt(x_{\log u/ \log \log u}))\). The header list is represented in the same way as in the pocket dictionary, the identity list is the concatenation \(hs(x_1) \circ hs(x_2) \cdots \circ hs(x_{\log u/ \log \log u})\), and the rest part array is the concatenation \(PFC(rt(x_1)) \circ PFC(rt(x_2)) \cdots \circ PFC(rt(x_{\log u/ \log \log u}))\), where \(PFC(\cdot)\) is the prefix-free code in Claim 3.

Recall that \(|hd(x)| = \log(\log u/ \log \log u)|hs(x)| = \log \log \log u\). Therefore the data blocks for the subtable cost at most \(O(n_i) + n_i(\ell - \log m + \log \log \log u)\) bits of space.

**Query in a Static Data Block.** Recall that the fingerprints are sorted in lexicographical order, and the indices of the navigators are synchronized with the ranks of corresponding fingerprints. Also note that a navigator costs \(\log \log \log u + O(1)\) bits, there are at most \(c_1 \log u/ \log \log u\) datapoints share \(hd(x) \circ hs(x)\) with any query \(x\). By putting everything together, we can retrieve all the navigators of the datapoints which have the same \(hd(x) \circ hs(x)\) with query \(x\), and learn a \(k'\) such that the unique suspected datapoint is the \(k'\)-th datapoint among the datapoints which share the \(hd(x) \circ hs(x)\) in its data block. On the other hand, we can retrieve the header list and identity list with constant number of memory accesses. Consequently, we can retrieve the rest part of the suspected datapoint efficiently. See the pseudocode in the appendix of the full version of this paper for more details.

The space usage is upper bounded by \(m + (m/ \log u) \cdot O(\log u) + n \log \log \log u + O(n) + n(\ell - \log m + \log \log \log u) \leq n(\ell - \log m + 2 \log \log \log u) + O(m)\) bits. And the query time is clearly constant.

**Insertion.** The new insertions will be put into a data block under construction temporarily, and the data block will be reorganized to the static version as long as the data block is full (which means, there are \(\log u/ \log \log u\) datapoints stored in it). A data block under construction consists of two incomplete lists for headers and identities, and an (extendable) array of the rest parts of datapoints. Note that the space usages of incomplete lists are identical with the ones of the complete lists, it wastes at most \(O(\log u)\) bits per dynamic data block.

Reorganizing a data block (i.e. sorting a data block) can be expensive, therefore we finish this work during the procedure that a new data block under construction is being filled. Hence there are two dynamic data blocks, one under construction and one under reorganization, besides the static ones.

Note that the collection of fingerprints \(c_i\) can be updated dynamically with small costs. To retrieve the datapoint \(y\) with fingerprint \(\alpha(y)\), the only things we need are the address of the data block which maintains \(y\) and the in-block index of \(y\). (recall that \(hd(y)\) and \(hs(y)\) are known due to the fingerprint collection.) It is easy to learn the address as long as we know that \(y\) is in a dynamic data block, since there are at most two dynamic blocks. We use the buffers to record the in-block index, and use the indicators to inform whether \(y\) is in a dynamic data block.

The list of indicators is a string from \(\{1, 2, 3\}^n\). The value of \(i\)-th indicator implies which kind of data block the datapoint corresponding to \(i\)-th fingerprint is stored in. For a static data block, the query algorithm works in previous way. For a dynamic data block, the address of the data block can be easily learnt with the counter \(n_i\).
The two buffers are arrays of pointers from \(|\log u/\log \log u|\log u/\log \log u\), so they fit in constant number of memory cells. In particular, for a indicator \(I_{i,j}\) which is the \(k\)-th indicator that has value 2 (or 3), \(B_{i,u}[k]\) (or \(B_{i,r}[k]\)) is the in-block index of the rest part which corresponds to \(j\)-th fingerprint.

The new insertion is not a prefix of some preceded insertion due to our guarantees. Therefore, to insert \(x\), we simply append \(hs(x), rt(x)\) to the identity list and rest part array, update the header list, fingerprint collection, and indicator list, and insert a proper pointer into \(B_{i,u}\), which overall takes constant time. And to query \(x\) in a dynamic data block, where \(x\) corresponds to a datapoint \(y\) stored in the data block, we need to retrieve the address of the data block with counter \(n\) and the in-block index of \(y\) with the buffers, then retrieve \(rt(y)\). See the pseudocodes in the appendix of the full version of this paper for more details.

**Reorganizing a Data Block.** The reorganization procedure starts as long as the data block under construction is full. Informally, the reorganization procedure works as follows:

1. Update the list of indicators and copy \(B_{i,r} \leftarrow B_{i,u}\). (We guarantee that the preceded reorganization process has been finished before the buffer \(B_{i,u}\) is full)
2. Insert the address of the data block in proper positions of the navigator list.
3. Sort the array of rest parts and the list of identities according to the pointers in the buffer \(B_{i,r}\) while keep the buffer updated. Note that the sorting can be done within time cost \(O(\log u/\log \log u)\): we enumerate \(j \in [\log u/\log \log u]\), find \(j'\) such that \(B_{i,r}[j'] = j\), swap \(hs_j, rt_j, B_{i,r}[j]\) with \(hs_{B_{i,r}[j]}, rt_{B_{i,r}[j]}, B_{i,r}[j']\) one by one, where \(hs_j, rt_j\) is the \(j\)-th item of the corresponding list and array.
4. Update indicator list. The total time cost is \(O(\log u/\log \log u)\), which can be simulated by \(\log u/\log \log u\) operations, each costing \(O(1)\) time, within a data block. See the appendix of the full version of this paper for more details.

The two dynamic data blocks waste at most \(O(\log u)\) bits on the two incomplete lists for headers and identities, therefore we uses at most extra \(O(m)\) bits of space.

**Setting the Constant Parameters.** Our data structure may fail at the load balancing on subtables, constructing the fingerprint collections for subtables, and the load balancing on headers of fingerprint collections. By the union bound, the failure probability is at most

\[
\frac{m}{\log u} \left( \exp\left(-\left(c_3 - 1\right)^2 \log u/2\right) + u^{-c_3} \right) + m2^{-\left(c_4 - 0.01\right)\log u},
\]

when \(c_1 \geq \max\{2(c_3 - 1)^2, c_3\}\). Since \(m < u\), the failure probability can be as small as \(\delta = u^{-2c}\) if we set the constants \(c_1, c_3, c_4, c_5\) to be sufficiently large.

The initialize, decrement, and destroy subroutines are easy to implement, which are postponed to the appendix of the full version of this paper.

6 Unconditional Succinct Dictionary

We show that our data structure can solve the dictionary in the worst case unconditionally. In our data structure for prefix matching, the randomness is used only for:

1. load balancing on the subtables;
2. the representation of the adaptive prefixes;
3. load balancing on the \(hd(x) \circ hs(x)\)'s.

---

The initialize, decrement, and destroy subroutines are easy to implement, which are postponed to the appendix of the full version of this paper.
Note that we should decode \( st(x) \) from subtable index \( i \), decode \( hd(x) \circ hs(x) \) from bucket index in adaptive prefixes, and decode \( hd(x) \) from bucket index in data block. To achieve the identical guarantees with prefix matching, we apply a weaker but strong enough random permutation.

**Definition 14 (Feistel permutation).** Given any \( x \in [u] \), let \( x_L, x_R \) respectively denote the \( \log m \) left-most bits and the \( \log(u/m) \) right-most bits of the binary representation of \( x \), so that \( x = x_L \circ x_R \). Given any \( f : \{0,1\}^{\log(u/m)} \rightarrow \{0,1\}^{\log m} \), the Feistel permutation \( \pi_f : [u] \rightarrow [u] \) is defined as

\[
\pi_f(x) = (x_L \oplus f(x_R)) \circ x_R.
\]

It is easy to verify that \( \pi_f \) is indeed a permutation. In fact, \( \pi_f(\pi_f(x)) = x \) for any \( x \) and \( f \).

Our dictionary data structure works with three \((c_1 \log u)\)-wise independent hash functions \( f : \left[ \frac{\log u}{m} \right] \rightarrow [m/\log u] \), \( g : [u/m] \rightarrow [\log u] \), and \( h : [u/m] \rightarrow [u^2] \). Given a key \( x \in [u] \), we let \( st'(x) = \pi_f(x), hd'(x) \circ hs'(x) = \pi_g(hd(x) \circ hs(x) \circ rt(x)) \) and \( hss(x) = h(rt(x)) \). Then we distribute \( x \) into subtable \( st'(x) \), insert/query \( hd'(x) \circ hs'(x) \circ hss(x) \) to the fingerprint collection, and encode \( hd'(x) \circ hs'(x) \circ rt(x) \), instead of \( hd(x) \circ hs(x) \circ rt(x) \), in its data block.

Consider two datapoints \( x, x' \). If \( hd(x) \circ hs(x) \circ rt(x) \neq hd(x') \circ hs(x') \circ rt(x') \), then \( st'(x) \) and \( st'(x') \) are independent; otherwise \( st'(x) \neq st'(x') \). Therefore for any \( i, c \),

\[
\Pr [ \{ x \in Y' : st(x) = i \} \geq c ] \leq \Pr [ \{ x \in Y' : st(x) = i \} \geq c ],
\]

where \( Y \) are the insertion sequence, \( Y' \) are \((c_1 \log u)\)-wise independent random insertion sequence. Hence the load balancing is not worse than the one in the prefix matching case.

Due to Theorem 9 and Eq(6), the fingerprint collection works with the same guarantees. Clearly \( hd(x) \circ hs(x) = (hd'(x) \circ hs'(x)) \oplus g(rt(x)) \), \( st(x) = st'(x) \oplus f(hd(x) \circ hs(x) \circ rt(x)) \), thus the keys can be retrieved precisely. For the values, we store \( rt(x) \) and its value together as a tuple in the data block.

### 7 Upper Bounds in Allocate-Free Model

We mimic the extendable arrays in the allocate-free model. For simplicity, we modify the navigator list from extendable array to an array of length \( c_3 \log u \).

Suppose we are dealing with \( D_t \). The main table can be implemented easily since it has fixed length. Let \( s = c_3(\log u)(\log(1/\epsilon) + \log i + O(\log \log u)) \) be the space usage upper bound of any single subtable. For a subtable \( i \), we maintain a pointers array of length \( \left\lceil \sqrt{s/w} \right\rceil \) to mimic the extendable array. Every pointer in the array points to a memory block of \( \sqrt{sw} \) bits. Therefore we waste at most

\[
(2^i / \log u) \cdot O(w \cdot \sqrt{s/w} + \sqrt{sw}) = O(2^i \sqrt{\log(1/\epsilon) + \log i + \log \log \log u})
\]

bits of space. In conclusion, after \( n \) insertions our data structure for filters uses at most

\[
n(\log(1/\epsilon) + \log \log n + O(\log \log \log u)) + O(n \sqrt{\log(1/\epsilon) + \log \log n + \log \log \log u})
\]

bits of space in the allocate-free model.

Similarly, our data structure for dictionaries uses at most

\[
n(\log(u/n) + v + O(\log \log \log u)) + O(n \sqrt{\log(u/n) + v + \log \log \log u})
\]

bits of space after \( n \) insertions in the allocate-free model.
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Abstract

In the Split Vertex Deletion (SVD) problem, the input is an $n$-vertex undirected graph $G$ and a weight function $w: V(G) \to \mathbb{N}$, and the objective is to find a minimum weight subset $S$ of vertices such that $G - S$ is a split graph (i.e., there is a bipartition of $V(G - S) = C \sqcup I$ such that $C$ is a clique and $I$ is an independent set in $G - S$). This problem is a special case of 5-Hitting Set and consequently, there is a simple factor 5-approximation algorithm for this. On the negative side, it is easy to show that the problem does not admit a polynomial time $(2 - \delta)$-approximation algorithm, for any fixed $\delta > 0$, unless the Unique Games Conjecture fails.

We start by giving a simple quasipolynomial time $(n^{O(\log n)})$ factor 2-approximation algorithm for SVD using the notion of clique-independent set separating collection. Thus, on the one hand SVD admits a factor 2-approximation in quasipolynomial time, and on the other hand this approximation factor cannot be improved assuming UGC. It naturally leads to the following question: Can SVD be 2-approximated in polynomial time? In this work we almost close this gap and prove that for any $\varepsilon > 0$, there is a $n^{O(\log \frac{1}{\varepsilon})}$-time 2$(1 + \varepsilon)$-approximation algorithm.
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1 Introduction

The Hitting Set problem encompasses a large number of well studied problems in Computer Science. Here, the input is a family $F$ of sets over an $n$-element universe $U$ and a weight function $w: U \rightarrow \mathbb{N}$, and the objective is to compute a hitting set of minimum weight. A hitting set is a subset $S \subseteq U$ such that for any $F \in F$, $F \cap S \neq \emptyset$ and the weight of $S$ is $w(S) = \sum_{u \in S} w(u)$. This problem generalizes a number of other well studied problems in computer science, and consequently it is very hard to approximate: it can not be approximated within a factor $2^{\log^{1-o(1)} n}$ in polynomial time, for any constant $c < 1/2$, unless SAT can be decided in slightly subexponential time, where $\delta_n = 1/(\log \log n)^c$ [11]. A restricted version of this problem, is the $d$-Hitting Set problem, where $d \in \mathbb{N}$ and the cardinality of every set in $F$ is at most $d$. This problem also generalizes a number of well studied problems, and it admits a simple factor $d$-approximation algorithm: Solve the natural LP relaxation and select all elements whose corresponding variable in the LP is set to at least $1/d$. Unfortunately, this simple algorithm is likely to be the best possible. That is, assuming Unique Game Conjecture (UGC), there is no $c$-factor approximation algorithm for $d$-Hitting Set, for any $c < d$ in the general case [7].

A number of vertex deletion problems on graphs can be considered as special cases of $d$-Hitting Set, and it is of great interest to devise factor-$\alpha$ approximation algorithm for them where $\alpha < d$, or rule out any such algorithm. For example, in the Vertex Cover problem, the input is a graph $G$ and a weight function $w: V(G) \rightarrow \mathbb{N}$, and the objective is to find a subset of vertices of minimum weight that hits all edges in $G$. This is same as 2-Hitting Set, and assuming the Unique Games Conjecture we cannot do better than a factor-2 approximation in polynomial time. However, there are other examples of vertex deletion problems on graphs, that are special cases of $d$-Hitting Set, for which we can indeed do better than a factor-$d$ approximation. Consider the Cluster Vertex Deletion problem, where the input is a graph $G$ and a weight function $w: V(G) \rightarrow \mathbb{N}$, and the objective is to find a minimum weight subset $S$ of vertices such that $S$ is a cluster graph. Equivalently, $S$ hits all induced paths of length 3 in $G$. Hence, it is a special case of 3-Hitting Set and admits a simple 3-approximation algorithm. You et al. [13] showed that the unweighted version of Cluster Vertex Deletion admits a $5/2$-approximation algorithm. Recently, this was improved to factor 9/4 by Fiorini et al. [5]. The problem also admits an approximation-preserving reduction from Vertex Cover and hence there is a lower bound of 2 on the approximation-factor assuming UGC [5]. Fiorini et al. [5] have conjectured that Cluster Vertex Deletion admits a 2-approximation algorithm. Another example is the Tournament Feedback Vertex Set (TFVS) problem, which is equivalent to hitting all directed triangles in a digraph. It is very well studied in the realm of approximation algorithms [3, 1, 10, 9], and very recently a 2-approximation algorithm was designed by Lokshatnov et al. [9], matching the lower-bound under UGC [12]. Similarly, a number of such “implicit” $d$-Hitting Set problems are studied in Computer Science, and it is of great interest to settle their approximation complexity.

In this work we study another implicit $d$-Hitting Set problem called Split Vertex Deletion (SVD) (defined below). A subset $S$ of vertices in a graph $G$ is a split vertex deletion set if $G - S$ is a split graph (i.e., there is bipartition of $V(G - S) = C \uplus I$ such that $C$ is a clique and $I$ is an independent set in $G - S$).

**Split Vertex Deletion (SVD)**

**Input:** An undirected graph $G$ and a weight function $w: V(G) \rightarrow \mathbb{N}$.

**Output:** A split vertex deletion set $S \subseteq V(G)$ of $G$ of the smallest weight (an optimum split vertex deletion set of $G$).
A graph $G$ is a split graph if and only if it does not contain $C_4, C_5$ and $2K_2$ as induced subgraphs in $G$ [6]. This implies that SVD is special case of 5-Hitting Set and hence it admits a simple 5-approximation algorithm. Furthermore, it is interesting to note that we can obtain a 2-approximation algorithm for SVD in time $n^{O(\log n)}$ using the notion of clique-independent set separating collection [4]. For a graph $G$, a clique-independent set separating collection is a family $\mathcal{C}$ of vertex subsets of $V(G)$ such that for a clique $C$ and an independent set $I$ in $G$ such that $C \cap I = \emptyset$, there is subset $X$ in the collection $\mathcal{C}$ such that $C \subseteq X$ and $I \subseteq V(G) \setminus X$. Thus, if there is a “small” clique-independent set separating collection, then we can enumerate such a collection $\mathcal{C}$ and solve Vertex Cover of $\overline{G}[X]$ and $G - X$ for each $X \in \mathcal{C}$. Notice that for any $X \in \mathcal{C}$, the union of the two solutions of the two Vertex Cover instances on $\overline{G}[X]$ and $G - X$, respectively, is a solution to SVD. Moreover, the best $c$-approximation solutions over all choices of $X$, is a $c$-approximate solution of SVD. It is known that for any $n$-vertex graph, there is clique-independent set separating collection of size $n^{O(\log n)}$ and this can be enumerated in time linear in the size of the collection [4]. This along with a 2-approximation algorithm of Vertex Cover leads to an $n^{O(\log n)}$-time 2-approximation algorithm for SVD. There is also a simple approximation preserving reduction from Vertex Cover to SVD, which shows that we cannot improve upon factor 2-approximation algorithm, unless UGC fails. The reduction is as follows: Given an instance $(G, w)$ of Vertex Cover, we add a large complete graph $H$ of size $2|V(G)|$ into $G$ with weight of each vertex in $H$ to be $\max\{w(u) : u \in V(G)\}$. One can easily verify that this is an approximation preserving reduction.

Thus, on the one hand SVD admits a 2-approximation in quasipolynomial ($n^{O(\log n)}$) time, and on the other hand this approximation factor cannot be improved assuming UGC. It naturally leads to the following question: Can SVD be 2-approximated in polynomial time? This is precisely the question we address in this paper, and obtain the following result.

**Theorem 1.** Let $G$ be a graph on $n$ vertices, $w$ a weight function on $V(G)$ and let $\varepsilon > 0$ be a constant. Then there exists a randomized algorithm that runs in time $O(n^{g(\varepsilon)})$ and outputs $S \subseteq V(G)$ such that $G - S$ is a split graph and $w(S) \leq 2(1 + \varepsilon)w(OPT)$ with probability at least $1/2$. Here $OPT$ is a minimum weight split vertex deletion set of $G$, and $g(\varepsilon) = 6 + 8\log(80(1 + \frac{12}{13})) \cdot \log\left(\frac{3}{2}\right)/\log(4/3)$.

**Overview of Theorem 1.** At a very high level the algorithm described in Theorem 1 is inspired from the algorithm developed for factor 2-approximation algorithm for TFVS [9]. In TFVS knowing just one vertex is sufficient to completely split the instance into two independent sub-instances and thus leading to a natural divide and conquer scheme. However, in our case (SVD) the instances don’t become truly independent before every vertex is classified as either potential clique or potential independent set vertex. Classifying all the vertices requires several new ideas and insights in the problem. This classification could be vaguely viewed as a polynomial time algorithm that quickly navigates through sets in clique-independent set separating collection $\mathcal{C}$, and almost reaches a correct partition.

Our algorithm in fact finds a $(2 + \varepsilon)$-factor approximate solution for a more general annotated variant of the problem, where the solution must obey certain additional constraints.

---

**Annotated Split Vertex Deletion (A-SVD)**

**Input:** An undirected graph $G$, a weight function $w : V(G) \rightarrow N$, and a partition of $V(G)$ into three parts $V(G) = C \uplus I \uplus U$, where at most two of these parts may be empty.

**Output:** A set $S^* \subseteq V(G)$ of $G$ of the smallest weight such that $G - S^*$ is a split graph with a split partition $(C^*, I^*)$ where $C^* \subseteq (C \cup U)$ and $I^* \subseteq (I \cup U)$ hold.
A feasible solution to an instance \((G, w, (C, I, U))\) of Annotated Split Vertex Deletion is a split vertex deletion set \(S\) of \(G\) such that the split graph \(G - S\) has a split partition \((C', I')\) where no vertex in the specified set \(I\) goes to the split part \(C'\) and no vertex in the specified set \(C\) goes to the independent part \(I'\). Thus, each vertex in the set \(I\) is either deleted as part of \(S\) or ends up in the independent set \(I'\) in graph \(G - S\), and each vertex in \(C\) is either deleted or ends up in the clique \(C'\) in \(G - S\). There are no restrictions on where the vertices in the “unconstrained” set \(U\) may go. We call a feasible solution of A-SVD an annotated split vertex deletion set of the instance \((G, w, (C, I, U))\); the A-SVD problem asks for an optimum annotated split vertex deletion set of the input instance.

First we show that we can, in polynomial time, find 2-factor approximate solutions to A-SVD instances which are of the form \((G, w, (C, I, U))\) (Lemma 12). Let \((G, w, (C, I, U))\) be an instance of A-SVD, let \(OPT\) be an (unknown) optimum solution to \((G, w, (C, I, U))\), let \((C^* \subseteq (C \cup U), I^* \subseteq (I \cup U))\) be a split partition of \(G - OPT\), and let \(C_U^* = (C^* \cap U), I_U^* = (I^* \cap U)\). We show that if \(w(C_U^* \setminus \{i^*\}) \leq \frac{\epsilon \cdot w(OPT)}{2}\) holds for some \(i^* \in I_U^*\) or \(w(I_U^* \setminus \{i^*\}) \leq \frac{\epsilon \cdot w(OPT)}{2}\) holds for some \(i^* \in I_U^*\) then we can, in polynomial time, find a \((2+\epsilon)\)-factor approximate solution to \((G, w, (C, I, U))\) (Lemma 16, Lemma 18). These constitute the base cases of our algorithm. It is not difficult to see that moving a vertex \(x \in C_U^*\) to the set \(C\) and moving a vertex \(y \in I_U^*\) to the set \(I\) are approximation-preserving transformations.

At a high level, our algorithm starts with an arbitrary instance \((G, w, (C, I, U))\) of A-SVD, correctly identifies – with a constant probability of success – a good fraction of vertices which belong to the sets \(C_U^*\) or \(I_U^*\), and moves these vertices to the sets \(C\) or \(I\), respectively. It then recurses on the resulting instance, till it reaches one of the base cases described above.

We now briefly and informally outline how our algorithm identifies vertices as belonging to \(C_U^*\) or \(I_U^*\). Consider the bipartite subgraph \(H\) of \(G\) induced by the pair \((C_U^*, I_U^*)\). Define the weight of an edge to be the product of the weights of its two endpoints, and suppose the total weight of edges in \(H\) is at least half the maximum possible weight. Then each of a constant fraction (by weight) of the vertices in \(I_U^*\) has a constant fraction (by weight) of \(C_U^*\) in its neighborhood (Lemma 4). If we can identify one of these special vertices of \(I_U^*\) then we can safely move all its neighbors in \(U\) to the set \(C\) while reducing the weight of \(C_U^*\) by a constant fraction. The catch, of course, is that we have no idea what the set \(I_U^*\) is.

To get around this, we find an approximate solution \(X\) of the Split Vertex Deletion instance defined by the induced subgraph \(G[U]\). Let \((C_X, I_X)\) be a split partition of \(G - X\). We show that we can, in polynomial time and with constant probability, sample a vertex from the set \(X \cup (I_X \setminus C_U^*)\) (Lemma 26). We further show that the weight of \(X \cup (I_X \setminus C_U^*)\) is at most a constant multiple of the weight of \(I_U^*\) (Lemma 22). So if \(I_U^* \subseteq (X \cup (I_X \setminus C_U^*))\) holds then we can, with good probability, sample a vertex from the set \(I_U^*\). The hard part is when this condition does not hold. We show using a series of lemmas (summarized in Lemma 25) that we can, even in this case, sample a vertex from one of the two sets \(C_U^*, I_U^*\) with constant probability. A symmetric analysis applies when the total weight of non-edges across \((C_U^*, I_U^*)\) is at least half the maximum possible weight.

## 2 Preliminaries

We use \(\uplus\) to denote the disjoint union of sets. Moreover, when we write \(X \uplus Y\) we implicitly assert that the sets \(X\) and \(Y\) are disjoint. We use \(V(G)\) (respectively, \(E(G)\)) to denote the vertex set (respectively, the edge set) of graph \(G\). For a subset \(S \subseteq V(G)\) of vertices of \(G\) we use \(G[S]\) to denote the subgraph of \(G\) induced by \(S\) and \(G - S\) to denote the subgraph of \(G\) obtained by deleting all vertices in \(S\) (and their incident edges) from \(G\). A non-edge in
a graph $G$ is any 2-subset $\{x, y\} \subseteq V(G)$ of vertices such that $xy$ is not an edge in $G$. For the sake of brevity we use the notation $xy$ to denote a non-edge $\{x, y\}$. For a finite set $U$, weight function $w : U \to \mathbb{N}$, and subset $X \subseteq U$ we use $w_X$ to denote the weight function $w$ restricted to the subset $X$, and $w(X)$ to denote the sum $\sum_{x \in X} w(x)$ of weights of all the elements in $X$. For the sake of brevity we drop the subscript $X$ from the expression $w_X$ when there is no risk of ambiguity.

The operation of sampling (or picking) proportionately at random from $U$ according to the weight function $w$ chooses one element from $U$, where each element $x \in U$ is chosen with probability $w(x)/w(U)$. We use $\overline{G}$ to denote the complement of a graph $G$, defined as follows: The vertex set of $\overline{G}$ is $V(G)$. For every two vertices $\{u, v\} \subseteq V(G)$ there is an edge $uv$ in $\overline{G}$ if and only if $uv$ is not an edge in graph $G$. A vertex cover of graph $G$ is any subset $S \subseteq V(G)$ of its vertex set such that the graph $G - S$ has no edges. A clique in graph $G$ is any non-empty subset $S \subseteq V(G)$ of its vertex set such that (i) $|S| = 1$, or (ii) if $|S| \geq 2$ then for every two vertices $u, v$ in $S$, the edge $uv$ is present in graph $G$.

**Observation 2.** For an undirected graph $G$ and any $S \subseteq V(G)$, the vertex set $V(G) \setminus S$ is a clique in $G$ if and only if $S$ is a vertex cover of the complement graph $\overline{G}$.

For a graph $G$ and two disjoint vertex subsets $X, Y \subseteq V(G) : X \cap Y = \emptyset$ the bipartite subgraph of $G$ induced by the pair $(X, Y)$ has vertex set $X \cup Y$ and edge set $\{xy \mid x \in X, y \in Y, xy \in E(G)\}$. Note that the bipartite subgraph of $G$ induced by the pair $(X, Y)$ is not necessarily identical to the subgraph $G[X \cup Y]$ induced by the subset $X \cup Y$, and is defined even if the induced subgraph $G[X \cup Y]$ is not bipartite. For a bipartite graph $H$ with vertex bipartition $V(H) = V_1 \uplus V_2$ we define $\overline{E(H)} = \{v_1v_2 \mid v_1 \in V_1, v_2 \in V_2, v_1v_2 \not\in E\}$ to be the set of all non-edges of $H$ with one end in $V_1$ and the other end in $V_2$. Further, for a weight function $w : V(H) \to \mathbb{N}$ defined on the vertex set of a bipartite graph $H$ we define the weight of its edge set to be $w(E(H)) = \sum_{v_1v_2 \in E(H)} (w(v_1) \cdot w(v_2))$ and the weight of its set of non-edges to be $w(\overline{E(H)}) = \sum_{v_1v_2 \in \overline{E(H)}} (w(v_1) \cdot w(v_2))$.

**Definition 3.** Let $G$ be an undirected graph and $w : V(G) \to \mathbb{N}$ a weight function. Let $X, Y$ be two disjoint vertex subsets of $G$ and let $H$ be the bipartite subgraph of $G$ induced by the pair $(X, Y)$. Let $w(E(H))$ and $w(\overline{E(H)})$ be defined as above. We say that $(X, Y)$ is a heavy pair if $w(E(H)) \geq \frac{w(X) \cdot w(Y)}{2}$ holds, and is a light pair if $w(\overline{E(H)}) \geq \frac{w(X) \cdot w(Y)}{2}$ holds.

**Lemma 4 (♠).** Let $H = (V, E)$ be a bipartite graph, let $V = V_1 \uplus V_2$ be a bipartition of $H$, and let $w : V(H) \to \mathbb{N}$ be a weight function. Then $(V_1, V_2)$ is either a heavy pair or a light pair. Moreover,

1. Suppose $(V_1, V_2)$ is a heavy pair, and let $X = \{x \in V_1 \mid w(N(x)) \geq \frac{w(V_2)}{4}\}$ be the set of all vertices $x$ in the set $V_1$ such that the total weight of the neighborhood of $x$ in the set $V_2$ is at least one-fourth the total weight of the set $V_2$. Then $w(X) > \frac{w(V_1)}{4}$.

2. Suppose $(V_1, V_2)$ is a light pair, and let $Y = \{y \in V_1 \mid w(V_2 \setminus N(y)) \geq \frac{w(V_2)}{4}\}$ be the set of all vertices $y$ in the set $V_1$ such that the total weight of the non-neighbors of $y$ in the set $V_2$ is at least one-fourth the total weight of the set $V_2$. Then $w(Y) > \frac{w(V_1)}{4}$.

For a graph $G$ given together with a weight function $w : V(G) \to \mathbb{N}$, an optimum vertex cover of $G$ is any vertex cover of $G$ with the least total weight.

---

1 Proofs of statements labeled with a ♠ will appear in the full version of the paper.
Theorem 5 ([2]). There is an algorithm which, given an instance \((G,w)\) of WEIGHTED VERTEX COVER as input, runs in \(O(|E(G)|)\) time and outputs a vertex cover \(S\) of \(G\) whose weight is at most twice the weight of an optimum vertex cover of \(G\).

3 The Algorithm

Let \((G,w)\) be an instance of SPLIT VERTEX DELETION. Since deleting vertices conserves the property of being a split graph one can safely add zero-weight vertices to any split vertex deletion set. So we assume without loss of generality that \(w(v) \geq 1\) holds for every \(v \in V(G)\). SPLIT VERTEX DELETION is NP-complete by the meta-result of Lewis and Yannakakis [8], and has a simple 5-factor approximation algorithm based on the Local Ratio Technique.

Theorem 6 (\(\square\)). There is a deterministic algorithm which, given an instance \((G,w)\) of SVD, runs in \(O(|V(G)|^6)\) time and outputs a split vertex deletion set \(S \subseteq V(G)\) of \(G\) such that \(w(S) \leq 5 \cdot w(OPT)\) where OPT is an optimum split vertex deletion set of \(G\).

We describe a randomized polynomial-time algorithm which outputs a \((2 + \varepsilon)\)-factor approximate solution for this problem for any fixed \(\varepsilon > 0\).

Note that in an instance \((G,w,(C,I,U))\) of ANNOTATED SPLIT VERTEX DELETION the set \(C\) is not necessarily a clique, nor is \(I\) necessarily an independent set in \(G\). But we have the following.

Observation 7. Let \(S\) be a feasible solution of an A-SVD instance \((G,w,(C,I,U))\) and let \((C',I')\) be a split partition of \(G - S\) where \(C' \subseteq (C \cup U)\) and \(I' \subseteq (I \cup U)\) hold. Then \(C' \setminus S \subseteq C'\) and \(I \setminus S \subseteq I'\) hold. Hence \(C' \setminus S\) is a clique in \(G\) and \(I \setminus S\) is an independent set in \(G\).

From Observations 2 and 7 we get

Observation 8. Let \(S\) be a feasible solution of an A-SVD instance \((G,w,(C,I,U))\). Let \(V_{C'}\) be an optimum solution of the wVC instance \((G[C],w)\) and let \(V_{I_1}\) be an optimum solution of the wVC instance \((G[I],w)\). Then \(w(V_{C'}) \leq w(S \cap C)\) and \(w(V_{I_1}) \leq w(S \cap I)\) hold.

A-SVD is clearly a generalization of SVD: Given an instance \((G,w)\) of SVD, construct the instance \((G,w,(C = \emptyset, I = \emptyset, U = V(G)))\) of A-SVD. Every split vertex deletion set of graph \(G\) is a feasible solution of the A-SVD instance, and every annotated split vertex deletion set of \((G,w,(\emptyset,\emptyset,V(G)))\) is a split vertex deletion set of graph \(G\). It follows that for any constant \(c\), a \(c\)-factor approximate solution to the A-SVD instance is a \(c\)-factor approximate solution to the SVD instance as well.

We can find feasible solutions to an A-SVD instance \((G,w,(C,I,U))\) by computing vertex covers for certain pairs of subgraphs derived from \(G\).

Observation 9 (\(\square\)). Let \((G,w,(C,I,U))\) be an instance of A-SVD.

1. Let \(V_1\) be a vertex cover of the graph \(G[I \cup U]\) and let \(V_2\) be a vertex cover of the graph \(G[C]\). Then \(V_1 \cup V_2\) is a feasible solution to \((G,w,(C,I,U))\).

2. Let \(V_3\) be a vertex cover of the graph \(G[I]\) and let \(V_4\) be a vertex cover of the graph \(G[C \cup U]\). Then \(V_3 \cup V_4\) is a feasible solution to \((G,w,(C,I,U))\).
Then the set “unconstrained” set \( S \) = \( \emptyset \) becomes an optimum solution of the instance \( I \subseteq V(G) \) is a feasible solution to \( G \) such that \( v \in C^* \). Then a variant of the algorithm in the proof of Lemma 12 yields a 2-factor approximate solution to the instance given in a natural fashion.

### Definition 13

Let \( (G, w, (C, I, U)) \) be an instance of A-SVD, and let \( \epsilon \geq 0 \) be a constant. Let \( OPT \subseteq V(G) \) be an optimum solution of \( (G, w, (C, I, U)) \), and let \( C^*, I^* \) be a split partition of the split graph \( G^* = (G - OPT) \) such that \( C^* \subseteq (C \cup U) \) and \( I^* \subseteq (I \cup U) \) hold. Let \( C^*_U = (C^* \cap U) \) be the set of vertices from the constrained set \( U \) which become part of the clique \( C^* \) and let \( I^*_U = (I^* \cap U) \) be the set of vertices from \( U \) which become part of the independent set \( I^* \) in \( G^* \). Let \( U_{OPT} = (U \cap OPT) \), \( C_{OPT} = (C \cap OPT) \) and \( I_{OPT} = (I \cap OPT) \).
Further, let $X$ be a 5-factor approximate solution of the Split Vertex Deletion instance $(G[U], w_U)$ defined by the induced subgraph $G[U]$, and let $(C_X, I_X)$ be a split partition of the split graph $G[U] - X$.

- **Remark 14.** Given an instance $(G, w, (C, I, U))$ of A-SVD we can, using Theorem 6, compute such a set $X$ and partition $(C_X, I_X)$ in polynomial time.

- **Observation 15 (▲).** Let $(G, w, (C, I, U)), X, I_X, C_X, I_U, C_U$ be as in Definition 13. Then both $|I_U \setminus (X \cup (I_X \setminus C_U))| \leq 1$ and $|C_U \setminus (X \cup (C_X \setminus I_U))| \leq 1$ hold.

- **Lemma 16 (▲).** Let $(G, w, (C, I, U)), \varepsilon, OPT, C_I^*, I_U^*$ be as in Definition 13. Let $S_1$ be a 2-factor approximate solution for the WVC instance $(G[U], w)$ and $S_2$ a 2-factor approximate solution for the WVC instance $(G(C \setminus \{u\}), w)$. Let $S_{12} = (S_1 \cup S_2)$. Let $S_3$ be a 2-factor approximate solution for the WVC instance $(G(C \cup U \setminus \{u\}), w)$ and $S_4$ a 2-factor approximate solution for the WVC instance $(G[I], w)$. Let $S_{34} = (S_3 \cup S_4)$. Then the sets $S_{12}$ and $S_{34}$ can be computed in $O(|E(G)|)$ time. Further,
  1. If $w(C_U^*) \leq \frac{\varepsilon \cdot w(OPT)}{2}$ holds then the set $S_{12}$ is a $(2 + \varepsilon)$-factor approximate solution for the Annotated Split Vertex Deletion instance $(G, w, (C, I, U))$.
  2. If $w(I_U^*) \leq \frac{\varepsilon \cdot w(OPT)}{2}$ holds then the set $S_{34}$ is a $(2 + \varepsilon)$-factor approximate solution for the Annotated Split Vertex Deletion instance $(G, w, (C, I, U))$.

- **Remark 17.** Note that these two cases are neither exclusive nor exhaustive.

By repeatedly applying the procedure in the proof of Lemma 16 and taking the minimum, we can find a $(2 + \varepsilon)$-factor approximate solution in polynomial time even in the more general case where there is at most one “heavy” vertex in $C_U^*$ or $I_U^*$ that

- **Lemma 18 (▲).** Let $(G, w, (C, I, U)), \varepsilon, OPT, C_I^*, I_U^*$ be as in Definition 13. For each vertex $u \in U$ let $S_1^u$ be a 2-factor approximate solution for the WVC instance $(G[I \cup (U \setminus \{u\})], w)$, $S_2^u$ a 2-factor approximate solution for the WVC instance $(G(C \cup \{u\}), w)$, and let $S_{12}^u = S_1^u \cup S_2^u$. Let $S_3^u$ be a 2-factor approximate solution for the WVC instance $(G(C \cup U \setminus \{u\}), w)$, $S_4^u$ a 2-factor approximate solution for the WVC instance $(G[I \cup \{u\}], w)$, and let $S_{34}^u = S_3^u \cup S_4^u$. Finally, let $S^u$ be a set of the form $S_{34}^u$ of the minimum weight and let $S^\dagger$ be a set of the form $S_{34}^\dagger$ of the minimum weight, both minima taken over all vertices $u \in U$.

The sets $S^\dagger$ and $S^\dagger$ can be computed in $O(|V(G)| \cdot |E(G)|)$ time. Further,
  1. If $w(C_U^* \setminus \{e^*\}) \leq \frac{\varepsilon \cdot w(OPT)}{2}$ holds for some vertex $e^* \in C_U^*$ then the set $S^\dagger$ is a $(2 + \varepsilon)$-factor approximate solution for the A-SVD instance $(G, w, (C, I, U))$.
  2. If $w(I_U^* \setminus \{i^*\}) \leq \frac{\varepsilon \cdot w(OPT)}{2}$ holds for some vertex $i^* \in I_U^*$ then the set $S^\dagger$ is a $(2 + \varepsilon)$-factor approximate solution for the A-SVD instance $(G, w, (C, I, U))$.

- **Remark 19.** Note that these two cases are neither exclusive nor exhaustive.

- **Definition 20.** Let $(G, w, (C, I, U)), \varepsilon, OPT, C^*, I^*, C_U^*, I_U^*$ be as in Definition 13. We say that $(G, w, (C, I, U))$ is an easy instance if $U = \emptyset$ holds, or if at least one of the following holds: (i) $w(C_U^*) \leq \frac{\varepsilon \cdot w(OPT)}{2}$, (ii) $w(I_U^*) \leq \frac{\varepsilon \cdot w(OPT)}{2}$, (iii) $w(C_U^* \setminus \{e^*\}) \leq \frac{\varepsilon \cdot w(OPT)}{2}$ holds for some vertex $e^* \in C_U^*$, (iv) $w(I_U^* \setminus \{i^*\}) \leq \frac{\varepsilon \cdot w(OPT)}{2}$ holds for some vertex $i^* \in I_U^*$. We say that $(G, w, (C, I, U))$ is a hard instance otherwise.

From Lemma 12, Lemma 16 and Lemma 18 we get

- **Corollary 21.** There is an algorithm which, given an easy instance $(G, w, (C, I, U))$ of A-SVD and a constant $\varepsilon > 0$ as input, computes a $(2 + \varepsilon)$-factor approximate solution for $(G, w, (C, I, U))$ in deterministic polynomial time.
Lemma 22. Let \((G, w, (C, I, U))\) be a hard instance of A-SVD and let \(\varepsilon, C^*_U, I^*_U, X, I_X, C_X\) be as in Definition 13. Then the following hold:
1. \(w(X \cup (I_X \setminus C^*_U)) < (1 + \frac{12}{\varepsilon}) \cdot w(I^*_U)\)
2. \(w(X \cup (C_X \setminus I^*_U)) < (1 + \frac{12}{\varepsilon}) \cdot w(C^*_U)\)

Recall the notion of heavy and light pairs from Definition 3.

Lemma 23. Let \((G, w, (C, I, U))\) be a hard instance of A-SVD and let \(\varepsilon, OPT, C^*, I^*, C^*_U, I^*_U\) be as in Definition 13. Suppose \((I^*_U, C^*_U)\) is a heavy pair. Let \(I^{\circ} = \{v \in I^*_U : w(N(v) \cap C^*_U) \geq \frac{w(C^*_U)}{4}\}\) be the set of vertices in \(I^*_U\) which have a “heavy” neighborhood in \(C^*_U\), and let \(v^{\circ}\) be a heaviest vertex in \(I^{\circ}\), i.e. a vertex of maximum weight. Let \(C^{\circ} = \{v \in C^*_U : w((I^*_U \setminus \{v^{\circ}\}) \setminus (N(v) \setminus I^*_U)) \geq \frac{w(I^*_U \setminus \{v^{\circ}\})}{4}\}\) be the set of vertices in \(C^*_U\) which have a “heavy” non-neighborhood in the subset \(I^*_U \setminus \{v^{\circ}\}\), and let \(c^{\circ}\) be a heaviest vertex in \(C^{\circ}\). Let \(I^{\square} = \{v \in (I^*_U \setminus \{v^{\circ}\}) : w(N(v) \cap (C^*_U \setminus \{c^{\circ}\})) \geq \frac{w(C^*_U \setminus \{c^{\circ}\})}{4}\}\) be the set of vertices in \(I^{\circ} \setminus \{v^{\circ}\}\) which have a “heavy” neighborhood in \(C^*_U \setminus \{c^{\circ}\}\), and let \(C^{\square} = \{v \in (C^*_U \setminus \{c^{\circ}\}) : w((I^*_U \setminus \{v^{\circ}\}) \setminus (N(v) \setminus I^*_U)) \geq \frac{w(I^*_U \setminus \{v^{\circ}\})}{4}\}\) be the set of vertices in \((C^*_U \setminus \{c^{\circ}\})\) which have a “heavy” non-neighborhood in \(I^*_U \setminus \{v^{\circ}\}\).

Then at least one of the following statements holds:

1a) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C^*_U)\) yields a vertex \(v \in I^{\circ}\) with probability at least \((1/20 + \frac{12}{\varepsilon})\).
1b) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C^*_U)\) yields a vertex \(v \in I^{\square}\) with probability at least \((1/4 + \frac{12}{\varepsilon})\).
2a) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I^*_U)\) yields a vertex \(v \in C^{\circ}\) with probability at least \((1/20 + \frac{12}{\varepsilon})\).
2b) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I^*_U)\) yields a vertex \(v \in C^{\square}\) with probability at least \((1/4 + \frac{12}{\varepsilon})\).

Lemma 24. Let \((G, w, (C, I, U))\) be a hard instance of A-SVD and let \(\varepsilon, OPT, C^*, I^*, C^*_U, I^*_U\) be as in Definition 13. Suppose \((I^*_U, C^*_U)\) is a light pair. Let \(C^{\natural} = \{v \in C^*_U : w(I^*_U \setminus (N(v) \cap C^*_U)) \geq \frac{w(I^*_U \setminus \{v^{\circ}\})}{4}\}\) be the set of vertices in \(C^*_U\) which have a “heavy” non-neighborhood in \(I^*_U\), and let \(c^{\natural}\) be a heaviest vertex in \(C^{\natural}\). Let \(I^{\natural} = \{v \in I^*_U : w(N(v) \cap (C^*_U \setminus \{c^{\natural}\})) \geq \frac{w(C^*_U \setminus \{c^{\natural}\})}{4}\}\) be the set of vertices in \(I^*_U\) which have a “heavy” neighborhood in the subset \(C^*_U \setminus \{c^{\natural}\}\), and let \(i^{\natural}\) be a heaviest vertex in \(I^{\natural}\). Let \(C^{\natural} = \{v \in (C^*_U \setminus \{c^{\natural}\}) : w((I^*_U \setminus \{i^{\natural}\}) \setminus (N(v) \setminus I^*_U)) \geq \frac{w(I^*_U \setminus \{i^{\natural}\})}{4}\}\) be the set of vertices in \((C^*_U \setminus \{c^{\natural}\})\) which have a “heavy” non-neighborhood in \(I^*_U \setminus \{i^{\natural}\}\).

Then at least one of the following statements is true.

1a) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I^*_U)\) yields a vertex \(v \in C^{\natural}\) with probability at least \((1/20 + \frac{12}{\varepsilon})\), or
1b) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I^*_U)\) yields a vertex \(v \in C^{\natural}\) with probability at least \((1/4 + \frac{12}{\varepsilon})\).
2a) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C^*_U)\) yields a vertex \(v \in I^{\natural}\) with probability at least \((1/20 + \frac{12}{\varepsilon})\), or
2b) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C^*_U)\) yields a vertex \(v \in I^{\natural}\) with probability at least \((1/4 + \frac{12}{\varepsilon})\).

From Lemma 23 and Lemma 24 we get
Lemma 25. Let \((G,w,(C,I,U))\) be a hard instance of A-SVD and let \(\varepsilon,OPT,C^*,I^*,C_U^*\), \(I_U^*\) be as in Definition 13. Then one of the following statements is true.

1a) Picking a vertex proportionately at random from \(X \cup (I_X \setminus C_U^*)\) yields a vertex from \(\{v \in I_U^* \mid w(N(v) \cap C_U^*) \geq \frac{w(I_U^*)}{4}\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\).

1b) Picking a vertex proportionately at random from \(X \cup (I_X \setminus C_U^*)\) yields a vertex from \(\{v \in I_U^* \mid w(N(v) \cap (C_U^* \setminus \{e^*\})) \geq \frac{w(I_U^*)}{4}\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\), for some vertex \(e^* \in C_U^*\).

2a) Picking a vertex proportionately at random from \(X \cup (C_X \setminus I_U^*)\) yields a vertex from \(\{v \in C_U^* \mid w(N(v) \cap N(v)) \geq \frac{w(I_U^*)}{4}\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\).

2b) Picking a vertex proportionately at random from \(X \cup (C_X \setminus I_U^*)\) yields a vertex from \(\{v \in C_U^* \mid w(\{v\} \setminus \{i^*\}) \geq \frac{w(I_U^*)}{4}\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\), for some vertex \(i^* \in I_U^*\).

Proof. From Lemma 4 we get that \((I_U^*,C_U^*)\) is either a heavy pair or a light pair. If \((I_U^*,C_U^*)\) is a heavy pair then Lemma 23 applies, and at least one of the four options of that lemma holds. Option (1a) of Lemma 23 implies option (1a) of the current lemma. Option (1b) of Lemma 23 implies option (1b) of the current lemma. Options (2a) and (2b) of Lemma 23 both imply option (2b) of the current lemma.

If \((I_U^*,C_U^*)\) is a light pair then Lemma 24 applies, and at least one of the four options of that lemma holds. Option (1a) of Lemma 24 implies option (2a) of the current lemma. Option (1b) of Lemma 24 implies option (2b) of the current lemma. Options (2a) and (2b) of Lemma 24 both imply option (1b) of the current lemma.

Thus in every case, one of the four options of the current lemma holds.

Lemma 26 (\((\ast)\)). Let \((G,w,(C,I,U))\) be a hard instance of A-SVD and let \(\varepsilon,OPT,C^*,I^*,C_U^*,I_U^*\) be as in Definition 13.

1. There is a randomized polynomial-time algorithm which, given \((G,w,(C,I,U))\) as input, picks a vertex proportionately at random from the set \(X \cup (I_X \setminus C_U^*)\) with probability at least \(\frac{1}{2}\). That is, the algorithm runs in polynomial time and outputs a vertex \(v\), and the following hold with probability at least \(\frac{1}{2}\): (i) \(v \in X \cup (I_X \setminus C_U^*)\), and (ii) for any \(x \in (X \cup (I_X \setminus C_U^*))\), \(Pr[v = x] = w(x)/w(X \cup (I_X \setminus C_U^*))\).

2. There is a randomized polynomial-time algorithm which, given \((G,w,(C,I,U))\) as input, picks a vertex proportionately at random from the set \(X \cup (C_X \setminus I_U^*)\) with probability at least \(\frac{1}{2}\). That is, the algorithm runs in polynomial time and outputs a vertex \(v\), and the following hold with probability at least \(\frac{1}{2}\): (i) \(v \in X \cup (C_X \setminus I_U^*)\), and (ii) for any \(x \in (X \cup (C_X \setminus I_U^*))\), \(Pr[v = x] = w(x)/w(X \cup (C_X \setminus I_U^*))\).

3.1 Polynomials Bounded Weights

Let us first consider instances \((G,w)\) of SVD which have polynomially bounded weights. Let \(n = |V(G)|\). Recall that \(w(v) \geq 1\) holds for each vertex \(v\) of \(G\). We say that the weight function \(w\) is polynomially bounded if, in addition, \(\sum_{v \in V(G)} w(v) \leq c_1 n^{c_0}\) holds for every \(v \in V(G)\) and some constants \(c_0, c_1\). For such instances we have the following theorem.

Theorem 27. There exists a randomized algorithm that given a graph \(G\), a polynomially bounded weight function \(w\) on \(V(G)\) and \(\varepsilon > 0\), runs in time \(O(n^{f(\varepsilon)})\) and outputs \(S \subseteq V(G)\) such that \(G - S\) is a split graph and \(w(S) \leq (2 + \varepsilon) w(OPT)\) with probability at least \(1/2\), where OPT is a minimum weight split vertex deletion set of \(G\). Here, \(f(\varepsilon) = 6 + \log(80(1 + \frac{12}{\varepsilon})) \cdot 4c_0 \log(c_1)/\log(4/3)\), where \(c_0, c_1\) are constants such that \(w(V(G)) \leq c_1 \cdot n^{c_0}\).
Algorithm 1 Approximation algorithm for the case of polynomially bounded weights.

Input: An instance \((G, w, (C, I, U))\) of A-SVD, a tuples \((\beta^C, \beta_U^C, \beta^I, \beta_U^I)\) and \(\varepsilon > 0\).

Output: A \((2 + \varepsilon)\)-factor approximate solution to \((G, w, (C, I, U))\).

1: procedure ASVD-APPROX((G, w, (C, I, U)), \(\varepsilon, \beta^C, \beta_U^C, \beta^I, \beta_U^I))
2: if \(U = \emptyset\) then
3: Compute a 2-approximation \(S\) using Lemma 12
4: return \(S\)
5: end if
6: \(X \leftarrow 5\)-approximate solution to \((G[U], w)\) from Theorem 6
7: \(I_X, C_X \leftarrow\) the independent set and the clique in the split partition of \(G[U] - X\).
8: Compute the sets \(S_{12}\) and \(S_{34}\) as described in Lemma 16.
9: Compute the sets \(S_\dagger\) and \(S^\dagger\) as described in Lemma 18.
10: if \(\beta^C \geq 0\) and \(\beta_U^C \geq 0\) and \(\beta^I \geq 0\) and \(\beta_U^I \geq 0\) then
11: for all \(j \in \{1, 2, \ldots, b(\varepsilon)\}\) do
12: Sample a vertex \(v_I\) proportionally at random from the set \(X \cup (I_X \setminus C^C_X)\)
13: end for
14: else
15: for all \(j \in \{1, 2, \ldots, b(\varepsilon)\}\) do
16: \(S_{j,1} \leftarrow\) ASVD-APPROX((G, w, (C, I', U')), \(\varepsilon, \beta^C - 1, \beta_U^C, \beta^I, \beta_U^I\))
17: \(S_{j,2} \leftarrow\) ASVD-APPROX((G, w, (C', I', U')), \(\varepsilon, \beta^C - 1, \beta_U^C, \beta^I, \beta_U^I\))
18: Sample a vertex \(v_I\) proportionally at random from the set \(X \cup (C_X \setminus I^C_X)\)
19: end for
20: end if
21: \(S \leftarrow\) a min weight set in \(\bigcup_{j=1,2,\ldots,b(\varepsilon)} \{S_{j,1}, S_{j,2}, S_{j,1}^\dagger, S_{j,2}^\dagger\} \cup \{S_{12}, S_{34}, S_\dagger, S^\dagger\}\).
22: return \(S\)
23: end procedure

Proof. Let us fix an optimum solution \(OPT\) to \((G, w)\). We treat the instance \((G, w)\) of SVD as an instance \((G, w, (C = \emptyset, I = \emptyset, U = V(G)))\) of A-SVD, and apply Algorithm 1 to it, along with the given value of \(\varepsilon\) and four integers \(\beta^C, \beta_U^C, \beta^I, \beta_U^I\) each set to \([\log_{1/3}(w(V(G)))]\). Note that, as \(w\) is polynomially bounded, we have \(w(V(G)) \leq c_1 n^{c_0}\) for some constants \(c_0, c_1\), and hence \(\beta' \leq c_2 \log(n)\) for every \(\beta' \in \{\beta^C, \beta_U^C, \beta^I, \beta_U^I\}\) where \(c_2\) is a constant. We will show that the value \(\beta' = 1 + \beta^C + \beta_U^C + \beta^I + \beta_U^I \leq 1 + 4c_2 \log(n)\) is an upper-bound on the depth of the recursion tree of Algorithm 1, and that in each recursive call this value drops by 1. Hence the depth of recursion is bounded by \(\beta\). Each recursive call is made on more constrained sub-instances of A-SVD where the underlying graph \(G\), weight function \(w\),
and the value of $\varepsilon$ remain fixed. When one of $\{\beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I\}$ falls to $-1$, we argue that the current instance must be an easy instance (see Definition 20), assuming all the recursive calls leading the current call were “good” (as defined below). During its run the algorithm also computes a 5-approximate solution $X$ to $(G[U], w)$ using Theorem 6; let $(I_X, C_X)$ be a fixed split partition of $G[U] - X$. We have a split partition $(C^*, I^*)$ of $G - OPT$ and we define $I_U^* = I^* \cap U, C_U^* = C^* \cap U$. These sets, introduced in Definition 13, play an important role in Algorithm 1 and its analysis.

To argue the correctness of Algorithm 1, we require the following definition. An invocation $\text{ASVD-APPROX}(G, w, (C, I, U), \varepsilon, \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I)$ is good if the following conditions are true:

1. $\beta_1^C \geq \log_{4/3}(w(C_U^*))$,
2. $\beta_2^C \geq \log_{4/3}(w(C_U^* \setminus \{c\}))$ for some $c \in C_U^*$,
3. $\beta_1^I \geq \log_{4/3}(w(I_U^*))$,
4. $\beta_2^I \geq \log_{4/3}(w(I_U^* \setminus \{i\}))$ for some $i \in I_U^*$.

Note that the definitions of $C_U^*$ and $I_U^*$ depend only on $(G, w, (C, I, U))$ and on the optimum solution $OPT$ that was fixed at the beginning. These sets are hypothetical and unknown, and we can’t directly test if an invocation of Algorithm 1 is a good invocation. However, observe that in the initial call, $U = V(G)$ and we set each of $\beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I$ to $[\log_{4/3}(w(V(G)))]$, and hence the initial invocation is good. We will argue that if the current invocation is good and the instance of A-SVD is a hard instance (see Definition 20), then each recursive call made by the algorithm is good with a constant probability (which depends on $\varepsilon$). Then (via an induction) we argue that a good recursive call will return a $(2 + \varepsilon)$-approximate solution with probability at least $\frac{1}{2}$, and hence with constant probability we obtain a $(2 + \varepsilon)$-approximate solution from a recursive call. To boost the probability of success to $\frac{1}{2}$, we need to repeat this process constantly many times, so we make constantly many recursive calls. Finally, to bound the running time, we argue that the depth of the recursion tree is bounded by $\beta = O(\log n)$, and we make constantly many recursive calls in each invocation of the algorithm. So the total number of calls made to this algorithm, which is upper-bounded by the size of the recursion tree, is $n^O(1)$. This means that in polynomial time, with probability at least $1/2$, we obtain a $(2 + \varepsilon)$-approximate solution to $(G, w)$. Let us now present these arguments formally.

Let us recall the optimum solution $OPT$ to $(G, w)$ that was fixed at the beginning. We say that an instance $(G, w, (C, I, U))$ is a nice instance if the solution $OPT$ is also an optimum solution to this A-SVD instance. This means that a split partition $(C^*, I^*)$ of $G - OPT$ satisfies, $C^* \cap I = \emptyset$ and $I^* \cap C = \emptyset$. Note that this condition is trivially satisfied at the beginning for the starting instance $(G, w, (C = \emptyset, I = \emptyset, U = V(G))$. Let us consider an invocation of Algorithm 1 on a nice instance of $(G, w, (C, I, U))$ with polynomially bounded weight function $w$ and $\beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I$ such that it is a good invocation. Let $S$ denote the solution returned by it. We will show that $S$ is a $(2 + \varepsilon)$-approximate solution with probability at least $\frac{1}{2}$, by an induction on $|U|$. Suppose that $|U| = 0$, i.e. $U = \emptyset$. Then Lemma 12 ensures that $S$ is a 2-approximate solution. This forms the base case of our induction on $|U|$. Now suppose that $|U| > 0$, and we have two cases depending on whether $(G, w, (C, I, U))$ is an easy instance or not. If it is an easy instance, then either the premise of Lemma 16 or the premise of Lemma 18 holds. Hence, one of $S_{21}, S_{34}, S^1, S^2$ is a $(2 + \varepsilon)$-approximation to $(G, w, (C, I, U))$. Moreover, we claim that if any one of $\beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I$ drops to $-1$, then the instance $(G, w, (C, I, U))$ is an easy instance. Consider the case when $\beta_2^C = -1$. Then $\log_{4/3}(w(C_U^* \setminus \{c\})) = -1$ for some $c \in C_U^*$. This means $w(C_U^* \setminus \{c\}) < 3/4$, and since $w(v) \geq 1$ for every $v \in V(G)$, it must be the case that $C_U^* = \{c\}$. Hence, the premise of Lemma 18 holds and we obtain a $(2 + \varepsilon)$-approximate solution for $(G, w, (C, I, U))$. Similar
arguments apply to the other cases, i.e. when $\beta_2^C = -1$, or $\beta_1^I = -1$ or $\beta_2^I = -1$, and we can obtain a $(2 + \varepsilon)$-approximation in all these cases. Therefore, in all these cases $S$ is a $(2 + \varepsilon)$-approximation to $(G, w, (C, I, U))$.

Now, consider the case when the given instance is a hard instance, i.e. $U \neq \emptyset$ and the premises of Lemma 16 and Lemma 18 don’t hold. In this case $\beta_2^C, \beta_2^I, \beta_1^I, \beta_2^I \geq 0$. Recall that $X$ is a 5-approximate solution to SVD in the subgraph $G[U]$, and hence $w(X) \leq 5 \cdot w(OPT)$. We will make recursive calls on instances of A-SVD of the form $(G, w, (C', I', U'))$ such that $C \subseteq C', I \subseteq I'$ and $U' \subseteq U$. Suppose that $(G, w, (C', I', U'))$ is a nice instance. Then by the induction hypothesis, as $|U'| < |U|$, we can assume that Algorithm 1 returns a $(2 + \varepsilon)$-approximate solution $\tilde{S}$ to this instance with probability at least $1/2$. This is an approximation to the current instance as well:

\begin{itemize}
  \item Claim 28. $\tilde{S}$ is a $(2 + \varepsilon)$-approximate solution to $(G, w, (C, I, U))$
\end{itemize}

Proof. Observe that, since $\tilde{S}$ is feasible solution to the nice instance $(G, w, (C', I', U'))$, there is a split partition $(C_S, I_S)$ of $G - \tilde{S}$ such that $C' \cap I_S = \emptyset$ and $I' \cap C_S = \emptyset$. Therefore, we have $C \cap I_S = \emptyset$ and $I \cap C_S = \emptyset$, i.e. $\tilde{S}$ is a feasible solution to $(G, w, (C, I, U))$. Since $w(\tilde{S}) \leq (2 + \varepsilon)w(OPT)$, the claim is true. \hfill $<$

Let us now consider the recursive calls made by the algorithm for each $i \in \{1, 2, \ldots, b(\varepsilon) = [80(1 + \frac{12}{\varepsilon})]\}$, and argue that with a constant probability (depending on $\varepsilon$) we can obtain a $(2 + \varepsilon)$-approximation to the given instance. In each recursive call, one of $\beta_2^C, \beta_2^I, \beta_1^I, \beta_2^I$ drops by exactly 1. Let us fix $i \in \{1, 2, \ldots, b(\varepsilon)\}$ and consider the two vertices $v_I, v_C$ sampled using Lemma 26. Since $(G, w, (C, I, U))$ is a hard instance, the following hold:

\begin{itemize}
  \item With probability at least $1/2$, $v_I \in X \cup (I_X \setminus C^*_I)$, and for any $x \in (X \cup (I_X \setminus C^*_I))$, $Pr[v_I = x] = w(x)/w(X \cup (I_X \setminus C^*_I)).$
  \item With probability at least $1/2$, $v_C \in X \cup (C_X \setminus I^*_C)$, and for any $x \in (X \cup (C_X \setminus I^*_C))$, $Pr[v_C = x] = w(x)/w(X \cup (C_X \setminus I^*_C)).$
\end{itemize}

By the induction hypothesis, any good invocation ASVD-APPROX$(G, w, (C', I', U'), \varepsilon, \hat{\beta}^C_I, \hat{\beta}^I_C, \hat{\beta}^I_I, \hat{\beta}^I_2)$ where $(G, w, (C', I', U'))$ is a nice instance and $|U'| < |U|$ holds, returns a $(2 + \varepsilon)$-approximate solution to $(G, w, (C', I', U'))$ with probability at least $\frac{1}{2}$. We now have four cases, depending on which of the four statements in Lemma 25 is true for $(G, w, (C, I, U))$. In each case we will argue that with constant probability, we make a good recursive call on a nice instance and obtain a $(2 + \varepsilon)$-approximate solution from it.

(i) Suppose that statement (1a) of Lemma 25 is true. That is, picking a vertex proportionally at random from $X \cup (I_X \setminus C^*_I)$ yields a vertex from $\{v \in I' \cup C^*_I \mid w(N(v) \cap C^*_I) \geq w(C^*_I)\}$ with probability at least $1/20(1 + \frac{12}{\varepsilon})$. Then $v_I \in \{v \in I' \cup C^*_I \mid w(N(v) \cap C^*_I) \geq w(C^*_I)\}$ with probability at least $1/40(1 + \frac{12}{\varepsilon})$. As $v_I \in I' \cup C^*_I$, every vertex in $Z_C = N(v_I) \cap U$ must either be in OPT$_U$ or in $C^*_I$. Furthermore, $w(Z_C \cap C^*_I) \geq \frac{w(C^*_I)}{4}$. Let $U' = U \setminus Z_C, C' = C \cup Z_C$ and consider the invocation ASVD-APPROX$(G, w, (C', I', U'), \varepsilon, \beta_2^C, \beta_1^I, \beta_2^I, \beta_2^I)$ where we assume that it is a good invocation. By definition $C'^*_U = C' \cup U'$ satisfies $w(C'^*_U) \leq \frac{1}{2}w(C^*_I)$. Therefore, as $\beta_2^C \geq 2 \log_{3/2}(w(C^*_I))$, we have $\beta_2^C - 1 \geq \log_{3/2}(w(C^*_I))$. Furthermore, observe that $\beta_2^C \geq \log_{3/2}(w(C'^*_U \setminus \{e^*\}))$, and $I, \beta_1^I, \beta_2^I$ remain unchanged. Hence, assuming that the current invocation is good, this is also invocation. We can argue that $(G, w, (C', I, U))$ is a nice instance, i.e. OPT is an optimum solution to it. Towards this recall that $C' = C \cup Z_C$ where $Z_C = N(v_I) \cap U$ and $v_I \in I' \setminus I^*$. Hence, every vertex in $Z_C$ is either in OPT or in $C^*$, i.e. $Z_C \cap I^* = \emptyset$. Since OPT is feasible for $(G, w, (C, I, U))$ we have that $C \cap I^* = \emptyset$. Therefore, $C' \cap I^* = (C \cup Z_C) \cap I^* = \emptyset$, and hence OPT is a feasible solution for $(G, w, (C', I, U'))$. Finally, as any feasible
solution for \((G, w, (C', I, U'))\) is also feasible for \((G, w), OPT\) is an optimum solution for \((G, w, (C', I, U'))\). Now \(|U'| < |U|\), and by the induction hypothesis, this invocation returns a solution \(S^C_{I,j}\) to \((G, w, (C', I, U'))\) with probability at least 1/2. By Claim 28, \(S^C_{I,j}\) is a \((2 + \epsilon)\)-approximate solution to \((G, w, (C, I, U))\). Hence, we solve a solution \(S^C_{I,j}\) that is a \((2 + \epsilon)\)-approximation to \((G, w, (C, I, U))\), and this event happens with probability at least 1/80(1 + \(\frac{12}{12}\)). Note that \(\beta^C_s\) drops by 1 in the recursive call.

(ii) Suppose that statement (1b) of Lemma 25 is true. That is, picking a vertex proportionately at random from \(X \cup (I_X \setminus C_U^\prime)\) yields a vertex from \(\{v \in I_U' \mid w(N(v) \cap (C_U^\prime \setminus \{c^*\})) \geq \frac{w(C_U^\prime \setminus \{c^*\})}{4}\}\) with probability at least \(1/20(1 + \frac{12}{12})\), for some vertex \(c^* \in C_U^\prime\) (as determined by Lemma 25). Then, with probability at least \(1/40(1 + \frac{12}{12})\), \(v_C \in \{v \in I_U' \mid w(N(v) \cap (C_U^\prime \setminus \{c^*\})) \geq \frac{w(C_U^\prime \setminus \{c^*\})}{4}\}\). As \(v_C \in I_U'\), every vertex in \(Z_C = N(v_C) \cap U\) must either be in OPT or in \(C_U^\prime\). Let \(C' = C \cup Z_C, U' = U \setminus Z_C\) and consider the invocation ASVD-APPROX(G, w, (C', I, U'), \(\epsilon, \beta^C, \beta^C_s, \beta^C, \beta^C_s\)). Let us argue that it is a good invocation. Let \(\hat{C} = (C_U^\prime \setminus \{c^*\}) \cap N(v_C)\) and \(C_U^\prime = C' \cap U'\), and note that either \(C_U^\prime = \hat{C}\) or \(C_U^\prime = \hat{C} \cup \{c^*\}\). Since \(w(\hat{C}) \leq \frac{3}{4}w(C_U^\prime \setminus \{c^*\})\), by the choice of \(v_C\), we have \(\log_{4/3}(w(\hat{C})) \leq \log_{4/3}(w(C_U^\prime \setminus \{c^*\}) \leq 1 - \beta_s^C - 1. Therefore, if \(C_U^\prime = \hat{C}\), then for any arbitrary \(c^* \in C_U^\prime\), we have \(\beta^C_s - 1 \geq \log_{4/3}(w(C_U^\prime \setminus \{c^*\}))\); otherwise \(C_U^\prime = \hat{C} \cup \{c^*\}\), and \(\beta^C_s - 1 \geq \log_{4/3}(w(C_U^\prime \setminus \{c^*\}))\). Furthermore, observe that \(\beta^C_s\) is unchanged and \(\beta^C \leq \beta^C_s\), we have \(\log_{4/3}(w(C_U^\prime \setminus \{c^*\})) \leq \beta^C_s\). Similarly, \(I, \beta^C_s, \beta^C_s\) are also unchanged. Hence, this invocation is good. Next, as in the previous case, we can argue that \((G, w, (C', I, U'))\) is a nice instance. Then, as \(|U'| < |U|\), by the induction hypothesis the invocation returns a \((2 + \epsilon)\)-approximate solution \(S^C_{I,j,1}\) to \((G, w, (C', I, U'))\) with probability at least 1/2. By Claim 28, \(S^C_{I,j,2}\) is a \((2 + \epsilon)\)-approximate solution to \((G, w, (C, I, U))\). Hence, we solve a solution \(S^C_{I,j,2}\) that is a \((2 + \epsilon)\)-approximate solution to \((G, w, (C, I, U))\), and this event happens with probability at least 1/80(1 + \(\frac{12}{12}\)). Note that \(\beta^C_s\) drops by 1 in recursive call made here.

(iii) Suppose that statement (2a) of Lemma 25 is true. This case is symmetric to Case-(i) above, where the arguments are made with respect to \(v_C \in U \cup (C_X \setminus I_U')\). Here \(v_C \in \{v \in C_U^\prime \mid w(I_U' \setminus N(v)) \geq \frac{w(I_U')}{4}\}\) with probability at least \(1/40(1 + \frac{12}{12})\). We consider the instance \((G, w, (C', I', U'))\) where \(Z_I = U \setminus N(v_C), I' = I \cup Z_I\) and \(U' = U \setminus Z_I\). We can argue that this invocation is good and the instance \((G, w, (C, I', U'))\) is nice. Then, as \(|U'| < |U|\), by the induction hypothesis, this invocation returns a \((2 + \epsilon)\)-approximate solution to \((G, w, (C, I', U'))\) with probability at least 1/2. Let \(S^C_{I,j,1}\) denote this solution, and we argue that it is also a \((2 + \epsilon)\)-approximate solution to \((G, w, (C, I, U))\). In conclusion, we obtain a solution \(S^C_{I,j,2}\) that is a \((2 + \epsilon)\)-approximate solution to \((G, w, (C, I, U))\), and this event happens with probability at least 1/80(1 + \(\frac{12}{12}\)). Note that \(\beta^C_s\) drops by 1 in recursive call made here.

(iv) Suppose that statement (2b) of Lemma 25 is true. This case is symmetric to Case-(ii) above. Here we have a vertex \(v_C \in \{v \in C_U^\prime \mid w(I_U' \setminus N(v)) \geq \frac{w(I_U')}{4}\}\) with probability at least \(1/40(1 + \frac{12}{12})\). We make a recursive call ASVD-APPROX(G, w, (C', I', U'), \(\epsilon, \beta^C, \beta^C_s, \beta^C, \beta^C_s\), \(\beta^C_s - 1\), where \(I' = I \cup Z_I, U' = U \setminus Z_I\) and \(Z_I = U \setminus N(v_C)\). Here, we obtain a solution \(S^C_{I,j,2}\) that is a \((2 + \epsilon)\)-approximate solution to \((G, w, (C, I, U))\), and this event happens with probability at least 1/80(1 + \(\frac{12}{12}\)). Note that \(\beta^C_s\) drops by 1 in recursive call made here.

Therefore, if \((G, w, (C, I, U))\) is a hard instance, then for each \(j \in \{1, 2, \ldots, b(\epsilon)\}\), one of \(S^C_{I,j,1}, S^C_{I,j,2}, S^C_{I,j,1}, S^C_{I,j,2}\) is a \((2 + \epsilon)\)-approximate solution to it with probability at least 1/80(1 + \(\frac{12}{12}\)). Note the recursive calls made for any two distinct \(j, j' \in \{1, 2, \ldots, b(\epsilon)\}\) are independent.
events. Therefore, by setting \( b(\epsilon) = [80(1 + \frac{12}{\epsilon})] \), we obtain that with probability at least 1/2 there exists \( j \in \{1, 2, \ldots, b(\epsilon)\} \) such that one of \( S_{j, 1}^C, S_{j, 2}^C, S_{j, 1}^I, S_{j, 2}^I \) is a (2 + \( \epsilon \))-approximate solution to \((G, w, (C, I, U))\).

Finally, let us bound the running time of this algorithm. Towards this, we must bound the total number of calls made to Algorithm 1, when run on an instance \((G, w)\) with polynomially bounded weights. Observe that, we start with an instance \((G, w, (C = \emptyset, I = \emptyset, U = V(G)))\) of A-SVD along with \( \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I \) set to \([\log_{4/3}(w(V(G))) = c_2 \log(n)\) for some constant \( c_2 \). Then, for each instance \((G, w, (C, I, U))\), we make \( b(\epsilon) \) recursive calls and at least one of \( \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I \) drops by 1 in each of these calls. Additionally \( U \) drops to a strict subset in each of these calls. Hence in a finite number of steps, either \( U \) becomes empty, or one of \( \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I \) becomes equal to \(-1\), and we reach an easy instance. Observe that this must happen at some point before the depth of recursion exceeds \( b = 1 + 4c_2 \log(n) \).

Hence, the number of recursive calls made for the instance \((G, w)\) is upper bounded by \( b(\epsilon)^2 = \mathcal{O}(n^\beta) \) where \( h(\epsilon) = \log(80(1 + \frac{12}{\epsilon})) \cdot 4c_2 \log(c_1)/\log(4/3) \). Recall that \( c_0, c_1 \) are constants such that \( w(V(G)) \leq c_1 \cdot n^{c_0} \). Observe that in each recursive call, we spend \( \mathcal{O}(n^\beta) \) time (excluding the recursive calls). Hence the total running time is upper-bounded by \( n^{\beta} \) where \( f(\epsilon) = 6 + \log(80(1 + \frac{12}{\epsilon})) \cdot 4c_2 \log(c_1)/\log(4/3) \). Alternatively, this bound on the running time can be obtained from the Master Theorem. 

### 3.2 General Weight Functions

In this section, we extend Theorem 27 to instances of SVD with general weight function. In particular we show that given an instance with general weights, we can construct an instance with polynomially-bounded weights such that an approximate solution to the new instance can be lifted back to the original instance.

\[ \textbf{Lemma 29} (\checkmark). \] Let \((G, w)\) be an instance of SVD, and \( \epsilon > 0 \) be a constant. Then we can construct another instance \((G', w')\) of SVD such that \( G' \) is a subgraph of \( G \) and given any \( \alpha \)-approximate solution to \((G', w')\) where \( \alpha \leq 5 \), we can obtain an \((\alpha + \epsilon)\)-approximate solution to \((G, w)\). Moreover, the weight function \( w' \) is polynomially bounded, and \( w'(V(G')) \leq \frac{30n^2}{\epsilon} \).

We have the following corollary of Theorem 27 and Lemma 29.

\[ \textbf{Theorem 30}. \] There exists a randomized algorithm that given a graph \( G \), a weight function \( w \) on \( V(G) \) and \( \epsilon > 0 \), runs in time \( \mathcal{O}(n^\beta(\epsilon)) \) and outputs \( S \subseteq V(G) \) such that \( G - S \) is a split graph and \( w(S) \leq 2(1 + \epsilon)w(OPT) \) with probability at least 1/2, where \( OPT \) is a minimum weight split vertex deletion set of \( G \). Here, \( g(\epsilon) = 6 + 8\log(80(1 + \frac{12}{\epsilon})) \cdot \log(\frac{30}{\epsilon})/\log(4/3) \).

\[ \textbf{Proof}. \] Given the instance \((G, w)\) and \( \epsilon \), we apply Lemma 29 and obtain an instance \((G', w')\), where \( w'(V(G')) \leq \frac{30n^2}{\epsilon} \). We then apply Theorem 27 to \((G', w')\) and \( \epsilon \) and obtain a solution \( S' \) to it. This algorithm runs in time \( |V(G')|g(\epsilon) \leq n^\beta(\epsilon) \), where \( g(\epsilon) = 6 + 8\log(80(1 + \frac{12}{\epsilon})) \cdot \log(\frac{30}{\epsilon})/\log(4/3) \), and with probability at least 1/2 \( S' \) is a \((2 + \epsilon)\)-approximate solution to \((G', w')\). Then by Lemma 29, \( S' \) can be lifted to a \((2(1+\epsilon))\)-approximate solution \( S \) to \((G, w)\). 

## 4 Conclusion

One of the natural open question is to obtain a polynomial time 2-approximation algorithm for SVD and match the lower bound obtained under UGC. It will be interesting to find other implicit \( d \)-Hitting Set problems and find its correct “approximation complexity”. Towards this we restate the conjecture of Fiorini et al. [5] about a concrete implicit 3-Hitting Set problem: there is a 2-approximation algorithm for \textsc{Cluster Vertex Deletion} matching the lower bound under UGC.
A $(2 + \varepsilon)$-Factor Approximation Algorithm for Split Vertex Deletion
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Abstract
In the Single Source Replacement Paths (SSRP) problem we are given a graph $G = (V, E)$, and a shortest paths tree $\tilde{K}$ rooted at a node $s$, and the goal is to output for every node $t \in V$ and for every edge $e$ in $\tilde{K}$ the length of the shortest path from $s$ to $t$ avoiding $e$.

We present an $\tilde{O}(m^{1/2}n + n^2)$ time randomized combinatorial algorithm for unweighted directed graphs\(^1\). Previously such a bound was known in the directed case only for the seemingly easier problem of replacement path where both the source and the target nodes are fixed.

Our new upper bound for this problem matches the existing conditional combinatorial lower bounds. Hence, (assuming these conditional lower bounds) our result is essentially optimal and completes the picture of the SSRP problem in the combinatorial setting.

Our algorithm naturally extends to the case of small, rational edge weights. In the full version of the paper, we strengthen the existing conditional lower bounds in this case by showing that any $O(mn^{1/2+\epsilon})$ time (combinatorial or algebraic) algorithm for some fixed $\epsilon > 0$ yields a truly sub-cubic algorithm for the weighted All Pairs Shortest Paths problem (previously such a bound was known only for the combinatorial setting).

1 Introduction

In the replacement paths (RP) problem, we are given a graph $G$ and a shortest path $P$ between two vertices $s$ and $t$ and the goal is to return for every edge $e$ in $P$ the length $d(s, t, G - e)$, where $G - e$ is the graph obtained by removing the edge $e$ from $G$, and $d(s, t, G - e)$ is the distance between $s$ and $t$ in the resulted graph. In some cases the goal is to provide the shortest path itself and not only its length. The interest in replacement path problems stems from the fact that failures and changes in real world networks are inevitable, and in many cases we would like to have a solution or a data structure that can

\(^1\) As usual, $n$ is the number of vertices, $m$ is the number of edges and the $\tilde{O}$ notation suppresses poly-logarithmic factors.
adapt to these failures. The replacement paths problem is a notable example where we would like to have backup paths between two distinguished vertices in the event of edge failures. The replacement paths problem is also very well motivated as it is used as an important ingredient in other applications such as the Vickrey pricing of edges owned by selfish agents from auction theory [14, 6]. Another application of the replacement path problem is finding the \( k \) shortest simple paths between a pair of vertices. The \( k \) shortest simple paths problem can be solved by invoking the replacement paths algorithm \( k \) times and adding a very small weight to the path found in each invocation. The \( k \) shortest simple paths problem has many applications by itself [4]. The replacement paths problem has been extensively studied and the literature covers many aspects of this problem with many near optimal solutions in many of the cases (see e.g. [11, 13, 12, 15, 3, 9, 19, 16, 2]).

In this paper we consider a natural and important generalization of the replacement paths problem, referred to as the single source replacement paths (SSRP) problem, which is defined as follows. Given a graph \( G \) and a shortest paths tree \( \hat{K} \) rooted at a node \( s \), the SSRP problem is to compute the values of \( d(s, t, G-e) \) for every vertex \( t \in V(G) \) and for every edge \( e \in E(\hat{K}) \). Note that as the number of edges in \( \hat{K} \) is \( n-1 \), there are \( O(n^2) \) different distances we need to evaluate. It follows that the size of the SSRP output is \( O(n^2) \).

Despite of its natural flavor, the picture of the SSRP problem is not yet complete in many of the cases. To the best of our knowledge the first paper that considered the SSRP problem is by Hershberger et al. [7] who referred to the problem as edge-replacement shortest paths trees and showed that in the path-comparison model of computation of Karger et al. [8], there is a lower bound of \( \Omega(mn) \) comparisons in order to solve the SSRP problem for arbitrarily weighted directed graphs.

For the directed weighted case it was shown by Vassilevska Williams and Williams [18] that any truly sub-cubic algorithm for the simpler problem of RP in directed, arbitrarily weighted graph admits a truly sub-cubic algorithm for the arbitrarily weighted All Pairs Shortest Paths (APSP) problem. The conditional lower bound from [18] holds only for the directed case, and quite interestingly for the undirected arbitrarily weighted case, the classical RP problem admits a near linear time algorithm [11, 13, 12]. However, the SSRP problem in undirected graphs appears to be much harder than the RP problem. In [2] it was shown by Chechik and Cohen that any truly sub-cubic solution for the SSRP problem in undirected arbitrarily weighted graphs, admits a truly sub-cubic algorithm for the arbitrarily weighted APSP problem. Therefore, it seems there is no hope to solve the SSRP problem in weighted graphs, both in the directed and undirected case. Meaning that if we seek for truly sub-cubic algorithms for the SSRP problem we must either consider unweighted graphs or restrict the edge weights in some other way.

One way to restrict the weights is to consider only bounded integer edge weights. This restriction was considered by Grandoni and Vassilevska Williams [5], who were also the ones to name this problem the single source replacement paths problem. Grandoni and Vassilevska Williams [5] gave the first non trivial upper bound for the SSRP problem. They showed that one can bypass the cubic lower bounds by using fast matrix multiplications and by restricting the weights to be integers in a bounded range. More precisely, they showed that for graphs with positive integer edge weights in the range \([1, M]\), SSRP can be computed in \( \tilde{O}(Mn^\omega) \) time (here \( \omega < 2.373 \) is the matrix multiplication exponent [17, 10]). This matches the current best known bound for the simpler problem of RP for directed graph with weights \([-M, M]\), by Vassilevska Williams [16]. Quite interestingly, for integer edge weights in the range \([-M, M]\), the authors of [5] gave a higher upper bound of \( \tilde{O}(M \frac{\sqrt{\epsilon}}{\epsilon} n^{2+\frac{1}{4}}) \) time, which creates an interesting gap between the SSRP problem and the RP problem for negative
integer weights. Grandoni and Vassilevska Williams [5] conjectured that the gap between these two problems is essential and in fact they conjectured that the SSRP problem with negative weights is as hard as the directed APSP problem.

The algorithm described in [5] uses fast matrix multiplication tricks in order to break the trivial cubic upper bound, such algorithms are known as “algebraic algorithms”. Algorithms that do not use any matrix multiplication tricks are known as “combinatorial algorithms”. The interest in combinatorial algorithms mainly stems from the assumption that in practice combinatorial algorithms are much more efficient since the constants and sub-polynomial factors hidden in the matrix multiplication bounds are considered to be very high.

The SSRP problem was also recently considered in the combinatorial setting by Chechik and Cohen in [2] for undirected unweighted graphs. Specifically, Chechik and Cohen in [2] gave an $\tilde{O}(m\sqrt{n} + n^2)$ time randomized algorithm for SSRP in undirected unweighted graphs. Moreover, using conditional lower bounds Chechik and Cohen also showed that under some reasonable assumptions any combinatorial algorithm for the SSRP problem in unweighted undirected graphs requires $\tilde{\Omega}(m\sqrt{n})$ time.

Since there is little hope to solve the weighted case, the only missing piece in the picture of combinatorial SSRP is the case of directed unweighted graphs.

For the directed unweighted case it was shown earlier by Vassilevska Williams and Williams [18], using a conditional combinatorial lower bound that under some reasonable assumptions any combinatorial algorithm for the directed unweighted RP (and hence SSRP) problem requires $\tilde{\Omega}(m\sqrt{n})$ time. For the seemingly easier problem of replacement paths Roditty and Zwick [15] showed a near optimal solution of $\tilde{O}(m\sqrt{n})$ time for directed unweighted graphs.

Note that in the undirected unweighted case there is an essential gap between the RP and the SSRP problems. A natural question is whether such a gap also exists in the directed unweighted case. In this paper we show that this is not the case by providing a combinatorial near optimal $\tilde{O}(m\sqrt{n} + n^2)$ time algorithm for the case of directed unweighted graphs, which up to the $n^2$ factor (that is unavoidable as the output itself is of size $O(n^2)$) matches the running time of the algorithm in [15] (and also matches the running time of the undirected case in [2]). We therefore (up to poly-logarithmic factors) complete the picture of combinatorial SSRP.

Our main result is as follows.

▶ Theorem 1.1. There exists an $\tilde{O}(m\sqrt{n} + n^2)$ time combinatorial algorithm for the SSRP problem on unweighted directed graphs. Our randomized algorithm is Monte Carlo with a one-sided error, as we always output distances which are at least the exact distances, and with high probability (at least $1 - n^{-C}$ for any constant $C > 0$) we output the exact distance.

Note that for unweighted directed graphs where $m = \tilde{O}(n^{1.5})$ our algorithm runs in $\tilde{O}(n^2)$ time, which is the time it takes just to output the result. Namely, in this range of density our algorithm surpasses the current best algebraic SSRP algorithm [5] (which has a running time complexity of $\tilde{O}(n^\omega)$) as long as $\omega > 2$.

We will note that while we focus on the case of edge failures, in the directed case there is a well known reduction showing that edge failures can be used to simulate vertex failures. The reduction is as follows, replace every vertex $v$ with two vertices $v_{in}$ and $v_{out}$, and connect them by a direct edge $(v_{in}, v_{out})$. Then, for every incoming edge $(u, v)$ add the edge $(u, v_{in})$, and for every outgoing edge $(v, u)$ add the edge $(v_{out}, u)$. The failure of the vertex $v$ is now simulated by the failure of the edge $(v_{in}, v_{out})$.

Our main novelty is in the introduction of a tool which we refer to as weight functions. This tool proved to be very useful in order to apply a divide and conquer approach and could perhaps be utilized in other related problems.
1.1 Rational Weights

While we describe an algorithm for the problem of SSRP in unweighted graphs, our algorithm (much like the directed RP algorithm [15]) can be easily generalized to solve the case of weighted graphs for rational edge weights in the range $[1, C]$, for every constant $C \geq 1$, in the same time complexity. This is because the only place our algorithm (and the algorithm from [15]) uses the fact that the graph is unweighted is in the claim that a path of length $l$ contains $\Theta(l)$ vertices, which is used in order to utilize sampling techniques. As this is also true for rational weights in the range $[1, C]$, our algorithm generalizes for this case trivially.

Algebraic algorithms inherently can not perform on graphs with rational weights. This is since algebraic algorithms use a reduction from a problem known as min-plus product to the problem of matrix product, and this reduction works only for integer weights. Since in some use-cases (like the $k$-simple paths problem) it is very useful to have rational weights, this shows another potential interest in combinatorial algorithms.

We note that in order to store rational numbers, we must make some common assumptions regarding the model of computation. More specifically, we assume that computing the summation of $n$ edge weights can be performed in $O(n)$ time and that all numbers we are dealing with can be stored in one (or $O(1)$) space unit. A realistic option is working in a word-RAM model, and considering only rational edge weights which are of the form $\frac{m}{2^k}$, where the two integers $m$ and $2^k$ fit in the size of $O(1)$ computer words. This way, the summation of $O(n)$ numbers also fits in $O(1)$ computer words. This way of representing rational numbers is reminiscent of the floating-point representation, that is commonly used in practical applications.

In Section 7 in the full version of this paper, we show that any algorithm (combinatorial or not) for the SSRP problem for graphs with rational edge weights from the range $[1, 2]$, that runs in $O(mn^{1/2-\epsilon})$ time for any fixed $\epsilon > 0$ implies a truly sub-cubic algorithm for APSP over graphs with arbitrary integer weights. The claim is formally stated in Theorem 7.1. Previously such a conditional lower bound was only known for combinatorial algorithms using a reduction from Boolean Matrix Multiplication (see [2]).

2 Preliminaries

We will use the following notation: $\mathbb{N} = \{0, 1, 2, \ldots\}, \mathbb{N}^+ = \{1, 2, 3, \ldots\}, \forall a \in \mathbb{N}^+: \lfloor a \rfloor = \{1, 2, \ldots, a\}$. Let $G$ be a weighted directed graph then $E(G)$ denotes the set of edges in $G$ and $V(G)$ the set of nodes. For a vertex $v$ we say that $v \in G$ if $v \in V(G)$ and for an edge $e$ we say that $e \in G$ if $e \in E(G)$. Let $u, v \in V(G)$ be two vertices, we denote by $d(u, v, G)$ the distance from $u$ to $v$ in the graph $G$, and denote by $R(u, v, G)$ some shortest path from $u$ to $v$ in $G$. Let $P \subseteq G$ be a path from $u$ to $v$, we define $|P| = |E(P)| = |V(P)| - 1$. We also denote the length of $P$ by $d(P)$. Note that $d(R(u, v, G)) = d(u, v, G)$. For a set of edges $A \subseteq E(G)$ we denote the graph $(V(G), E(G) \setminus A)$ by $G - A$. For an edge $e$ we denote by $G - \{e\}$ by $G - e$, and for a path $P$ we denote $G - E(P)$ by $G - P$.

We denote by $G^R$ the graph obtained by reversing the directions of all edges - that is the graph obtained by replacing each edge $(v, u) \in E(G)$ with the edge $(u, v)$ with the same weight. Given a sub-graph $H \subseteq G$ we denote by $G[H]$ the sub-graph of $G$ induced by the nodes in $V(H)$.

---

2 Also known as funny matrix multiplication or distance product, see [1, 20]
Let $P \subseteq G$ be a shortest path from a node $s$ to a node $t$. Let $u, v \in V(P)$ be two nodes in $P$, we say that $u$ is before $v$ in $P$ if $d(u, t, G) \geq d(v, t, G)$ and that $u$ is after $v$ in $P$ if $d(u, t, G) \leq d(v, t, G)$. For an edge $e = (u, v) \in E(P)$ and a node $a \in V(P)$ we say that $a$ is before $e$ in the path $P$ if $a$ is before $u$ in $P$ and say that $a$ is after $e$ in $P$ if $a$ is after $v$ in the path $P$.

The following sampling Lemma is a folklore.

**Lemma 2.1** (Sampling Lemma). Consider $n$ balls of which $R$ are red and $n - R$ are blue. Let $C > 0, N > 0$ be two numbers such that $R > C \cdot \ln(N)$. Let $B$ be a random set of balls such that each ball is chosen to be in $B$ independently at random with probability $\frac{R \cdot \ln(N)}{N}$. Then w.h.p (with probability at least $1 - \frac{2}{n}$) there is a red ball in $B$ and the size of $B$ is $\tilde{O}(n/R)$.

The following separation Lemma was used extensively in many divide and conquer algorithms on graphs including the algebraic SSRP algorithm from [5].

**Lemma 2.2** (Separator Lemma). Given a tree $K$ with $n$ nodes rooted at a node $s$, one can find in $O(n)$ time a node $t$ that separates the tree $K$ into 2 edge disjoint sub-trees $S,T$ such that $E(S) \cup E(T) = E(K), V(T) \cap V(S) = \{t\}$ and $\frac{n}{2} \leq |V(T)|,|V(S)| \leq \frac{3n}{4}$

WLOG we always assume that $s \in V(S)$, which implies that $t$ must be the root of $T$. Note that it might be the case that $t = s$.

### 2.1 The Generalized SSRP Problem

We next describe a generalization of the directed-SSRP problem that our algorithm works with. We start by describing the notation of weight functions, a new concept we developed that allows us to compress a lot of information into one recursive call of the algorithm. In the next section we will give more intuition about the weight functions and this specific generalization.

**Definition 2.3** (Weight Function). Let $G$ be an unweighted directed graph. Let $s \in V(G)$ be some special source node. A function $w : V(G) \rightarrow \mathbb{N} \cup \{\infty\}$ is a weight function (with respect to the source node $s$) if $w(v) \geq d(s, v, G)$ for every vertex $v \in V(G)$. We refer to this requirement as the weight requirement.

For a source node $s \in V(G)$ and a weight function $w$ (with respect to the source node $s$) we define the weighted directed graph $G_w$ by taking the unweighted graph $G$, and assigning each edge the weight 1. We then add for every node $v \in V(G)$ the edge $(s, v)$ and assign to it the weight $w(v)$. Note that $G$ is a sub-graph of $G_w$. Also, note that by the weight requirement, for every two nodes $u, v \in V(G)$: $d(u, v, G) = d(u, v, G_w)$.

The generalized SSRP problem is now defined as follows. The input consists of the following:

- An unweighted directed graph $H$ and a source vertex $s \in V(H)$
- A BFS tree $K$ in $H$ rooted at the source node $(E(K) \subseteq E(H))$
- A set of weight functions $W$ (with respect to source node $s$)
- A set of queries $Q \subseteq E(K) \times V(H) \times W$

The goal is to output for every $(e, x, w) \in Q$ the distance $d(s, x, H_w - e)$. Note that this problem is indeed a generalization of the classic SSRP problem. In order to solve the SSRP problem on the initial graph $G$ and the BFS tree $\tilde{K}$, we simply define a single weight function $w : V(G) \rightarrow \mathbb{N} \cup \{\infty\}$ that is defined to be $w \equiv \infty$. We then invoke our algorithm
with the graph $G$, the BFS tree $\tilde{K}$, the set of weight functions $W = \{w\}$, and the query set $Q = E(\tilde{K}) \times V(G) \times W$. Note that $G$ and $G_w$ are the same graph in the sense that for every edge $e \in E(G)$ and destination $x \in V(G)$ we have that $d(s, x, G - e) = d(s, x, G_w - e)$. Hence, invoking our algorithm for the generalized SSRP would suffice. As we will only work with the generalized SSRP problem, we hereafter refer to it as the SSRP problem for simplicity.

3 Overview

Our algorithm uses a divide and conquer approach. Each recursive call works on a different sub-tree ($K$) of the original BFS tree ($\tilde{K}$), where both the destination and the edge failure are within this sub-tree (for the case when the edge failure and the destination are not in the same sub-tree our algorithm solves this in a non-recursive manner to be described later in case 1 of the algorithm overview). The vertices of the sub-tree $K$ induce a sub-graph $H$ of the original graph $G$. Denote by $n = |V(G)|, m = |E(G)|, n_H = |V(H)|, m_H = |E(H)|$.

The first step of our algorithm is to separate the input BFS tree $K$ into two edge disjoint sub-trees $S$ and $T$ using a balanced tree separator (see Lemma 2.2). We denote the root of the BFS tree $K$ by $s$. We assume WLOG that the root of $S$ is $s$ and the root of $T$ is some node $t$. It might be the case that $s = t$. We define $P$ as the path from $s$ to $t$ in the BFS tree $K$. Note that $P \subseteq S$. An illustration of this separation can be found in Figure 1.

Let $K'$ be one of the two sub-trees of $K$ (that is $S$ or $T$). If a replacement path is fully contained in the graph induced by $K'$ then simply using the recursive call is enough in order to compute its length. The more challenging case is when the replacement path contains vertices that are not in $K'$.

In [5] the authors used a somewhat similar divide and conquer approach. Consider a recursive call on a sub-tree $K'$ and consider the case when the edge failure and destination node are both in $K'$. In their algorithm, the authors of [5] used sampling techniques and a truncated version of the algebraic APSP algorithm (as presented in [21]) in order to create a compressed version of the subgraph induced over $K'$ (by adding shortcuts between vertices in $K'$), which (w.h.p) preserves all information needed in order to compute the true distance.

However, in the combinatorial setting, one cannot use this sort of compression process for several reasons. Firstly, after the first call to the compression step (as described in the algorithm in [5]), the resulted graph could be very dense, maybe even complete. Since the conditional lower bound of $\tilde{\Omega}(m\sqrt{n} + n^2)$ for a combinatorial SSRP ([2, 18]) depends on the number of edges, we do not want to receive such dense graphs. Secondly, as we are in the combinatorial setting, we cannot use fast matrix multiplication in the compression step, which is a critical part of the algorithm described in [5]. Lastly, after the compression step the resulted graph is weighted which leaves us with a substantially more difficult problem. In fact in the combinatorial setting there is no sub-cubic time algorithm that solves the even seemingly easier problem of weighted RP (see [18] for conditional lower bounds).

So in the combinatorial setting we must devise a new, more restricted, compression technique. We will essentially show that if we add weighted edges only from the source $s$ to all other vertices, and restrict the weights to be such that the weight of the edge $(s, v)$ is at least $d(s, v, H)$, then solving replacement path on such a graph still requires only $\tilde{O}(m_H\sqrt{n_H} + n_H^2)$ time. We therefore would like to add only edges between $s$ and all other nodes. However, this quickly proves to be difficult, and it seems that if we add only weighted edges from $s$ to the compressed graph we either “under-shoot” and do not represent all replacement paths, or we “over-shoot” and represent replacement paths that does not really exist in the graph $H - e$ (for some edge failure $e$) - such paths will be called untruthful paths.
We have devised a technique to fix the over-shooting. That is, we give the recursive call weights that may represent untruthful replacement paths in $H - e$, but we force the recursive call to restrict the replacement paths it searches for, so we will be able to fix them before the algorithm outputs them, while maintaining optimality. The way we do so is by a novel concept we call weight functions. The idea is that the unweighted graph $H$ will come equipped with a set of functions $W$, such that every $w \in W$ is a function from $V(H)$ to $N \cup \{\infty\}$ and for every vertex $v$ it holds that $w(v) \geq d(s, v, H)$. For every weight function $w \in W$ the weighted graph $H_w$ is defined by adding for every node $v \in V$ the edge $(s, v)$ with weight $w(v)$. The goal of the algorithm is then outputting $d(s, v, H_w - e)$ for every triplet $x \in V, w \in W, e \in E(K)$. By restricting the algorithm to only use a single, specific weight function we achieve enough “control” to fix the untruthful paths. In order to maintain the desired running time it will be critical to keep the number of weight functions ($|W|$) at most $\tilde{O}(\sqrt{n})$ (where $n$ is the number of nodes of the original graph $G$).

### 3.1 Algorithm Overview

In the remainder of this section we sketch the ideas of our algorithm in high level. For the sake of simplicity, the algorithm in this section runs in $\tilde{O}(n^{2.5})$ time rather than $\tilde{O}(m\sqrt{n} + n^2)$ time. At the end of this section we will briefly describe how one can use some simple techniques to reduce the running time to the near optimal of $\tilde{O}(m\sqrt{n} + n^2)$. While sketching the algorithm, we also ignore the query set $Q$, as it is only necessary when reducing the running time of the algorithm to $\tilde{O}(m\sqrt{n} + n^2)$. So the goal of the algorithm in this section is to estimate $d(s, x, H_w - e)$ for every $e \in E(K), x \in V(H)$ and $w \in W$. The complete algorithm and proof of correctness can be found in Sections 4 and 5 in the full version of this paper.

In our algorithm we distinguish between a few cases according to where the edge failure and the destination are with respect to $S$ and $T$. Note that for each edge failure $e$ and destination node $x$ we clearly know in which case we are. In each such case we distinguish between different sub-cases according to different properties of the replacement path. Clearly we do not know the replacement path a-priori, meaning that we do not know in which sub-case we are. So when proving the correctness of our algorithm in Section 5 we show that the estimation created for every sub-case is always at least the real value of $d(s, x, H_w - e)$, that is, we do not underestimate. Then we show that for the true sub-case (the sub-case describing the true replacement path) our estimation matches the true value of $d(s, x, H_w - e)$ w.h.p. By returning the minimum estimation from all of the sub-cases we are guaranteed to return the true distance w.h.p. To distinguish between the different sub-cases we first define two useful characterization of replacement paths in $H_w$.

**Definition 3.1 (Weighted paths).** Let $e \in E(K), x \in V(H), w \in W$, and let $R$ be a path from $s$ to $x$ in the graph $H_w - e$. The path $R$ will be called weighted if it uses some edge from $E(H_w) - E(H)$. $R$ will be called unweighted if it is fully contained in $H - e$.

The following crucial observation allows us to handle many cases involving weighted replacement paths

**Observation 3.2.** Let $e \in P$ be an edge failure, $x \in H$ be a destination node and $w \in W$ be a weight function. If the replacement path $R(s, x, H_w - e)$ is weighted then it leaves $P$ at $s$ and does not intersect with $P$ until after the edge failure.

To see why this observation is true, first note that all the edges in $E(H_w) - E(H)$ begin at $s$ by definition, so $R(s, x, H_w - e)$ indeed leaves $P$ at $s$. Also, $R(s, x, H_w - e)$ does not intersect with $P$ until after the edge failure as otherwise $R(s, x, H_w - e)$ could have used
the path $P$ to get from $s$ to the intersection point, which is a shortest path by the weight requirements. In other words, the use of the weighted edge is unnecessary. An illustration of such path can be seen in Figure 6.

For edge failures from $P$ we also define the following useful characterization

**Definition 3.3 (Jumping and Departing Paths).** Let $e \in E(P), x \in V(H), w \in W$, and let $R$ be a path from $s$ to $x$ in the graph $H_w - e$. The path $R$ will be called jumping if it uses some node $u$ such that $u \in P$ and $u$ is after the edge failure $e$ in the path $P$. A path that is not jumping will be called departing.

**First case – the failure is in $P$ and the destination is in $T$**

This case can be solved in a non-recursive manner, using observation 3.2 and somewhat similar observations to those that were used in [5]. We distinguish between 3 different forms the path $R(s, x, H_w - e)$ can take:

**Case 1.1:** $R(s, x, H_w - e)$ is departing and weighted.

Using observation 3.2, we can conclude that $R(s, x, H_w - e)$ is edge-disjoint from $P$ as it does not intersect with $P$ before the edge failure nor after (since it is departing). This implies that the length of $R(s, x, H_w - e)$ is $d(s, x, H_w - P)$. This value can easily be computed by running Dijkstra’s algorithm from $s$ in the graph $H_w - P$ for every weight function $w$.

**Case 1.2:** $R(s, x, H_w - e)$ is departing and unweighted.

An illustration of this case can be seen in Figure 3. In this case one can use a technique similar to the one used in [5] in order to compute length of the replacement path w.h.p. That is, if $e$ is among the last $\sqrt{n_H}$ edges of $P$, then we can use a brute force solution to compute $d(s, x, H - e)$. If $e$ is of distance at least $\sqrt{n_H}$ from $t$, then the length of the detour of $R(s, x, H_w - e)$ is at least $\sqrt{n_H}$ as this path departs before $e$ and gets to $T$. So by sampling a set of nodes $B$ of size $\tilde{O}(\sqrt{n_H})$, we hit every such detour w.h.p. Assuming we hit the detour using the pivot node $b \in B$, we can compute $d(s, b, H - e)$ rather easily, and have that $d(s, x, H - e) = d(s, b, H - e) + d(b, x, H - P)$.

In the full algorithm we denote the estimation obtained by the pivots sampling by Depart$(s, x, e)$. We show how to compute this estimation in step 5 of the full algorithm and prove its correctness in Claims 5.1 and 5.2.

**Case 1.3:** $R(s, x, H_w - e)$ is jumping.

As observed by the authors of [5], taking care of jumping replacement paths in the case when $x \in T$ essentially reduces to solving the RP problem, where the source node is $s$ and the destination node is $t$. This is since a jumping replacement path passes WLOG through the separator node $t$.

So we focus on computing the length of $R(s, t, H_w - e)$ for every $e \in P$ and $w \in W$. Using observation 3.2, if $R(s, t, H_w - e)$ is weighted then its length is $\min_{u \text{ after } e \text{ in } P} \{d(s, u, H_w - P) + d(u, t, H)\}$ as it does not intersect with $P$ until after the edge failure and from the intersection node the replacement path can go to $t$ using the shortest path $P$ (as this subpath does not contain the edge failure $e$). Computing this value naively for every $w \in W$ and $e \in P$ takes $\tilde{O}(Wn_H^2)$ time.

If $R(s, t, H_w - e)$ is unweighted, the algorithm of [15] can be used to compute its length.
Second case – the failure is in \( T \) and the destination is in \( T \)

We solve this case recursively. The recursive call will be invoked over the subgraph \( H[T] \). Because the root of the tree \( T \) is \( t \) and not \( s \), we must change the source of our SSRP. This implies that replacement paths that use the path \( P \) to get from \( s \) to \( t \) will be \( d(s, t, H) \) units shorter in the recursive call than they truly are. So when we compress different forms of replacement paths using weight functions, for normalization reasons we must also subtract \( d(s, t, H) \) from the weight function. For simplicity, we ignore this issue in the overview, but keep in mind that we always need to subtract \( d(s, t, H) \) from every weight function before the algorithm passes them to the recursion call, and add this value back when it receives the recursion’s estimation.

We distinguish between two possible forms of the replacement path: weighted and unweighted. Rather interestingly we will see that this separation provides enough information about the structure of the replacement path in order to compress it, and find its length recursively.

Case 2.1: The path \( R(s, x, H_w - e) \) is weighted.

We claim that in this case, the only node from \( S \) that \( R(s, x, H_w - e) \) uses is \( s \). To see this note that for every node \( u \) from \( S \) that is not \( s \), the path from \( s \) to \( u \) in the BFS tree \( K \) does not contain the edge failure \( e \), since \( e \in T \). By the weight requirement this path is a shortest path in \( H_w \). Hence, if a weighted replacement path uses a node \( u \) from \( S \), it can use the path from \( s \) to \( u \) in \( K \). In other words, the use of a weighted edge was unnecessary. So in this case the replacement path is almost completely contained within \( H[T] \). Therefore, in order to take care of this case, we simply need to pass the weight function \( w \) to the recursive call. We formally prove the correctness of this case in Claim 5.20.

Case 2.2: The path \( R(s, x, H_w - e) \) is unweighted.

Let \( u \) be the last node of \( R(s, x, H_w - e) \) that is from \( S \). If \( u \) is \( t \), then we can separate \( R(s, x, H_w - e) \) into two subpaths: a path from \( s \) to \( t \) - that is the shortest path \( P \) WLOG, and the shortest path from \( t \) to \( x \) in \( H[T] - e \). We can use the recursive call over \( H[T] \) to compute the length of the second sub-path, and when we add \( d(s, t, H) \) we will get the length of \( R(s, x, H_w - e) \).

The more interesting case is when \( u = t \). Let \( v \) denote the node right after \( u \) on \( R(s, x, H_w - e) \). In this case we say that \( v \) gets “helped from above” by \( u \), as illustrated in Figure 8. Since \( u \) is the last node in \( R(s, x, H_w - e) \) that belongs to \( S \) the sub-path of \( R(s, x, H_w - e) \) from \( v \) to \( x \) is fully contained in \( H[T] - e \). So we only need to compress the sub-path of \( R(s, x, H_w - e) \) from \( s \) to \( v \). In order to do so we define a new weight function \( c_T : V(T) \rightarrow \mathbb{N} \cup \{ \infty \} \) where for every vertex \( v \), \( c_T(v) \) is defined to be \( \min_{u \in V(S) - \{ t \}, (u, v) \in E(H)} \{d(s, u, H) + 1\} \). The sub-path of \( R(s, x, H_w - e) \) from \( s \) to \( v \) is represented in the graph \( H[T]_{c_T} - e \) as the weighted edge \((t, v)\). So by passing \( c_T \) to the recursion and computing \( d(t, x, H[T]_{c_T} - e) \) we will be able to obtain the length of the replacement path. We formally prove the correctness of this case in Claim 5.19.

We note that \( c_T \) is truthful, in the sense that for every edge failure \( e \in T \), \( c_T(v) \) is the length of some path from \( s \) to \( v \) in \( H - e \). This is since the path from \( s \) to \( u \) in \( K \) is of length \( d(s, u, H) \) and does not contain \( e \) (as previously claimed), and the edge \((u, v)\) is of length 1 and is not in \( T \) because \( u \) is not in \( T \). We formally prove that \( c_T \) is truthful as part of Claim 5.18.
Third case – the failure is in \( E(S) - E(P) \) and the destination is in \( S \)

We handle this case similarly to the way we handled the second case. However we still sketch the algorithm for this case as it will introduce the notation of a “help from bellow” replacement path, which will be useful in the fourth case. We solve this case recursively. The recursive call will be invoked over the subgraph \( H[S] \). In order to take care of this case we distinguish between two forms of the replacement path \( R(s, x, H_w - e) \).

Case 3.1: The path \( R(s, x, H_w - e) \) uses only nodes from \( S \).

In this case simply passing the weight function \( w \) to the recursive call would suffice in order to compute the length of \( R(s, x, H_w - e) \).

Case 3.2: \( R(s, x, H_w - e) \) uses a node from \( V(T) - \{t\} \).

Let \( u \) be the last node in \( R(s, x, H_w - e) \) that belongs to \( V(T) - \{t\} \). Note that the path from \( s \) to \( u \) in the BFS tree \( K \) uses only edges from \( P \) and \( T \), meaning that it does not use the edge failure \( e \in E(S) - E(P) \). Hence, WLOG we may assume that the sub-path from \( s \) to \( u \) in \( R(s, x, H_w - e) \) is the path from \( s \) to \( u \) in the BFS tree \( K \) as this is a shortest path by the weight requirements. Note that this implies in particular that \( R(s, x, H_w - e) \) is unweighted. An illustration of this case can be found in Figure 4. We name this kind of paths “help from bellow” replacement paths. Let \( v \) be the node right after \( u \) in \( R(s, x, H_w - e) \) to \( V(T) - \{t\} \) the sub-path of \( R(s, x, H_w - e) \) from \( v \) to \( x \) is fully contained in \( H[S] - e \).

So we only need to compress the sub-path of \( R(s, x, H_w - e) \) from \( s \) to \( v \). In order to do so we define a new weight function \( c_S : V(S) \rightarrow \mathbb{N} \cup \{\infty\} \) where for every vertex \( v \), \( c_S(v) \) is defined to be \( \min_{u \in V(T) - \{t\}, (u, v) \in E(H)} \{d(s, u, H) + 1\} \). The sub-path of \( R(s, x, H_w - e) \) from \( s \) to \( v \) is represented in the graph \( H[S]_{c_S} \) by the weighted edge \( (s, v) \). So by passing the weight function \( c_S \) to the recursive call over \( H[S] \), and computing \( d(s, x, H[S]_{c_S} - e) \), we will be able to compute the length of \( R(s, x, H_w - e) \). We formally prove the correctness of this case in Claim 5.23.

We also claim that this function is truthful for edge failures from \( E(S) - E(P) \) in the sense that for every \( e \in E(S) - E(P) \), \( c_S(v) \) is the weight of some path from \( s \) to \( v \) in \( H - e \). This is since the path from \( s \) to \( u \) in \( K \) is of length \( d(s, u, H) \) and does not contain \( e \) (as previously claimed), and the edge \( (u, v) \) is of length 1 and is not in \( S \) because \( u \) is not in \( S \). We formally prove this fact as part of Claim 5.22.

Note that the weight function \( c_S \) is untruthful for edge failures from \( P \), as the path from \( s \) to \( u \) in \( K \) contains the entire path \( P \). But if we consider the recursion’s estimation for \( d(s, x, H[S]_{c_S} - e) \) only for an edge failure \( e \in E(S) - E(P) \), we are promised that this estimation represents the length of a true path in \( H - e \). If we were to add weighted edges instead of weight functions, we would lose the ability to consider \( d(s, x, H[S]_{c_S} - e) \) as an estimation for \( d(s, x, H_w - e) \) only for specific edge failures.

Fourth case – the failure is in \( P \) and the destination is in \( S \)

This case is the most complicated case in our algorithm. Since we cannot allow three recursive calls (in order to obtain the desired running time) and because we see no efficient way to solve this case in a non-recursive manner, we will need to use the same recursive call over \( H[S] \) as in the previous case (the third case). We will do so by adding more weight functions.

We begin by making two simple observations that take care of some easy cases, so we could focus on the more involved ones.
If the replacement path \( \mathbf{R}(s, x, H_w - c) \) uses no nodes from \( T \) then one can simply use a recursive call over the graph \( H[S] \) to compute its length.

If \( \mathbf{R}(s, x, H_w - c) \) is departing, then since we may assume it contains nodes from \( T \), we can use observations similar to those made in cases (1.1) and (1.2) in order to compute its length.

So we now focus on the more interesting case when \( \mathbf{R}(s, x, H_w - c) \) uses nodes from \( T \) and is jumping. Note that since \( \mathbf{R}(s, x, H_w - c) \) is jumping it must leave the path \( P \) at some node \( v_i \) before the edge failure and return to \( P \) at some node \( v_j \) after the edge failure. We will in fact still need to separate this case into 3 further sub-cases, depending on the order of the replacement path.

Case 4.1: \( \mathbf{R}(s, x, H_w - c) \) uses a node from \( T \) after it uses \( v_j \). An illustration for this case can be found in Figure 5.

We claim that in this case the length of \( \mathbf{R}(s, x, H_w - c) \) is \( d(s, x, H[S]|_{cS} - c) - d(s, t, H) + d(s, t, H_w - c) \). While formally proving the correctness of this claim is rather technical we attempt to give some intuition for this claim. Note that since \( \mathbf{R}(s, x, H_w - c) \) uses a node from \( T \) after it uses \( v_j \), it passes WLOG through \( t \) (as \( v_j \) is after the edge failure). So we can split \( \mathbf{R}(s, x, H_w - c) \) into two sub-paths: the replacement path from \( s \) to \( t \) - which is of length \( d(s, t, H_w - c) \), and the path from \( t \) to \( x \) - which we denote by \( \mathbf{R}[t, x] \).

Let us consider the path \( P \circ \mathbf{R}[t, x] \). We claim that even though the path \( \mathbf{R}[t, x] \) contains nodes from \( T \), the recursive call over \( H[S] \) can evaluate the length of the path \( P \circ \mathbf{R}[t, x] \). This is because, roughly speaking, the path \( P \circ \mathbf{R}[t, x] \) is a sort of “help from below” replacement path - as described in the third case in which \( c = E(S) - E(P) \). So like in the “help from below” case, the path \( P \circ \mathbf{R}[t, x] \) would be represented in \( H[S]|_{cS} - c \) as a weighted replacement path. When we receive the length of this weighted replacement path we remove \( P \) and replace it with the replacement path from \( s \) to \( t \). That is, we subtract \( d(s, t, H) \) and add \( d(s, t, H_w - c) \). We formally prove the correctness of this estimation in Claim 5.12. As stated in the beginning of the overview, we do not know a-priori if the replacement path indeed falls in this sub-case, so we have to make sure that we never underestimate \( d(s, x, H_w - c) \). We formally prove this in Claim 5.6. In this case we see that weight functions allow us to assign weights that are untruthful for some edge failures, but give us enough control in order to fix the untruthful replacement paths.

Note that \( d(s, x, H[S]|_{cS} - c) \) is used regardless of which weight function \( w \) the true replacement path uses. The fact that we use one recursive call over all weight functions, allows us to compute this term only once, which we could not do if the algorithm would have used a different recursive call for each weight function.

Case 4.2: \( \mathbf{R}(s, x, H_w - c) \) is weighted and it uses no nodes from \( T \) after \( v_j \). An illustration for this case can be found in Figure 6.

Let \( (s, v) \) be the weighted edge in the replacement path \( \mathbf{R}(s, x, H_w - c) \). Note that \( (s, v) \) is not in \( P \) (as \( P \) contains only unweighted edges from \( H \)). Hence, by definition the replacement path leaves the path \( P \) at \( s \), that is, \( v_i = s \).

This implies that the sub-path from \( s \) to \( v_j \) is edge disjoint to \( P \) and so its length is \( d(s, v_j, H_w - P) \). So for every weight function \( w \in W \), we would have wished to define a new weight function \( w|_P \) such that \( w|_P(v_j) = d(s, v_j, H_w - P) \) for every \( v_j \in P \). We will then
ask the recursive call to estimate \( d(s,x,H[S]_{w[e]} - e) \). This will indeed suffice in order to compute the length of the replacement path recursively, as \( R(s,x,H_w - e) \) uses no nodes from \( T \) after \( v_j \).

However, by doing so we increase the number of weight function passed to the recursive call by a factor of 2. This sort of exponential growth will prevent us from achieving the desired running time. So instead we define a new weight function \( w|_S \) such that \( w|_S(x) = d(s,x,H_w - P) \) if \( x \in P \) and \( w|_S(x) = w(x) \) if \( x \notin P \). Note that for every \( x \) it holds that \( w|_S(x) \leq w(x) \), since the distance \( d(s,x,H_w - P) \) is at most the weight of the edge \( (s,x) \in H_w \) which is \( w(x) \). This implies that the \( w|_S \) function preserves information from both \( w \) and \( w|_P \). So instead of passing \( w \) to the recursive call, we pass \( w|_S \). Later in Claim 5.5 we prove that the new \( w|_S \) function is truthful in the sense that for every \( e \in S \), \( x \in S \) it holds that \( d(s,x,H[S]_{w|_S} - e) \) is at least \( d(s,x,H_w - e) \), meaning we do not create underestimations by using \( w|_S \) instead of \( w \). In the full version of the algorithm, we prove the correctness of this case in Claim 5.13.

So as one can see, weight functions allow us to specifically choose special nodes and decrease their weights in order to compress more information, without sacrificing the truthfulness of the weight function.

**Case 4.3:** \( R(s,x,H_w - e) \) is unweighted, it uses no nodes from \( T \) after \( v_j \).

This is the most involved and interesting case our algorithm handles. Note that since we assume \( R(s,x,H_w - e) \) uses a node from \( T \), and since \( R(s,x,H_w - e) \) uses no nodes from \( T \) after \( v_j \), then the sub-path of \( R(s,x,H_w - e) \) from \( v_i \) to \( v_j \) must contain a node from \( T \). An illustration for this case can be found in Figure 7. Similarly to Case 1.2, we may assume that the edge failure is not among the last \( \sqrt{\frac{\sqrt{n}}{H}} \) edges of \( P \) as otherwise we can use a brute force solution to compute the length of the replacement path. Since the sub-path from \( v_i \) to \( v_j \) uses a node from \( T \), its length is at least \( d(v_i,t,H) \) that is at least \( \sqrt{\frac{\sqrt{n}}{H}} \). So w.h.p we have sampled some pivot node \( b \in B \) on this sub-path. Note that the sub-path from \( s \) to \( b \) is departing as the replacement path returns to \( P \) only at \( v_j \). So we can easily compute \( d(s,b,H - e) \) as stated before in Case 1.2.

To compress the sub-path from \( b \) to \( v_j \) we define a weight function \( w_b \) for every pivot node. We would have wished to define \( w_b(v_j) = d(b,v_j,H - P) \), recursively compute \( d(s,x,H[S]_{w_b} - e) \) and add \( d(s,b,H - e) \) when receiving the answer from the recursion. This will indeed suffice in order to compress the length of the sub-path from \( v_i \) to \( v_j \) as it is edge disjoint to \( P \). However this is not a valid weight function as it does not necessarily fulfill the weight requirements. So instead we define \( w_b(v_j) = d(s,b,H) + d(b,v_j,H - P) \) which is a valid weight function, and we fix the output of the recursion by replacing \( d(s,b,H) \) with \( d(s,b,H - e) \), i.e. subtracting the former and adding the latter. As in case 4.1, we need to prove that we never underestimate \( d(s,x,H - e) \). This is formally done in Claim 5.7.

As we can see, while the weight function \( w_b \) is untruthful, in the sense that \( w_b(v_j) \) is not necessarily the distance of a path from \( s \) to \( v_j \) in \( H - e \), we are able to fix this untruthfulness as we know what pivot \( b \in B \) is used in each weight function \( w_b \). In a sense if we could have used a different recursive call for every \( b \in B \) we could have used edges from \( s \) rather than weight functions but this would be very inefficient. The weight functions allow us to compress all these recursive calls into one.

In the full version of the algorithm we denote the estimation made using the \( w_b \) functions by Pivot\((s,x,e)\). We show how to compute this estimation in step 9 of the algorithm and prove the correctness of this case in Claim 5.14.
3.2 Running Time Analysis

First we note that the number of weight functions in each recursive call increases by \( \tilde{O}(\sqrt{n_H}) \) in each level of the recursion, as we add the \( c_S, c_T \) and \( \{ w_b \}_{b \in B} \) weight functions, and \( |B| = \tilde{O}(\sqrt{n_H}) \). Since the number of the weight functions in the first call to the algorithm is 1 (the function \( w \equiv \infty \)), and since the depth of the recursion is logarithmic we have that \( |W| = \tilde{O}(\sqrt{n}) \) at all times. So if we simply analyze the non-recursive parts of the algorithm, we can conclude the algorithm spends \( \tilde{O}(n_H^2 \sqrt{n}) \) times on the recursive call over the sub-graph \( H \). One can rather easily see that since the BFS trees in each level of the recursion are edge disjoint sub-trees of the original BFS tree \( \hat{K} \), the total number of vertices in each level of the recursion is at most \( 2n \). We prove this formally in Section 6. So the total time the algorithm spends on each level of the recursion is \( \tilde{O}(n^{2.5}) \). Since the depth of the recursion is logarithmic the running time of the algorithm is \( \tilde{O}(n^{2.5}) \).

3.3 Going From \( \tilde{O}(n^{2.5}) \) to \( \tilde{O}(m\sqrt{n} + n^2) \)

In this section we sketch the ideas of improving the running time from \( \tilde{O}(n^{2.5}) \) to \( \tilde{O}(m\sqrt{n} + n^2) \).

We first note that as the number of weight functions in our algorithm is \( \tilde{O}(\sqrt{n}) \) in each recursive call then even outputting \( d(s, x, H_w - e) \) for every triplet \( w \in W, x \in V(H), e \in E(K) \) is impossible (in the desired running time) as there are \( \tilde{O}(n_H^{2.5}) \) such triplets. In order to overcome this issue, the algorithm does not output distances to all such triplets but rather each recursive call is given as input a set of queries \( Q \) that is a small subset of all possible triplets (that is \( Q \subseteq E(K) \times V(H) \times W \)) and the goal is to output the distances only for the given set of queries. Initially, \( Q \) is set to be \( E(\hat{K}) \times V(G) \times \{ w \} \), where \( w \equiv \infty \), and so its size is \( |Q| = \tilde{O}(n^2) \). Each recursive call over a graph \( H \) will make sure to ask only \( \tilde{O}(n_H^2) \) new queries (queries which it didn’t received). Since the total number of vertices in each level is at most \( 2n \), the number of new queries added at each level of the recursion is \( \tilde{O}(n^2) \).

Since the depth of the recursion is logarithmic, the total number of queries asked is \( \tilde{O}(n^2) \).

Secondly, recall that in Case 1.3, where the edge failure is in \( E(P) \) and the destination is \( t \), the algorithm computes the value of \( \min \text{ over } u \text{ is after } e \in P \{ d(s, u, H_w - P) + d(u, t, H) \} \) naively for every \( e \in E(P), w \in W \). This computation costs \( \tilde{O}(|W|n_H^2) \) time. However for a specific function \( w \in W \), this value can be computed for all \( e \in E(P) \) in \( \tilde{O}(n_H^2) \) time using a simple dynamic programming argument which will be shown in Section 5.2 in the complete algorithm. Hence, we can reduce the running time of this part to \( \tilde{O}(|W|n_H) \).

Finally, and most importantly, when handling departing unweighted paths (Case 1.2) and when using the \( w_b \) weight function (Case 4.3) the algorithm samples a set \( B \) of pivots of size \( \tilde{O}(\sqrt{n_H}) \). Then for every edge failure \( e \in P \) and destination node \( x \in V(H) \) we iterate over \( B \) and find the pivot that provides the smallest distance estimation. This implies that the algorithm spends \( \tilde{O}(|B||P|V(H)) \) time to find these pivots, which is again \( \tilde{O}(n_H^{2.5}) \) time. The problem is that our estimation for the distance between an edge failure and the separator seen in Figure 2. For every index \( k \neq 0 \) we then sample a random set \( B_k \) of size \( \tilde{O}(n_H^{2.5}) \).
using the sampling lemma 2.1. Now, if we consider an edge failure \( e \in P_k \) for \( k \neq 0 \), we know that the distance from \( e \) to \( t \) is at least \( 2^k \sqrt{n_H} \). So when we wish to estimate the length of the departing replacement path in Case 1.2 or send the query \( (e, x, w_b) \) to the recursive call over \( H[S] \) in Case 4.3, we only need consider pivot nodes \( b \) that are from \( B_k \).

**Figures**

- **Figure 1** Tree separation.
  
  - Contains \( \approx 8 \sqrt{n_H} \) vertices
  - Contains \( \approx 4 \sqrt{n_H} \) vertices
  - Contain \( \approx 2 \sqrt{n_H} \) vertices each

- **Figure 2** The \( P_k \) partition.

- **Figure 3** Departing replacement path in \( H \).
Figure 4 $R(s, x, H_w - e)$ is a “help from below” path.

Figure 5 Case 4.1: $R(s, x, H_w - e)$ uses a node from $T$ after it uses $v_j$.

Figure 6 Case 4.2: $R(s, x, H_w - e)$ is weighted, it uses no nodes from $T$ after $v_j$. 
Figure 7 Case 4.3: $R(s, x, H_w - e)$ is unweighted, it uses a node from $T$ in the sub-path from $v_i$ to $v_j$, and uses no nodes from $T$ after $v_j$.

Figure 8 $R(s, x, H_w - e)$ is a “help from above” path.
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Abstract

Given $x, y \in \{0, 1\}^n$, Set Disjointness consists in deciding whether $x_i = y_i = 1$ for some index $i \in [n]$. We study the problem of computing this function in a distributed computing scenario in which the inputs $x$ and $y$ are given to the processors at the two extremities of a path of length $d$. Each vertex of the path has a quantum processor that can communicate with each of its neighbours by exchanging $O(\log n)$ qubits per round. We are interested in the number of rounds required for computing Set Disjointness with constant probability bounded away from $1/2$. We call this problem “Set Disjointness on a Line”.

Set Disjointness on a Line was introduced by Le Gall and Magniez [12] for proving lower bounds on the quantum distributed complexity of computing the diameter of an arbitrary network in the CONGEST model. However, they were only able to provide a lower bound when the local memory used by the processors on the intermediate vertices of the path is severely limited. More precisely, their bound applies only when the local memory of each intermediate processor consists of $O(\log n)$ qubits.

In this work, we prove an unconditional lower bound of $\tilde{\Omega}(\sqrt{n d^2} + \sqrt{n})$ rounds for Set Disjointness on a Line with $d + 1$ processors. This is the first non-trivial lower bound when there is no restriction on the memory used by the processors. The result gives us a new lower bound of $\tilde{\Omega}(\sqrt{n d^2} + \sqrt{n})$ on the number of rounds required for computing the diameter $\delta$ of any $n$-node network with quantum messages of size $O(\log n)$ in the CONGEST model.

We draw a connection between the distributed computing scenario above and a new model of query complexity. In this model, an algorithm computing a bi-variate function $f$ (such as Set Disjointness) has access to the inputs $x$ and $y$ through two separate oracles $O_x$ and $O_y$, respectively. The restriction is that the algorithm is required to alternately make $d$ queries to $O_x$ and $d$ queries to $O_y$, with input-independent computation in between queries. The model reflects a “switching delay” of $d$ queries between a “round” of queries to $x$ and the following “round” of queries to $y$. The technique we use for deriving the round lower bound for Set Disjointness on a Line also applies to this query model. We provide an algorithm for Set Disjointness in this query model with query complexity that matches the round lower bound stated above, up to a polylogarithmic factor. In this sense, the round lower bound we show for Set Disjointness on a Line is optimal.
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1 Introduction

1.1 Context

The field of Distributed Computing aims to model a collection of processors or computers communicating with each other over some network with the goal of collectively solving a global computational task. This task may depend on the structure of the network and on some additional data distributed among the computers. For instance, one may want to compute the distance between two nodes of the network, or its diameter, a proper colouring, a spanning tree, or even all-pairs shortest paths. In the context of cloud computing, data centres serve as special nodes of the network where data are stored. These centres are usually spread all over the world in order to minimise access time by clients. Since some operations need to be performed in order to synchronise the centres, the distance between these centres influence the quality of the network. For instance, one may want to decide if there is any inconsistency between two or more remote databases, or check for the availability of a common slot for booking some service.

In this work, we focus on the case of two remote data centres deployed on two nodes of a distributed network, and consider the problem of computing Set Disjointness. This fundamental problem, which we denote by \( D_n \), consists in deciding whether two \( n \)-bit input strings \( x \) and \( y \) modelling two remote databases have the bit 1 at the same position. (This may indicate a schedule conflict, for instance.) The problem has been studied extensively in Communication Complexity [20], due to its many applications in other contexts (see, for example, the survey by Chattopadhyay and Pitassi [6]). In the most basic setting, two remote parties, Alice and Bob, hold the inputs \( x \) and \( y \), respectively. They communicate with each other directly in order to solve the problem, while minimising the total length of the messages exchanged. Depending upon the model of computation and the type of communication channel connecting the players, the messages may be deterministic, randomised, or quantum.

The two-party communication model may be too simplistic in some scenarios, since it assumes instantaneous communication and full access to the input (by the party that is “given” the input). To address the first issue, we may include the communication delay as a multiplicative factor in the communication complexity. However, this would not account for a potentially more sophisticated use of the communication channel between the two parties. Consider the case when the channel consists of a chain of \( d \) devices, say, repeaters. One could use the channel as a network of processors in order to minimise the communication delay, for instance using cached memories. With regard to the second issue – pertaining to access to the input – the standard two-party model may not be suitable when the inputs are massive, and may only be accessed in small parts. Such access is better modelled as in Query Complexity, in which inputs are accessed by querying oracles (see, e.g., Refs. [5, 7, 2]).

Motivated by a concrete problem in distributed computing, we define a new model of query complexity, two-oracle query complexity with a “switching delay”. In this model we consider a single computer with access to two oracles, one for each input \( x \) or \( y \), such that switching between queries to the two inputs involves a time delay \( d \). The delay accounts for the lag in communication between the parties holding the inputs, for instance when the inputs are not physically at the same place. It might be advantageous to balance this delay by making several accesses to the same input, say \( x \), before switching to the other input \( y \); we also incorporate this feature in the model. The new model attempts to address both the issues discussed above, and is described more precisely in Section 4.1.
There are several bridges between query complexity and communication complexity, but we are not aware of any previous work in a query model such as the one above. The two models – communication through a chain of \(d\) devices, and two-oracle query algorithms with a switching delay of \(d\) – share some similarities but also have fundamental differences. In the first model, one node has full access to half of the input. In the second model, all the information obtained so far from the inputs \(x\) and \(y\) is kept in the same memory registers, even when the algorithm switches between inputs.

In this work, we show that the above refinements of the two-party communication model and the query model differ significantly from their standard versions for solving Set Disjointness in the quantum setting. Such a difference does not occur in the setting of deterministic or randomised computing, and we do not know whether such a difference arises for another “natural” problem.

1.2 Application to quantum distributed computing

This study was initially motivated by a problem left open by Le Gall and Magniez [12] in the context of distributed computing with congestion (CONGEST model). They demonstrated the superiority of quantum computing for computing the diameter \(\delta\) of some \(n\)-node network (Diameter problem). They designed a quantum distributed algorithm using \(\tilde{O}(\sqrt{n}\delta)\) synchronised rounds, where simultaneous messages of \(O(\log n)\) qubits are exchanged at each round between neighbouring nodes in the network. They also established a lower bound of \(\tilde{\Omega}(\sqrt{n} + \delta)\) rounds.

Classically the congested distributed complexity of Diameter is well understood, and requires \(\Theta(n)\) rounds [9, 16, 8]. The lower bound is based on the construction of a two-party communication protocol for Set Disjointness from any distributed algorithm for Diameter. From \(n\)-bit inputs \(x, y\), two pieces of a \(\tilde{\Theta}(n)\)-node network are constructed by the two players. Then the pieces are connected by paths of length \(d\). The diameter of the resulting network is either \(d + 4\) or \(d + 5\) depending on the solution to Set Disjointness with inputs \((x, y)\). Finally, the classical lower bound of \(\Omega(n)\) for the communication complexity of Set Disjointness implies the same lower bound on the number of rounds for any distributed algorithm for computing Diameter.

In the quantum setting, the situation is much more complex since Set Disjointness has communication complexity \(\Theta(\sqrt{n})\) [17, 1]. This leads to the lower bound of \(\tilde{\Omega}(\sqrt{n} + \delta)\) rounds for computing the diameter of a quantum congested network, which is significantly smaller than the upper bound stated above. Nonetheless, Le Gall and Magniez improved the lower bound for a restricted set of protocols in which each node has memory of size at most \(\text{poly}(\log n)\) qubits. For this, they used a more refined lower bound for Set Disjointness for bounded-round protocols.

Recall that the number of rounds in a two-party protocol is the number of messages exchanged, where the length of the messages may vary. Braverman, Garg, Ko, Mao, and Touchette [3] showed that the communication complexity of \(r\)-round two-party quantum protocols for Set Disjointness is \(\tilde{\Omega}(n/r + r)\). Using this, Le Gall and Magniez showed that any quantum distributed protocol for Diameter with congestion \(O(\log n)\) and memory-size \(\text{poly}(\log n)\) per node requires \(\tilde{\Omega}(\sqrt{n}\delta)\) rounds. However, without any restriction on the memory size of the nodes, no better bound than \(\tilde{\Omega}(\sqrt{n} + \delta)\) was known.

1.3 Contributions

We prove that solving Set Disjointness with the two \(n\)-bit inputs given to the processors at the extremities of a line of \(d + 1\) quantum processors requires \(\tilde{\Omega}(\sqrt{nd^2})\) rounds of communication of messages of size \(O(\log n)\) (Theorem 3). As a corollary, we get a new lower bound of
\[ \tilde{\Omega}(\sqrt{n\delta^2}) \] rounds for quantum distributed protocols computing the diameter \( \delta \) of an \( n \)-node network with congestion \( O(\log n) \) (Corollary 4). This bound improves on the previous bound of \( \tilde{\Omega}(\sqrt{n}) \) rounds when \( \delta \in \Omega(\sqrt{n}) \). The improvement is obtained by a more refined analysis of a reduction similar to one due to Le Gall and Magniez [12].

We observe that the technique used to derive the above round lower bound for Set Disjointness also applies to two-oracle query algorithms with switching delay \( d \) (Theorem 11). We show that this bound, and the bound of \( \tilde{\Omega}(\sqrt{n}) \) coming from the standard query complexity model, are tight to within polylogarithmic factors in different ranges of the parameters \( n \) and \( d \) (Theorem 12). This hints at the possibility that the round lower bound for Set Disjointness may be tight. We hope that these results and, more generally, the models we study also provide a better understanding of quantum distributed computing.

2 Preliminaries

We assume that the reader is familiar with the basic notions of quantum information and computation. We recommend the texts by Nielsen and Chuang [14] and Watrous [19], and the lecture notes by de Wolf [7] for a good introduction to these topics. We briefly describe some notation, conventions, and the main concepts that we encounter in this work.

We write pure quantum states using the ket notation, for example as \(|\psi\rangle\). By a quantum register, we mean a sequence of quantum bits (qubits). We assume for simplicity (and without loss of generality) that the computations do not involve any intermediate measurements, i.e., they are unitary until the measurement that is made to obtain the output in the final step of the computation.

We use the notation \( \tilde{O}(\cdot) \) to indicate that we are suppressing factors that are polylogarithmic in the stated expression. For a positive integer \( k \), we denote the set \( \{1, 2, \ldots, k\} \) by \( [k] \). In the sequel, we consider the computation of Boolean bi-variate functions \( f: \{0, 1\}^n \times \{0, 1\}^n \to \{0, 1\} \) in several models of computation.

2.1 Quantum distributed computing in the CONGEST model

We consider the quantum analogue of the standard CONGEST communication model [15]. The topology of the network is given by some graph \( G = (V, E) \). Each node in the network has a distinct identifier and represents a processor. Initially, the nodes know nothing about the topology of the network except the set of edges incident on them, and the total number of nodes \( |V| \). The nodes of the network do not share any entanglement at the beginning of the protocol. Communication protocols are executed with round-based synchrony. In each round, each node may perform some quantum computation on its local memory and the message registers it uses to communicate with its neighbours. Then each node transfers one message with \( b \) qubits to each adjacent node to complete that round. The parameter \( b \) is called the congestion or bandwidth of the communication channels. Unless explicitly mentioned, we assume that the congestion \( b \) is of order \( \log n \), and \( |V| = \text{poly}(n) \). All links and nodes in the network (corresponding to the edges and vertices of \( G \), respectively) are reliable and do not suffer any faults.

In this paper we consider the special case of a \( d \)-line network, where \( G \) consists in a single path of length \( d \). The nodes/processors at the extremities receive inputs \( x, y \in \{0, 1\}^n \), respectively, and the intermediate nodes get no input. In this setting, the quantum distributed complexity of \( f \) on a \( d \)-line is the minimum number of rounds of any quantum protocol that computes \( f \) with probability at least \( 2/3 \) and congestion \( O(\log n) \). We assume that \( d \leq n \); otherwise the complexity of any non-trivial function \( f \) of both its arguments is \( \Theta(d) \).
2.2 Quantum information theory

We refer the reader to the texts by Nielsen and Chuang [14] and Watrous [19] for the basic elements of quantum information theory.

We may also bound conditional mutual information as follows.

The quantum communication complexity of a two-party quantum communication protocol is the minimum communication complexity of a quantum protocol that computes $f$ with success probability at least $2/3$.

Lemma 1 (Data Processing Inequality). $I(X : WY \mid Z) \geq I(X : Y \mid Z)$.

We may also bound conditional mutual information as follows.

Lemma 2. $I(X : WY \mid Z) \leq 2S(W) + I(X : Y \mid Z)$.

2.3 Quantum communication complexity

We informally describe a two-party quantum communication protocol without shared entanglement for computing a bi-variate Boolean function $f(x, y)$ of $n$-bit inputs $x, y$. For a formal definition, we refer the reader to an article by Touchette [18]. In such a protocol, we have two parties, Alice and Bob, each of whom gets an input in registers $X$ and $Y$, respectively. In the protocols we consider, the inputs are classical, i.e., the joint quantum state in the input registers $XY$ is diagonal in the basis $(|x, y⟩ : x, y \in \{0, 1\}^n)$. Alice and Bob’s goal is to compute the value of the function on the pair of strings in the input registers by interacting with each other.

The protocol proceeds in some number $m \geq 1$ of rounds. At the cost of increasing the number of rounds by 1, we assume that Alice sends the message in the first round, after which the parties alternate in sending messages. Each party holds a work register in addition to the input register. Initially, Alice has work register $A_0$, Bob has $B_0$. We denote the work register with Alice at the end of round $k \in [m]$ by $A_k$ and that with Bob by $B_k$.

The qubits in the work registers $A_0B_0$ are initialised to a fixed pure state $|0⟩$. Suppose that Alice is supposed to send the message in the $k$-th round, for some $k \in [m]$. Alice applies an isometry controlled by her input register $X$ to the work register $A_{k-1}$ to obtain registers $A_kM_k$. She then sends the message register $M_k$ to Bob. Bob’s work register at the end of the $k$-th round is then $B_k := M_kB_{k-1}$. After the $m$-th round (the last round), the recipient of the last message, say Bob, measures his work register $B_k$, possibly controlled by his input register $Y$, to produce the binary output of the protocol.

The length of a message is the number of qubits in the message register for that round. The communication complexity of the protocol is the sum of the length of the $m$ messages in it. We say the protocol computes the function $f$ with success probability $p$ if for all inputs $x, y$, the probability that the protocol outputs $f(x, y)$ is at least $p$. The goal of the two parties is to compute the function while minimising the communication between themselves.

The quantum communication complexity of $f$ is the minimum communication complexity of a quantum protocol that computes $f$ with success probability at least $2/3$. 
We analyse the conditional information loss of two-party protocols, a notion introduced by Jain, Radhakrishnan, and Sen [10]. We define this notion following the convention and notation given above. In particular, we assume that Alice sends the messages in the odd rounds and Bob sends the messages in the even rounds. Suppose the input registers are initialised to a pair of inputs drawn from a joint distribution over \( \{0,1\}^n \times \{0,1\}^n \). We identify the registers with the jointly distributed input random variables. Suppose \( Z \) is some random variable correlated with \( XY \). The conditional information loss \( IL(\Pi \mid XYZ) \) of a two-party protocol as above is defined as

\[
IL(\Pi \mid XYZ) := \sum_{i \in [m], i \text{ odd}} I(X : B_i Y \mid Z) + \sum_{i \in [m], i \text{ even}} I(Y : A_i X \mid Z) ,
\]

where the registers are implicitly assumed to be in the state given by the protocol. Since Alice sends the messages in the odd rounds, and Bob in the even rounds, this quantity measures the cumulative information about the inputs leaked to the other party, over the course of the entire protocol.

### 2.4 Quantum query complexity

For a thorough introduction to the quantum query model, see, for example, the lecture notes by de Wolf [7] and the survey by Ambainis [2]. In this work, we study algorithms for computing a bi-variate Boolean function \( f(x,y) \) as above, using two unitary operators \( O_x \) and \( O_y \) that provide access to the \( n \)-bit inputs \( x \) and \( y \), respectively. For any \( z \in \{0,1\}^n \), the operator \( O_z \) acts as \( O_z[i,b] = [i, b \oplus z_i] \) on the Hilbert space \( \mathcal{H} \) spanned by the orthonormal basis \( \{|i,b\} : i \in [n], b \in \{0,1\} \} \). We call operators of the form \( O_z \) an oracle, and each application of such an operator a query.

A query algorithm \( \mathcal{A} \) with access to two oracles \( O_x \) and \( O_y \) is an alternating sequence of unitary operators \( U_0, O_{z_1}, U_1, O_{z_2}, U_2, O_{z_3}, U_3, \ldots, O_{z_t}, U_t \), where the operators \( U_i \) act on a Hilbert space of the form \( \mathcal{H} \otimes \mathcal{W} \) and are independent of the inputs \( x, y \), and the \( z_i \in \{x,y\} \). The computation starts in a fixed state \( |0\rangle \in \mathcal{H} \otimes \mathcal{W} \), followed by the sequence of unitary operators to get the final state \( U_t O_{z_t} \cdots U_3 O_{z_3} U_2 O_{z_2} U_1 O_{z_1} U_0 |0\rangle \). Finally, we measure the first qubit in the standard basis to obtain the output \( \mathcal{A}(x,y) \) of the algorithm. We say the algorithm computes \( f \) with success probability \( p \) if for all inputs \( x, y \), we have \( \mathcal{A}(x,y) = f(x,y) \) with probability at least \( p \).

As in the standard quantum query model, we focus on the number of applications of the operators \( O_x \) and \( O_y \) in an algorithm, and ignore the cost of implementing unitary operators that are independent of \( x \) and \( y \). The query complexity of an algorithm is the number of queries made by the algorithm (in the definition above). The quantum query complexity of a function \( f \) is the minimum query complexity of any quantum algorithm that computes \( f \) with probability at least \( 2/3 \).

### 3 Set Disjointness on a Line

#### 3.1 The problem and results

The Set Disjointness problem \( L_{n,d} \) on a line was introduced recently by Le Gall and Magniez [12] in the context of distributed computing. It is a communication problem involving \( d+1 \) communicating parties, \( A_0, A_1, \ldots, A_d \), arranged on the vertices of a path of length \( d \). The edges of the path denote two-way quantum communication channels between the players. Parties \( A_0 \) and \( A_d \) receive \( n \)-bit inputs \( x, y \in \{0,1\}^n \), respectively. The communication
protocol proceeds in rounds. In each round, parties $A_{i-1}$ and $A_i$ may exchange $b$ qubits in each direction, for each $i \in [d]$, i.e., the bandwidth of each communication channel is $b$. The goal of the parties is to determine if the sets $x$ and $y$ intersect or not. I.e., they would like to compute the Set Disjointness function $D_n(x, y) := \bigvee_{i=1}^n (x_i \land y_i)$.

We are interested in the number of rounds required to solve $L_{n,d}$. We readily get a quantum protocol $\Pi_d$ for this problem with $O(\sqrt{nd})$ rounds by following an observation due to Zalka [22] on black-box algorithms that make “parallel” queries. Let $\Pi$ denote the optimal two-party quantum communication protocol for Set Disjointness due to Aaronson and Ambainis [1]. In $\Pi_d$, we partition the $n$-bit inputs into $d$ parts of length $n/d$ each. Parties $A_0$ and $A_d$ then simulate $\Pi$ on each of the $d$ corresponding pairs of inputs independently. The protocol $\Pi$ runs in $\sqrt{n/d}$ rounds with $O(1)$ qubits of communication per instance of length $n/d$, per round. So the total communication to or from $A_0$ due to one round of the $d$ runs of $\Pi$ is $O(d)$. Since $O(d)$ qubits can be transmitted across the path of length $d$ in $O(d)$ rounds of the multi-party protocol, the protocol $\Pi_d$ simulates the $d$ parallel runs of $\Pi$ in $O(\sqrt{nd})$ rounds. Since $\Pi$ finds an intersection with probability at least $3/4$ whenever there is one, and does not err when there is no intersection, the protocol $\Pi_d$ also has the same correctness probability.

Le Gall and Magniez observed that a lower bound of $\Omega(\sqrt{n}/b)$ for the number of rounds follows from the $\Omega(\sqrt{n})$ lower bound due to Razborov [17] on the quantum communication complexity of Set Disjointness in the two-party communication model. This is because two parties, Alice and Bob, may use any $r$-round protocol for $L_{n,d}$ to solve Set Disjointness with $2rb$ qubits of communication: Alice simulates $A_0$ and Bob simulates the actions of the remaining parties $A_1, A_2, \ldots, A_d$. An $\Omega(d)$ lower bound is also immediate due to the need for communication between $A_0$ and $A_d$.

Le Gall and Magniez devised a more intricate simulation of a protocol for $L_{n,d}$ by two parties, thereby obtaining a two-party protocol for Set Disjointness. Using this, they obtained a round lower bound of $\tilde{\Omega}(\sqrt{nd})$ for $L_{n,d}$ when the bandwidth $b$ of each communication channel (in each round) and the local memory of the players $A_1, A_2, \ldots, A_{d-1}$ are both $O(\log n)$ qubits. We show that a similar simulation leads to an unconditional round lower bound of $\tilde{\Omega}(nd^{2}/b)^{1/3}$ by studying the conditional information loss of the resulting two-party protocol, a quantity introduced and analysed by Jain, Radhakrishnan, and Sen [10].

**Theorem 3.** Any quantum communication protocol with error probability at most $1/3$ for the Set Disjointness problem $L_{n,d}$ on the line requires $\tilde{\Omega}(\sqrt{nd^2}/b)$ rounds.

This bound dominates the straightforward bound of $\Omega(\sqrt{n}/b)$ mentioned above when $d \geq \sqrt{n}/b$, i.e., when $d \geq \sqrt{n}/\log n$ when $b = \log n$. However, we do not know if either bound is achievable in their respective parameter regimes. We study the optimality via a related query model in Section 4.

Using the reduction from $L_{n,d}$ to the problem of computing the diameter described in the proof of Theorem 1.3 in Ref. [12], we get a new lower bound for quantum distributed protocols for the diameter problem in the CONGEST model.

**Corollary 4.** Any quantum distributed protocol for computing the diameter $\delta$ of $n$-node networks with congestion $O(\log n)$ requires $\tilde{\Omega}(\sqrt{n}\delta^2)$ rounds.

### 3.2 Overview of the proof

We begin by giving an overview of the proof of Theorem 3. It rests on a simulation of a protocol for $L_{n,d}$ by a two-party protocol for Set Disjointness similar to one designed by Le Gall and Magniez [12, Theorem 6.1]. (In fact, the simulation works for any multi-party...
protocol over the path of length $d$ that computes some bi-variate function $g(x,y)$ of the inputs given to $A_0$ and $A_d$. The idea underlying the simulation is the following. Suppose we have a protocol $\Pi_d$ for the problem $L_{n,d}$. In the two-party protocol $\Pi$, Alice begins by holding the registers used by parties $A_0, A_1, \ldots, A_{d-1}$. She then simulates all the actions – local operations and communication – of the parties $A_0, A_1, \ldots, A_{d-1}$ from the first round in $\Pi_d$, except for the communication between $A_{d-1}$ and $A_d$. This is possible because these actions do not depend on the input $y$ held by $A_d$. She can continue simulating the actions of $A_0, A_1, \ldots, A_{d-2}$ from the second round, except the communication between $A_{d-2}$ and $A_{d-1}$, as these do not depend on the message from $A_d$ from the first round in $\Pi_d$. Continuing this way, Alice can simulate the actions of $A_0, A_1, \ldots, A_{d-i}$ from round $i$ of $\Pi_d$, except the communication between $A_{d-i}$ and $A_{d-i+1}$, for all $i \in [d]$, all in one round of $\Pi$. These actions constitute Alice’s local operations in the first round of $\Pi$.

Alice then sends Bob the local memory used by parties $A_1, \ldots, A_{d-1}$ in $\Pi_d$, along with the qubits sent by $A_{i-1}$ to $A_i$ in round $i$, for each $i \in [d]$. (Alice retains the input $x$ and the memory used by party $A_0$.) This constitutes the first message from Alice to Bob in $\Pi$.

Given the first message, Bob can simulate the remaining actions of $A_1, A_2, \ldots, A_d$ from the first $d$ rounds of $\Pi_d$, except for the communication from $A_1$ to $A_0$. These constitute his local operations in the second round of $\Pi$. He then sends Alice the qubits sent by $A_1$ to $A_0$ in round $d$ of $\Pi_d$ along with the local memory used by the parties $A_i$, for $i \in [d-1]$. (Bob retains the input $y$ and the local memory used by party $A_d$.) This constitutes the second message in $\Pi$.

In effect, the simulation implements the first $d$ rounds of $\Pi_d$ in two rounds of $\Pi$ (see Figure 2). The same idea allows Alice and Bob to simulate the rest of the protocol $\Pi_d$ while implementing each successive block of $d$ rounds of $\Pi_d$ in two rounds of $\Pi$, with communication per round of the order of $d(b+s)$, where $b$ is the bandwidth of the communication channels in $\Pi_d$, and $s$ is a bound on the number of qubits of local memory used by any of the parties $A_1, \ldots, A_{d-1}$. Building on the detailed description of protocols on the line in Section 3.3, we describe the simulation formally in Section 3.4, and show the following.

**Lemma 5.** Given any $r$-round quantum protocol $\Pi_d$ for $L_{n,d}$ over communication channels with bandwidth $b$ in which each party uses local memory at most $s$, there is a two-party quantum protocol $\Pi$ for Set Disjointness $D_n$ that has $2\lceil r/d \rceil$ rounds, total communication of order $r(b+s)$, and has the same probability of success.

The communication required by a $k$-round bounded-error two-party protocol for Set Disjointness is $\Omega(n/(k \log^b k))$ [3, Theorem A]. This gives us the lower bound of $\tilde{\Omega}(\sqrt{nd})$ due to Le Gall and Magniez on the number of rounds $r$ in $\Pi_d$, when $b+s$ is of order $\log n$.

In fact, we may derive an unconditional lower bound on the number of rounds from the same reduction, one that holds without any restriction on the local memory used by the parties in $\Pi_d$. This is because the state of the registers of any party $A_i$, with $i \in [d-1]$, in an $r$-round protocol has support on a fixed subspace of dimension at most $(2b)^r$, independent of the inputs, at any moment in the protocol. This follows from an argument due to Yao [21], by considering a two party protocol obtained by grouping all parties except $A_0$ together. So the state of party $A_i$ at any point in the protocol can be mapped to one over $r \log (2b)$ qubits. Using this for the bound $s$ on the local memory, bandwidth $b \in O(\log n)$, and the same reasoning as before, we get a lower bound of $\tilde{\Omega}(nd)^{1/3}$ on the number of rounds $r$ in $\Pi_d$.

We refine the analysis further to obtain Theorem 3, by appealing to an information-theoretic argument. The key insight is that regardless of the size of the local memory maintained by the parties $A_i$, for $i \in [d-1]$, the new information they get about either input $x$ or $y$ in one round is bounded by $b$, the length of the message from $A_0$ or $A_d$,
respectively. Thus, the total information contained in the memory and messages of these parties about the inputs may be bounded by \(rb\) at any point in the protocol (see Lemma 8). This carries over to the information contained in the messages between Alice and Bob in the two-party protocol \(\Pi\) derived from \(\Pi_d\). The conditional information loss of the two-party protocol may then be bounded by \(rbm\), where \(m\) is the number of rounds in \(\Pi\) (for suitable distributions over the inputs).

**Lemma 6.** Let \(XYZ\) be jointly distributed random variables such that \(X, Y \in \{0, 1\}^n\), and \(X\) and \(Y\) are independent given \(Z\). The conditional information loss of the two-party protocol \(\Pi\) for Set Disjointness \(D_n\) mentioned in Lemma 5 is bounded as \(\text{IL}(\Pi \mid XYZ) \in O(r^2b/d)\).

We derive this as Corollary 9 in Section 3.5.

We now appeal to the following result due to Jain et al. [10] on the conditional information loss of bounded-round protocols for Set Disjointness. This result is implicit in the proof of the \(\Omega(n/m^2)\) lower bound on the communication required by \(m\)-round quantum protocols for Set Disjointness.

**Theorem 7** (Jain, Radhakrishnan, Sen [10]). There is a choice of distribution for \(XYZ\) such that \(X, Y \in \{0, 1\}^n\), the random variables \(X\) and \(Y\) are independent given \(Z\), and for any bounded-error two-party quantum communication protocol \(\Gamma\) for Set Disjointness \(D_n\) with \(m\) rounds, the conditional information loss \(\text{IL}(\Gamma \mid XYZ)\) is at least \(\Omega(n/m)\).

Since the number of rounds \(m\) in the two-party protocol \(\Pi\) is at most \(2\lceil r/d \rceil\), we conclude the \(\Omega(n(d^2/b)^{1/3})\) lower bound stated in Theorem 3.

### 3.3 Formal description of protocols on the line

In order to establish the lemmas stated in Section 3.2, we introduce some conventions and notation associated with multi-party protocols on the line of the sort we study for \(L_{n,d}\). By using unitary implementations of measurements, we assume that all the local operations in the protocol, except the final measurement to obtain the outcome of the protocol, are unitary. We also assume that the parties do not share any entangled state at the beginning of the protocol, and that the input registers \(X\) with \(A_0\) and \(Y\) with \(A_d\) are read-only. I.e., the input registers may only be used as control registers during the protocol, and are retained by the respective parties throughout.

For ease of exposition, we use subscripts on the registers held by all the parties to implicitly specify the state of the register and the party which last modified the state of the register. At the beginning of round \(t + 1\), for \(t \in \{0, 1, \ldots, r - 1\}\), party \(A_0\) holds registers \(X A_{0,t} L_{1,t}\), party \(A_d\) holds registers \(R_{d-1,t} A_{d,t} Y\), and for \(i \in [d - 1]\), party \(A_i\) holds registers \(R_{i-1,t} A_{i,t} L_{i+1,t}\). The registers \(L_{i,t}\) and \(R_{i,t}\), for \(i \in [0, d]\) and \(t \in [0, r]\), all have \(b\) qubits. Except in the first round, the first subscript at the beginning of the round, say \(i\), indicates that party \(A_i\) held the register in the previous round, and sent the register to the neighbour that holds it in the current round.

At the beginning of the first round, registers \(X\) and \(Y\) are initialized to the input to the protocol. The qubits in the remaining registers are all initialized to a fixed pure state, say \(|0\rangle\), independent of the inputs.

In round \(t + 1\), each party \(A_i\) applies a unitary operation to the registers they hold. We view the unitary operation as an isometry \(U_{i,t+1}\) that maps the registers to another sequence of registers with the same dimensions. The registers \(X A_{0,t} L_{1,t}\) with \(A_0\) are mapped to \(X A_{0,t+1} R_{0,t+1}\). The registers \(R_{d-1,t} A_{d,t} Y\) with \(A_d\) are mapped to \(L_{d,t+1} A_{d,t+1} Y\).
Figure 1 A multi-party communication protocol on the line with 4 parties and 3 rounds, of the type we study for $L_{n,d}$. For $t \geq 1$, the subscripts $i,t$ on a register indicate that the register was an “output” of the isometry applied by party $A_i$ in round $t$, and that it is in the corresponding state. For example, the register $R_{1,3}$ was produced by the isometry applied by $A_1$ in the third round.

For $i \in [d-1]$, the registers $R_{i-1,t} A_i, L_{i+1,t}$ with $A_i$ are mapped to $L_{i,t+1} A_{i+1} R_{i+1,t+1}$. So for $t \geq 1$, the subscripts $i,t$ on a register indicate that the register was an “output” of the isometry applied by party $A_i$ in round $t$, and that it is in the corresponding state.

As the final action in round $t+1$, for $t < r$, if $i > 0$, party $A_i$ sends $L_{i,t+1}$ to the party on the left (i.e., to $A_{i-1}$) and receives $R_{i-1,t+1}$ from her; and if $i < d$, she sends $R_{i,t+1}$ to the party on the right (i.e., to $A_{i+1}$) and receives register $L_{i+1,t+1}$ from her.

After the $r$ rounds of the protocol have been completed, party $A_0$ makes a two-outcome measurement, possibly depending on her input, on the registers $A_{0,r} L_{1,r}$. The outcome is the output of the protocol. Figure 1 depicts such a protocol.

3.4 The two-party simulation

We now prove Lemma 5, by giving a formal description of the two-party protocol $\Pi$ for Set Disjointness $D_n$ derived from a protocol $\Pi_d$ for $L_{n,d}$. We use the notation and convention defined in Section 3.3 in our description below. For simplicity, we assume that the number of rounds $r$ in $\Pi_d$ is a multiple of $d$, by adding dummy rounds with suitable local operations,
if necessary. Since $D_n$ depends non-trivially on both inputs, the number of rounds $r$ required to compute the function over a path of length $d$ is at least $d$. So the addition of dummy rounds may at most double the number of rounds.

\[ \text{Figure 2} \quad \text{A depiction of the two-party simulation of a multi-party communication protocol of the type we study for } L_{n,d}. \text{ Here, we have 5 parties and show the simulation of the first 8 rounds of the original protocol. Each round in the two-party protocol is delineated by thick green lines. The black rectangular boxes represent the isometries implemented by Alice, and the black arrows going across the thick green lines represent the communication from her to Bob. The red rectangular boxes represent the isometries implemented by Bob, and the red arrows going across the thick green lines represent the communication from him to Alice. The green arrows indicate that the input register and the local memory of the parties at the extremities are retained by them throughout.} \]

In the protocol $\Pi$, Alice initially holds all the registers with parties $A_i$ for $i < d$ at the beginning of the first round, and Bob holds the registers with $A_d$. All of the registers are initialized as in $\Pi_d$. The simulation implements blocks of $d$ successive rounds of $\Pi_d$ with two rounds in $\Pi$, with Alice sending the message in the first of the two rounds and Bob in the second. See Figure 2 for a depiction of the simulation.

Assume that $k$ blocks of $d$ rounds each of $\Pi_d$ have been implemented with $2k$ rounds in $\Pi$, for some $k \in [0, r/d - 1]$. We describe how the $(k + 1)$-th block is implemented. Let $t := kd$. We maintain the invariant that at the beginning of the $(2k + 1)$-th round in $\Pi$, Alice holds the registers $X A_{0,t} L_{1,t}$, and the registers $R_{i-1,t} A_{i,t} L_{i+1,t}$, for all $i \in [d - 1]$. Alice’s local operations in round $2k + 1$ are as follows. For each $j \in \{t + 1, t + 2, t + 3, \ldots, t + d\}$ in increasing order (where $j$ denotes a round in $\Pi_d$),
1. Alice applies the isometry $U_{0,j}$ to the registers $X_{A_0, j-1} L_{1, j-1}$ to get registers $X_{A_0, j} R_{0, j}$.
2. For each $l$ with $1 \leq l \leq d - (j - t)$ (denoting a party from $\Pi_d$), Alice applies the isometry $U_{l,j}$ to the registers $R_{l-1, j-1} A_{l+1, j-1} L_{l+1, j-1}$ to get registers $L_{l,j} A_{l+1, j} R_{l,j}$.
3. For each $l$ with $1 \leq l \leq d - (j - t)$, Alice swaps registers $R_{l-1, j}$ and $L_{l,j}$.

At this point, Alice has implemented the left upper triangular “space-time slice” of the $(k+1)$-th block of $d$ rounds of $\Pi_d$. She holds the registers

$$
X_{A_0, t+d} R_{0, t+d} R_{0, t+d-1} A_{1, t+d-1} R_{1, t+d-1} R_{1, t+d-2} A_{2, t+d-2} R_{2, t+d-2} R_{2, t+d-3} A_{3, t+d-3} R_{3, t+d-3} \cdots R_{d-3, t+2} A_{d-2, t+2} R_{d-2, t+2} R_{d-2, t+1} A_{d-1, t+1} R_{d-1, t+1},
$$

(3.1)

in the state implicitly specified by the subscripts. (The registers have been grouped into threes, in the order of the parties that hold them in $\Pi_d$.) She sends all the registers except $X_{A_0, t+d}$ to Bob. This concludes the $(2k+1)$-th round of $\Pi$.

We also maintain the invariant that at the beginning of the $(2k+2)$-th round of $\Pi$, Bob holds all the registers in Eq. (3.1) except $X_{A_0, t+d}$, in addition to the registers $R_{d-1, t} A_{d, t} Y$, where $t = kd$. Bob's local operations in round $2k+2$ are as follows. For each $j \in \{t+1, t+2, t+3, \ldots, t+d\}$ in increasing order (where $j$ denotes a round in $\Pi_d$ that Bob intends to complete),

1. Bob applies the isometry $U_{d,j}$ to the registers $R_{d-1, j-1} A_{d-1, j} Y$ to get registers $L_{d, j} A_{d, j} Y$.
2. For each $l$ with $d - (j - t - 1) \leq l \leq d - 1$ (denoting a party from $\Pi_d$), Bob applies the isometry $U_{l, j}$ to the registers $R_{l-1, j-1} A_{l+1, j-1} L_{l+1, j-1}$ to get registers $L_{l, j} A_{l+1, j} R_{l, j}$.
3. For each $l$ with $d - (j - t - 1) \leq l \leq d$, Bob swaps registers $R_{l-1, j}$ and $L_{l, j}$.

At this point, Bob holds the registers

$$
L_{1, t+d} R_{0, t+d} A_{1, t+d} L_{2, t+d} R_{1, t+d} A_{2, t+d} L_{3, t+d} \cdots R_{d-2, t+d} A_{d-1, t+d} L_{d, t+d} R_{d-1, t+d} A_{d, t+d} Y,
$$

(3.2)

in the state implicitly specified by the subscripts. The registers are thus all in the state at the end of the $(kd + d)$-th round in $\Pi_d$. Bob sends all the registers except $A_{d, t+d} Y$ to Alice. This concludes the $(2k+2)$-th round of $\Pi$, and the simulation of the $(k+1)$-th block of rounds of $\Pi_d$.

At the end of the simulation of the $(r/d)$-th block of rounds of $\Pi_d$, Alice measures the registers $A_{0, r} L_{1, r}$, as in $\Pi_d$ to obtain the output. This completes the description of the two-party simulation. The correctness of the simulation follows by induction, by observing that Alice and Bob implement all the local operations and communication in $\Pi_d$ in the correct order and with the correct registers. Lemma 5 thus follows.

### 3.5 Conditional information loss of the two-party protocol

We are now ready to bound the conditional information loss of the two-party protocol $\Pi$ derived from the multi-party protocol $\Pi_d$. Suppose the input registers $X$ and $Y$ in $\Pi_d$ (and therefore in $\Pi$) are initialized to a pair of $n$-bit strings drawn from some joint distribution. We use $XY$ to also denote the corresponding random variables. Suppose that $Z$ is a random variable jointly distributed with $XY$ such that $X$ and $Y$ are independent given $Z$.

We first bound the information contained about any input in the registers held by all other players in $\Pi_d$, conditioned on $Z$. For ease of notation, for $t \geq 0$, we denote by $D_t$ the entire sequence of registers held by the parties $A_i$, with $i \geq 1$, in the state at the end of the $t$-th round of $\Pi_d$. Similarly, we denote by $C_t$ the entire sequence of registers held by the parties $A_i$, with $i \leq d - 1$, in the state at the end of the $t$-th round of $\Pi_d$. 
Lemma 8. For all $t \geq 0$, we have $I(X : D_t \mid Z) \leq 2tb$, and $I(Y : C_t \mid Z) \leq 2tb$.

Proof. We prove the bound on $I(X : D_t \mid Z)$ by induction. The second bound is obtained similarly.

The base case $t = 0$ is immediate, as the state of the registers of the parties $A_i$, for $i \in [d-1]$ is independent of the inputs, and the input $Y$ is independent of $X$ given $Z$.

Assume that the bound holds for $t = j$, with $j \geq 0$. Let $G_{j+1}$ denote the sequence of registers with all the parties $A_i$, for $i \geq 2$, after the isometry in round $j + 1$ has been applied. Then we have

$$I(X : L_{1,j+1}A_{1,j+1}R_{1,j+1}G_{j+1} \mid Z) = I(X : D_j \mid Z) \leq 2jb,$$

by the induction hypothesis. Let $H_{j+1}$ denote all the registers of the parties $A_i$, for $i \geq 2$, after the communication in round $j + 1$. Then $L_{2,j+1}H_{j+1}$ and $R_{1,j+1}G_{j+1}$ consist of the same set of registers, but in different order. By the properties of entropy and conditional mutual information mentioned below,

$$I(X : D_{j+1} \mid Z) = I(X : R_{0,j+1}A_{1,j+1}L_{2,j+1}H_{j+1} \mid Z)$$

$$= I(X : R_{0,j+1}A_{1,j+1}R_{1,j+1}G_{j+1} \mid Z)$$

$$\leq 2S(R_{0,j+1}) + I(X : A_{1,j+1}R_{1,j+1}G_{j+1} \mid Z)$$

$$\leq 2b + I(X : L_{1,j+1}A_{1,j+1}R_{1,j+1}G_{j+1} \mid Z)$$

$$\leq 2b + 2jb.$$

The first inequality follows from Lemma 2, the second by the property that $S(B)$ is bounded from above by the number of qubits in the register $B$ and the data processing inequality (Lemma 1), and the final one by the induction hypothesis.

For $k \in [2r/d]$, denote the message registers in the $k$-th round of the two-party protocol $\Pi$ in the corresponding state together by $M_k$. Denote the registers with Alice at the end of the $k$-th round, in the corresponding state, by $E_k$, and the registers with Bob at the end of the $k$-th round, in the corresponding state, by $F_k$. Next, we observe from the definition of the protocol $\Pi$, that for odd numbered rounds $2k-1$, the state given by register $D_{kd}$ is obtained by an isometry on the registers $M_{2k-1}F_{2k-2}$. The registers $M_{2k-1}F_{2k-2}$ (in the state implicitly specified by their definition) are precisely the registers Bob holds at the end of round $2k - 1$ of $\Pi$. Moreover, for even numbered rounds $2k$, the state given by the registers $E_{2k-1}M_{2k}$ is precisely the state given by the register $C_{kd}$ in $\Pi_d$. The registers $E_{2k-1}M_{2k}$ are precisely the registers Alice holds at the end of round $2k$ of $\Pi$. Therefore, by Lemma 8 and the definition of conditional information loss, we have:

Corollary 9. For all $k \in [r/d]$, we have

$$I(X : M_{2k-1}F_{2k-2} \mid Z) = I(X : D_{kd} \mid Z) \leq 2kd,$$

$$I(Y : E_{2k-1}M_{2k} \mid Z) = I(Y : C_{kd} \mid Z) \leq 2kd.$$

Consequently, the conditional information loss of $\Pi$ is bounded as $I(\Pi \mid XYZ) \leq 4r^2b/d$.

4 Two-oracle query algorithms with a switching delay

In this section, we define a new model of query complexity, two-oracle query complexity with a “switching delay”, motivated by the study of Set Disjointness on a Line $L_{n,d}$. The lower bound technique we use to establish Theorem 3 extends to the analogue of Set Disjointness $D_n$
in this model, with a switching delay of \( d \) queries. As a consequence, it yields the same lower bound on query complexity. Furthermore, we design a quantum algorithm that matches this bound up to a polylogarithmic factor, thus showing that the lower bound is, in a sense, optimal. We may also interpret this result as showing a limitation of the lower bound technique.

### 4.1 The new query model

Turning to the definition of the query model, we consider query algorithms for computing bi-variate functions \( f : \{0,1\}^n \times \{0,1\}^n \rightarrow \{0,1\} \). We define the quantum version of the model; the classical versions may be defined analogously. The inputs \( x, y \) to the algorithm are provided indirectly, through oracles \( O_x \) and \( O_y \), as defined in Section 2.4. The query algorithm is defined in the standard manner, as an alternating sequence of unitary operators independent of the inputs \( x, y \), and queries \( O_x \) or \( O_y \), applied to a fixed initial state (that is also independent of the inputs). Thus, the sequence of queries to the inputs is pre-determined. However, we define the complexity of the algorithm differently. In addition to the queries, we charge the algorithm for switching between a query to \( x \) and a query to \( y \). We include a cost of \( d \) in the complexity whenever the algorithm switches between a query to \( x \) and a query to \( y \). This cost parallels the cost of accessing the inputs in the distributed computing scenario in which the inputs are physically separated by distance \( d \).

We may simplify the above model as follows, at the expense of increasing the complexity by a factor of at most 2. In the simplified model, we require that the queries be made in rounds. In each round, the algorithm makes \( d \) queries, but exclusively to one of the inputs \( x \) or \( y \). Further, the algorithm alternates between the two oracles \( O_x \) and \( O_y \) in successive rounds. The complexity of the algorithm is now defined in the standard manner, as the total number of queries in the algorithm. Thus the complexity equals \( d \) times the number of rounds.

It is straightforward to verify that any algorithm with complexity \( q \) in the first model has complexity at most \( 2q \) in the second model, for computing any function \( f \) that depends on both inputs (i.e., when the algorithm in the first model queries both oracles). Furthermore, any algorithm with complexity \( q \) in the second model has complexity at most \( 2q \) in the first model. The two models are thus equivalent up to a factor of two in complexity.

The second model is also relevant in a “semi-parallel” scenario, where a sequence of \( d \) queries are made to \( x \) independently of the answers to \( d \) other queries made to \( y \) during the same time steps. Up to a factor of 2 in complexity, this semi-parallel model can be simulated by the second model above. We thus adopt the second model in the definition below.

#### Definition 10.

A two-oracle delay-\( d \) quantum query algorithm is a query algorithm \( \mathcal{A} \) with (predetermined) access to two oracles \( O_1, O_2 \), which may be decomposed into some number of contiguous sequences of unitary operators called rounds such that each round contains \( d \) queries to the same oracle, and the algorithm alternates between the two oracles in successive rounds. The round complexity of \( \mathcal{A} \) is the number \( r \) of rounds in a decomposition of \( \mathcal{A} \) as above. The delay-\( d \) query complexity of \( \mathcal{A} \) is \( d \times r \).

We define the quantum two-oracle delay-\( d \) round complexity of a bi-variate function \( f \) as the minimum round-complexity of any two-oracle delay-\( d \) quantum query algorithm computing \( f \) with probability of error at most 1/3, given oracles \( O_x, O_y \) for the inputs \( x, y \). We define the quantum two-oracle delay-\( d \) query complexity of \( f \) similarly. We may assume that \( d \leq n \), as otherwise, an algorithm can learn \( x \) and \( y \) in two rounds.

Adapting the tools developed in Section 3 we get the following lower bound.
Theorem 11. Let $d \leq n$. The quantum two-oracle delay-$d$ round complexity of Set Disjointness $D_n$ is $\Omega(\sqrt{n/d})$ and $\Omega(\sqrt{n/(d \log n)})$. The quantum two-oracle delay-$d$ query complexity is $\Omega(\sqrt{n})$ and $\Omega(\sqrt{nd^2/(d \log n)})$.

Note that the first expression for either bound dominates when $d^4 \in O(n \log^2 n)$.

We briefly sketch the proof of Theorem 11. The query lower bound follows from the one on rounds. The $\Omega(\sqrt{n/d})$ lower bound on rounds follows by observing that Set Disjointness $D_n$ simplifies to the unordered search problem (OR function on $n$ bits) in the standard quantum query model when we set $y$ to be the all 1s string. For the second lower bound, we view a query to an oracle $O_x$ or $O_y$ as the exchange of at most $2(\log n + 1)$ qubits between the algorithm and the oracle. So we can use any $r$-round algorithm for computing $f$ in the two-oracle delay-$d$ query model to derive a two-party communication protocol for computing $f$ also with $r$ rounds. The two parties run the query algorithm, sending all its registers to the corresponding player, whenever the algorithm switches between queries to $x$ and queries to $y$. In each round, the state of the algorithm (therefore the corresponding message) accumulates at most $2d(\log n + 1)$ qubits of additional information about either input. This is a consequence of the same kind of reasoning as in Lemma 8. Thus the conditional information loss of the resulting two-party protocol may be bounded by $2r^2d(\log n + 1)$. By Theorem 7, this is $\Omega(n/r)$, so we get the $\Omega(\sqrt{n/(d \log n)})$ lower bound for the number of rounds stated in Theorem 11.

4.2 Algorithm for Set Disjointness

Finally, we present an algorithm in the two-oracle model that matches the lower bounds stated in Theorem 11, up to polylogarithmic factors.

Theorem 12. Let $d \leq n$. The quantum two-oracle delay-$d$ round and query complexity of Set Disjointness $D_n$ are

- $O(\sqrt{n \log n/d})$ and $O(\sqrt{n \log n})$, respectively, when $d^4 \leq n \log^2 n$; and
- $O(\sqrt{n/d})$ and $O(\sqrt{nd^2})$, respectively, when $d^4 \geq n \log^3 n$.

Proof. We present a quantum two-oracle delay-$d$ query algorithm with a parameter $t \in [n]$, which gives the round and query bounds for suitable choices of $t$ depending on how large $d$ is as compared with $n$.

The quantum algorithm runs in two stages. First, it searches for a subset $I \subseteq [n]$ of size $t$ such that it contains an index $i \in [n]$ with $x_i = y_i = 1$. If it succeeds in finding such a subset $I$, in the second stage, the algorithm looks for an index $i \in I$ such that $x_i = y_i = 1$. For this, it sequentially runs through the indices in $I$ and checks if the requisite condition is satisfied. The second stage can thus be implemented in $O(\max \{1, t/d\})$ rounds. The choice of $t$ is such that the number of rounds in the first stage always dominates, and gives us the stated bounds.

We describe the first stage next. In order to identify a subset $I$ containing an index $i$ as above, if there is any, we implement a search algorithm based on a quantum walk on the Johnson Graph $J(n, t)$, following the framework due to Magniez, Nayak, Roland, and Santha [13]. The vertices of $J(n, t)$ are $t$-subsets of $[n]$. There is an edge between two vertices $I, I'$ in $J(n, t)$ if and only if $I$ and $I'$ differ in exactly 2 elements: $(I \setminus I') \cup (I' \setminus I) = \{i, j\}$ for distinct elements $i, j \in [n]$.

The three building blocks of such an algorithm are as follows.
Set-up: Construct the following starting superposition:
\[
\frac{1}{\sqrt{n}} \sum_{I \subseteq [n] : |I| = t} |(i, x_i) : i \in I\rangle.
\]

Checking: Check whether \(x_i = y_i = 1\) for some \(i \in I\):
\[
|(i, x_i) : i \in I\rangle \mapsto \begin{cases} 
-|(i, x_i) : i \in I\rangle, & \text{if } x_i = y_i = 1 \text{ for some } i \in I; \\
|(i, x_i) : i \in I\rangle, & \text{otherwise}.
\end{cases}
\]

Update: Replace some index \(j \in I\) by an index \(k \not\in I\), and update the corresponding bit \(x_j\) to \(x_k\):
\[
|(i, x_i) : i \in I\rangle|j \rangle|k \rangle \mapsto |(i, x_i) : i \in (I \setminus \{j\}) \cup \{k\}\rangle|j \rangle|k \rangle.
\]

Let \(\varepsilon\) be the probability that a uniformly random \(t\)-subset of \([n]\) contains an index \(i\) such that \(x_i = y_i = 1\), given that such an element \(i\) exists. We have \(\varepsilon \in \Omega(t/n)\). Then, according to Theorem 1.4 in Ref. [13], there is an algorithm based on quantum walk that finds a subset \(I\) such that \(x_i = y_i = 1\) for some \(i \in I\), if there is any such subset, with constant probability \(> 1/2\). The algorithm uses one instance of Set-up, and \(O(\sqrt{t}/\varepsilon)\) alternations of one instance of Checking with a sequence of \(O(\sqrt{t})\) instances of Update, interspersed with other unitary operations that are independent of the inputs \(x, y\). (The spectral gap of the Johnson graph needed in the analysis of the algorithm may be derived from the results in Ref. [11], for example.)

Note that Set-up uses \(t\) queries to \(x\), and thus can be implemented in \(\max(1, 2\lceil t/d \rceil)\) rounds. Update only requires 2 queries to \(x\). Thus a sequence of \(\sqrt{t}\) sequential Update operations can be implemented in order \(\max(1, 2\sqrt{t}/d)\) rounds. We would like to use the Grover algorithm for unordered search to implement the checking step. The Grover algorithm incurs non-zero probability of error in general, while the algorithm due to Magniez et al. assumes that the checking step is perfect. We therefore use an algorithm for unordered search with small error due to Buhrman, Cleve, de Wolf, and Zalka [4] to implement Checking with error at most \(c\sqrt{t}/n\) for a suitable positive constant \(c\) with order \(\sqrt{t}\log(n/t)\) queries to \(y\).

Using standard arguments, this only increases the error of the quantum walk algorithm by a small constant, say \(1/10\). In effect, Checking (with the stated error) can be implemented in order \(\max(1, \sqrt{t}\log n/d)\) rounds. Thus the bound on the round complexity of the quantum walk algorithm is of the order of
\[
\max \left\{ 1, \frac{t}{d} \right\} + \frac{\sqrt{n}}{t} \left( \max \left\{ 1, \frac{\sqrt{t}\log n}{d} \right\} + \max \left\{ 1, \frac{\sqrt{t}}{d} \right\} \right).
\]

In order to derive the bounds stated in the theorem, we optimise over \(t\). We consider intervals of values for \(t\) such that each of the expressions involving maximisation in Eq. (4.1) simplifies to one of the terms. The intervals are given by partitioning \([n]\) at the points \(d, d^2/\log n, d^2\). (Note that \(d\) need not be smaller than \(d^2/\log n\).) We optimise the number of rounds within each interval, which in turn gives us a relation between \(d\) and \(n\) for which the rounds are minimised.

We first consider \(d \leq \log n\), so that \(d^2/\log n \leq d\), and \(t\) in the intervals
\[
[1, d^2/\log n], \ [d^2/\log n, d], \ [d, d^2], \ \text{and} \ [d^2, n].
\]

We optimise the number of rounds with \(t\) in each of these intervals, to find that the number of rounds is \(O(\sqrt{n}\log n/d)\) when \(t := d\). The optimal values of \(t\) in the other intervals also give the same bound, but we stay with \(t = d\) so as to minimise the rounds in the second stage of the algorithm.

Next we consider \(d \geq \log n\), so that \(d \leq d^2/\log n \leq d^2\). We again optimise over \(t\) in four intervals, and get the following bounds:
The bounds on query complexity follow.

1. \( t \in [1, d] \): \( O(\sqrt{n/d}) \) when \( t = d \).
2. \( t \in [d, d^2 / \log n] \): \( O(\sqrt{n/d}) \) when \( t = \sqrt{nd^2} \), provided \( d^4 \geq n \log^3 n \). If \( d^4 \leq n \log^3 n \), we get \( O(\sqrt{n \log n / d}) \) when \( t = d^2 / \log n \).
3. \( t \in [d^2 / \log n, d^2] \): \( O(\sqrt{n \log n / d}) \) when \( t = d^2 / \log n \) provided \( d^4 \leq n \log^3 n \); If \( d^4 \geq n \log^3 n \), we get \( O(d / \log n) \) with the same value of \( t \).
4. \( t \in [d^2, n] \): \( O(\sqrt{n \log n / d}) \) when \( t = d^2 \) provided \( d^4 \leq n \log n \); If \( d^4 \geq n \log n \), we get \( O(d) \) with the same value of \( t \).

Since \( \sqrt{n/d} \geq \sqrt{n \log n / d} \) when \( d \geq \log n \), \( \sqrt{n \log n / d} \leq d \) when \( d^4 \geq n \log n \), and \( (n/d)^{1/3} \leq d / \log n \) when \( d^4 \geq n \log^3 n \), we conclude the bounds on round complexity stated in the theorem:

- \( O(\sqrt{n \log n / d}) \) with \( t = d \) when \( d \leq \log n \), or with \( t := d^2 / \log n \) when \( \log^4 n \leq d^4 \leq n \log^3 n \), and
- \( O(\sqrt{n \log n / d}) \) with \( t := \sqrt{nd^2} \) when \( d^4 \geq n \log^3 n \).

The bounds on query complexity follow.

Note that in the range of parameters such that \( n \log^2 n \leq d^4 \leq n \log^3 n \), the upper bound \( \sqrt{n \log n / d} \) is at most \( \sqrt{\log n} \) times the lower bound \( \sqrt{n / \log n} \). So the bounds in Theorems 11 and 12 are indeed within polylogarithmic factors of each other for all values of \( d, n \) (such that \( d \leq n \)).

5 Conclusion

In this work, we studied a fundamental problem, Set Disjointness, in two concrete computational models. Set Disjointness on the Line \( L_{n,d} \) reveals new subtleties in distributed computation with quantum resources. It again puts the spotlight on the “double counting” of information in conditional information loss. One may think that the more sophisticated notion of quantum information cost introduced by Touchette [18], along with the results due to Braverman et al. [3], might help us overcome this drawback. Indeed, quantum information cost helps us overcome the limitation(s) of the former quantity in the case of Set Disjointness in the standard two-party communication model. Surprisingly, these techniques do not seem to help in obtaining a better lower bound for \( L_{n,d} \). We believe that new ideas may be needed to characterise the its asymptotic round complexity.

The two-oracle query model we introduce gives us a different perspective on Set Disjointness on a Line. It hints at the possibility of a better communication protocol for \( L_{n,d} \), although we may also interpret the optimal algorithm in this model as highlighting the limitation of the information loss technique. More generally, the new query model is tailored towards the study of distributed algorithms on the line and could shed light on protocols for other similar problems. Moreover, the model could also be of relevance in other distributed computation scenarios.
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Abstract

Boneh, Bonneau, Bünz, and Fisch (CRYPTO 2018) recently introduced the notion of a verifiable delay function (VDF). VDFs are functions that take a long sequential time \( T \) to compute, but whose outputs \( y = \text{Eval}(x) \) can be efficiently verified (possibly given a proof \( \pi \)) in time \( t \ll T \) (e.g., \( t = \text{poly}(\lambda, \log T) \) where \( \lambda \) is the security parameter). The first security requirement on a VDF, called uniqueness, is that no polynomial-time algorithm can find a convincing proof \( \pi' \) that verifies for an input \( x \) and a different output \( y' \neq y \). The second security requirement, called sequentiality, is that no polynomial-time algorithm running in time \( \sigma < T \) for some parameter \( \sigma \) (e.g., \( \sigma = T^{1/10} \)) can compute \( y \), even with \( \text{poly}(T, \lambda) \) many parallel processors. Starting from the work of Boneh et al., there are now multiple constructions of VDFs from various algebraic assumptions.

In this work, we study whether VDFs can be constructed from ideal hash functions in a black-box way, as modeled in the random oracle model (ROM). In the ROM, we measure the running time by the number of oracle queries and the sequentiality by the number of rounds of oracle queries. We rule out two classes of constructions of VDFs in the ROM:

- We show that VDFs satisfying perfect uniqueness (i.e., VDFs where no different convincing solution \( y' \neq y \) exists) cannot be constructed in the ROM. More formally, we give an attacker that finds the solution \( y \) in \( \approx t \) rounds of queries, asking only \( \text{poly}(T) \) queries in total.

- We also rule out tight verifiable delay functions in the ROM. Tight verifiable delay functions, recently studied by Döttling, Garg, Malavolta, and Vasudevan (ePrint Report 2019), require sequentiality for \( \sigma \approx T - T^\rho \) for some constant \( 0 < \rho < 1 \). More generally, our lower bound also applies to proofs of sequential work (i.e., VDFs without the uniqueness property), even in the private verification setting, and sequentiality \( \sigma > T - T^{1/2} \) for a concrete verification time \( t \).
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1 Introduction

A verifiable delay function (VDF) [5] with domain $\mathcal{X}$ and range $\mathcal{Y}$ is a function that takes long sequential time $T$ to compute, but whose output can be efficiently verified in time $t \ll T$ (e.g., $t = \text{poly}(\lambda, \log T)$ where $\lambda$ is a security parameter). More precisely, there exists an evaluation algorithm $\text{Eval}$ that on input $x \in \mathcal{X}$ computes a value $y \in \mathcal{Y}$ and a proof $\pi$ in time $T$. In addition, there is a verification algorithm $\text{Verify}$ that takes as input a domain element $x \in \mathcal{X}$, a value $y \in \mathcal{Y}$, and a proof $\pi$ and either accepts or rejects in time $t$. In some cases, a VDF might also have a setup algorithm $\text{Setup}$ which generates a set of public parameters $\text{pp}$ that is provided as input to $\text{Eval}$ and $\text{Verify}$. Typically, we require that the setup is also fast: namely, $\text{Setup}$ runs in time $s = \text{poly}(\lambda, \log T)$ as well. The two main security requirements for a VDF are (1) uniqueness which says that for all inputs $x \in \mathcal{X}$, no adversary running in time $\text{poly}(\lambda, T)$ can find $y' \neq \text{Eval}(x)$ and a proof $\pi'$ such that $\text{Verify}(x, y', \pi') = 1$; and (2) sequentiality with some parameter $\sigma < T$, which says that no adversary running in sequential time $\sigma$ can compute $y = \text{Eval}(x)$. The sequential time $\sigma$ allows the adversary to have up to $\text{poly}(\lambda, T)$ parallel processors.

Verifiable delay functions have recently received extensive study, and have found numerous applications to building randomness beacons [5, 13] and cryptographic timestamping schemes [19]. Driven by these exciting applications, a sequence of recent works have developed constructions of verifiable delay functions from various algebraic assumptions [14, 24, 28, 29]. However, existing constructions still leave much to be desired in terms of concrete efficiency, and today, there are significant community-driven initiatives to construct, implement, and optimize more concretely-efficient VDFs [16]. One of the bottlenecks in existing constructions of VDFs is their reliance on structured algebraic assumptions (e.g., groups of unknown order [4, 26] or isogenies over pairing groups [14]).

A natural question to ask is whether we can construct VDFs generically from unstructured primitives, such as one-way functions, collision-resistant hash functions, or stronger forms of hash functions. In this work, we study whether black-box constructions of VDFs are possible starting from hash functions or other symmetric primitives. Specifically, we consider black-box constructions of VDFs from ideal hash functions (modeled as a random oracle). Similar to previous work (cf. [2, 21]) in the parallel random oracle model (ROM), we measure the running time of the adversary by the number of oracle queries it makes and the sequentiality of the adversary by the number of rounds of oracle queries it makes. However, we simply refer to the parallel ROM as the ROM.

1.1 Our Results

In this work, we rule out the existence of VDFs with perfect uniqueness (i.e., VDFs where for any $x \in \mathcal{X}$, there does not exist any $(y', \pi)$ such that $\text{Verify}(x, y', \pi) = 1$ and $y' \neq \text{Eval}(x)$) in the random oracle model. Specifically, we construct an adversary that asks $O(t)$ rounds of queries and a total number of $\text{poly}(T)$ queries and breaks the uniqueness of VDFs with respect to some oracle.

A natural class of VDFs with perfect uniqueness is the class of permutation VDFs where the function $\text{Eval}(\cdot)$ implements a permutation on the domain (specifically, $\mathcal{X} = \mathcal{Y}$), and verification consists of inverting $y$ and checking if it is $x$ or not. Recently, Abusalah et al. [1]

---

1 Ideally, the public parameters can be sampled by a public-coin process [5, 24, 29]. Otherwise, we require a trusted setup to generate the public parameters [14, 28].
constructed permutation VDFs in the ROM, but they additionally relied on the assumptions used in the sloth functions of Lenstra and Wesolowski [20]. Our work shows that relying on some kind of structured assumption is necessary to achieve permutation VDFs.

We next show that in the “tight” regime of sequentiality, as recently studied in the concurrent work of Döttling et al. [10] (i.e., when the sequentiality parameter $\sigma$ is quite close to $T$), even proofs of sequential work (PoSW) [7,12,22,25] cannot be based on random oracles. In particular, our result essentially applies to settings where $\sigma \gg T \cdot (1 - 1/t)$ where $t$ is the verification time. A proof of sequential work is a relaxation of a VDF without the uniqueness or the public-verifiability properties. Thus, our lower bound for ruling out tight PoSW also rules out tight VDFs in the ROM. We note, however, that since (even publicly-verifiable) PoSW satisfying weaker notions of sequentiality (e.g., $\sigma = T/2$) are known to exist in the ROM [22], it is not clear whether this lower bound for PoSW can be extended to rule out (non-tight) VDFs, and we leave this as an intriguing open question.

We note that both of our lower bounds are proven in settings that have already been studied in previous (or concurrent) work. Namely, by ruling out permutation VDFs in the ROM, our first main result complements the previous work on permutation VDFs [1] by showing that the random oracle alone is not sufficient to realize such strong VDFs. Moreover, our second result shows that when it comes to the tight regime of sequentiality (studied in the concurrent work of [10]), VDFs as well as more relaxed notions like proofs of sequential work cannot be based on symmetric primitives in a black-box way.

1.1.1 Our Techniques

At a technical level, the proofs of our lower bounds start from the techniques of Mahmoody, Moran, and Vadhan [21] for ruling out time-lock puzzles in the random oracle model. In fact, for a special case of perfectly-unique VDFs where the VDF is a permutation on its domain $X = Y$, which we refer to as a “permutation VDF” (cf., [1,18,20]), we can use the impossibility result of [21] as a black-box by reducing the task of constructing time-lock puzzles in the ROM to constructing permutation-VDFs in the ROM.

For the more general case of perfectly-unique VDFs (that are not necessarily permutations) we cannot use the result of [21] as a black-box, but we can still adapt the ideas from their work that are reminiscent of similar techniques also used in [6,23,27]. Namely, our attacker will sample full executions of the evaluation function $\text{Eval}$ in its head, while respecting answers to queries that it has already learned from the real oracle. At the end of each simulated execution, it will ask all previously-unasked queries in a single round to the oracle (and use those values in subsequent simulated executions). We show that using just $O(t)$ rounds of this form, we can argue that in most of these rounds, the adversary does not hit any “new query” in the verification process. Consequently, in most of the executions it is consistent with the verification procedure with respect to some oracle $O'$, and thus by the perfect uniqueness property, the answer in those executions should be the correct one. Finally, by taking a majority vote over the executions, we obtain the correct answer with high probability. Observe that this argument critically relies on perfect uniqueness. The main open question remaining is whether a similar lower bound for computational uniqueness holds for VDF in the ROM or not. In this setting, the security requirement is that no efficient adversary can find a different value $y' \neq \text{Eval}(x)$ with a proof $\pi'$ that passes verification. (See Section 3.1.)

We then adapt this technique to additionally rule out tight proofs of sequential work in the ROM. Roughly, a scheme satisfies tight sequentiality if no adversary running in sequential time $\sigma = T - T^\rho$ for constant $\rho < 1$ can compute $(y, \pi)$ such that $\text{Verify}(x, y, \pi) = 1$. More generally, we consider a setting of parameters where $\sigma > T \cdot (1 - 1/2t)$, where $t$ denotes...
the number of queries made by \textit{Verify}. In this setting, we can construct an algorithm that simulates the answers to some but not all of the oracle queries made by the evaluation algorithm. The algorithm answers the remaining queries based on the real oracle evaluations. To simplify the description, in the following, assume that the setup algorithm is essentially nonexistent, and that the public parameter is fixed and publicly known ahead of time. Since the scheme is assumed to be tightly sequential, as long as the algorithm simulates sufficiently-many queries (e.g., $T/2t$ queries), it is possible to reduce the number of rounds of queries made to the real oracle (i.e., from $T$ to $T - T/2t$). Moreover, if the number of “simulated responses” is small enough and if the set of queries for which the algorithm simulates is chosen at random, then there is a good chance that none of the simulated queries are asked during verification. If both of these properties hold simultaneously, then the algorithm successfully computes a response that verifies, thus breaking tight sequentiality. We provide the formal analysis in Section 3.2. However, the formal version of this argument needs to also incorporate the query complexity of the setup algorithm as well, leading to a weaker attack that only applies when $\sigma > T \cdot (1 - \frac{1}{2(\sigma + t)})$. However, in Section 4, we describe how to extend our lower bounds on tight proofs of sequential work (and correspondingly, tight VDFs) to additionally rule out tight proofs of sequential work with an expensive setup phase as well as tight proofs of sequential work in the random permutation model. In particular, we show how to leverage preprocessing to essentially eliminate the dependency of the attack’s online phase on the query complexity of the setup.

1.2 Related Work

Verifiable delay functions are closely related to the notion of (publicly-verifiable) proofs of sequential work (PoSW) [1, 8, 11, 22]. The main difference between VDFs and PoSWs is uniqueness. More specifically, a VDF ensures that for every input $x$, an adversary running in time $poly(\lambda, T)$ can only find at most one output $y$ (accompanied with a possibly non-unique proof $\pi$) that the verifier would accept (and if it does, the verifier is also convinced that the prover performed $T$ sequential work). In contrast, a PoSW does not provide any guarantees on uniqueness. In particular, for every input $x$, there might be many possible pairs $(y, \pi)$ that the verifier would accept, and as a result, in this setting there is no longer a need to distinguish between the output $y$ and the proof $\pi$. Even more generally, proofs of work need not be publicly-verifiable [12], and one could only require sequentiality against adversaries who do not know a secret verification key generated during the setup. We emphasize that the uniqueness property in VDFs is important both for applications as well as constructions. Indeed, publicly-verifiable proofs of sequential work can be constructed in the random oracle model [8, 11, 22], while our work rules out a broad class of VDFs in the same model.

**Time-lock puzzles.** Time-lock puzzle [25] are closely related to VDFs as they are also based on the notion of sequentiality. In a time-lock puzzle, a puzzle generator can generate a puzzle $x$ together with a solution $y$ in time $t \ll T$, but computing $y$ from $x$ still requires sequential time $T$. The main difference between VDFs and time-lock puzzles is that time-lock puzzles might require knowledge of a secret key for efficient verification (in time $t$). In contrast, VDFs are publicly-verifiable (in time $t$). However, similar to VDFs, the output of a time-lock puzzle is unique. Mahmoody et al. [21] leverage this very uniqueness property and the fact that the solution is known ahead of the time to the verifier (because it is sampled during the puzzle generation) to show an impossibility result for time-lock puzzles in the random oracle model. While VDFs also require unique solutions, these solutions might not be known when we directly sample an input.
Concurrent work. In an independent and concurrent work, Döttling et al. [10] introduce and provide an in-depth study of tight verifiable delay functions. Their work both provides a positive construction of tight VDFs (from algebraic assumptions) as well as a negative result on the existence of tight VDFs in the random oracle model. In this work, we show that the lower bound on tight VDFs also extends to (even privately-verifiable) proofs of sequential work. At the same time, we note that (even publicly-verifiable) proofs of sequential work do exist in the non-tight regime (e.g., $\sigma = T/2$) in the ROM [22]. Thus, whether or not this lower bound in the random oracle model on tight VDFs can be extended to arbitrary (non-tight) VDFs or not still remains an intriguing open question.

2 Preliminaries

Throughout this work, we use $\lambda$ to denote the security parameter. For an integer $n \in \mathbb{N}$, we write $[n]$ to denote the set $\{1, 2, \ldots, n\}$. We write $\text{poly}(\lambda)$ to denote a quantity that is bounded by a fixed polynomial in $\lambda$ and $\text{negl}(\lambda)$ to denote a function that is $\lambda^{-\omega(1)}$. For a distribution $D$, we write $x \leftarrow D$ to denote that $x$ is drawn from $D$. For a randomized algorithm $\text{Alg}$, we write $y \leftarrow \text{Alg}(x)$ to denote the process of computing $y$ by running $\text{Alg}$ on input $x$ with (implicitly-defined) randomness $r$ of the appropriate length (based on the length of $x$). For a finite set $S$, we write $x \overset{\$}{\leftarrow} S$ to denote that $x$ is sampled uniformly at random from $S$. We say that an algorithm is efficient if it runs in probabilistic polynomial time in the length of its input. We now review the definition of a verifiable delay function.

Definition 1 (Verifiable Delay Function [5]). A verifiable delay function is a tuple of algorithms $\Pi_{\text{VDF}} = (\text{Setup}, \text{Eval}, \text{Verify})$ with the following properties:

- $\text{Setup}(1^\lambda, T) \rightarrow \text{pp}$: On input the the security parameter $\lambda$ and the time bound $T$, the setup algorithm outputs the public parameters $\text{pp}$. The public parameter determines a (uniformly) samplable input space $X_{\text{pp}}$ and an output space $Y_{\text{pp}}$. When the context is clear, we simply denote them as $X$ and $Y$.

- $\text{Eval}(\text{pp}, x) \rightarrow (y, \pi)$: On input the public parameters $\text{pp}$ and an element $x \in X$, the evaluation algorithm outputs a value $y \in Y$ and a (possibly empty) proof $\pi$. Moreover, in case $\text{Eval}$ is randomized, the first output $y$ should be determined by $x$ and $\text{pp}$ (and be independent of the randomness used). We will typically refer to $y$ as the “output” of the VDF on $x$, and since $y$ is unique, when the context is clear, we simply write $y = \text{Eval}(\text{pp}, x)$ to denote the output of the VDF on $x$.

- $\text{Verify}(\text{pp}, x, y, \pi) \rightarrow \{0, 1\}$: On input the public parameters $\text{pp}$, an element $x \in X$, a value $y \in Y$, and a proof string $\pi \in \{0, 1\}^*$, the verification algorithm outputs a bit (1 means accept and 0 means reject).

Moreover, the algorithms must satisfy the following efficiency requirements:

- The setup algorithm $\text{Setup}$ runs in time $\text{poly}(\lambda, \log T)$.

- The evaluation algorithm $\text{Eval}$ runs in time $T$.

- The verification algorithm $\text{Verify}$ runs in time $\text{poly}(\lambda, \log T)$.

For simplicity of notation, in the following sections, we sometimes write $s$ (resp., $t$) to denote the running time of $\text{Setup}$ (resp., $\text{Verify}$). This additionally allow us to state our results more generally while also explicitly stating how our results depend on the precise bounds on the running time of $\text{Setup}$ and $\text{Verify}$.
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Completeness. We now define the completeness requirement on VDFs.

**Definition 2 (Completeness of VDF).** A VDF $\Pi_{\text{VDF}} = (\text{Setup}, \text{Eval}, \text{Verify})$ has completeness error $\gamma$ if for all $\lambda \in \mathbb{N}$ and $T \in \mathbb{N},$

$$\Pr \left[ \text{Verify}(\text{pp}, x, y, \pi) = 1 : \text{pp} \leftarrow \text{Setup}(1^\lambda, T), x \leftarrow \mathcal{X}_{\text{pp}}, (y, \pi) \leftarrow \text{Eval}(\text{pp}, x) \right] \geq 1 - \gamma.$$ 

Unless stated otherwise, we assume $\gamma = 0$. For our first lower bound, we need perfect completeness $\gamma = 0$, but our second lower bound in the tight regime directly extends to more generalized settings where the completeness error $\gamma$ is $\text{negl}(\lambda)$ (or even a small constant).

Security. The two main security requirements we require on a VDF are uniqueness and sequentiality. We define these below.

**Definition 3 (Uniqueness of VDF).** A VDF $\Pi_{\text{VDF}} = (\text{Setup}, \text{Eval}, \text{Verify})$ satisfies uniqueness for a class $\mathcal{A}$ of adversaries with error $\varepsilon(\lambda)$, if for all adversaries $\text{Adv} \in \mathcal{A}$, we have that

$$\Pr \left[ y \neq \text{Eval}(\text{pp}, x) \wedge \text{Verify}(\text{pp}, x, y, \pi) : \text{pp} \leftarrow \text{Setup}(1^\lambda, T), (x, y, \pi) \leftarrow \text{Adv}(1^\lambda, 1^T, \text{pp}) \right] \leq \varepsilon(\lambda).$$

We say that $\Pi_{\text{VDF}}$ satisfies statistical uniqueness if $\mathcal{A}$ is the set of all (computationally unbounded) adversaries and $\varepsilon(\lambda)$ is negligible. We say $\Pi_{\text{VDF}}$ satisfies perfect uniqueness if we further require $\varepsilon(\lambda) = 0$. We say that $\Pi_{\text{VDF}}$ is computationally unique if $\mathcal{A}$ is the class of poly$(\lambda, T)$-time adversaries and $\varepsilon(\lambda)$ is negligible.

**Definition 4 (Sequentiality of VDF).** A VDF $\Pi_{\text{VDF}} = (\text{Setup}, \text{Eval}, \text{Verify})$ is $\sigma$-sequential (where $\sigma$ may be a function of $\lambda$, $T$ and $t$) if for all adversaries $\text{Adv} = (\text{Adv}_0, \text{Adv}_1)$, where $\text{Adv}_0, \text{Adv}_1$ both run in total time poly$(\lambda, T)$ and $\text{Adv}_1$ runs in parallel time at most $\sigma$, we have that

$$\Pr \left[ y = \text{Eval}(\text{pp}, x) : \text{pp} \leftarrow \text{Setup}(1^\lambda, T), x \leftarrow \mathcal{X}, y \leftarrow \text{Adv}_1(\text{st}_{\text{Adv}}, x) \right] = \text{negl}(\lambda).$$

We can view $\text{Adv}_0$ as a “preprocessing” algorithm that precomputes some initial state $\text{st}_{\text{Adv}}$ based on the public parameters and $\text{Adv}_1$ as the “online” adversarial evaluation algorithm.

**Definition 5 (Decodable VDF [5]).** Let $t$ be a function of $\lambda$ and $T$. A VDF $\Pi_{\text{VDF}} = (\text{Setup}, \text{Eval}, \text{Verify})$ is $t$-decodable if there is no extra proof (i.e., $\pi = \bot$) and there is a decoder $\text{Dec}$ with the following properties:

- $\text{Dec}$ runs in time $t$.
- For all $x \in \mathcal{X}$, if $y = \text{Eval}(\text{pp}, x)$, then $\text{Dec}(\text{pp}, y) = x$.

We say that $\Pi_{\text{VDF}}$ is strongly decodable, if for all $y' \neq y = \text{Eval}(\text{pp}, x)$, it holds that $\text{Dec}(\text{pp}, y) \neq x$. Finally, we say a VDF is efficiently (strongly) decodable if it is (strongly) $t$-decodable for $t = \text{poly}(\lambda, \log T)$.

**Remark 6 (Strongly Decodable VDFs and Perfect Uniqueness).** Strong decodability (Definition 5) implies perfect uniqueness (Definition 3). However, the reverse is not true in general.
Definition 7 (Random Oracle Model (ROM)). A random oracle \( O \) implements a truly random function from \( \{0,1\}^* \) to range \( R \).2 Equivalently, one can use “lazy evaluation” to simulate the behavior of a random oracle as follows:

- If the oracle has not been queried on \( x \in \{0,1\}^* \), sample \( y \leftarrow R \). The oracle returns \( y \) and remembers the mapping \((x,y)\).
- If the oracle was previously queried on \( x \in \{0,1\}^* \), return the previously-chosen value of \( y \in R \) associated with \( x \).

Remark 8 (Hardness in the Random Oracle Model). Note that constructions with unconditional security in the ROM use the oracle as the only source of hardness. In particular, as stated above, the number of rounds of queries to the oracle model the cost of the parallel computation. If one allows other sources of computational hardness, existing constructions of VDFs trivially also exist relative to the ROM (by ignoring the random oracle).

Definition 9 (VDFs in the ROM). We define uniqueness and sequentiality of a VDF in the ROM by allowing the components \( \text{Setup}, \text{Eval}, \text{Verify} \) of a VDF to be oracle-aided algorithms in the ROM and adjusting their notion of time and parallel time (in Definitions 3 and 4 according to Definition 7 and Remark 8). In particular, for sequentiality, we measure the running time of the adversary by the number of rounds of oracle queries the adversary makes (this is to model the capabilities of a parallel adversary). Furthermore, for the uniqueness property, we require that the probability of the adversary succeeding is taken over the random coins of \( \text{Setup} \) and of the adversary, but not over the choice of oracle.

3 Lower Bounds for VDFs in the Random Oracle Model

In this section, we first show that perfectly unique VDFs (Definition 3) are impossible in the random oracle model. Then, as a corollary, we obtain barriers for strongly decodable VDFs as well. In particular, if a VDF in the ROM is perfectly unique, it means that for every sampled random oracle \( O \leftarrow O \), perfect uniqueness holds. Moreover, our result shows that a recent construction of [1] for reversible VDFs that is of the form of a permutation function and uses the sloth functions from [20] cannot be modified to only rely on a random oracle.

We then turn our attention to the case of tight VDFs (and more generally, tight proofs of sequential work) and show that they cannot be constructed in the ROM as well.

3.1 Case of Perfectly Unique VDFs

In this section, we give a lower bound for perfectly unique VDFs in the random oracle model. Specifically, we prove the following theorem:

Theorem 10 (Lower Bounds for Perfectly Unique VDFs in the ROM). Suppose \( \Pi_{\text{VDF}} = (\text{Setup}, \text{Eval}, \text{Verify}) \) is a VDF in the ROM with perfect uniqueness and perfect completeness in which (for a concrete choice of \( \lambda \)), \text{Setup} runs in time \( s \), \text{Eval} runs in time \( T \), and \text{Verify} runs in time \( t \). Then, there is an adversary \( \text{Adv} \) that breaks sequentiality (Definition 4) by asking a total of \( 2T \cdot (s + t) \) queries in \( 2(s + t) \) rounds of queries.

---

2 There are multiple possible ways to model a random oracle in the literature. We describe three possibilities here. Sometimes, the range \( R \) is \( \{0,1\}^\lambda \) where \( \lambda \) is a security parameter; other times, it is simply \( \{0,1\} \), and sometimes it is a “length preserving” mapping that maps each input \( x \) to a string of the same length.
Before proving Theorem 10, we observe that this result already rules out the possibility of constructing strongly decodable VDFs (which are forced to be perfectly unique; see Remark 6) in the ROM. In fact, a special case of this theorem for the class of “permutation VDFs” can be derived from the impossibility result of [21] for time-lock puzzles [25]. We first define this class of special VDFs below and prove their impossibility in the ROM as a warm up.

3.1.1 Warm Up: The Special Case of Permutation VDFs

Permutation VDFs. As a special case of strongly decodable VDFs, one can further restrict the mapping from $X$ to $Y$ to be a permutation (instead of just being an injective function). Indeed, the recent construction of [1] has this exact property as they construct decodable/reversible VDFs where the evaluation function is a permutation on its domain. Indeed, [1] uses random oracles together with the sloth function from [20] to construct their permutation VDF, and thus it was left open whether random oracle would suffice for permutation VDFs. Our result rules this possibility out.

▶ Proposition 11. Let $\Pi_{VDF}$ be a permutation VDF in the ROM with a decoder $\text{Dec}$ that runs in time $t$, and a setup algorithm $\text{Setup}$ that runs in time $s$. Then, there is an adversary that breaks sequentiality (Definition 4) in $O(s + t)$ rounds of queries and $O(T \cdot (s + t))$ queries.

Proof. Previously, Mahmoody et al. [21] showed an impossibility result for time-lock puzzles in the ROM. To prove the claim, we show how to construct a time-lock puzzle from a permutation VDF. The result then follows from the lower bound of [21]. The construction is as follows. The puzzle-generator would first run the setup algorithm $\text{Setup}$ of the VDF to get the public parameter $\text{pp}$. Then, it samples $y \leftarrow X = Y$ (here, we use the fact that $X$ is efficiently-samplable, and that $X = Y$) and sets $x \leftarrow \text{Dec}(\text{pp}, y)$. It outputs $x$ as the puzzle (and keeps $y$ as the solution). Since $\text{Setup}$ and $\text{Dec}$ for a VDF are both efficient (i.e., run in time $\text{poly}(\lambda, t)$), the puzzle-generator is also efficient.

We can now use the result of [21] which shows that any time-lock puzzle in the ROM where the puzzle-generation algorithm makes $k$ queries and the puzzle-solving algorithm makes $T$ queries can be broken by an adversary making $O(k)$ rounds of queries and a total of $O(k \cdot T)$ queries. For the time-lock puzzle based on the permutation VDF, $k = s + t$, where $s$ is the number of queries made by the $\text{Setup}$ algorithm and $t$ is the number of queries made by the $\text{Dec}$ algorithm.

3.1.2 Proof of Theorem 10 in the General (Perfectly Unique) Case

We now give the proof of Theorem 10. It follows the ideas from [21] for ruling out time-lock puzzles in the ROM, but this time, we cannot simply reduce the problem to the setting of time-lock puzzles, and we need to go into the proof and extend it to our setting. We begin with an informal overview of the proof before providing the formal analysis.

Proof overview. We begin with an informal description of the main ideas behind the lower bound. Our goal is to construct an adversary that can efficiently find an output that passes verification, while asking fewer than $T$ rounds of queries to the random oracle. To do so, we consider an algorithm that implements the honest evaluation algorithm, but instead of
Algorithm 1 The adversary $\text{Adv}$ that breaks sequentiality of the VDF.

1. At the beginning of the game, the adversary $\text{Adv}$ receives the public parameters $\text{pp}$ and a challenge $x \in \mathcal{X}$ from the sequentiality challenger.
2. Initialize a query set $Q_{\text{Adv}} \leftarrow \emptyset$ and a set of query-answer pairs $P_{\text{Adv}} \leftarrow \emptyset$.
3. Let $d = 2(s + t) + 1$.
4. For $i \in [d]$, do the following:
   a. Initialize $P_{\text{Adv}}^{(i)} \leftarrow \emptyset$ and $Q_{\text{Adv}}^{(i)} \leftarrow \emptyset$.
   b. Execute $(y_i, \pi_i) \leftarrow \text{Eval}(\text{pp}, x)$ where the random oracle queries (made by $\text{Eval}$) are answered using the following procedure. On every oracle query $q$:
      = If $q \in Q_{\text{Adv}}$, then reply with the value $r$ where $(q, r) \in P_{\text{Adv}}$.
      = Otherwise, choose a uniformly random value $r \leftarrow \mathcal{R}$ (where $\mathcal{R}$ is the range of the random oracle $\mathcal{O}$) and add $(q, r)$ to $P_{\text{Adv}}^{(i)}$ and add $q$ to $Q_{\text{Adv}}^{(i)}$.
   c. If $i < d$, then in one round, for all $(q, *) \in P_{\text{Adv}}^{(i)}$, query the real oracle $\mathcal{O}$ to get $r \leftarrow \mathcal{O}(q)$ as the answer; and then add $(q, r)$ to $P_{\text{Adv}}$ and add $q$ to $Q_{\text{Adv}}$.
5. Output $\text{Maj}(y_1, \ldots, y_d)$ where $\text{Maj}$ denotes the majority operation (which outputs $\bot$ if no majority exists).

Issuing queries to the actual random oracle, the algorithm will instead sometimes simulate the outputs from those queries itself (i.e., by sampling from the output distribution of the random oracle). Of course, if one of these “faked” or “simulated” queries was asked to the oracle by another algorithm in the system (e.g., by $\text{Setup}$ or $\text{Verify}$), then our algorithm will almost certainly fail. On the other hand, if none of the simulated queries were asked to the oracle, then our attacker wins (because the set of “faked” queries and real queries together form an oracle that is consistent). This means that as long as the number of queries $\text{Setup}$ and $\text{Verify}$ make are much smaller than $T$ and our algorithm is able to “identify” or “learn” those queries with fewer than $T$ rounds of queries to the random oracle, then the algorithm succeeds in breaking sequentiality of the VDF.

Proof of Theorem 10. Without loss of generality, assume that $\text{Eval}$ asks no repeated queries in a single execution. We construct an attacker $\text{Adv}$ that breaks sequentiality of the VDF as follows. Our adversary is entirely online (i.e., there is no separate preprocessing step).

We now show that $\text{Adv}$ in Algorithm 1 satisfies the properties needed in Theorem 10. Let $Q_S$ be the queries made by the setup algorithm $\text{Setup}(1^\lambda, T)$ to sample $\text{pp}$ and $Q_V$ be the queries made by $\text{Verify}(\text{pp}, x, y)$ where $y = \text{Eval}(\text{pp}, x)$ is the true solution.

For $i \in [d]$, we define $H_i$ to be the event where there is a query $q \in Q_{\text{Adv}}^{(i)} \cap (Q_S \cup Q_V)$ during the $i$th round of emulation that was not previously asked by the adversary: $q \notin Q_{\text{Adv}}$ at that moment. Equivalently, when $q$ is asked, it holds that $q \in (Q_{\text{Adv}}^{(i)} \cap (Q_S \cup Q_V)) \setminus Q_{\text{Adv}}$.

The following claim shows that $H_i$ cannot happen for too many rounds $i$.

Claim 12. If $I = \{i : H_i \text{ holds}\}$, then $|I| \leq s + t$.

Proof. If event $H_i$ occurs as a result of some query $q$, then at the end of round $i$, $\text{Adv}$ queries the oracle $\mathcal{O}$ on the input $q$. By construction, since $q \in (Q_{\text{Adv}}^{(i)} \cap (Q_S \cup Q_V)) \setminus Q_{\text{Adv}}$, it must be the case that $\text{Adv}$ makes a new query on an input that was previously queried by either the $\text{Setup}$ or $\text{Verify}$ algorithms (but not queried in any of the previous rounds). However, since $\text{Setup}$ and $\text{Verify}$ together ask a combined total of (at most) $s + t$ queries, this event cannot happen more than $s + t$ times.
Conclusion of Section 3.2

Theorem 15 (Attacking Proofs of Sequential Work in the ROM). Suppose \( \Pi_{\text{SW}} = (\text{Setup}, \text{Eval}, \text{Verify}) \) is a publicly-verifiable proof of sequential work in the ROM in which (for a concrete choice of \( \lambda \)), Setup runs in time \( s \), Eval runs in time \( T \), and Verify runs in time \( t \). Then, for any \( 1 < G < T \) there is an adversary \( \text{Adv} \) that asks a total of at most \( T - G \) queries and breaks sequentiality (Definition 4) with probability at least \( 1 - (s + t) \cdot G/T \).

Corollary 16 (Ruling Out Tight Proofs of Sequential Work in the ROM). Let \( \lambda \) be a security parameter and \( T \) be the time bound parameter. For any choice of \( s, t = \text{poly}(\lambda, \log T) \), there does not exist a proof of sequential work in the ROM with sequentiality \( \sigma = T \cdot (1 - 1/2^{(s+t)}) \). More generally, for any constant \( 0 < \rho < 1 \), there does not exist a proof of sequential work in the ROM with sequentiality \( \sigma = T - T^\rho \).

\( \text{Definition 14 is even more general as it allows a setup phase.} \)
Proof. The first statement follows by instantiating Theorem 15 with $G = T/2(s+t)$. For this setting of parameters, Theorem 15 implies an adversary that breaks sequentiality with probability at least $1/2$ and making only $T - G = T \cdot (1 - 1/2(s+t))$ queries. For the more general statement, we take $T$ to be a sufficiently large polynomial in the security parameter $\lambda$ such that $s, t < T^{1-\rho}/4$. Note that this is always possible since $s, t = \text{poly}(\lambda, \log T)$; that is, both $s, t$ are poly-logarithmic in $T$ and $0 < \rho < 1$ is constant. Then, we can again set $G = T - \sigma = T^p$ and appeal to Theorem 15 to obtain an adversary that makes $T - G = \sigma$ queries and breaks sequentiality with probability at least $1/2$.

$\blacksquare$

$\triangleright$ Remark 17 (Secretly-Verifiable Tight Proofs of Sequential Work). We note that Theorem 15 also holds for secretly-verifiable proofs of sequential work as well. The proof for the secretly-verifiable setting is identical to that for the publicly-verifiable setting. For simplicity of notation we write the proof for the publicly-verifiable version (Definition 4) which uses $pp$ as both the evaluation and the verification key.

$\triangleright$ Remark 18 (Other Extensions). The extension from Remark 17 on ruling out secretly-verifiable tight proofs of sequential work relies on the same proof as that of Theorem 15. In Section 4, we show two extensions of this result by adapting the proof of Theorem 15. These include extending the lower bound to: (1) the setting where the $\text{Setup}$ algorithm is “slow” (i.e., runs in time proportional to $T$); and (2) the random permutation model (rather than the random oracle model). We refer to Section 4 for the details on those extensions.

Proof of Theorem 15. Again, without loss of generality, we assume that $\text{Eval}$ asks no repeated queries in a single execution. The attacker’s algorithm $\text{Adv}$ is defined as follows:

$\blacksquare$ Algorithm 2 The adversary $\text{Adv}$ that breaks sequentiality for the proof of sequential work.

1. At the beginning of the game, the adversary $\text{Adv}$ receives the public parameters $pp$ and a challenge $x \in X$ from the sequentiality challenger.
3. Execute $(y, \pi) \leftarrow \text{Eval}(pp, x)$ where the $i$th oracle query $q_i$ is answered as follows:
   - If $i \in S$, compute the response $r_i \leftarrow O(q_i)$ from the true oracle $O$.
   - Otherwise sample a uniformly random $r_i \leftarrow R$ as the response for the query $q_i$.
4. Output $(y, \pi)$.

To analyze Algorithm 2, we compare the output of the attacker’s experiment ($\text{Real}$) with the output in an “ideal” experiment ($\text{Ideal}$) where all of the oracle queries are answered using the real oracle. We define these two experiments below:

$\blacksquare$ Figure 1 The Real and Ideal experiments.

In the following, we write $Pr_{\text{real}}[\cdot]$ (resp., $Pr_{\text{ideal}}[\cdot]$) to denote the probability of an event $E$ in the Real (resp., Ideal) experiment.
Events. Let \( Q_V \) be the set of oracle queries made by Verify and \( Q_S \) be the set of oracle queries made by Setup. Let \( Q_{\text{Adv}} \) be the set of oracle queries \( q_i \) that appears in Step 3 of Algorithm 2 where \( i \notin S \). Namely, these are the set of oracle queries \( q_i \) that \( \text{Adv} \) answers with uniformly random values in \( \mathcal{O} \). We now define the following two events:

- Let \( W \) be the event that \( \text{Verify}(pp, x, \pi) = 1 \) when \( (y, \pi) \) is the output of the adversary (i.e., \( W \) is the event that the adversary wins and the experiment outputs 1).
- Let \( B \) be the “bad” event where \( (Q_V \cup Q_S) \cap Q_{\text{Adv}} \neq \emptyset \). Namely, this is the event that adversary makes up an answer to a query that is asked either by the setup algorithm or the verification algorithm.

With these definitions, the following claim trivially holds in the ideal experiment (by perfect completeness of the underlying proof of sequential work\(^5\)), as all of the oracle queries \( q_i \) are computed using the real oracle \( O(q_i) \).

\[ \triangleright \text{Claim 19.} \quad \Pr_{\text{ideal}}[W] = 1. \]

The following lemma states that until event \( B \) happens, the two experiments are identical.

\[ \triangleright \text{Lemma 20.} \quad \Pr_{\text{real}}[B] = \Pr_{\text{ideal}}[B]. \]

Moreover, conditioned on the event \( B \) not happening, the two experiments are identically distributed. In particular, for any event like \( W \), it hold that \( \Pr_{\text{real}}[W \lor B] = \Pr_{\text{ideal}}[W \lor B] \).

**Proof.** Here, we make a crucial use of the fact that the oracle \( \mathcal{O} \) is random. To prove the lemma, we run the two games in parallel using the same randomness for any query that is asked by any party, step by step. Namely, we start by executing the evaluation algorithm identically as much as possible until event \( B \) happens. More formally, we run both experiments by using fresh randomness to answer any new query asked during the execution, and we will stop the execution as soon as event \( B \) happens. Since until the event \( B \) happens both games proceed identically (in a perfect sense) and consistently according to their own distribution, it means that until event \( B \) happens, the two games have the same exact distributions. \( \blacktriangleleft \)

We now observe that the probability of the event \( B \) is small in the ideal game, and conclude that it is indeed small in both games.

\[ \triangleright \text{Claim 21.} \quad \Pr_{\text{ideal}}[B] \leq (s + t) \cdot \frac{G}{T}. \]

**Proof.** In this game, the set \( S \) is independent of all other components in the experiment, so we can choose \( S \) at the end of the experiment (after \( Q_S \) and \( Q_V \) have been determined). By definition of \( Q_{\text{Adv}} \), we have that \( |Q_{\text{Adv}}| \leq G \). This means that for any query \( q \in Q_S \cup Q_V \) that is also queried by \( \mathcal{Eval}(pp, x) \), the probability that \( q \in Q_{\text{Adv}} \) is at most \( G/T \). The claim now follows by a union bound. \( \blacktriangleleft \)

The above claims complete the proof of Theorem 15, as we now can conclude that the probability of \( W \) in both experiments is “close”:

\[ |\Pr_{\text{real}}[W] - \Pr_{\text{ideal}}[W]| \leq \Pr_{\text{ideal}}[B]. \]

We already know that \( \Pr_{\text{ideal}}[W] = 1 \), therefore, we conclude that

\[ \Pr_{\text{real}}[W] \geq \Pr_{\text{ideal}}[W] - \Pr_{\text{ideal}}[B] \geq 1 - (s + t) \cdot \frac{G}{T}. \]

\( ^5 \) Note that this argument extends also to the setting where we have completeness error \( \gamma \) (i.e., completeness holds with probability \( 1 - \gamma \) over the choice of the public parameters). This modification introduces a \( \gamma \) loss in the adversary’s advantage in the real game.
4 Extensions to the Lower Bounds

In this section, we briefly discuss several extensions of our lower bounds on perfectly unique VDFs and tight proofs of sequential work by extending the proofs of Theorems 10 and 15.

4.1 Handling Expensive Setup Phase

Our lower bounds in Theorems 10 and 15 construct an adversary whose running time depends on both $t$ (the verification time) as well as $s$ (the setup time). When these bounds are only $\text{poly}(\lambda, \log T)$, the running time of our attacker is much smaller compared to $T$, and thus, breaks the sequentiality of the scheme. However, one might argue that since the setup is executed only once, it is reasonable to consider a scenario where $s$ is potentially as large as $T$. In this case, both of our lower bounds in Theorems 10 and 15 become meaningless.

Case of expensive public setup. If the setup algorithm is public coin (i.e., the randomness to $\text{Setup}$ is publicly known), then both Theorems 10 and 15 directly extend to the setting where $s = \text{poly}(\lambda, T)$. Specifically, in this setting, the setup queries can be discovered publicly (i.e., by emulating an execution of $\text{Setup}$). Thus, the adversary can learn the oracle’s values on the set of queries $Q_S$ made by $\text{Setup}$. In the online phase, the adversary carries out its attack by incorporating the knowledge of $Q_S$ when answering oracle queries. In other words, if during the emulation of the $\text{Eval}$ algorithm, the adversary encounters a query $q \in Q_S$, it will use the known answer (saved as part of the state $\text{st}_{\text{Adv}}$) instead of asking it from the oracle or guessing its answer.

Case of expensive private setup for Theorem 15. When the setup algorithm uses private randomness, the above argument for extending Theorems 10 and 15 no longer applies. Nonetheless, we can still show how the proof of Theorem 15 (for ruling our tight proofs of sequential work) can be extended to this setting as well.

▶ Theorem 22 (Attacking Tight Proofs of Sequential Work with Expensive Setup in the ROM).
Suppose $\Pi_{\text{PSW}} = (\text{Setup}, \text{Eval}, \text{Verify})$ is a publicly-verifiable proof of sequential work in the ROM in which (for a concrete choice of $\lambda, T$), $\text{Setup}$ runs in time $s$, $\text{Eval}$ runs in time $T$, $\text{Verify}$ runs in time $t$, and completeness error is at most $\gamma$ (see Definition 2). Then, for any $\varepsilon < 1$ and $1 < G < T$, there is an adversary $\text{Adv} = (\text{Adv}_0, \text{Adv}_1)$ where $\text{Adv}_0$ runs in time $\text{poly}(s, T, t, 1/\varepsilon)$ and $\text{Adv}_1$ makes at most $T - G$ queries (and run in total time $\text{poly}(T)$) and breaks sequentiality (Definition 4) with probability at least $1 - \varepsilon - t \cdot G/T - \gamma$.

Before proving Theorem 22, we first derive a corollary, formally stating the range of tight sequentiality for which we rule out PoSWs in the ROM.

▶ Corollary 23 (Ruling Out Tight Proofs of Sequential Work with Expensive Setup in the ROM). Let $\lambda$ be a security parameter and $T$ be the time bound parameter. For any choice of $s = \text{poly}(\lambda, T), t = \text{poly}(\lambda, \log T)$, and completeness error $\gamma = \text{negl}(\lambda)$, there does not exist a proof of sequential work in the ROM with sequentiality $\sigma = T \cdot (1 - 1/21)$ and completeness error $\gamma$. In particular, for any constant $0 < \rho < 1$, there does not exist a proof of sequential work in the ROM with sequentiality $\sigma = T - T^\rho$ and completeness error $\gamma$.

Proof. The proof is identical to that of Corollary 16, except here, we use the attack algorithm from Theorem 22 that relies on a preprocessing step with time complexity $\text{poly}(\lambda, T)$. The only difference is that we now also need to make sure $\varepsilon + \gamma < 1/2$, which is easily satisfied whenever $\gamma = \text{negl}(\lambda)$. For example, take $\varepsilon = 1/3$. ◄
Algorithm 3 The adversary \( \text{Adv}_0 \) that precomputes the \( \varepsilon \)-heavy queries of the Setup algorithm.

1. Initialize a set \( Q \leftarrow \emptyset \).
2. Repeat the following procedure \( k = s/\varepsilon = \text{poly}(\lambda, T) \) times:
   a. Sample \( x \leftarrow X \).
   b. Compute \((y, \pi) \leftarrow \text{Eval}(pp, x)\). Whenever \text{Eval} makes a query \( q \) to the oracle \( \mathcal{O} \), add the pair \((q, \mathcal{O}(q))\) to \( Q \).
3. Output \( \text{st}_{\text{Adv}} = Q \).

We now give the proof of Theorem 22.

Proof of Theorem 22. Here, \( \text{Adv}_0 \) will perform a precomputation and compute the so-called “\( \varepsilon \)-heavy” queries \cite{3,17} of the setup algorithm. More precisely, we aim to find queries that are asked by the setup and have noticeable chance of being queried again during the evaluation. In particular, Algorithm \( \text{Adv}_0 \) outputs a set \( Q \) consisting of input-output pairs of the oracle \( \mathcal{O} \). The online algorithm \( \text{Adv}_1 \) then follows Algorithm 2 from the proof of Theorem 15, except whenever \text{Eval} makes a query \( q \) where \( q \in Q \), \( \text{Adv}_1 \) replies with the precomputed value of \( \mathcal{O}(q) \) in \( Q \). We now describe \( \text{Adv}_0 \):

We define \( \text{Adv}_1 \) as in Algorithm 2, except in Step 3, if the query \( q_i \) is contained in \( \text{st}_{\text{Adv}} = Q \), then the adversary always replies with the precomputed value of \( \mathcal{O}(q_i) \) in \( Q \). Otherwise, it uses the same procedure as in Algorithm 3. The rest of the analysis proceeds similar to that in the proof of Theorem 15. Namely, let \( Q_S \) denote the set of oracle queries made by \text{Setup} and \( Q_V \) be the set of queries made by \text{Verify} in the real/ideal experiments. We define the events \( W \) and \( B \) exactly as in the proof of Theorem 15. We now show an analog of Claim 21:

\( \triangleright \) Claim 24. \( \Pr_{\text{ideal}}[B] \leq \varepsilon + t \cdot \frac{Q}{T} \).

Proof. Recall that the event \( B \) occurs if \( (Q_V \cup Q_S) \cap Q_{\text{Adv}} \neq \emptyset \). We consider the following two setting. (All probabilities are stated in the ideal experiment.)

\( \triangleright \) Consider the probability that \( Q_V \cap Q_{\text{Adv}} \neq \emptyset \). By the same argument as in the proof of Claim 21, this event occurs with probability at most \( |Q_V| \cdot G/T \leq t \cdot G/T \) over the randomness of \( S \).

\( \triangleright \) Consider the probability that \( Q_S \cap Q_{\text{Adv}} \neq \emptyset \). Take any query \( q \in Q_S \) and consider the event \( H_q \) that \( q \in Q_{\text{Adv}} \) and \( q \notin \text{st}_{\text{Adv}} \). By construction of Algorithm 3, for \( H_q \) to happen, the first \( k \) iterations of \( \text{Adv}_0 \) should not query \( q \) during \text{Eval}, and yet \( q \) is queried in the next (actual) execution of \text{Eval}. However, it is easy to show that for any Bernoulli variable (of arbitrary probability \( \alpha \)) the probability of missing it \( k \) times and hitting it on the \((k + 1)^{\text{st}}\) iteration is at most \( 1/k \). Since \text{Setup} makes at most \( s \) queries, \( |Q_S| \leq s \), so by a union bound,

\[
\Pr[Q_S \cap Q_{\text{Adv}} \neq \emptyset] \leq \frac{s}{k} = \varepsilon.
\]

The claim now follows by a union bound. \( \triangleright \)

The rest of the proof of Theorem 22 proceeds identically to the proof of Theorem 15 and noting that the probability of \( W \) in the ideal game is \( 1 - \gamma \). \( \triangleright \)
4.2 Extending to the Random Permutation Oracle Model

Random oracles can be used to instantiate all symmetric primitives (including the ideal cipher model \[9,15\]) with one exception: the random permutation oracle \( R \) that implements a random permutation on \( \{0,1\}^n \) for all \( n \in \mathbb{N} \). Indeed, there are impossibility results showing that such a construction does not exist \[23,27\]. We can extend the proof of Theorem 15 to rule out constructions of tight proofs of sequential work in the random permutation oracle as well by developing a preprocessing attack and then using standard techniques based on the fact that a random permutation oracle and a random oracle over a large domain is statistically indistinguishable to any query-bounded algorithm \[17\].

**Case of large input domains.** More formally, let \( n \) be such that \( (T + s + t)^2/2^n \leq \varepsilon \). Then, first suppose the only domain used by the three algorithms \( (\text{Setup}, \text{Eval}, \text{Verify}) \) is \( \{0,1\}^n \). In this case, the probability that a random oracle used by these three algorithms \( \text{Setup}, \text{Eval}, \text{Verify} \) has any collision during the course of their execution is at most \( (T + s + t)^2/2^n \leq \varepsilon \). However, whenever there are no collisions, there is no way to distinguish between random permutations or random oracles. Therefore, our attack in Theorem 15 would automatically work (as is) up to a loss of \( \varepsilon \) in the success probability. This argument also works if the three algorithms \( (\text{Setup}, \text{Eval}, \text{Verify}) \) ask their queries from input domains with different size as long as for any domain \( \{0,1\}^n \) that they query, \( n \) satisfies \( (T + s + t)^2/2^n \leq \varepsilon \).

**General case.** The above argument fails when any of the algorithms \( (\text{Setup}, \text{Eval}, \text{Verify}) \) ask their queries from any domain \( \{0,1\}^n \) where \( n \) is small (and as such, \( (T + s + t)^2/2^n > \varepsilon \)). However, the total number of queries over all such domains is at most

\[
\tau = |\{0,1\}^1| + |\{0,1\}^2| + \cdots + |\{0,1\}^n|,
\]

where \( (T + s + t)^2/2^n = \varepsilon \), which means

\[
\tau = 2 + 4 + \cdots + \left(\frac{T + s + t}{\varepsilon}\right)^2 < \frac{2(T + s + t)^2}{\varepsilon} = \text{poly}(\lambda, T).
\]

Therefore, a preprocessing adversary \( \text{Adv}_0 \) can ask all of these \( \tau = \text{poly}(\lambda, T) \) queries from the real oracle \( O \) and send them together with their answers to the online adversary \( \text{Adv}_1 \) who will then use the answers to these queries whenever needed without asking them from \( O \) or guessing their answers. In this case, the analysis of our attack is identical to the aforementioned case with inputs drawn from a large domain.

5 Conclusion and Open Questions

In this work, we initiated a formal study of the assumptions behind VDFs and provided new lower bounds on basing VDFs with perfect uniqueness in the random oracle model as well as stronger lower bounds in the tight security regime in which the sequentiality guarantees a very close running time to the honest execution. The second lower bound applies not only to VDFs but also to relaxations of it such as sequential proofs of work. While our first lower bound captures existing notions \[1\], they do not extend to the full range of VDF notions.

The main open question remaining is whether we can extend our first lower bound to rule out VDFs satisfying computational uniqueness in the ROM, and ideally do so allowing negligible completeness error as well. Alternatively, the fact that our current lower bound critically relies on the perfect uniqueness property may suggest new approaches to basing
Can Verifiable Delay Functions Be Based on Random Oracles?

VDFs on weaker assumptions. Namely, any such approach must either rely on non-black-box techniques or leverage imperfect soundness in a critical manner. Both of these possibilities represent intriguing avenues for further research.
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1 Introduction

In the two-dimensional geometric knapsack problem (2DKP) we are given a square knapsack \( K := [0, N] \times [0, N] \) for some integer \( N \) and a set of \( n \) convex polygons \( \mathcal{P} \) where each polygon \( P_i \in \mathcal{P} \) has a weight \( w_i > 0 \); we write \( w(\mathcal{P}') := \sum_{P_i \in \mathcal{P}'} w_i \) for any set \( \mathcal{P}' \subseteq \mathcal{P} \). The goal is to select a subset \( \mathcal{P}' \subseteq \mathcal{P} \) of maximum total weight \( w(\mathcal{P}') \) such that the polygons in \( \mathcal{P}' \) fit non-overlapping into \( K \) if we translate and rotate them suitably (by arbitrary angles).

2DKP is a natural packing problem, the reader may think of cutting items out of a piece of raw material like metal or wood, cutting cookings out of dough, or, in three dimensions, loading cargo into a ship or a truck. In particular, in these applications the respective items can have various kinds of shapes. Also note that 2DKP is a natural geometric generalization of the classical one-dimensional knapsack problem.

Our understanding of 2DKP highly depends on the type of input objects. If all polygons are axis-parallel squares there is a \((1 + \epsilon)\)-approximation with a running time of the form \( O(1)n^{O(1)} \) (i.e., an EPTAS) [6], and there can be no FPTAS (unless \( P = NP \)) since the problem is strongly NP-hard [11]. For axis-parallel rectangles there is a polynomial time \((17/9 + \epsilon) < 1.89\)-approximation algorithm and a \((3/2 + \epsilon)\)-approximation if the items can be rotated by exactly 90 degrees [5]. If the input data is quasi-polynomially bounded there is even a \((1 + \epsilon)\)-approximation in quasi-polynomial time [2], with and without the possibility to rotate items by 90 degrees. For circles a \((1 + \epsilon)\)-approximation is known under resource augmentation in one dimension if the weight of each circle equals its area [12].

To the best of our knowledge, there is no result known for 2DKP for shapes different than axis-parallel rectangles and circles. Also, there is no result known in which input polygons are allowed to be rotated by angles different than 90 degrees. However, in the applications of 2DKP the items might have shapes that are more complicated than rectangles or circles. Also, it makes sense to allow rotations by arbitrary angles, e.g., when cutting items out of some material. In this paper, we present the first results for 2DKP in these settings.

1.1 Our contribution

We study 2DKP for arbitrary convex polygons, allowing to rotate them by arbitrary angles. Note that due to the latter, it might be that some optimal solution places the vertices of the polygons on irrational coordinates, even if all input numbers are integers. Our first results are a quasi-polynomial time \( O(1) \)-approximation algorithm for general convex polygons and a polynomial time \( O(1) \)-approximation algorithm for triangles.

By rotation we can assume for each input polygon that the line segment defining its diameter is horizontal. We identify three different types of polygons for which we employ different strategies for packing them, see Figure 1a). First, we consider the easy polygons which are the polygons whose bounding boxes fit into the knapsack without rotation. We pack these polygons such that their bounding boxes do not intersect. Using area arguments and the Steinberg’s algorithm [13] we obtain a \( O(1) \)-approximation for the easy polygons. Then we consider the medium polygons which are the polygons whose bounding boxes easily fit into the knapsack if we can rotate them by 45 degrees. We use a special type of packing in which the bounding boxes are rotated by 45 degrees and then stacked on top of each other, see Figure 1b). More precisely, we group the polygons by the widths of their bounding boxes and to each group we assign two rectangular containers in the packing. We compute the essentially optimal solution of this type by solving a generalization of one-dimensional knapsack for each group. Our key structural insight for medium polygons is that such a solution is \( O(1) \)-approximate. To this end, we prove that in \( \text{OPT} \) the medium polygons of
each group occupy an area that is by at most a constant factor bigger than the corresponding containers, and that a constant fraction of these polygons fit into the containers. In particular, we show that medium polygons with very wide bounding boxes lie in a very small hexagonal area close to the diagonal of the knapsack. Our routines for easy and medium polygons run in polynomial time.

It remains to pack the hard polygons whose bounding boxes just fit into the knapsack or do not fit at all, even under rotation. Note that this does not imply that the polygon itself does not fit. Our key insight is that there can be only $O(\log N)$ such polygons in the optimal solution, at most $O(1)$ from each group. Therefore, we can guess these polygons in quasi-polynomial time, assuming that $N$ is quasi-polynomially bounded. However, in contrast to other packing problems, it is not trivial to check whether a set of given polygons fits into the knapsack since we can rotate them by arbitrary angles and we cannot enumerate all possibilities for the angles. However, we show that by losing a constant factor in the approximation guarantee we can assume that the placement of each hard polygon comes from a precomputable polynomial size set and hence we can guess the placements of the $O(\log N)$ hard polygons in quasi-polynomial time.

> **Theorem 1.** There is a $O(1)$-approximation algorithm for 2DKP with a running time of $(nN)(\log nN)^{O(1)}$.

If all hard polygons are triangles we present even a polynomial time $O(1)$-approximation algorithm. We split the triangles in OPT into two types, for one type we show that a constant fraction of it can be packed in what we call top-left-packings, see Figure 1b). In these packings, the triangles are sorted by the lengths of their longest edges and placed on top of each other in a triangular area. We devise a dynamic program (DP) that essentially computes the most profitable top-left-packing. For proving that this yields a $O(1)$-approximation, we need some careful arguments for rearranging a subset of the triangles with large weight to obtain a packing that our DP can compute. We observe that essentially all hard polygons in OPT must intersect the horizontal line that contains the mid-point of the knapsack. Our key insight is that if we pack a triangle in a top-left-packing then it intersects this line to a similar extent as in OPT. Then we derive a sufficient condition when a set of triangles fits in a top-left-packing, based on by how much they overlap this line.
Figure 2: Left: Assume that the polygon (black line segments) is a medium polygon contained in the set $P_j$. Then the diagonal (dashed) line segment must lie into the dark-gray area and the whole polygon must be contained in the light-gray area. Right: The containers for the medium polygons of the different groups. Within each container, the polygons are stacked on top of each other such that their respective bounding boxes do not intersect.

For the other type of triangles we use a geometric dynamic program. In this DP we recursively subdivide the knapsack into subareas in which we search for the optimal solution recursively, see Figure 1c). In the process we guess the placements of some triangles from OPT. Again, by losing a constant factor we can assume that for each triangle in OPT there are only a polynomial number of possible placements. By exploiting structural properties of this type of triangles we ensure that the number of needed DP-cells is bounded by a polynomial. A key difficulty is that we sometimes split the knapsack into two parts on which we recurse independently. Then we need to ensure that we do not select some (possibly high weight) triangle in both parts. To this end, we globally select at most one triangle from each of the $O(\log N)$ groups (losing a constant factor) and when we recurse, we guess for each subproblem from which of the $O(\log N)$ groups it contains a triangle in OPT. This yields only $2^{O(\log N)} = N^{O(1)}$ guesses.

**Theorem 2.** There is a $O(1)$-approximation algorithm for 2DKP with a running time of $(nN)^{O(1)}$ if all input polygons are triangles.

Then we study the setting of resource augmentation, i.e., we compute a solution that fits into a larger knapsack of size $(1 + \delta)N \times (1 + \delta)N$ for some constant $\delta > 0$ and compare ourselves with a solution that fits into the original knapsack of size $N \times N$. We show that then the optimal solution can contain only constantly many hard polygons and hence we can guess them in polynomial time.

**Theorem 3.** There is a $O(1)$-approximation algorithm for 2DKP under $(1 + \delta)$-resource augmentation with a running time of $n^{O(1)}$.

Finally, we present a quasi-polynomial time algorithm that computes a solution of weight at least $w(OPT)$ (i.e., we do not lose any factor in the approximation guarantee) that is feasible under resource augmentation. This algorithm does not use the above classification of polygons into easy, medium, and hard polygons. Instead, we prove that if we can increase the size of the knapsack slightly we can ensure that for the input polygons there are only $(\log n)^{O(1)}$ different shapes by enlarging the polygons suitably. Also, we show that we need to allow only a polynomial number of possible placements and rotations for each input polygon, without sacrificing any polygons from OPT. Then we use a technique from [1] implying that there is a balanced separator for the polygons in OPT with only $(\log n)^{O(1)}$ edges and
which intersects polygons from OPT with only very small area. We guess the separator, guess how many polygons of each type are placed inside and outside the separator, and then recurse on each of these parts. Some polygons are intersected by the balanced separator. However, we ensure that they have very small area in total and hence we can place them into the additional space of the knapsack that we gain due to the resource augmentation. This generalizes a result in [2] for axis-parallel rectangles.

Theorem 4. There is an algorithm for 2DKP under \((1 + \delta)\)-resource augmentation with a running time of \(n^{O((\log n)^{(1)})}\) that computes a solution of weight at least \(w(OPT)\).

In our approximation algorithms, we focus on a clean exposition of our methodology for obtaining \(O(1)\)-approximations, rather than on optimizing the actual approximation ratio. Due to space constraints, most proofs and details had to be omitted in this extended abstract.

1.2 Other related work

Prior to the results mentioned above, polynomial time \((2 + \epsilon)\)-approximation algorithms for 2DKP for axis-parallel rectangles were presented by Jansen and Zhang [10, 9]. For the same setting, a PTAS is known under resource augmentation in one dimension [7] and a polynomial time algorithm computing a solution with optimum weight under resource augmentation in both dimensions [6]. Also, there is a PTAS if the weight of each rectangle equals its area [3]. For squares, Jansen and Solis-Oba presented a PTAS [8].

Constant factor approximation algorithms

In this section we present our quasi-polynomial time \(O(1)\)-approximation algorithm for \(O(1)\)-approximation algorithm for triangles., assuming polynomially bounded input data. Our strategy is to partition the input polygons \(\mathcal{P}\) into three classes, easy, medium, and hard polygons, and then to devise algorithms for each class separately.

Let \(K := [0, N] \times [0, N]\) denote the given knapsack. We assume that each input polygon is described by the coordinates of its vertices which we assume to be integral. First, we rotate each polygon in \(\mathcal{P}\) such that its longest diagonal (i.e., the line segment that connects the two vertices of largest distance) is horizontal. For each polygon \(P_i \in \mathcal{P}\) denote by \((x_{i,1}, y_{i,1}), \ldots, (x_{i,k_i}, y_{i,k_i})\) the new coordinates of its vertices. Observe that due to the rotation, the resulting coordinates might not be integral, and possibly not even rational. We will take this into account when we define our algorithms. For each \(P_i \in \mathcal{P}\) we define its bounding box \(B_i\) to be the smallest axis-parallel rectangle that contains \(P_i\). Formally, we define \(B_i := [\min x_{i,\ell}, \max x_{i,\ell}] \times [\min y_{i,\ell}, \max y_{i,\ell}]\). For each polygon \(P_i\) let \(\ell_i := \max \ell x_{i,\ell} - \min x_{i,\ell}\) and \(h_i := \max y_{i,\ell} - \min y_{i,\ell}\). If necessary we will work with suitable estimates of these values later, considering that they might be irrational and hence we cannot compute them exactly.

We first distinguish the input polygons into easy, medium, and hard polygons. We say that a polygon \(P_i\) is easy if \(B_i\) fits into \(K\) without rotation, i.e., such that \(\ell_i \leq N\) and \(h_i \leq N\). Denote by \(\mathcal{P}_E \subseteq \mathcal{P}\) the set of easy polygons. Note that the bounding box of a polygon in \(\mathcal{P}\setminus\mathcal{P}_E\) might still fit into \(K\) if we rotate it suitably. Intuitively, we define the medium polygons to be the polygons \(P_i\) whose bounding box \(B_i\) fits into \(K\) with quite some slack if we rotate \(B_i\) properly and the hard polygons are the remaining polygons (in particular those polygons whose bounding box does not fit at all into \(K\)).
Formally, for each polygon \( P_i \in \mathcal{P} \) we define \( h'_i := \sqrt{2} N - \ell_i \). The intuition for \( h'_i \) is that a rectangle of width \( \ell_i \) and height \( h'_i \) is the highest rectangle of width \( \ell_i \) that still fits into \( K \).

\[ \text{Lemma 5.} \text{ Let } P_i \in \mathcal{P}. \text{ A rectangle of width } \ell_i \text{ and height } h'_i \text{ fits into } K \text{ (if we rotate it by 45°) but a rectangle of width } \ell_i \text{ and of height larger than } h'_i \text{ does not fit into } K. \]

Hence, if \( h_i \) is much smaller than \( h'_i \) then \( B_i \) fits into \( K \) with quite some slack. Therefore, we define that a polygon \( P_i \in \mathcal{P} \setminus \mathcal{P}_E \) is medium if \( h_i \leq h'_i/8 \) and hard otherwise. Denote by \( \mathcal{P}_M \subseteq \mathcal{P} \) and \( \mathcal{P}_H \subseteq \mathcal{P} \) the medium and hard polygons, respectively. We will present \( O(1) \)-approximation algorithms for each of the sets \( \mathcal{P}_E, \mathcal{P}_M, \mathcal{P}_H \) separately. The best of the computed sets will then yield a \( O(1) \)-approximation overall.

For the easy polygons, we construct a polynomial time \( O(1) \)-approximation algorithm in which we select polygons such that we can pack their bounding boxes as non-overlapping rectangles using Steinberg’s algorithm [4], see Section 2.1. The approximation ratio follows from area arguments.

\[ \text{Lemma 6.} \text{ There is a polynomial time algorithm that computes a solution } \mathcal{P}'_E \subseteq \mathcal{P}_E \text{ with } w(\text{OPT} \cap \mathcal{P}_E) \leq O(w(\mathcal{P}'_E)). \]

For the medium polygons, we obtain a \( O(1) \)-approximation algorithm using a different packing strategy, see Section 2.2.

\[ \text{Lemma 7.} \text{ There is an algorithm with a running time of } n^{O(1)} \text{ that computes a solution } \mathcal{P}'_M \subseteq \mathcal{P}_M \text{ with } w(\text{OPT} \cap \mathcal{P}_M) \leq O(w(\mathcal{P}'_M)). \]

The most difficult polygons are the hard polygons. First, we show that in quasi-polynomial time we can obtain a \( O(1) \)-approximation for them, see Section 2.3.

\[ \text{Lemma 8.} \text{ There is an algorithm with a running time of } (nN)^{(\log_2 nN)^{O(1)}} \text{ that computes a solution } \mathcal{P}'_H \subseteq \mathcal{P}_H \text{ with } w(\text{OPT} \cap \mathcal{P}_H) \leq O(w(\mathcal{P}'_H)). \]

Combining Lemmas 6, 7, and 8 yields Theorem 1. If all polygons are triangles, we obtain a \( O(1) \)-approximation even in polynomial time. The following lemma is proved in Section 2.3.1 and together with Lemmas 6 and 7 implies Theorem 2.

\[ \text{Lemma 9.} \text{ If all input polygons are triangles, then there is an algorithm with a running time of } (nN)^{O(1)} \text{ that computes a solution } \mathcal{P}'_H \subseteq \mathcal{P}_H \text{ with } w(\text{OPT} \cap \mathcal{P}_H) \leq O(w(\mathcal{P}'_H)). \]

Orthogonal to the characterization into easy, medium and hard polygons, we subdivide the polygons in \( \mathcal{P} \) further into classes according to the respective values \( \ell_i \). More precisely, we do this according to their difference between \( \ell_i \) and the diameter of \( K \), i.e., \( \sqrt{2} N \). Formally, for each \( j \in \mathbb{Z} \) we define \( \mathcal{P}_j := \{ P_i \in \mathcal{P} | \ell_i \in [\sqrt{2} N - 2^j, \sqrt{2} N - 2^{j-1}] \} \) and additionally \( \mathcal{P}_{-\infty} := \{ P_i \in \mathcal{P} | \ell_i = \sqrt{2} N \} \). Note that for each polygon \( P_i \in \mathcal{P} \) we can compute the group \( \mathcal{P}_j \) even though \( \ell_i \) might be irrational.

### 2.1 Easy polygons

We present a \( O(1) \)-approximation algorithm for the polygons in \( \mathcal{P}_E \). First, we show that the area of each polygon is at least half of the area of its bounding box. We will use this later for defining lower bounds using area arguments.

\[ \text{Lemma 10.} \text{ For each } P_i \in \mathcal{P} \text{ it holds that } \text{area}(P_i) \geq \frac{1}{4} \text{area}(B_i). \]

On the other hand, it is known that we can pack any set of axis-parallel rectangles into \( K \), as long as their total area is at most \( \text{area}(K)/2 \) and each single rectangle fits into \( K \).
Theorem 11 ([13]). Let \( r_1, \ldots, r_k \) be a set of axis-parallel rectangles such that \( \sum_{i=1}^k \text{area}(r_i) \leq \text{area}(K)/2 \) and each individual rectangle \( r_i \) fits into \( K \). Then there is a polynomial time algorithm that packs \( r_1, \ldots, r_k \) into \( K \).

We first compute (essentially) the most profitable set of polygons from \( \mathcal{P}_E \) whose total area is at most \( \text{area}(K) \) via a reduction to one-dimensional knapsack.

Lemma 12. In time \( (\frac{2}{\epsilon})^{O(1)} \) we can compute a set of polygons \( \mathcal{P}' \subseteq \mathcal{P}_E \) such that \( w(\mathcal{P}') \geq (1 - \epsilon)w(\text{OPT} \cap \mathcal{P}_E) \) and \( \sum_{P_i \in \mathcal{P}_E} \text{area}(P_i) \leq \text{area}(K) \).

The idea is now to partition \( \mathcal{P}' \) into at most 7 sets \( \mathcal{P}'_1, \ldots, \mathcal{P}'_7 \). Hence, one of these sets must contain at least a profit of \( w(\mathcal{P}')/7 \). We define this partition such that each set \( \mathcal{P}'_j \) contains only one polygon or its polygons have a total area of at most \( \text{area}(K)/4 \).

Lemma 13. Given a set \( \mathcal{P}' \subseteq \mathcal{P}_E \) with \( \sum_{P_i \in \mathcal{P}_E} \text{area}(P_i) \leq \text{area}(K) \). In polynomial time we can compute a set \( \mathcal{P}'' \subseteq \mathcal{P}' \) with \( w(\mathcal{P}'') \geq \frac{1}{3}w(\mathcal{P}') \) and additionally \( \sum_{P_i \in \mathcal{P}''} \text{area}(P_i) \leq \text{area}(K)/4 \) or \( |\mathcal{P}''| = 1 \).

If \( |\mathcal{P}''| = 1 \) we simply pack the single polygon in \( \mathcal{P}'' \) into the knapsack. Otherwise, using Lemmas 10 and 12 and Theorem 11 we know that we can pack the bounding boxes of the polygons in \( \mathcal{P}'' \) into \( K \). Note that their heights and widths might be irrational. Therefore, we slightly increase them such that these values become rational, before applying Theorem 11 to compute the actual packing. If as a result the total area of the bounding boxes exceeds \( \text{area}(K)/2 \) we partition them into two sets where each set satisfies that the total area of the bounding boxes is at most \( \text{area}(K)/2 \) or it contains only one polygon and we keep the more profitable of these two sets (hence losing a factor of 2 in the approximation ratio). This yields a \( O(1) \)-approximation algorithm for the easy polygons and thus proves Lemma 6.

2.2 Medium polygons

We describe a \( O(1) \)-approximation algorithm for the polygons in \( \mathcal{P}_M \). In its solution, for each \( j \in \mathbb{Z} \) we will define two rectangular containers \( R_j, R'_j \) for polygons in \( \mathcal{P}_M \cap \mathcal{P}_j \), each of them having width \( \sqrt{2}N - 2^{-1} \) and height \( 2^{-3} \), see Figures 2. Let \( \mathcal{R} := \bigcup_j \{ R_j, R'_j \} \). First, we show that we can pack all containers in \( \mathcal{R} \) into \( K \) (if we rotate them by 45°).

Lemma 14. The rectangles in \( \mathcal{R} \) can be packed non-overlappingly into \( K \).

For each \( j \in \mathbb{Z} \) we will compute a set of polygons \( \mathcal{P}'_j \subseteq \mathcal{P}_M \cap \mathcal{P}_j \) of large weight. Within each container \( R_j, R'_j \) we will stack the bounding boxes of the polygons in \( \mathcal{P}'_j \) on top of each other and then place the polygons in \( \mathcal{P}'_j \) in their respective bounding boxes, see Figure 2. In particular, a set of items \( \mathcal{P}'_j \subseteq \mathcal{P}_j \) fits into \( R_j \) (or \( R'_j \)) using this strategy if and only if \( h(\mathcal{P}'_j) := \sum_{P_i \in \mathcal{P}'_j} h_i \leq 2^{-3} \). Observe that for a polygon \( P_i \in \mathcal{P}_j \) with \( P_i \in \mathcal{P}_H \) it is not necessarily true that \( h_i \leq 2^{-3} \) and hence for hard polygons this strategy is not suitable. We compute the essentially most profitable set of items \( \mathcal{P}'_j \) that fits into \( R_j \) and \( R'_j \) with the above strategy. For this, we need to solve a variation of one-dimensional knapsack with two knapsacks (instead of one) that represent \( R_j \) and \( R'_j \). The value \( h_i \) for a polygon \( P_i \) might be irrational, therefore we work with a \((1 + \epsilon)\)-estimate of \( h_i \) instead. This costs only a factor \( O(1) \) in the approximation guarantee.

Lemma 15. Let \( \epsilon > 0 \). For each \( j \in \mathbb{Z} \) there is an algorithm with a running time of \( n^{O(1)} \) that computes two disjoint sets \( \mathcal{P}^*_j \cup \mathcal{P}^*_{j+2} \subseteq \mathcal{P}_j \setminus \mathcal{P}_M \) such that \( h(\mathcal{P}^*_j) \leq 2^{-3} \) and \( h(\mathcal{P}^*_{j+2}) \leq 2^{-3} \) and \( w(\mathcal{P}^*_j \cup \mathcal{P}^*_{j+2}) \leq O(w(\mathcal{P}^*_j \cup \mathcal{P}^*_{j+2})) \) for any disjoint sets \( \mathcal{P}^*_j \cup \mathcal{P}^*_{j+2} \subseteq \mathcal{P}_j \setminus \mathcal{P}_M \) such that \( h(\mathcal{P}^*_j) \leq 2^{-3} \) and \( h(\mathcal{P}^*_{j+2}) \leq 2^{-3} \).
For each \( j \in \mathbb{Z} \) with \( \mathcal{P}_j \cap \mathcal{P}_M \neq \emptyset \) we apply Lemma 15 and obtain sets \( \mathcal{P}'_{j,1}, \mathcal{P}'_{j,2} \). We pack \( \mathcal{P}'_{j,1} \) into \( R_j \) and \( \mathcal{P}'_{j,2} \) into \( R'_j \), using that \( h(\mathcal{P}'_{j,1}) \leq h(R_j) \) and \( h(\mathcal{P}'_{j,2}) \leq h(R'_j) \). Then we pack all containers \( R_j, R'_j \) for each \( j \in \mathbb{Z} \) into \( K \), using Lemma 14.

Let \( \mathcal{P}_M := \bigcup_j \mathcal{P}'_{j,1} \cup \mathcal{P}'_{j,2} \) denote the selected polygons. We want to show that \( \mathcal{P}_M \) has large weight; more precisely we want to show that \( w(\text{OPT} \cap \mathcal{P}_M) \leq O(w(\mathcal{P}_M)) \). First, we show that for each \( j \in \mathbb{Z} \) the polygons in \( \mathcal{P}_j \cap \mathcal{P}_M \cap \text{OPT} \) have bounded area. To this end, we show that they are contained inside a certain (irregular) hexagon (see Figure 2) which has small area if the polygons \( P_i \in \mathcal{P}_j \) are wide, i.e., if \( \ell_i \) is close to \( \sqrt{2}N \). The reason is that then \( P_i \) must be placed close to the diagonal of the knapsack and on the other hand \( h_i \) is relatively small (since \( P_i \) is medium), which implies that all of \( P_i \) lies close to the diagonal of the knapsack. For any object \( O \subseteq \mathbb{R}^2 \) we define area\((O)\) to be its area.

**Lemma 16.** For each \( j \) it holds that \( \text{area}(\mathcal{P}_j \cap \mathcal{P}_M) \leq O(\text{area}(R_j \cup R'_j)) \).

Using this, we can partition \( \mathcal{P}_j \cap \mathcal{P}_M \cap \text{OPT} \) into at most \( O(1) \) subsets such that for each subset \( \mathcal{P}' \) it holds that \( h(\mathcal{P}') \leq 2^{j-3} \) and hence \( \mathcal{P}' \) fits into \( R_j \) (and \( R'_j \)) using our packing strategy above. Here we use that each medium polygon \( P_i \in \mathcal{P}_j \) satisfies that \( h_i \leq 2^{j-3} \).

**Lemma 17.** For each \( j \in \mathbb{Z} \) there are disjoint set \( \mathcal{P}^*_{j,1,}, \mathcal{P}^*_{j,2} \subseteq \mathcal{P}_j \cap \mathcal{P}_M \cap \text{OPT} \) with \( w(\mathcal{P}_j \cap \mathcal{P}_M \cap \text{OPT}) \leq O(w(\mathcal{P}^*_{j,1,} \cup \mathcal{P}^*_{j,2})) \) such that \( h(\mathcal{P}^*_{j,1}) \leq 2^{j-3} \) and \( h(\mathcal{P}^*_{j,2}) \leq 2^{j-3} \).

By combining Lemmas 14, 15 and 17 we obtain the proof of Lemma 7.

### 2.3 Hard polygons

We first show that for each class \( \mathcal{P}_j \) there are at most a constant number of polygons from \( \mathcal{P}_j \cap \mathcal{P}_H \) in \( \text{OPT} \), and that for only \( O(\log N) \) classes \( \mathcal{P}_j \) it holds that \( \mathcal{P}_j \cap \mathcal{P}_H \neq \emptyset \).

**Lemma 18.** For each \( j \in \mathbb{Z} \) it holds that \( |\mathcal{P}_j \cap \mathcal{P}_H \cap \text{OPT}| \leq O(1) \). Also, if \( \mathcal{P}_j \cap \mathcal{P}_H \neq \emptyset \) then \( j \in \{j_{\min}, ..., j_{\max}\} \) with \( j_{\min} := -\lfloor \log N \rfloor \) and \( j_{\max} := 1 + \lceil \log((\sqrt{2}-1)N) \rceil \).

We describe now a quasi-polynomial time algorithm for hard polygons, i.e., we want to prove Lemma 8. Lemma 18 implies that \( |\mathcal{P}_H \cap \text{OPT}| \leq O(\log N) \). Therefore, we can enumerate all possibilities for \( \mathcal{P}_H \cap \text{OPT} \) in time \( n^{O(\log N)} \). For each for each enumerated set \( \mathcal{P}'_H \subseteq \mathcal{P}_H \) we need to check whether it fits into \( K \). We cannot try all possibilities for placing \( \mathcal{P}'_H \) into \( K \) since we are allowed to rotate the polygons in \( \mathcal{P}'_H \) by arbitrary angles. To this end, we show that there is a subset of \( \mathcal{P}_H \cap \text{OPT} \) of large weight which contains only a single polygon or it does not use the complete space of the knapsack but leaves some empty space.

We use this empty space to move the polygons slightly and rotate them such that each of them is placed close to the diagonal of the knapsack and on the other hand \( h_i \) is relatively small (since \( P_i \) is medium), which implies that all of \( P_i \) lies close to the diagonal of the knapsack. For any object \( O \subseteq \mathbb{R}^2 \) we define area\((O)\) to be its area.

**Lemma 19.** For each polygon \( P_i \in \mathcal{P}_H \) we can compute a set of \( (nN)^{O(1)} \) possible placements \( \mathcal{L}_i \) in time \( (nN)^{O(1)} \) such that there exists a set \( \mathcal{P}'_H \subseteq \mathcal{P}_H \cap \text{OPT} \) with \( w(\mathcal{P}_H \cap \text{OPT}) \leq O(w(\mathcal{P}'_H)) \) which can be packed into \( K \) such that each polygon \( P_i \) is packed according to a placement in \( \mathcal{L}_i \).

This yields the proof of Lemma 8.
2.3.1 Hard triangles

In this section we present a $O(1)$-approximation algorithm in polynomial time for hard polygons assuming that they are all triangles, i.e., we prove Lemma 9. Slightly abusing notation, denote by OPT the set $\mathcal{P}^*_H$ obtained by applying Lemma 19. We distinguish the triangles in OPT into two types: edge-facing triangles and corner-facing triangles. Let $P_i \in \mathcal{P} \cap \mathcal{P}_H$, let $e_1, e_2$ denote the two longest edges of $P_i$, and let $v^*_i$ the vertex of $P_i$ adjacent to $e_1$ and $e_2$. Let $R^{(1)}_i$ and $R^{(2)}_i$ be the two rays that originate at $v^*_i$ and that contain $e_1$ and $e_2$, respectively, in the placement of $P_i$ in OPT. We have that $R^{(1)}_i \setminus \{v^*_i\}$ and $R^{(2)}_i \setminus \{v^*_i\}$ intersect at most one edge of the knapsack each. If $R^{(1)}_i \setminus \{v^*_i\}$ and $R^{(2)}_i \setminus \{v^*_i\}$ intersect the same edge of the knapsack then we say that $P_i$ is edge-facing, if one of them intersects a horizontal edge and the other one intersects a vertical edge we say that $P_i$ is corner-facing. The next lemma shows that there can be only $O(1)$ triangles in $\mathcal{P} \cap \mathcal{P}_H$ that are neither edge- nor corner-facing, and therefore we compute a $O(1)$-approximation with respect to the total profit of such triangles by simply selecting the input triangle with maximum weight.

\textbf{Lemma 20.} There can be at most $O(1)$ triangles in $\mathcal{P} \cap \mathcal{P}_H$ that are neither edge-facing nor corner-facing.

Let $p_{TL}$, $p_{TR}$, $p_{BL}$, and $p_{BR}$ denote the top left, top right, bottom left, and bottom right corners of $K$, respectively, and let $p_M := (N/2, N/2)$, $p_L := (0, N/2)$, and $p_R := (N/2, 0)$, see Figure 3.

By losing a factor $O(1)$ we assume from now on that that OPT contains at most one hard triangle from each group $\mathcal{P}_j$, using Lemma 18.

Let $\text{OPT}_{EF} \subseteq \mathcal{P} \cap \mathcal{P}_H$ denote the edge-facing hard triangles in OPT and denote by $\text{OPT}_{CF} \subseteq \mathcal{P} \cap \mathcal{P}_H$ the corner-facing hard triangles in OPT. In the remainder of this section we present now $O(1)$-approximation algorithms for edge-facing and for corner-facing triangles in $\mathcal{P}_H$. By selecting the best solution among the two we obtain the proof of Lemma 9.

Edge-facing triangles

We define a special type of solutions called top-left-packings that our algorithm will compute. We will show later that there are solutions of this type whose profit is at least a constant fraction of the profit of $\text{OPT}_{EF}$.

For each $t \in \mathbb{N}$ let $p_t := p_M + t \cdot \frac{1}{N^2}$. Let $\mathcal{P}' = \{P_1, \ldots, P_t\}$ be a set of triangles that are ordered according to the groups $\mathcal{P}_j$, i.e., such that for any $P_i, P_{i+1} \in \mathcal{P}'$ with $P_i \in \mathcal{P}_j$ and $P_{i+1} \in \mathcal{P}_{j'}$ for some $j, j'$ it holds that $j \leq j'$. We define a placement of $\mathcal{P}'$ that we call a top-left-packing. First, we place $P_1$ such that $v^*_1$ coincides with $p_{TL}$ and one edge of $P_1$ lies on the diagonal of $K$ that connects $p_{TL}$ and $p_0$. Note that there is a unique way to place $P_1$ in this way. Iteratively, suppose that we have packed triangles $\{P_1, \ldots, P_i\}$ such that for each triangle $P_{i'}$ in this set its respective vertex $v^*_{i'}$ coincides with $p_{TL}$, see Figure 1c. Intuitively, we pack $P_{i+1}$ on top of $P_i$ such that $v^*_{i+1}$ coincides with $p_{TL}$. Let $t$ be the smallest integer such that the line segment connecting $p_t$ and $p_R$ has empty intersection with each triangle $P_{t+1}, \ldots, P_i$ according to our placement. We place $P_{t+1}$ such that $v^*_{t+1}$ coincides with $p_{TL}$ and one of its edges lies on the line that contains $p_{TL}$ and $p_t$. There is a unique way to place $P_{t+1}$ in this way. We continue until we placed all triangles in $\mathcal{P}'$. If all of them are placed completely inside $K$ we say that the resulting solution is a top-left-packing and that $\mathcal{P}'$ is top-left-packable. We define bottom-right-packing and bottom-right-packable symmetrically, mirroring the above definition along the line that contains $p_{BL}$ and $p_{TR}$.
In the next lemma we show that there is always a top-left-packable or a bottom-right-packable solution with large profit compared to \( \mathcal{P}_H \cap \text{OPT} \) or there is a single triangle with large profit.

\[ \text{Lemma 21.} \] There exists a solution \( \mathcal{P}_H' \subseteq \mathcal{P}_H \cap \text{OPT}_{EF} \) such that \( w(\mathcal{P}_H \cap \text{OPT}_{EF}) \leq O(w(\mathcal{P}_H')) \) and

\[ \begin{align*}
\mathcal{P}_H' & \text{ is top-left-packable or bottom-right-packable and for each } p \text{ we have that } |\mathcal{P}_H' \cap \mathcal{P}_p| \leq 1, \\
\text{or it holds that } |\mathcal{P}_H'| = 1.
\end{align*} \]

**Proof sketch.** Let \( L \) be the line segment connecting \( p_L \) with \( p_R \). Essentially, we can assume that the length of the longest edge of each triangle is close to \( \sqrt{2}N \) (the length of the diagonal of the knapsack), e.g., \( (1 - \epsilon)\sqrt{2}N \) for some \( \epsilon > 0 \). One can show that this holds for all but \( O(1) \) hard triangles in \( \text{OPT} \). Our key observation is that in any packing each hard triangle \( P_i \) intersects \( L \) by the same amount (up to constant factors). Using this, we partition \( \text{OPT}_{EF} \) into \( O(1) \) groups such that in any packing each group intersects \( L \) by a smaller amount than \( \text{OPT}_{EF} \) in the original packing. This guarantees that the bottom edge of each triangle fits in the top-left-packing for each group. Using that in the original packing the triangles in \( \text{OPT}_{EF} \) were edge-facing, we show that also the entire triangle fits.

We describe now a polynomial time algorithm that computes the most profitable solution that satisfies the properties of Lemma 21. To find the most profitable solution \( \mathcal{P}_H' \) that satisfies that \( |\mathcal{P}_H'| = 1 \) we simply take the triangle with maximum weight, let \( P_{\text{TL}} \) be this triangle. We establish now a dynamic program that computes the most profitable top-left-packable solution; computing the most profitable bottom-right-packable solution works analogously. Our DP has a cell corresponding to pairs \( (j, t) \) with \( j, t \in \mathbb{Z} \). Intuitively, \( (j, t) \) represents the subproblem of computing a set \( \mathcal{P}_H' \subseteq \mathcal{P}_H \) of maximum weight such that \( \mathcal{P}_H' \cap \mathcal{P}_j = \emptyset \) for each \( j' < j \) and \( |\mathcal{P}_H' \cap \mathcal{P}_j| \leq 1 \) for each \( j'' \geq j \) and such that \( \mathcal{P}_H' \) is top-left-packable inside the triangular area \( T_t \) defined by the line that contains \( p_{TL} \) and \( p_t \), the top edge of \( K \), and the right edge of \( K \). Given a cell \((j, t)\) we want to compute a solution \( DP(j, t) \) associated with \((j, t)\). Intuitively, we guess whether the optimal solution \( \mathcal{P}_H' \) to \((j, t)\) contains a triangle from \( \mathcal{P}_H \cap \mathcal{P}_j \). Therefore, we try each triangle \( P_i \in \mathcal{P}_H \cap \mathcal{P}_j \) and place it inside \( T_t \) such that \( e^*_i \) coincides with \( p_{TL} \) and one of its edges lies on the line containing \( p_{TL} \) and \( p_t \). Let \( t'(P_i) \) denote the smallest integer such that \( t'(P_i) \geq t \) and \( p_{t'(P_i)} \) is not contained in the resulting placement of \( P_i \) inside \( T_t \). We associate with \( P_i \) the solution \( P_i \cup DP(j + 1, t'(P_i)) \). Finally, we define \( DP(j, t) \) to be the solution of maximum profit among the solutions \( P_i \cup DP(j + 1, t'(P_i)) \) for each \( P_i \in \mathcal{P}_H \cap \mathcal{P}_j \) and the solution \( DP(j + 1, t) \).

We introduce a DP-cell \( DP(j, t) \) for each pair \((j, t)\) in \( \mathbb{Z} \) where \( j_{\text{min}} \leq j \leq j_{\text{max}} \) and \( 0 \leq t \leq \log_{1+1/n}(\frac{N}{2}) \). Note that due to Lemma 18 for all other values of \( j \) we have that \( \mathcal{P}_j \cap \mathcal{P}_H = \emptyset \). Also note that \( p_t \notin K \) if \( t \geq N^2/2 \). This yields at most \((nN)^{O(1)}\) cells in total. Finally, we output the solution \( DP(j_{\text{min}}, 0) \).

In the next lemma we prove that our DP computes the optimal top-left-packable solution with the properties of Lemma 21.

\[ \text{Lemma 22.} \] There is an algorithm with a running time of \((nN)^{O(1)}\) that computes the optimal solution \( \mathcal{P}' \subseteq \mathcal{P}_H \) such that \( \mathcal{P}' \) is top-left-packable or bottom-right-packable and such that for each \( p \) we have that \( |\mathcal{P}' \cap \mathcal{P}_p| \leq 1 \).

We execute the above DP and its counterpart for bottom-right-packable solutions to obtain a top-left-packable solution \( \mathcal{P}_1' \) and a bottom-right-packable solution \( \mathcal{P}_2' \). We output the most profitable solution among \( \{P_{\text{TL}}, \mathcal{P}_1', \mathcal{P}_2'\} \). Due to Lemma 21 this yields a solution with weight at least \( \Omega(w(\mathcal{P}_H \cap \text{OPT})) \).
Lemma 23. There is an algorithm with a running time of \((nN)^{O(1)}\) that computes a solution \(P'_H \subseteq P_H\) such that \(w(\text{OPT}_{\text{EF}}) \leq O(w(P'_H))\).

Corner-facing triangles

We present now a \(O(1)\)-approximation algorithm for the corner-facing triangles in OPT, i.e., our algorithm computes a solution \(P' \subseteq P\) of profit at least \(\Omega(w(\text{OPT}_{\text{CF}}))\). We first establish some properties for \(\text{OPT}_{\text{CF}}\). We argue that by losing a constant factor we can assume that each triangle in \(\text{OPT}_{\text{CF}}\) intuitively faces the bottom-right corner.

Lemma 24. By losing a factor 4 we can assume that for each triangle \(P_i \in \text{OPT}_{\text{CF}}\) we have that \(R^{(1)}_i \{v^*_i\}\) intersects the bottom edge of the knapsack and \(R^{(2)}_i \{v^*_i\}\) intersects the right edge of the knapsack, or vice versa.

In the following lemma we establish a property that will be crucial for our algorithm. For each \(P_i \in \text{OPT}_{\text{CF}}\), let \(R_{\text{up}}^{\text{ap}}\) denote the ray originating at \(v^*_i\) and going upwards. We establish that we can assume that \(R_{\text{up}}^{\text{ap}}\) does not intersect with any triangle \(P'_i \in \text{OPT}_{\text{CF}}\), see Figure 3.

Lemma 25. By losing a factor \(O(1)\) we can assume that for each \(P_i, P'_i \in \text{OPT}_{\text{CF}}\) it holds that \(R_{\text{up}}^{\text{ap}} \cap P'_i = \emptyset\).

Our algorithm is a dynamic program that intuitively guesses the placements of the triangles in \(\text{OPT}_{\text{CF}}\) step by step. To this end, each DP-cell corresponds to a subproblem that is defined via a part \(K' \subseteq K\) of the knapsack and a subset of the groups \(J \subseteq \{j_{\text{min}}, \ldots, j_{\text{max}}\}\). The goal is to place triangles from \(\bigcup_{j \in J} P_j\) of maximum profit into \(K'\). Formally, each DP-cell is defined by up to two triangles \(P_i, P'_i\), placements \(\tilde{P}_i, \tilde{P}'_i\) for them, and a set \(J \subseteq \{j_{\text{min}}, \ldots, j_{\text{max}}\}\); if the cell is defined via exactly one triangle \(P_i\) then there is also a value \(\text{dir} \in \{\text{left}, \text{mid}\}\). The corresponding region \(K'\) is defined as follows: if the cell is defined via zero triangles then the region is the whole knapsack \(K\). Otherwise, let \(\tilde{v}_i\) denote the right-most vertex of \(\tilde{P}_i\), i.e., the vertex of \(\tilde{P}_i\) that is closest to the right edge of the knapsack (see Figure 3). Let \(L_i\) denote the vertical line that goes through \(\tilde{v}_i\) and thus intersects the top and the bottom edge of the knapsack. If the cell is defined via one triangle \(P_i\) then observe that \(K \setminus (\tilde{P}_i \cup R_{\text{up}}^{\text{ap}} \cup L_i)\) has three connected components.
Assume that we are given a cell $P$, and let $\ell$ be an edge of the knapsack, and its placement $\bar{v}_i \in P$ to the cells $C_i \subseteq P$. Let $\ell' \in P$ be placements for them. Then $\ell \in P$ and the optimal solutions to the cells $C_i \subseteq P$. Let $\ell' \in P$ and the optimal solutions stored in the two cells according to the lemma. At the end, the cell $C = (\{j_{\text{min}}, \ldots, j_{\text{max}}\})$ (whose corresponding region equals to $K$) contains the optimal solution. By combining Lemmas 23 and 27 we obtain the proof of Lemma 9.

Lemma 26. Let $C$ be a DP-cell, let $J \subseteq \{j_{\text{min}}, \ldots, j_{\text{max}}\}$, and let $P_i \in \mathcal{P}_i, P_{i'} \in \mathcal{P}_{i'}$ be two triangles with $\ell < \ell'$ and let $P_i, P_{i'}$ be placements for them. Then there are disjoint sets $J', J'' \subseteq J$ such that

1. if $C = (J)$, then its optimal solution consists of $P_{i'}$ and the optimal solutions to the cells $(J', P_{i'}, \bar{v}_{i'}, \text{left})$ and $(J'', P_{i'}, \bar{v}_{i'}, \text{mid})$,
2. if $C = (J, P_{i'})$ then its optimal solution consists of $P_{i'}$ and the optimal solutions to the cells $(J', P_{i'}, \bar{v}_{i'}, \text{left})$ and $(J'', P_{i'}, \bar{v}_{i'}, \text{mid})$,
3. if $C = (J, P_{i'}, \bar{v}_{i'}, \text{mid})$ then its optimal solution consists of $P_{i'}$ and the optimal solutions to the cells $(J', P_{i'}, \bar{v}_{i'}, \text{left})$ and $(J'', P_{i'}, \bar{v}_{i'}, \text{mid})$,
4. if $C = (J, P_{i'}, \bar{v}_{i'}, \text{right})$ then the optimal solution to $C$ consists of $P_{i'}$ and the optimal solutions to the cells $(J', P_{i'}, \bar{v}_{i'}, \text{left})$ and $(J'', P_{i'}, \bar{v}_{i'}, \text{right})$.

We guess the sets $J', J'' \subseteq J$ according to Lemma 26 and store in $C$ the solution consisting of $P_{i'}$, and the solutions stored in the two cells according to the lemma. At the end, the cell $C = (\{j_{\text{min}}, \ldots, j_{\text{max}}\})$ (whose corresponding region equals to $K$) contains the optimal solution. By combining Lemmas 23 and 27 we obtain the proof of Lemma 9.

Lemma 27. There is an algorithm with a running time of $(nN)^{O(1)}$ that computes a solution $\mathcal{P}' \subseteq \mathcal{P}$ such that $w(\text{OPT}_{\mathcal{C}F}) \leq O(w(\mathcal{P}'))$. 

Figure 4 The cases in the transition of the DP for corner-facing triangles (see Lemma 26).
2.4 Hard polygons under resource augmentation

Let \( \delta > 0 \). We consider the setting of \((1 + \delta)\)-resource augmentation, i.e., we want to compute a solution \( \mathcal{P}' \subseteq \mathcal{P} \) that is feasible for a knapsack of size \((1 + \delta)N \times (1 + \delta)N\) and such that \( w(\text{OPT}) \leq O(w(\mathcal{P}')) \) where OPT is the optimal solution for the original knapsack of size \( N \times N \). Note that increasing \( K \) by a factor of \( 1 + \delta \) is equivalent to shrinking the input polygons by a factor of \( 1 + \delta \).

Given a polygon \( P \) defined via coordinates \((x_1, y_1), ..., (x_k, y_k) \in \mathbb{R}^2\) we define \( \text{shr}_{1+\delta}(P) \) to be the polygon with coordinates \((\bar{x}_1, \bar{y}_1), ..., (\bar{x}_k, \bar{y}_k) \in \mathbb{R}^2\) where \( \bar{x}_k = x_k/(1 + \delta) \) and \( \bar{y}_k = y_k/(1 + \delta) \) for each \( k \). For each input polygon \( P_i \in \mathcal{P} \) we define its shrunk counterpart to be \( \hat{P}_i := \text{shr}_{1+\delta}(P_i) \). Based on \( \hat{\mathcal{P}} \) we define sets \( \hat{\mathcal{P}}_E, \hat{\mathcal{P}}_M, \hat{\mathcal{P}}_H \) and the set \( \hat{\mathcal{P}}_j \) for each \( j \in \mathbb{Z} \) in the same way as we defined \( \mathcal{P}_E, \mathcal{P}_M, \mathcal{P}_H \) and \( \mathcal{P}_j \) based on \( \mathcal{P} \) above.

For the sets \( \hat{\mathcal{P}}_E \) and \( \hat{\mathcal{P}}_M \) we use the algorithms due to Lemmas 6 and 7 as before. For the hard polygons \( \hat{\mathcal{P}}_H \) we can show that there are only \( O_k(1) \) groups \( \hat{\mathcal{P}}_j \) that are non-empty, using that we obtained them via shrinking the original input polygons. Intuitively, this is true since \( \hat{\ell}_i \leq \frac{\sqrt{2}N}{1+\delta} \) for each \( \hat{P}_i \in \hat{\mathcal{P}} \) where \( \hat{\ell}_i \) denotes the length of the longest diagonal of \( \hat{P}_i \), and hence \( \hat{\mathcal{P}}_j \cap \hat{\mathcal{P}}_H = \emptyset \) if \( j < \log \left( \frac{\delta}{1+\delta} \sqrt{2}N \right) \).

\[ \text{Lemma 28.} \text{ We have that } \hat{\mathcal{P}}_j = \emptyset \text{ if } j < \log \left( \frac{\delta}{1+\delta} \sqrt{2}N \right). \text{ Hence, there are only } \log \left( \frac{1+\delta}{\delta} \right) + 1 \text{ values } j \in \mathbb{Z} \text{ such that } \hat{\mathcal{P}}_j \neq \emptyset. \]

Lemmas 18 and 28 imply that \( |\text{OPT} \cap \hat{\mathcal{P}}_H| \leq O(\log \left( \frac{1+\delta}{\delta} \right)) \) where \( \text{OPT} \) denotes the optimal solution for the polygons in \( \hat{\mathcal{P}} \). Let \( \hat{\mathcal{P}}'_H \subseteq \hat{\mathcal{P}}_H \) denote the set due to Lemma 19 when assuming that \( \hat{\mathcal{P}}_H \) are the hard polygons in the given instance. Therefore, we guess \( \hat{\mathcal{P}}'_H \) in time \( n^{O(\log \left( \frac{1+\delta}{\delta} \right))} \). Finally, we output the solution of largest weight among \( \hat{\mathcal{P}}'_H \) and the solutions due applying to Lemmas 6 and 7 to the input sets \( \hat{\mathcal{P}}_E \) and \( \hat{\mathcal{P}}_M \), respectively. This yields the proof of Theorem 3.

3 Optimal profit under resource augmentation

In this section we also study the setting of \((1 + \delta)\)-resource augmentation, i.e., we want to compute a solution \( \mathcal{P}' \) which is feasible for an enlarged knapsack of size \((1 + \delta)N \times (1 + \delta)N\), for any constant \( \delta > 0 \). We present an algorithm with a running time of \( n^{(\log(n)/\delta)^{O(1)} \}} \) that computes such a solution \( \mathcal{P}' \) with \( w(\mathcal{P}') \geq \text{OPT} \) where \( \text{OPT} \) is the optimal solution for the original knapsack of size \( N \times N \). In particular, we here do not lose any factor in our approximation guarantee.

First, we prove a set of properties that we can assume “by \((1 + \delta)\)-resource augmentation” meaning that if we increase the size of \( K \) by a factor \( 1 + \delta \) then there exists a solution of weight \( w(\text{OPT}) \) with the mentioned properties, or that we can modify the input in time \( n^{O(1)} \) such that it has these properties and there still exists a solution of weight \( w(\text{OPT}) \).

3.1 Few types of items

We want to establish that the input polygons have only \((\log(n)/\delta)^{O(1)} \) different shapes. Like in Section 2 for each polygon \( P_i \in \mathcal{P} \) denote by \( \hat{B}_i \) its bounding box with width \( \hat{\ell}_i \) and height \( \hat{h}_i \). Note that \( \hat{\ell}_i \geq \hat{h}_i \). The bounding boxes of all polygons \( P_i \in \mathcal{P} \) such that \( \hat{h}_i \leq \delta \frac{N}{n} \) have a total height of at most \( \delta N \). Therefore, we can pack all these polygons into the extra capacity that we gain by increasing the size of \( K \) by a factor \( 1 + \delta \) and therefore ignore them in the sequel.
Lemma 29. By $(1+\delta)$-resource augmentation we can assume for each $P_i \in \mathcal{P}$ that $\ell_i \geq h_i \geq \delta N/n$ and that $\text{area}(P_i) = \Omega(\text{area}(K)\delta^2/n^2)$.

Next, intuitively we stretch the optimal solution $\text{OPT}$ by a factor $1+\delta$ which yields a container $C_i$ for each polygon $P_i \in \text{OPT}$ which contains $P_i$ and which is slightly bigger than $P_i$. We define a polygon $P_i'$ such that $P_i \subseteq P_i' \subseteq C_i$ and that globally there are only $(\log(n)/\delta)^{O(1)}$ different ways $P_i'$ can look like, up to translations and rotations. We refer to those as a set $S$ of shapes of input objects. Hence, due to the resource augmentation we can replace each input polygon $P_i$ by one of the shapes in $S$.

Lemma 30. By $(1+\delta)$-resource augmentation we can assume that there is a set of shapes $\mathcal{S}$ with $|\mathcal{S}| \leq (\log(n)/\delta)^{O(1)}$ such that for each $P_i \in \mathcal{P}$ there is a shape $S \in \mathcal{S}$ such that $P_i = S$ and $S$ has only $\Lambda = (1/\delta)^{O(1)}$ many vertices.

Finally, we ensure that for each polygon $P_i \in \mathcal{P}$ we can restrict ourselves to only $(n/\delta)^{O(1)}$ possible placements in $K$.

Lemma 31. By $(1+\delta)$-resource augmentation, for each polygon $P_i \in \mathcal{P}$ we can compute a set $\mathcal{L}_i$ of at most $(n/\delta)^{O(1)}$ possible placements for $P_i$, in time $(n/\delta)^{O(1)}$ such that if $P_i \in \text{OPT}$ then in $\text{OPT}$ the polygon $P_i$ is placed inside $K$ according to one placement $\tilde{P}_i \in \mathcal{L}_i$.

3.2 Recursive algorithm

We describe our main algorithm. First, we guess how many polygons of each of the shapes of $\mathcal{S}$ are contained in $\text{OPT}$. Since there are only $(\log(n)/\delta)^{O(1)}$ different shapes in $\mathcal{S}$ we can do this in time $n^{(\log(n)/\delta)^{O(1)}}$. Once we know how many polygons of each shape we need to select, it is clear which polygons we should take since if for some shape $S_i \in \mathcal{S}$ we need to select $n_i$ polygons with that shape then it is optimal to select the $n_i$ polygons in $\mathcal{P}$ of shape $S_i$ with largest weight. Therefore, in the sequel assume that we are given a set of polygons $\mathcal{P}' \subseteq \mathcal{P}$ and we want to find a packing for them inside $K$.

Our algorithm is recursive and it generalizes a similar algorithm for the special case of axis-parallel rectangles in [1]. On a high level, we guess a partition of $K$ given by a separator $\Gamma$ which is a polygon inside $K$. It has the property that at most $\frac{3}{2}|\text{OPT}|$ of the polygons of $\text{OPT}$ lie inside $\Gamma$ and at most $\frac{3}{2}|\text{OPT}|$ of the polygons of $\text{OPT}$ lie outside $\Gamma$. We guess how many polygons of each shape are placed inside and outside $\Gamma$ in $\text{OPT}$. Then we recurse separately inside and outside $\Gamma$. For our partition, we are looking for a polygon $\Gamma$ according to the following definition.

Definition 32. Let $\ell \in \mathbb{N}$ and $\epsilon > 0$. Let $\overline{\mathcal{P}}$ be a set of pairwise non-overlapping polygons in $K$. A polygon $\Gamma$ is a balanced $\epsilon$-cheap $\ell$-cut if

- $\Gamma$ has at most $\ell$ edges,
- the polygons contained in $\Gamma$ have a total area of at most $2/3 \cdot \text{area}(\overline{\mathcal{P}})$,
- the polygons contained in the complement of $\Gamma$, i.e., in $K \setminus \Gamma$, have a total area of at most $2/3 \cdot \text{area}(\overline{\mathcal{P}})$, and
- the polygons intersecting the boundary of $\Gamma$ have a total area of at most $\epsilon \cdot \text{area}(\overline{\mathcal{P}})$.

In order to restrict the set of balanced cheap cuts to consider, we will allow only polygons $\Gamma$ such that each of its vertices is contained in a set $Q$ of size $(n/\delta)^{O(1)}$ defined as follows. We fix a triangulation for each placement $P_i' \in \mathcal{L}_i$ of each polygon $P_i \in \mathcal{P}'$. We define a set $Q_0$ where for each placement $P_i' \in \mathcal{L}_i$ for $P_i$ we add to $Q_0$ the positions of the vertices of $P_i'$. Also, we add the four corners of $K$ to $Q_0$. Let $\mathcal{V}$ denote the set of vertical lines $\{(\bar{x}, \bar{y})|\bar{y} \in \mathbb{R}\}$ such that $\bar{x}$ is the $x$-coordinate of one point in $Q_0$. We define a set $Q_1$ where
for each placement \( P_i' \in \mathcal{L}_i \) of each \( P_i \in \mathcal{P} \), each edge \( e \) of a triangle in the triangulation of \( P_i' \), and each vertical line \( L \in \mathcal{V} \) we add to \( Q_1 \) the intersection of \( e \) and \( L \). Also, we add to \( Q_1 \) the intersection of each line in \( L \in \mathcal{V} \) with the two boundary edges of \( K \). Let \( Q_2 \) denote the set of all intersections of pairs of line segments whose respective endpoints are in \( Q_0 \cup Q_1 \).

We define \( Q := Q_0 \cup Q_1 \cup Q_2 \). A result in \cite{1} implies that there exists a balanced cheap cut whose vertices are all contained in \( Q \).

\begin{lemma} \label{lem:33} \textit{([1])} Let \( \epsilon > 0 \) and let \( \mathcal{P}' \) be a set of pairwise non-intersecting polygons in the plane with at most \( \lambda \) edges each such that \( \text{area}(P) < \text{area}(\mathcal{P}')/3 \) for each \( P \in \mathcal{P} \). Then there exists a balanced \( O(\epsilon \lambda) \)-cheap \( A(\frac{1}{\epsilon})^{O(1)} \)-cut \( \Gamma \) whose vertices are contained in \( Q \).
\end{lemma}

Our algorithm is recursive and places polygons from \( \mathcal{P}' \), trying to maximize the total area of the placed polygons. In each recursive call we are given an area \( \bar{K} \subseteq K \) and a set of polygons \( \bar{\mathcal{P}} \subseteq \mathcal{P}' \). In the main call these parameters are \( \bar{K} = K \) and \( \bar{\mathcal{P}} = \mathcal{P}' \). If \( \bar{\mathcal{P}} = \emptyset \) then we return an empty solution. If there is a polygon \( P_i \in \bar{\mathcal{P}} \) with \( \text{area}(P_i) \geq \text{area}(\bar{\mathcal{P}})/3 \) then we guess a placement \( P_i' \in \mathcal{L}_i \), and we recurse on the area \( K \setminus P_i' \) and on the set \( \bar{\mathcal{P}} \setminus \{P_i\} \). Otherwise, we guess the balanced cheap cut \( \Gamma \) due to Lemma \ref{lem:33} with \( \epsilon := \frac{\delta}{\log(n/\delta)} \) and for each shape \( S \in \mathcal{S} \) we guess how many polygons of \( \mathcal{P}' \) with shape \( S \) are contained in \( K \cap \bar{\mathcal{K}} \), how many are contained in \( \bar{\mathcal{K}} \setminus K \), and how many cross the boundary of \( \Gamma \) (i.e., have non-empty intersection with the boundary of \( \Gamma \)). Note that there are only \( n^{(\lambda \log(n/\delta))^{O(1)}} \) possibilities to enumerate. Let \( \bar{\mathcal{P}}_{in}, \bar{\mathcal{P}}_{out}, \) and \( \bar{\mathcal{P}}_{cross} \) denote the respective sets of polygons. Then we recurse on the area \( \Gamma \cap K \) with input polygons \( \bar{\mathcal{P}}_{in} \) and on the area \( \bar{\mathcal{K}} \setminus K \) with input polygons \( \bar{\mathcal{P}}_{out} \). Suppose that the recursive calls return two sets of polygons \( \bar{\mathcal{P}}_{in}' \subseteq \bar{\mathcal{P}}_{in} \) and \( \bar{\mathcal{P}}_{out}' \subseteq \bar{\mathcal{P}}_{out} \) that the algorithm managed to place inside the respective areas \( \Gamma \cap \bar{\mathcal{K}} \) and \( \bar{\mathcal{K}} \setminus K \). Then we return the set \( \bar{\mathcal{P}}_{in}' \cup \bar{\mathcal{P}}_{out}' \) for the guesses of \( \Gamma, \bar{\mathcal{P}}_{in}, \bar{\mathcal{P}}_{out}, \) and \( \bar{\mathcal{P}}_{cross} \) that maximize \( \text{area}(\bar{\mathcal{P}}_{in}' \cup \bar{\mathcal{P}}_{out}') \). If we guess the (correct) balanced cheap cut due to Lemma \ref{lem:33} in each iteration then our recursion depth is \( O(\log(\frac{1}{\delta^2})) = O(\log(n/\delta)) \) since the cuts are balanced and each polygon has an area of at least \( \Omega(\text{area}(K)) \delta^2/n^2 \) (see Lemma \ref{lem:29}). Therefore, if in a recursive call of the algorithm the recursion depth is larger than \( O(\log(n/\delta)) \) then we return the empty set and do not recurse further. Also, if we guess the correct cut in each node of the recursion tree then we cut polygons whose total area is at most a \( \frac{\delta}{\log(n/\delta)} \)-fraction of the area of all remaining polygons. Since our recursion depth is \( O(\log(n/\delta)) \), our algorithm outputs a packing for a set of polygons in \( \mathcal{P}' \) with area at least \( (1 - \frac{\delta}{\log(n/\delta)})^{O(\log(n/\delta)/\delta)} \Omega(\bar{\mathcal{P}}) = (1 - O(\delta))\text{area}(\bar{\mathcal{P}}) \).

This implies the following lemma.

\begin{lemma} \label{lem:34} Assume that there is a non-overlapping packing for \( \mathcal{P}' \) in \( K \). There is an algorithm with a running time of \( n^{(\lambda \log(n/\delta))^{O(1)}} \) that computes a placement of a set of polygons \( \bar{\mathcal{P}}' \subseteq \mathcal{P}' \) inside \( K \) such that \( \text{area}(\bar{\mathcal{P}}') \geq (1 - O(\delta))\text{area}(\mathcal{P}') \).
\end{lemma}

It remains to pack the polygons in \( \hat{\mathcal{P}}' := \mathcal{P}' \setminus \bar{\mathcal{P}}' \). The total area of their bounding boxes is bounded by \( \sum_{P \in \mathcal{P}'} B_i \leq 2\text{area}(\hat{\mathcal{P}}') \leq O(\delta)\text{area}(\mathcal{P}') \leq O(\delta)\text{area}(K) \). Therefore, we can pack them into additional space that we gain via increasing the size of \( K \) by a factor \( 1 + O(\delta) \), using the Next-Fit-Decreasing-Height algorithm \cite{4}.

\begin{theorem} \label{thm:35} There is an algorithm with a running time of \( n^{(\log(n)/\delta)^{O(1)}} \) that computes a set \( \mathcal{P}' \) with \( w(\mathcal{P}') \geq \text{OPT} \) such that \( \mathcal{P}' \) fits into \( K \) under \( (1 + \delta) \)-resource augmentation.
\end{theorem}
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## 1 Introduction

Machine learning algorithms are increasingly being used for decision making in applications where they affect human lives; popular examples include resume screening, evaluation of loan applications, bail decisions, etc. [27]. This has led to growing concern as to whether these algorithms, which may view humans as “data points”, treat them fairly [3, 25]. Consequently, research on designing fair machine learning algorithms is proliferating [24, 22].

Much of this literature focuses on fairness in classification [36, 35, 19], but the study of fairness in other settings such as regression [1] and clustering [8] is also on the rise. In this paper, we focus on fairness in clustering, specifically, in centroid clustering. In this problem, we are given a set \( N \) of data points in a metric space, and a set \( M \) of possible locations for cluster centers in the same metric space. Given \( k \in \mathbb{N} \), the task is to select a set \( X \subseteq M \) consisting of \( |X| = k \) cluster centers and assign each data point to a cluster center – usually the closest – with the goal that data points are close to their assigned cluster centers. Clustering has diverse applications in market research, pattern recognition, data analysis, image segmentation, and facility location. In applications like image segmentation or market research, often the goal is to simply identify different clusters of points among the data. However, in facility location [14, 21, 15], where data points may represent locations of houses in the neighborhood and cluster centers may represent locations where public facilities (such as parks) will be built, it is of paramount importance that the facilities be distributed to fairly serve the population.

Adapting an example given by Chen et al. [8], imagine that there is a dense urban area with a population of 10,000, and far from it, there are 10 small communities with a population of 100 each. The communities are closer to each other compared to how far they are from the urban area, but still well distinguished. With \( k = 11 \), a standard clustering algorithm such as \( k \)-means would identify the urban area as one cluster, and each small community as one cluster. However, building just one park that serves 10,000 people in the urban area, while each community of 100 people gets its own park violates the principle of equal entitlement [23]; this principle would suggest that when allocating 11 parks among a total of 11,000 people, the urban area consisting of 10,000 people should be allocated their proportional share of 10 parks, and one park should serve the 10 smaller communities consisting of 1,000 people altogether.

This notion of what a group deserves – *group fairness* – has been extensively studied in machine learning, and a variety of definitions have been proposed [7, 16, 24, 19, 32]. Borrowing from a long line of literature on fair resource allocation [34, 30, 12, 10], Chen et al. [8] proposed a novel definition of fairness in clustering that perfectly fits our motivation. Given a metric \( d \) over a set \( \mathcal{N} \) of \( n \) points and a set \( M \) of feasible cluster centers, they say that a \( k \)-clustering \( X \) satisfies *proportional fairness* if there is no group of points \( S \subseteq \mathcal{N} \) with \( |S| \geq n/k \) and a new cluster location \( y \in M \) such that \( d(i, y) < \min_{x \in X} d(i, x) \) for each member \( i \in S \). Most fairness definitions in machine learning protect groups of individuals that are pre-defined based on certain *protected attributes* [4, 5, 9, 28] or that are sufficiently large [20]. In contrast, proportional fairness guarantees fairness to arbitrarily defined groups of all possible sizes. This may be helpful given recent observations that protecting groups defined based on individual attributes may allow an algorithm to circumvent fairness [20], or that information about which groups to protect may not be known in advance [17]. For references to other related work, we direct the reader to the work of Chen et al. [8].
1.1 Our Contribution

We build upon the work of Chen et al. [8]. While their work considers the metric $d$ and the set of feasible cluster center locations $\mathcal{M}$ to be arbitrary (and $|\mathcal{M}|$ to be typically finite), we focus on the case where the metric consists of usual distance functions such as $L^1$, $L^2$, or $L^\infty$ over $\mathbb{R}^t$, and cluster centers can be placed anywhere in the infinite metric space (i.e. $\mathcal{M} = \mathbb{R}^t$). While this change is seemingly simple, the infinite cardinality of $\mathcal{M}$ requires new algorithmic tools and generalization bounds, which we provide in this work. In some cases, we show that this in fact allows us to provide stronger approximation guarantees.

In Section 3, we analyze the greedy capture algorithm introduced by Chen et al. in the case where $d \in \{L^1, L^2, L^\infty\}$ and $\mathcal{M} = \mathbb{R}^t$. Chen et al. show that the algorithm provides $1 + \sqrt{2} \approx 2.414$ approximation to proportional fairness for all metric spaces. We show that for $d = L^2$ and $\mathcal{M} = \mathbb{R}^t$, it actually provides a better $2$-approximation. We prove this via a refinement of the result of Chen et al.: we express the approximation ratio obtained by the algorithm in terms of a new characteristic of the metric that we term Apollonius radius, and show that this radius is small for the $L^2$ distance, allowing us to achieve a better approximation ratio. However, we show that for $L^1$ and $L^\infty$, the approximation ratio of greedy capture is no better than $1 + \sqrt{2}$.

In Section 4, we provide universal lower bounds which apply to all algorithms. Specifically, we show that for $d = L^2$ and $\mathcal{M} = \mathbb{R}^t$, no algorithm achieves better than $2/\sqrt{3} \approx 1.155$ approximation ratio, whereas for $d \in \{L^1, L^\infty\}$ and $\mathcal{M} = \mathbb{R}^t$, we get a lower bound of $1.4$. Note that these lower bounds are existential, and not computational.

In Section 5, we consider the case where $\mathcal{M}$ is the set of nodes of an unweighted graph, and $d$ measures the shortest distance between two nodes on the graph. When the graph is a tree, we show that an exact proportionally fair clustering necessarily exists, and provide an efficient algorithm to find one. When the graph is arbitrary, but $k \geq n/2$ clusters need to be placed, we show that a proportionally fair clustering again necessarily exists and can be computed efficiently. Whether an exact proportionally fair clustering exists for all graphs remains an interesting open question.

Next, in Section 6, we show that for $d = L^2$ and $\mathcal{M} = \mathbb{R}^t$ for $t \geq 2$, checking whether a proportional clustering exists is NP-hard. When $t$ is large, even implementing the greedy capture algorithm is NP-hard. However, this problem becomes efficiently solvable when $t$ is constant, and when $t$ is large, using a PTAS for an important sub-routine of greedy capture, we can efficiently compute a $2 \cdot (1 + \epsilon)$-proportionally fair clustering for any fixed $\epsilon > 0$.

Finally, in Section 7, we consider the problem of generalization: would a clustering that is proportionally fair with respect to samples drawn from $\mathcal{N}$ remain (approximately) proportionally fair with respect to the entire set $\mathcal{N}$? Chen et al. provide a positive answer for the case when $\mathcal{M}$ is finite. Using the framework of VC dimension, we show that, when $d = L^2$, the answer remains positive even when $\mathcal{M} = \mathbb{R}^t$.

2 Preliminaries

Let $\mathcal{N}$ be a set of $n$ data points (or agents), which lie in a metric space $(\mathcal{X}, d)$, where $d : \mathcal{X} \times \mathcal{X} \to \mathbb{R}$ is a distance function satisfying the triangle inequality. For most of this work, we consider the case where $\mathcal{X} = \mathbb{R}^t$ for some $t \in \mathbb{N}$, but in Section 5, we consider the case where $\mathcal{X}$ is the set of nodes of a graph. We also focus on special distance functions such as the Euclidean distance ($L^2$), the Manhattan distance ($L^1$), and the $L^\infty$ distance. Let $\mathcal{M} \subseteq \mathcal{X}$ be a the set of locations where cluster centers can be placed. In this work, we focus on the case where $\mathcal{M} = \mathcal{X}$. Let $k \in \mathbb{N}$. We denote by $[\mathcal{M}]^k$ the set of all subsets of $\mathcal{M}$ of size $k$. A $k$-clustering is a set $X \in [\mathcal{M}]^k$ containing $k$ locations for cluster centers. We refer to each $x \in X$ as an open cluster center.
The cost to agent \( i \in N \) induced by a cluster center \( x \in M \) is the distance \( d(i, x) \), and the cost to agent \( i \in N \) induced by a \( k \)-clustering \( X \) is the minimum distance from \( i \) to any cluster center, i.e., \( d(i, X) = \min_{r \in X} d(i, r) \). Agent \( i \) is interested in minimizing her cost.

A set of points \( S \subseteq N \) containing at least \([n/k]\) is entitled at least one cluster center. If they can find a new cluster center that is better for each of them, we consider it a violation of fairness. Formally:

**Definition 1.** Given \( \rho \geq 1 \), we say a \( k \)-clustering \( X \in [M]^k \) is \( \rho \)-proportionally fair if there is no \( S \subseteq N \) with \(|S| \geq [n/k]\) and \( y \in M \) such that \( \rho \cdot d(i, y) < d(i, X) \) for all \( i \in S \). If such a coalition \( S \) and point \( y \) exist, we refer to \( S \) as a blocking coalition and \( y \) as the center that they deviate to. When \( \rho = 1 \), we simply call this proportional fairness.

The reason to define \( \rho \)-proportionally fair solutions for \( \rho > 1 \) is because (exactly) proportionally fair solutions may not exist [8].

In Section 5, we consider the problem of proportional fairness on graphs. Specifically, given an undirected graph \( G = (V, E) \), we assume that \( N \subseteq V \), \( M = V \) (i.e. every node in the graph is a feasible cluster center), and the distance between two nodes \( u, v \in V \), denoted by \( d(u, v) \), is the length of the shortest path connecting them. Notice that \( d \) satisfies the triangle inequality.

### 3 Greedy Capture

In this section, we study the greedy capture algorithm defined by Chen et al. [8]. Put succinctly, the algorithm starts with \( X = \emptyset \). It grows a ball at every location in \( M \) at the same rate. As soon as a ball contains at least \([n/k]\) points, the corresponding center is added to \( X \) and all the points covered by the ball are removed. As balls continue growing, balls centered at previously added locations in \( X \) also continue growing with them and any new points covered by such balls are immediately removed. We refer the reader to the work of Chen et al. for full description of the algorithm. They show that for any metric space, greedy capture is guaranteed to find a \((1 + \sqrt{2})\)-proportionally fair clustering.

We begin by providing a refined analysis of greedy capture by expressing the approximation ratio in terms of a characteristic of the metric we call the Apollonius radius.

**Definition 2.** Given \( \rho \geq 1 \), the \( \rho \)-Apollonius radius of a metric \((X, d)\) is defined as \( A_{X,d}(\rho) = \sup_{x, y \in X} \Delta(\rho, x, y)/d(x, y) \), where \( \Delta(\rho, x, y) \) is the radius of the smallest ball centered at some point in \( X \) that contains the entire set \( \{p \in X : \rho \cdot d(p, y) \leq d(p, x)\} \).

The reason that we term it the Apollonius radius is because the renowned Greek geometer Apollonius of Perga was famously interested in the set \( \{p \in \mathbb{R}^d : \rho \cdot d(p, y) \leq d(p, x)\} \) for \( d = L^2 \), and showed that this set is a ball already when \( \rho > 1 \). This special structure of \( L^2 \) is what will allow us to achieve a better approximation guarantee for it.

**Theorem 3.** For any metric \((X, d)\) and \( M = X \), greedy capture finds a \( \rho \)-proportionally fair clustering, where \( \rho \geq 1 \) is the smallest positive number satisfying \( A_{X,d}(\rho) \cdot \frac{\Delta + 1}{\rho} \leq 1 \).

**Proof.** Let \( X \) be the clustering returned by the algorithm. Suppose that \( X \) is not \( \rho \)-proportionally fair for some \( \rho \). Then, there exist \( S \subseteq N \) with \(|S| \geq [n/k]\) and \( y \in M \) such that \( \rho \cdot d(j, y) < d(j, X) \) for all \( j \in S \).

Note that this implies \( y \notin X \). Let \( i \) be the first point in \( S \) that was covered during the execution of greedy capture; suppose it was covered by a ball located at \( x \in X \).
Note that for each \( j \in S \), we have \( \rho \cdot d(j, y) < d(j, X) \leq d(j, x) \). Hence, \( S \subseteq \{ p \in X : \rho \cdot d(p, y) < d(p, x) \} \). Hence, by definition of \( \rho \)-Apollonius radius, there exists a ball of radius at most \( A_{X, d}(\rho) \cdot d(x, y) \) that contains all points in \( S \). Since \( i \) was the first point in \( S \) covered by the ball centered at \( x \), we must have \( d(i, x) \leq A_{X, d}(\rho) \cdot d(x, y) \), otherwise greedy capture would have selected the ball of radius at most \( A_{X, d}(\rho) \cdot d(x, y) \) covering all points of \( S \) prior to \( i \) being covered by the ball centered at \( x \). Further, since \( i \in S \), we also have \( d(i, y) < d(i, x)/\rho \). Using the triangle inequality, we get

\[
d(x, y) \leq d(i, x) + d(i, y) < d(i, x) \cdot \frac{\rho + 1}{\rho} \leq A_{X, d}(\rho) \cdot \frac{\rho + 1}{\rho} \cdot d(x, y) \Rightarrow A_{X, d}(\rho) \cdot \frac{\rho + 1}{\rho} > 1.
\]

We have proved that if \( X \) is not \( \rho \)-proportionally fair, then \( A_{X, d}(\rho) \cdot \frac{\rho + 1}{\rho} > 1 \). Hence, whenever \( A_{X, d}(\rho) \cdot \frac{\rho + 1}{\rho} \leq 1 \), we have that \( X \) is \( \rho \)-proportionally fair.

Let us argue that Theorem 3 is in fact a refinement of the \((1 + \sqrt{2})\)-approximation proved by Chen et al. [8] that holds for all metrics.

\textbf{Theorem 4.} For any metric \((X, d)\), the \( \rho \)-Apollonius radius is \( A_{X, d}(\rho) \leq \frac{1}{\rho - 1} \). Hence, greedy capture finds a \((1 + \sqrt{2})\)-proportionally fair clustering for every metric.

\textbf{Proof.} Consider the set \( \{ p \in X : \rho \cdot d(p, y) \leq d(p, x) \} \). For any point \( p \) in this set, we have that \( \rho \cdot d(p, y) \leq d(p, x) \leq d(p, y) + d(x, y) \) by the triangle inequality. Hence, \( d(p, y) \leq d(x, y) \cdot \frac{\rho}{\rho - 1} \) for all \( p \) in the set. Thus, a ball centered at \( y \in M \) with radius \( \frac{d(x, y)}{\rho - 1} \) certainly covers the entire set. Hence, \( A_{X, d}(\rho) \leq \frac{1}{\rho - 1} \). Next, for \( \rho = 1 + \sqrt{2} \), we have

\[
A_{X, d}(\rho) \cdot \frac{\rho + 1}{\rho} \leq \frac{\rho + 1}{\rho} \cdot \frac{\rho}{\rho - 1} = 1.
\]

Hence, by Theorem 3, greedy capture finds a \((1 + \sqrt{2})\)-proportionally fair clustering.

Next, we show that for \( d = L^2 \), the \( \rho \)-Apollonius radius is slightly better, leading to a better 2-approximation guarantee for greedy capture.

\textbf{Theorem 5.} For the metric space \((\mathbb{R}^t, L^2)\), where \( t \in \mathbb{N} \), the \( \rho \)-Apollonius radius is \( A_{\mathbb{R}^t, L^2}(\rho) \leq \frac{\rho^2}{\rho - 1} \), and hence, greedy capture finds a 2-proportionally fair clustering.

\textbf{Proof.} For the \( L^2 \) norm in a Euclidean space, it is well-known that given \( x, y \in \mathbb{R}^t \) and \( \rho > 1 \), the set of points \( \{ p \in \mathbb{R}^t : \rho \cdot d(p, y) \leq d(p, x) \} \) is a ball of radius \( d(x, y) \cdot \frac{\rho}{\rho - 1} \). This is a simple algebraic exercise; its two-dimensional variant was known to Apollonius himself, after whom the result is named (the derivation is widely available online, e.g., see [11]). This immediately implies that \( A_{\mathbb{R}^t, L^2}(\rho) \leq \frac{\rho^2}{\rho - 1} \).

Now, we have that

\[
A_{X, d}(\rho) \cdot \frac{\rho + 1}{\rho} \leq \frac{\rho + 1}{\rho^2 - 1} \cdot \frac{\rho}{\rho - 1} = \frac{1}{\rho - 1}.
\]

This quantity is at most 1 when \( \rho \) is at least 2. Hence, by Theorem 3, greedy capture finds a 2-proportionally fair clustering for this metric.

The obvious next question then is whether this refinement also provides an improved approximation bound for other distance metrics. Unfortunately, for two other prominent distance metrics, \( L^1 \) and \( L^\infty \), the answer is no. We show this by providing a direct counterexample where greedy capture finds a clustering that is no better than \((1 + \sqrt{2})\)-proportionally fair. The proof of the next result appears in the full version of the paper.

\textbf{Theorem 6.} For the metric space \((\mathbb{R}^t, d)\) where \( t \geq 2 \) and \( d \in \{ L^1, L^\infty \} \), and \( M = \mathbb{R}^t \), there exists an example in which the clustering produced by greedy capture is not \( \rho \)-proportionally fair for \( \rho < 1 + \sqrt{2} \).
4 Universal Lower Bounds

In this section, we show lower bounds on approximation to proportional fairness that apply to all algorithms, as opposed to the lower bounds in the previous section that apply only to greedy capture. Chen et al. [8] show that when \( N, M \), and the metric are arbitrary, \( \rho \)-proportional fairness cannot be guaranteed for \( \rho < 2 \). They also consider the special case where \( N = M \), and prove a slightly weaker lower bound of 1.5. One question that they do not address is whether greedy capture provides better than \((1 + \sqrt{2})\)-approximation in this special case; in the full version, we show that this is \textit{not} the case.

In this section, we turn our attention to the case of our interest: \( M = V = \mathbb{R}^t \) and \( d \in \{L^1, L^2, L^\infty\} \). When \( t = 1 \), it is easy to notice that an exactly proportionally fair clustering always exists.\(^1\) When \( t \geq 2 \), we provide a lower bound of \( 2/\sqrt{3} \) for \( d = L^2 \) and a lower bound of 1.4 for \( d \in \{L^1, L^\infty\} \).

\[ \textbf{Theorem 7.} \text{ For the metric space } (\mathbb{R}^t, L^2) \text{ where } t \geq 2 \text{ and } M = \mathbb{R}^t, \text{ there is an example in which no clustering is } \rho \text{-proportionally fair for } \rho < 2/\sqrt{3} \approx 1.155. \]

\textbf{Proof.} Once again, we set \( t = 2 \) without loss of generality. Consider an instance in which \( |N| = 6 \) and \( k = 3 \). Suppose \( |N| \) consists of two isomorphic sets of 3 points each, where each set of 3 points forms an equilateral triangle of length 1 and the two sets are sufficiently far from each other. Then, by the pigeonhole principle, under any clustering \( X \), at least one set of 3 points, say \( \{p_1, p_2, p_3\} \), must derive their costs from a single cluster center \( x \).

Let \( a \) denote the circumcenter of their triangle. Then, \( d(a, p_1) = d(a, p_2) = d(a, p_3) = 1/\sqrt{3} \). Hence, \( d(a, p_1) + d(a, p_2) + d(a, p_3) = \sqrt{3} \). Notice that in an equilateral triangle, the circumcenter is also the Fermat point, which minimizes the sum of distances from the three vertices. Hence, for the cluster center \( x \), we have \( d(x, p_1) + d(x, p_2) + d(x, p_3) \geq \sqrt{3} \). Without loss of generality, assume \( d(x, p_1) \geq d(x, p_2) \geq d(x, p_3) \). Then, \( d(x, p_1) + d(x, p_2) \geq 2/\sqrt{3} \).

Now, \( p_1 \) and \( p_2 \) can deviate, choose a location \( y \) on the line joining \( p_1 \) and \( p_2 \) such that \( d(y, p_1)/d(y, p_2) = d(x, p_1)/d(x, p_2) \). Since \( d(y, p_1) + d(y, p_2) = d(p_1, p_2) = 1 \), this reduces the cost to each point by a factor of \( 2/\sqrt{3} \). Hence, the clustering is not \( \rho \)-proportionally fair for \( \rho < 2/\sqrt{3} \). \( \square \)

Note that the lower bound of 1.155 is significantly lower than the upper bound of 2 obtained by greedy capture for \( L^2 \) as shown in Theorem 5. Closing the gap is an interesting open question. Next, we show a lower bound for \( L^1 \) and \( L^\infty \). The proof appears in the full version of the paper.

\[ \textbf{Theorem 8.} \text{ For the metric space } (\mathbb{R}^t, d), \text{ where } t \geq 2 \text{ and } d \in \{L^1, L^\infty\}, \text{ and } M = \mathbb{R}^t, \text{ there is an example in which no clustering is } \rho \text{-proportionally fair for } \rho < 1.4. \]

5 Clustering in Graphs

In this section, we consider the special case where the metric space \( (\mathcal{X}, d) \) is induced by an undirected graph \( G = (V, E) \). Specifically, we let \( \mathcal{X} = V \) be the set of nodes of the graph, and assume that \( d(x, y) \) measures the length of the shortest path between nodes \( x \) and \( y \). As in the previous sections, we restrict our attention to the \( M = \mathcal{X} \) case, i.e., when every point of the metric space is a feasible cluster center.

\(^1\) For instance, opening a cluster at every \( n/k \)-th data point from left to right is proportionally fair.
We now consider two cases. Proof. Each node is still defined using the closest node at which a center is opened by the algorithm. Hence, fairness has not.

We study proportional fairness for this setting. Our first result shows that when the graph $G = (V, E)$ is a tree, an exact proportionally fair clustering always exists, and can be computed by an efficient algorithm. Intuitively, the algorithm works as follows. We first root the tree at an arbitrary node $r$ to obtain a rooted tree $(G, r)$. We denote with $h$ the height of the rooted tree, and with $\text{level}(x)$ the height of node $x$ relative to the root $r$ (with $\text{level}(r) = 1$). Let $\text{ST}(x)$ denote the subtree of node $x$ (i.e. the set of nodes $v$ such that with $\text{level}(v) \geq \text{level}(x)$ and the unique path from $v$ to $r$ contains $x$). The algorithm starts from the highest level (the leaves), opens a center every time it finds a node whose subtree contains at least $\lceil n/k \rceil$ nodes, and deletes this subtree from the graph. At the end, the cost to each node is still defined using the closest node at which a center is opened by the algorithm.

\begin{algorithm}
1: Root the tree $G$ at an arbitrary node $r$
2: $X \leftarrow \emptyset$
3: $G^0 \leftarrow G$
4: for $\ell = h$ to 1 do
5: \hspace{1em} $G^{\ell-1} \leftarrow G^\ell$
6: \hspace{1em} for every $x \in V$ with $\text{level}(x) = \ell$ and $|\text{ST}(x)| \geq \lceil n/k \rceil$ do
7: \hspace{2em} $X \leftarrow X \cup \{x\}$
8: \hspace{1em} $G^{\ell-1} \leftarrow G^{\ell-1} \setminus \text{ST}(x)$
9: \hspace{1em} if $G^0 \neq \emptyset$ then
10: \hspace{2em} $X \leftarrow X \cup \{r\}$
\end{algorithm}

\textbf{Theorem 9.} Let $G = (V, E)$ be an undirected tree, $(V, d)$ be the metric induced by $G$, $N \subseteq V$, $M = V$, and $k \in \mathbb{N}$. Then, Algorithm 1 yields a proportionally fair clustering.

Proof. Let $X$ be the clustering returned by Algorithm 1. First, we notice that $X$ contains at most $k$ centers. This is because every time the algorithm opens a center in the for loop, it deletes at least $\lceil n/k \rceil$ nodes from the graph. Hence, the for loop can add at most $k$ centers. If it adds exactly $k$ centers, then the remaining graph must be empty, and the if condition is not executed. If it adds at most $k - 1$ centers, then even if the root node is added later, there would be at most $k$ centers.

Next, suppose for contradiction that $X$ is not proportionally fair. Hence, there exists a set $S \subseteq V$ with $|S| \geq \lceil n/k \rceil$ and $y \in V$ such that $d(i, y) < d(i, X)$ for all $i \in S$.

For each node $i \in V$, define $p(i)$ to be its closest ancestor in $X$ (i.e. $p(i) \in X$ and $i \in \text{ST}(p(i))$, and $p(i)$ is the node of maximum level satisfying these two conditions). Note that because the algorithm always opens a center at the root node, $p(i)$ is well-defined for each node $i$.

Further, note that for each $i \in S$, $d(i, X) \leq d(i, p(i))$. And for nodes $j \notin \text{ST}(p(i))$, $d(i, j) > d(i, p(i))$. Hence, the cost to $i$ can only reduce if the deviating center is in $\text{ST}(p(i))$. We now consider two cases.

\textbf{Case 1:} $\exists i, i' \in S : p(i) \neq p(i')$. First, suppose that $p(i)$ and $p(i')$ are siblings (i.e. $\text{ST}(p(i)) \cap \text{ST}(p(i')) = \emptyset$). As $i$ can only improve if the deviating center is in $\text{ST}(p(i))$ and $i'$ can only improve if the deviating center is in $\text{ST}(p(i'))$, we obtain that no deviating center can reduce the cost to $i$ and $i'$ simultaneously, which is a contradiction.
Next, suppose that \( p(i) \in \text{ST}(p(i')) \). Then, we must have \( y \in \text{ST}(p(i)) \), otherwise the cost to \( i \) would not reduce. But then, \( d(i',p(i)) \leq d(i',y) \). Hence, the cost to \( i' \) does not reduce due to \( y \), which is also a contradiction.

The remaining case of \( p(i') \in \text{ST}(p(i)) \) is symmetric to the last case.

**Case 2:** \( \forall i \in S, p(i) = p^* \). Let \( O = X \cap \text{ST}(p^*) \setminus \{p^*\} \) be the set of open centers in \( \text{ST}(p^*) \) except \( p^* \) itself. Note that by definition of \( p^* \), we have that if \( i \in S \), then \( i \notin \text{ST}(o) \) for any \( o \in O \).

This implies that if \( y \in \text{ST}(o) \) for some \( o \in O \), then for every point \( i \in S \), we have \( d(i,y) \geq d(i,o) \geq d(i,X) \), meaning that \( y \) would not reduce the cost to any point in \( S \). Hence, \( y \in \text{ST}(p^*) \setminus \bigcup_{o \in O} \text{ST}(o) \).

In other words, if center \( p^* \) was opened in the iteration with index \( \ell \) (let \( \ell = 0 \) if \( p^* \) is the root node that was opened outside of the for loop), then \( S \cup \{y\} \in G^\ell \) (any point from \( S \) or \( y \) could not have been deleted in any previous iteration). However, for \( y \) to reduce the cost to each \( i \in S \), we must have \( S \subseteq \text{ST}(y) \). However, then, \( y \) is a node of higher level than \( p^* \) that still contains at least \( |S| \geq \lceil n/k \rceil \) points, so it must have been removed in a previous iteration. This is the desired contradiction.

This concludes the proof. \( \blacksquare \)

We remark that Theorem 9 identifies the broadest class of interesting metrics to date for which an exact proportionally fair clustering is known to always exist. This raises an immediate question: what about graphs that are not trees? We can consider the universal lower bound for the \((\mathbb{R}^2,L^1)\) metric from Theorem 8. If we construct a very dense grid graph (in which the shortest path distance mimics the \(L^1\) distance in the plane) in the relevant region of \( \mathbb{R}^2 \) from that example, we can derive the same lower bound of 1.4 on the approximation ratio to proportional fairness for graphs. Whether better lower bounds exist is an open question. Similarly, the \(1 + \sqrt{2}\) upper bound of greedy capture holds for all metrics, including those induced by a graph. However, whether its approximation ratio or running time can be improved for graphs, possibly with special properties such as planarity, remains to be seen.

It is worthwhile noting the special case of \( N = M = V \), i.e., when every node of the graph is also a data point (besides being a feasible cluster center location). In this case, we do not know whether an exact proportionally fair clustering always exists, and leave this as an interesting open question. That said, we do note that if \( G \) is connected and we want to place a large number of clusters \( k \geq n/2 \), then it can be shown that a proportionally fair clustering exists. This is because a dominating set\(^2\) of any size \( k \geq n/2 \) is guaranteed to exist in a graph with \( n \) nodes [26] and can be computed efficiently [18]. If nodes in such a set are chosen as the cluster centers, then every node in the graph already has cost at most 1. So to deviate, all nodes in the blocking coalition must achieve cost 0. However, since the blocking coalition must contain at least \( \lceil n/k \rceil \geq 2 \) nodes, this is impossible. Thus, the questions of existence and computation of a proportionally fair clustering in general graphs with \( N = M = V \) become trivial when \( k \geq n/2 \), but remain open when \( k < n/2 \).

\(^2\) A set of nodes is called a dominating set if every node in the graph is either in this set or adjacent to a node in this set.
6 Computational Aspects

In this section, we consider computational aspects of two problems: the problem of checking whether a proportionally fair clustering exists, and the problem of implementing the greedy capture algorithm when $M = R^t$. We begin by considering the former problem. The full proof appears in the full version of the paper, but we provide a sketch here.

\textbf{Theorem 10.} Given $X = \mathbb{R}^2$, finite $N \subset X$, finite $M \subset X$, $k \in \mathbb{N}$, and $d = L^2$, checking whether a proportionally fair clustering exists is NP-hard.

\textbf{Proof Sketch.} We first show a reduction which creates an instance of proportionally fair clustering with $n/k = 2$, and later show how to extend this to the case where $n/k$ is any even integer. We use a polynomial-time reduction from the planar monotone rectilinear 3-SAT problem, where each clause $c_j$ consists of only positive or only negative literals, each variable $v_i$ is represented by a rectangle on the $x$-axis and each positive (resp. negative) clause is represented by a rectangle above (resp. below) the $x$-axis with three vertical lines or legs to its three variables. The graph that connects clauses to literals is planar. Figure 1 shows what a planar monotone rectilinear 3-SAT instance looks like.

Let $I$ be an instance of a planar monotone rectilinear 3-SAT which consists of $l$ boolean variables and $m$ monotone clauses. Given $I$, we construct an instance $I'$ of proportionally fair clustering with $|N| = \Theta(lm^2)$ and $M = \Theta(lm^2)$ such that $I$ is satisfiable if and only if there exists a proportionally fair clustering in $I'$.

First, for each variable $v_i$, we construct a variable gadget which contains points $v_{i,j}$, $\bar{v}_{i,j}$, $a_{i,j}$ and $b_{i,j}$ for $j \in [m]$. They are all on the line, and belong to both $N$ and $M$. This gadget is shown in Figure 2. The point $v_{i,j}$ (resp. $\bar{v}_{i,j}$) corresponds to the positive (resp. negative) literal of $v_i$, specifically reserved for clause $c_j$ (whether or not it appears in that clause). We set the distances in a way that the closest node to any node is the node on its right, while the closest node to the last node $b_{i,m}$ is its previous node $a_{i,m}$.

All variable gadgets are located on the $x$-axis in such a way that the gadget of variable $v_i$ is on the left of the gadget of variable $v_{i+1}$, and from left to right, the distances between two adjacent variable gadgets are slightly decreasing. (The exact construction is provided in the full proof.)
Next, we construct two clause gadgets, a basic and an auxiliary one, for each clause. The auxiliary gadget of each clause is sufficiently far from all other gadgets in the construction. It consists of 3 points and 3 feasible centers such that at least two centers must be placed within each such gadget, otherwise, $\rho$-proportional fairness is violated for all $\rho < 1.214$. The purpose of this gadget is to make fewer than a proportional number of centers available for the rest of the construction.

In the basic gadget of a clause, we add points that form a rectangle with three legs. The interaction of this gadget with variable gadgets is shown in Figure 3. Let $y_j$ be the $y$-coordinate where we place all the points that consist the virtual rectangle of $c_j$. We choose the values of $y_i, i \in [m]$, such that each point in a basic gadget has as closest neighbour a point in the same gadget. Let $c_j$ be a positive clause which contains the positive literals of variables $v_q$, $v_s$, and $v_t$ with $q < s < t$ (respectively, if the clause is negative). We add a virtual rectangle in the interval $[v_{q,j}, v_{t,j})$, and add the three virtual legs that are vertical at $x$-coordinates $v_{q,j}$, $v_{s,j}$, and $v_{t,j}$, respectively. First, we place $2m(t - s)$ points in the interval $[v_{s,j}, 0]$, where the $x$-coordinate of $r^1_{j,k}$ is less than the $x$-coordinate of $r^1_{j,k+1}$, and we set the distances such that $r^1_{j,k}$ has as its closest neighbor $r^1_{j,k+1}$. Second, we place in a similar way $2m(s - q)$ points in the interval $[v_{s,j} + 1, v_{t,j})$, where the $x$-coordinate of point $r^2_{j,k}$ is larger than the $x$-coordinate of point $r^2_{j,k+1}$, and we set the distances such that $r^2_{j,k}$ has as its closest neighbor $r^2_{j,k+1}$.

It remains to construct the legs of each clause. First, we place $2n_j$ points (see the full version for the exact value of $n_j$), denoted by $l^1_{j,k}, k \in [1, 2n_j]$, with $x$-coordinate equal to $v_{q,j}$ and $y$-coordinate less than $y_j$. Specifically, we locate $l^1_{j,1}$ in a position such that the leftmost point in the rectangle of $c_j$ has as its closest neighbor $l^1_{j,1}$, the closest neighbor of every $l^1_{j,k}, k \in [1, 2n_j - 1]$, is $l^1_{j,2n_j}$, and the closest neighbor of $l^1_{j,2n_j}$ is $v_{q,j}$. For the remaining legs, we add points at exactly the same $y$-coordinates of the points in the first leg, but with $x$-coordinates equal to $v_{s,j}$ and $v_{t,j}$. Denote the points of the middle and the right leg as $l^2_{j,k}$ and $l^2_{j,k}, k \in [1, 2n_j]$, respectively.

Lastly, for each clause we add one more point, denoted by $o_j$ in a location such that it is the circumcenter of the triangle with nodes $r^1_{j,1}$, $r^2_{j,1}$, and $l^2_{j,1}$, and these are the (tied) closest neighbors of $o_j$. Figure 3 shows this entire construction for an example instance which consists of 2 positive clauses (only one of which is shown in the figure) and 3 variables.

In this construction, note that each clause gadget (the union of the basic and auxiliary gadgets) has an even number of points equal to $2n'_j + 4$ (for some $n'_j$; see the full version for details), and each variable gadget has $4m$ of points. Hence, we choose $k = 2m + \sum_{j=1}^{m} (n'_j + 2m)$, so that $n/k = 2$. Now, we are ready to prove that $I$ is satisfiable if and only if there exists a proportionally fair clustering in $I'$.

Note that in each variable gadget we need at least $2m$ cluster centers in order for the clustering to be proportionally fair. This is because every pair of adjacent points can deviate if neither of them is a cluster center. There are only two ways to place exactly $2m$ centers: we can either open centers at $v_{i,j}$ and $a_{i,j}$ for all $j \in [4m]$, or open centers at $\tilde{v}_{i,j}$ and $b_{i,j}$ for $j \in [4m]$. The first choice corresponds to an assignment where $x_i$ is set to true, while the second corresponds to an assignment where $x_i$ is set to false.

As we mentioned earlier, the auxiliary gadget of each clause needs at least two cluster centers placed within it, otherwise a proportionally fair clustering cannot exist. This leaves $n'_j$ centers for every basic clause gadget. However, each basic gadget needs at least $n'_j$ centers. To see this, notice that from point $r^2_{j,1}$ to the last point of the left leg, we need to add one center at every other point. Similarly, from point $r^1_{j,1}$ to the last point of the right leg, we
Next, we consider implementing the greedy capture algorithm when $\mathcal{M} = \mathbb{R}^t$. Note that because the naive description of greedy capture requires simultaneously growing a ball from each point in $\mathcal{M}$, it is easy to implement when $\mathcal{M}$ is finite (as shown by Chen et al. [8]) but difficult when $\mathcal{M}$ is infinite.

To avoid this issue, one may consider restricting the set of feasible cluster center locations to a finite set $\mathcal{M}'$, and hope that running greedy capture (or any algorithm for that matter) on this finite set still yields a clustering that is approximately fair with respect to the original infinite $\mathcal{M}$. To that end, we show that restricting to $\mathcal{M}' = N$ (i.e., choosing cluster centers from the set of data points) can only worsen the approximation factor of an algorithm by a factor of at most 2. The proof appears in the full version.

**Theorem 11.** For any metric space $(X,d)$, $k \in \mathbb{N}$, $N, \mathcal{M} \subseteq X$, and $\rho \geq 1$, any $\rho$-proportionally fair $k$-clustering with respect to $(N,\mathcal{M} = \mathcal{N})$ is $2\rho$-proportionally fair with respect to $(N,\mathcal{M})$.

For the metric $(\mathbb{R}^t,L^2)$, where $t \in \mathbb{N}$, recall that greedy capture produces a 2-proportionally fair clustering when $\mathcal{M} = \mathbb{R}^t$. Hence, Theorem 11 implies that running it on $\mathcal{M}' = \mathcal{N}$, for finite $\mathcal{N}$, would yield a 4-proportionally fair clustering in polynomial time. However, for this special case, we can in fact efficiently achieve $2 + \epsilon$ approximation for any constant $\epsilon > 0$, as we discuss below.
Let us consider the first cluster center added by greedy capture when \( \mathcal{M} = \mathbb{R}^t \). It is the center of a smallest ball that contains at least \( n/k \) of the \( n \) given points. The problem of finding the smallest ball containing at least \( p \) of \( n \) given points is a well-studied problem in computational geometry. This is known to be NP-hard [31], which is what makes implementing greedy capture hard when \( \mathcal{M} = \mathbb{R}^t \).

However, when \( t \) is constant, the problem is known to be solvable efficiently [31]; we show that in this case, greedy capture can also be implemented efficiently, and we can achieve the 2-approximation from Theorem 5.

Further, even when \( t \) is large, the problem admits a PTAS [31]. We show that this PTAS can be used to approximately implement greedy capture, and the approximation ratio only slightly worsens. The proof of the next result appears in the full version.

**Theorem 12.** Let \( t \in \mathbb{N} \), finite \( \mathcal{N} \subset \mathbb{R}^t \), and \( k \in \mathbb{N} \) be given as input. Suppose \( \mathcal{M} = \mathbb{R}^t \) and \( d = L^2 \). Then, the following hold.
1. The clustering returned by greedy capture algorithm cannot be computed in polynomial time unless \( P = \text{NP} \).
2. If \( t \) is constant, then it can be computed in polynomial time.
3. Even if \( t \) is not constant, for any constant \( \epsilon > 0 \), there exists a polynomial-time algorithm which finds a \((2 + \epsilon)\)-proportionally fair clustering.

### 7 Learning Fair Clustering

A key concern in machine learning is generalization. In our context, the question is whether a clustering that is (approximately) proportionally fair with respect to random samples taken from an underlying population would remain (approximately) proportionally fair with respect to the whole population. A positive answer to this question could be useful in two ways.

First, sometimes we may have access only to samples from an underlying population. In this case, we can rest assured that by computing a clustering that is fair with respect to the samples, it is also fair with respect to the population. Second, even if the entire population is known, it may be very large. As we noticed in Section 6, finding a proportionally fair clustering or even running the greedy capture algorithm is NP-hard; thus, these tasks may be infeasible for a large population. However, it may be possible to do so on a smaller sample taken from the population, which is where the generalization guarantee can be useful.

Chen et al. [8] show that generalization indeed holds for proportional fairness. Specifically, they define the following relaxation of \( \rho \)-proportional fairness.

**Definition 13.** We say that a \( k \)-clustering \( X \) is \( \rho \)-proportionally fair to \((1 + \epsilon)\)-deviations with respect to \( \mathcal{N} \) if for all \( S \subseteq \mathcal{N} \) with \( |S| \geq |\mathcal{N}| \cdot (1 + \epsilon)/k \) and all \( y \in \mathcal{M} \), there exists at least one \( i \in S \) such that \( \rho \cdot d(i, y) \geq d(i, X) \).

Chen et al. show that if \( \mathcal{N} \subseteq \mathcal{N} \) is a uniformly random sample of size \( |\mathcal{N}| = \Omega \left( \frac{k^2}{\epsilon} \ln \frac{|\mathcal{M}|}{\delta} \right) \), and if \( X \) is \( \rho \)-proportionally fair with respect to \( \mathcal{N} \), then \( X \) is \( \rho \)-proportionally fair to \((1 + \epsilon)\)-deviations with respect to \( \mathcal{N} \) with probability at least \( 1 - \delta \).

Unfortunately, this bound depends on \(|\mathcal{M}|\), and breaks down when \(|\mathcal{M}|\) is infinite, which is the focus of our work. We establish a stronger guarantee that does not depend on \(|\mathcal{M}|\) by utilizing the framework of VC dimension [33] for binary classifiers. First, we show that there is a natural family of binary classifiers associated with a given clustering.

**Definition 14.** Given a set of points \( \mathcal{N} \), a \( k \)-clustering \( X \in [\mathcal{M}]^k \), and \( y \in \mathcal{M} \), define the binary classifier \( h_{X,y} : \mathcal{N} \to \{0,1\} \) such that \( h_{X,y}(i) = 1 \) if and only if \( \rho \cdot d(i,y) < d(i,X) \).

Define the “error” of this classifier on a set of points \( S \subseteq \mathcal{N} \) as \( \text{err}_S(h_{X,y}) = (1/|S|) \cdot \sum_{i \in S} h_{X,y}(i) \).
Intuitively, $h_{X,y}(i) = 1$ if and only if $i$ can be part of a coalition that complains about the unfairness of $X$ by demonstrating $y$ as a location that provides them $p$-improvement. The use of the term “error” may be confusing. Unlike in traditional classification contexts, where there is a true classifier and the error is measured in terms of the fraction of points on which a given classifier differs from the true classifier, in our case the “error” is simply the fraction of points that can deviate. One can equivalently think of the “true classifier” as the one that outputs 0 on every point.

Note that $X$ is $p$-proportionally fair to $(1 + \epsilon)$-deviations with respect to $N$ if and only if $\text{err}_N(X, y) \leq \frac{1}{k}\epsilon$ for all $y \in M$. Our goal is to show that given a sufficiently large random sample $N \subseteq \mathcal{N}$, if we have a clustering $\mathcal{X}$ that is $p$-proportionally fair with respect to $N$, then it is $p$-proportionally fair to $(1 + \epsilon)$-deviations with respect to $N$ with high probability. However, note that we have no control over what $X$ or $y$ are. This is where the stronger “uniform convergence” guarantee – this establishes that $|\text{err}_N(h_{X,y}) - \text{err}_N(h_{X,y})|$ is bounded for all $X, y$ – becomes useful. Let us begin by introducing the VC dimension and a well-known uniform convergence guarantee that depends on the VC dimension.

Definition 15 (VC Dimension). Let $\mathcal{N}$ be a set of points. Let $\mathcal{H}$ be a family of binary classifiers over $\mathcal{N}$. We say that $\mathcal{H}$ shatters $S \subseteq \mathcal{N}$ if for every labeling $\ell : S \to \{0, 1\}$, there exists a classifier $h \in \mathcal{H}$ such that $h(i) = \ell(i)$ for all $i \in S$. The VC dimension of $\mathcal{H}$, denoted $\text{dim}_{\text{VC}}(\mathcal{H})$, is the size of the largest $S$ that can be shattered by $\mathcal{H}$.

Proposition 16 ([29]). Let $\mathcal{H}$ be a family of binary classifiers over a set of points $\mathcal{N}$. If $N \subseteq \mathcal{N}$ is a uniformly random sample with $|N| \geq \Omega \left( \frac{\dim_{\text{VC}}(\mathcal{H}) + \ln(1/\delta)}{\epsilon^2} \right)$, then with probability at least $1 - \delta$, $|\text{err}_N(h) - \text{err}_N(h)| \leq \epsilon$ for all $h \in \mathcal{H}$.

We show that the family of classifiers $\{h_{X,y} | X \in [M]^k, y \in M\}$ has finite VC dimension when $M = \mathbb{R}^t$ with finite $t$. This, along with Proposition 16, gives us the desired result.

Theorem 17. Fix $\epsilon, \delta > 0$, $p \geq 1$, $k, t \in \mathbb{N}$, and metric $(\mathbb{R}^t, d)$ where $d = L^2$. Let $\mathcal{N}$ be a set of points and $M = \mathbb{R}^t$ be the set of feasible cluster centers. Let $N \subseteq \mathcal{N}$ be sampled uniformly at random with $|N| \geq \Omega \left( \frac{k^2 + (tk \ln k + \ln(1/\delta))^2}{\epsilon^2} \right)$. Then, with probability at least $1 - \delta$, every $k$-clustering $X \in [M]^k$ that is $p$-proportionally fair with respect to $N$ is $p$-proportionally fair to $(1 + \epsilon)$-deviations with respect to $\mathcal{N}$.

Proof. Given a pair of points $x$ and $y$, note that the set of points $i$ such that $\rho d(i,y) \geq d(i,x)$ is a half-space in $\mathbb{R}^t$ when $\rho = 1$ and a ball in $\mathbb{R}^t$ when $\rho > 1$. Hence, given $X \in [M]^k$, the set of points $i$ satisfying $\rho d(i,y) \geq d(i,X)$ is the union of $k$ half-spaces or balls in $\mathbb{R}^t$. It is known that the VC dimension of unions of $k$ half-spaces or balls in $\mathbb{R}^t$ is $O((tk \ln k)^2)$ [6].

Substituting this bound in Proposition 16, we get $|N| \geq \Omega \left( \frac{k^2 + (tk \ln k + \ln(1/\delta))^2}{\epsilon^2} \right)$ is sufficient to ensure that with probability at least $1 - \delta$, $\text{err}_N(h_{X,y}) \leq \text{err}_N(h_{X,y}) + \epsilon/k$ for all $X, y$. In particular, when $X$ is $p$-proportionally fair with respect to $N$, this ensures that with probability at least $1 - \delta$, $X$ is $p$-proportionally fair to $(1 + \epsilon)$-deviations with respect to $\mathcal{N}$.

While we do not formally consider the case of infinite set of points ($|\mathcal{N}| = \infty$) in this work, one can define $\mathcal{N}$ as a distribution over infinitely many points, and ask whether a probability mass of at least $1/k$ has a beneficial deviation. Note that Theorem 17 applies to this case as well because it does not depend on $|\mathcal{N}|$. On the other hand, note that Theorem 17 applies only for $L^2$ distance metric; deriving generalization bounds for other distance metrics remains an interesting challenge for future work.
Discussion

In this work, we advanced the study of proportionally fair clustering in a metric space, and focused on the case where the set of possible cluster centers $\mathcal{M}$ is the entire (usually infinite) metric space. Our work leaves a number of open questions.

The most immediate question is to bridge the gap between our lower and upper bounds on the approximation ratio to proportional fairness from Sections 3 and 4. In particular, we believe that for $L^2$, the lower bound of $2/\sqrt{3}$ from Theorem 7 may be achievable. This specific number is reminiscent of Jung’s theorem, which states that for $L^2$ distance in $\mathbb{R}^2$ (which is where the lower bound stems from), any set of points with diameter at most 1 is contained in a ball of radius at most $1/\sqrt{3}$. This could be useful in closing the gap for $L^2$.

Section 5 leaves open an important question which is whether a proportionally fair clustering exists for all graphs when $\mathcal{N} = \mathcal{M}$ is the set of all nodes of the graph. Our hardness results from Section 6 and learnability results from Section 7 only apply to the $L^2$ distance because they use results and techniques from the literature that are only available for $L^2$. Deriving similar results for other distance metrics would be very interesting. While Chen et al. [8] show that achieving bounded approximation to proportional fairness is incompatible with achieving bounded approximation to three classic objective functions ($k$-center, $k$-means, and $k$-median), it would be interesting to study the tradeoff between fairness and these objectives in special cases (such as graphs).

In this paper, our focus was on the case where the set of possible cluster centers $\mathcal{M}$ is the entire metric space. In the case where the metric is induced by a graph $G = (V, E)$ (Section 5), it is also interesting to consider the case where $\mathcal{M} \subset V$. Does a proportionally fair clustering always exist for trees when $\mathcal{M} \subset V$, or for general graphs when $\mathcal{N} = \mathcal{M} \subset V$? These questions remain open.

More broadly, we find proportional fairness to be a very elegant fairness solution concept for clustering. Adapting this idea of proportional fairness to other machine learning settings such as regression or classification can lead to many avenues for future work.
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Abstract
Packing problems are an important class of optimization problems. The probably most well-known problem of this type is knapsack and many generalizations of it have been studied in the literature like Two-dimensional Geometric Knapsack ($2$DKP) and Unsplittable Flow on a Path ($UFP$). For the latter two problems, recently the first polynomial time approximation algorithms with better approximation ratios than $2$ were presented [Gálvez et al., FOCS 2017][Grandoni et al., STOC 2018]. In this paper we break the barrier of $2$ for the Storage Allocation Problem ($SAP$), a problem which combines properties of $2$DKP and $UFP$. In $SAP$, we are given a path with capacitated edges and a set of tasks where each task has a start vertex, an end vertex, a size, and a profit. We seek to select the most profitable set of tasks that we can draw as non-overlapping rectangles underneath the capacity profile of the edges where the height of each rectangle equals the size of the corresponding task.

The problem $SAP$ appears naturally in settings of allocating resources like memory, bandwidth, etc. where each request needs a contiguous portion of the resource. The best known polynomial time approximation algorithm for $SAP$ has an approximation ratio of $2 + \varepsilon$ [Mömke and Wiese, ICALP 2015] and no better quasi-polynomial time algorithm is known. We present a polynomial time $(63/32 + \varepsilon)$-approximation algorithm for the important case of uniform edge capacities and a quasi-polynomial time $(1.997 + \varepsilon)$-approximation algorithm for non-uniform quasi-polynomially bounded edge capacities. Key to our results are building blocks consisting of stair-blocks, jammed tasks, and boxes that we use to construct profitable solutions and which allow us to compute solutions of these types efficiently. Finally, using our techniques we show that under slight resource augmentation we can obtain even approximation ratios of $3/2 + \varepsilon$ in polynomial time and $1 + \varepsilon$ in quasi-polynomial time, both for arbitrary edge capacities.

1 Introduction
Packing problems play an important role in combinatorial optimization. The most basic packing problem is knapsack where we are given a knapsack of a certain capacity, a set of items with different sizes and profits, and we are looking for a subset of items of maximum profit that fit into the knapsack. Many generalizations of it have been studied. For example,
in the Two-dimensional Geometric Knapsack problem (2DKP) the items are axis-parallel rectangles and we seek to find the most profitable subset of them that fit non-overlappingly into a given rectangular knapsack. Another generalization of the knapsack problem is called Unsplittable Flow on a Path (UFP). We are given a path with capacities on its edges and each item can be interpreted as a commodity of flow that needs to send a given amount of flow from its start vertex to its end vertex in case that we select it. If the path consists of a single edge then UFP is identical to knapsack.

In this paper, we study the Storage Allocation Problem (SAP) which combines properties of 2DKP and UFP: We are given a path \((V,E)\) where each edge \(e \in E\) has a capacity \(u_e \in \mathbb{N}\), and a set of tasks \(T\) where each task \(i \in T\) is specified by a size \(d_i \in \mathbb{N}\), a profit \(w_i \in \mathbb{N}\), a start vertex \(s_i \in V\), and an end vertex \(t_i \in V\). Let \(P(i)\) denote the path between \(s_i\) and \(t_i\) for each \(i \in T\). The goal is to select a subset of tasks \(T' \subseteq T\) and define a height level \(h(i) \geq 0\) for each task \(i \in T'\) such that the resulting rectangle \([s_i, t_i] \times [h(i), h(i) + d_i]\) lies within the profile of the edge capacities, and we require that the rectangles of the tasks in \(T'\) are pairwise non-overlapping. Formally, for each task \(i \in T'\) we require that \(h(i) + d_i \leq u_e\) for each edge \(e \in P(i)\) and additionally for any two tasks \(i, i' \in T'\) we require that if \(P(i) \cap P(i') \neq \emptyset\), then \([h(i), h(i) + d_i] \cap [h(i'), h(i') + d_{i'}) = \emptyset\). Note that since we can choose \(h(i)\) we can define the vertical position of the rectangle of each task \(i\) but not its horizontal position. Again, if \(E\) has only one edge then the problem is identical to knapsack.

The problem SAP is motivated by settings in which tasks need a contiguous portion of an available resource, e.g., a consecutive portion of the computer memory or a frequency bandwidth. Observe that in contrast to UFP, in many applications of SAP the instances have uniform edge capacities, e.g., if the available memory or frequency spectrum does not change over time. From a mathematical perspective, SAP and UFP are closely related. Every feasible SAP-solution \(T'\) satisfies \(\sum_{e \in T', e \in P(i)} d_i \leq u_e\) on each edge \(e\). This is exactly the condition when a solution to UFP is feasible (UFP and SAP have the same type of input). In SAP we require additionally that we can represent the tasks in \(T'\) as non-overlapping rectangles. Also, if all edges have the same capacity then SAP can be seen as a variant of 2DKP in which the horizontal coordinate of each item \(i\) is fixed and we can choose only the vertical coordinate.

For quite some time, the best known polynomial time approximation ratios for 2DKP and UFP had been \(2 + \varepsilon\) [24, 2]. Recently, the barrier of 2 was broken for both problems and algorithms with strictly better approximation ratios have been presented [16, 20]. For SAP, the best known approximation ratio is still \(2 + \varepsilon\) [27], even for uniform edge capacities and if we allow quasi-polynomial running time. In contrast, for 2DKP and UFP, better quasi-polynomial time algorithms had been known earlier [3, 9, 1].

### 1.1 Our contribution

In this paper, we break the barrier of 2 for SAP and present a polynomial time \((63/32 + \varepsilon) < 1.969\)-approximation algorithm for uniform edge capacities and a quasi-polynomial time \((1.997 + \varepsilon)\)-approximation algorithm for non-uniform edge capacities in a quasi-polynomial range. Key to our results is to identify suitable building blocks to construct profitable near-optimal solutions such that we can design algorithms that find profitable solutions of this type. We call a task small if its demand is small compared to the capacity of the edges on its path and large otherwise. One can show that each edge can be used by only relatively few large tasks which allows for a dynamic program that finds the best solution with large tasks only. However, there can be many small tasks using an edge and hence this approach fails for small tasks. We therefore consider boxable solutions in which the tasks
are assigned into rectangular boxes such that each edge is used by only \((\log n)^{O(1)}\) of these boxes, see Fig. 1. Using the latter property, we present a quasi-polynomial time algorithm that essentially finds the optimal boxable solution. Furthermore, for many types of instances we prove that there exist boxable solutions with high profit.

There are, however, instances for which it is not clear how to construct boxable solutions that yield a better approximation ratio than 2. This is where our second building block comes into play which are stair-blocks. Intuitively, a stair-block is an area into which we assign small and large tasks such that the small tasks are jammed between the large tasks and the capacity profile of the edges, see Fig. 1. We prove the crucial insight that if we fail to construct a good boxable solution then this is because a lot of profit of the optimum is due to small tasks in stair-blocks. We therefore devise a second algorithm that computes solutions for such instances, yielding an approximation ratio better than 2. The algorithm is based on a configuration-LP with a variable for each possible set of large tasks in each stair-block and additionally variables for placing the small tasks in the remaining space. We separate it via the dual LP in which the separation problem turns out to be a variation of SAP with large tasks only. Then we sample the set of large tasks according to the probabilities implied by the LP solution. As a result, there are some small tasks that we cannot pick anymore since they would overlap the sampled large tasks. For some small tasks this will happen with very large probability so most likely we will lose their profit. This is problematic if they represent a large fraction of the profit of the LP. We therefore introduce additional constraints that imply that if the latter happens then we can use another rounding routine for small tasks only that yields enough profit.

\begin{theorem}
There is a quasi-polynomial time \((1.997 + \varepsilon)\)-approximation algorithm for SAP if the edge capacities are quasi-polynomially bounded integers.
\end{theorem}

Recall that in many applications of SAP the instances have uniform edge capacities. For our polynomial time algorithm for this setting the above building blocks are not sufficient since for example in our boxable solutions above an edge can be used by more than constantly many boxes and hence we cannot enumerate all possibilities for those in polynomial time. We therefore identify types of boxable solutions that are more structured and that allow us to find profitable solutions of these types in polynomial time. The first such type are boxable solutions in which each edge is used by only constantly many boxes. A major difficulty is here that for a small task there are possibly several boxes that we can assign it to and if we assign it to the wrong box then it occupies space that we should have used for other tasks instead (in our quasi-polynomial time algorithm above we use a method to address this which inherently needs quasi-polynomial time). We solve this issue by guessing the boxes in a suitable hierarchical order which is not the canonical linear order given by their
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Figure 2 Left: a laminar boxable solution that consists of boxes of geometrically increasing sizes whose paths form a laminar family. Right: a jammed solution in which a set of small tasks (light gray) that are placed underneath some large tasks (dark gray). The small tasks are relatively large compared to the (orange) space underneath the large tasks.

respective leftmost edges and we assign the tasks into the boxes in the guessed order. With a double-counting argument we show that with our strategy we obtain a solution which has essentially at least the profit of the large tasks in the optimal boxable solution of the first type plus half of the profit of the small tasks. Our second special type of boxable solutions is the case in which the paths of the boxes form a laminar family and the sizes of the boxes are geometrically increasing, see Fig. 2. Even though there can be $\Omega(\log n)$ such boxes using an edge, we devise an algorithm with polynomial running time for this kind of solutions. It is a dynamic program inspired by [20] that guesses the boxes in the order given by the laminar family and assigns the tasks into them. Finally, there can be small tasks such that in the optimal solution the large tasks take away so much space that with respect to the remaining space those small tasks actually become relatively large. We say that a solution consisting of such small and large tasks forms a jammed solution which is our third type of building block, see Fig. 2. We extend an algorithm in [27] for instances with large tasks only to compute essentially the most profitable jammed solution. Our key technical lemma shows that for any instance there exists a profitable solution that uses only the building blocks above and we provide a polynomial time algorithm that finds such a solution.

\begin{theorem}
There is a polynomial time $(63/32 + \varepsilon) < 1.969$-approximation algorithm for SAP for uniform edge capacities.
\end{theorem}

We would like to note that we did not attempt to optimize our approximation ratios up to the third decimal place but instead we focus on a clean exposition of our results (which are already quite complicated). Finally, we study the setting of $(1 + \eta)$-resource augmentation where we can increase the capacity of each edge by a factor of $1 + \eta$ for an arbitrarily small constant $\eta > 0$ while the compared optimal solution cannot do this. In this case we obtain even better approximation ratios and improve the factor of 2 for arbitrary edge capacities even with a polynomial time algorithm. Key for these results is to show that using the resource augmentation we can reduce the general case to the case of a constant range of edge capacities and then establish that there are essentially optimal boxable solutions in which each edge is used by a constant number of boxes. Using our algorithmic tools from above this implies the following theorem.

\begin{theorem}
In the setting of $(1 + \eta)$-resource augmentation there exists a polynomial time $(3/2 + \varepsilon)$-approximation algorithm and a quasi-polynomial time $(1 + \varepsilon)$-approximation algorithm for SAP with arbitrary edge capacities.
\end{theorem}

Due to space constraints, this extended abstract intends to give only an overview of our methodology. For a complete presentation of our results we refer to [28].
1.2 Other related work

Previous to the mentioned \((2 + \varepsilon)\)-approximation algorithm for SAP [27], Bar-Noy et al. [6] found a \(7\)-approximation algorithm if all edges have the same capacities which was improved by Bar-Yehuda et al. to a \((2 + \varepsilon)\)-approximation [7]. Bar-Yehuda et al. [8] presented the first constant factor approximation algorithm for SAP for arbitrary capacities, having an approximation ratio of \(9 + \varepsilon\). A related problem is the dynamic storage allocation problem (DSA) where in the input we are given a set of tasks like in SAP and we all need to pack all of them as non-overlapping rectangles, minimizing the maximum height of a packed item. The best known approximation ratio for DSA is a \((2 + \varepsilon)\)-approximation which in particular uses a \((1 + \varepsilon)\)-approximation if all tasks are sufficiently small [11]. This improves earlier results [25, 26, 17, 18].

For 2DKP for squares there is an EPTAS [21] which improves earlier PTASs [22, 23]. For rectangles, there was a \((2 + \varepsilon)\)-approximation known [24, 23] which was improved to a \((17/9 + \varepsilon)\)-approximation [16]. There is a PTAS if the profit of each item is proportional to its area [5]. Also, there is a QPTAS for quasi-polynomially bounded input data [1]. For UFP there is a long line of work on the case of uniform edge capacities [29, 6, 12], the no-bottleneck assumption [13, 15], and the general case [3, 4, 14, 10, 2] which culminated in a QPTAS [3, 9], PTASs for several special cases [19, 9], a \((2 + \varepsilon)\)-approximation [2], which was improved to a \((5/3 + \varepsilon)\)-approximation [20].

2 Overview

In this section we present an overview of our methodology for our algorithms. Let \(\varepsilon > 0\) and assume that \(1/\varepsilon \in \mathbb{N}\). First, we classify tasks into large and small tasks. For each task \(i \in T\) let \(b(i) := \min_{e \in P(i)} u_e\) denote the bottleneck capacity of \(i\). For constants \(\mu, \delta > 0\) we define that a task \(i\) is large if \(d_i > \delta \cdot b(i)\) and small if \(d_i \leq \mu \cdot b(i)\). The constants \(\delta, \mu\) are chosen to be the values \(\delta, \mu\) due to the following lemma, which in particular ensures that the tasks \(i\) with \(\mu \cdot b(i) < d_i \leq \delta \cdot b(i)\) contribute only a marginal amount to the optimal solution OPT whose weight we denote by \(opt\).

\[\text{Lemma 4. We can compute a set } (\mu_1, \delta_1), \ldots, (\mu_{1/\varepsilon}, \delta_{1/\varepsilon}) \text{ such that for each tuple } (\mu_k, \delta_k) \text{ we have } \varepsilon^{O(1/\varepsilon^{1/r})} \leq \mu_k \leq \varepsilon^{10^{1/\varepsilon}} \delta_k \leq \varepsilon \text{ and for one tuple } (\mu_k, \delta_k) \text{ it holds that } w(OPT \cap \{i \in T \mid \mu_k \cdot b(i) < d_i \leq \delta_k \cdot b(i)\}) \leq \varepsilon \cdot opt.\]

Let \(T_L\) and \(T_S\) denote the sets of large and small input tasks, respectively. For each edge \(e\) let \(T_e \subseteq T\) denote the set of tasks \(i \in T\) for which \(e \in P(i)\). We will show later that for many instances there are profitable solutions that are boxable which intuitively means that the tasks can be assigned into rectangular boxes such that each edge is used by only few boxes. A box \(B\) is defined by a start vertex \(s_B\), an end vertex \(t_B\), and a size \(d_B\). We define \(P(B)\) to be the path of \(B\) which is the path between \(s_B\) and \(t_B\). A set of tasks \(T' \subseteq T\) fits into \(B\) if

- for each \(i \in T'\) we have that \(P(i) \subseteq P(B)\), and
- there is a value \(h(i) \in [0, d_B]\) for each \(i \in T'\) such that \((T', h)\) is feasible if each edge \(e \in P(B)\) has capacity \(d_B\), and
- \(|T'| = 1\) or we have \(d_i \leq \varepsilon \cdot d_B\) for each \(i \in T'\).

We say that a set of boxes \(B\) and a height level assignment \(h : B \to \mathbb{N}\) forms a feasible solution \((B, h)\) if the boxes in \(B\) interpreted as tasks form a feasible solution with \(h\) (see Fig. 1), i.e., if the set \((T'(B), h')\) is feasible where \(T'(B)\) contains a task \(i(B)\) for each \(B \in \mathcal{B}\) such that \(P(i(B)) = P(B), d_i = d_{i(B)}\) and \(h'(i(B)) = h(B)\).
A solution \((T', h')\) is a \(\beta\)-boxable solution if there exists a set of boxes \(B = \{B_1, \ldots, B|B|\}\) and a partition \(T' = T'_1 \cup \ldots \cup T'_|B|\) such that:

- for each \(j \in [|B|]\), \(T'_j\) fits into the box \(B_j\) and if \(T'_j \cap T'_L \neq \emptyset\) then \(|T'_j| = 1\),
- each edge \(e \in E\) is used by the paths of at most \(\beta\) boxes in \(B\),
- there is a height level \(h'(B)\) for each box \(B \in B\) such that \((B, h')\) is feasible.

In the following lemma we present an algorithm that essentially computes the optimal \(\beta\)-boxable solution. We will use it later with \(\beta = (\log n)^{O(1)}\). Assume in the sequel that we are given a SAP-instance where \(u_e \leq n(\log n)^{\gamma}\) for some \(c \in \mathbb{N}\) for each \(e \in E\).

**Lemma 6.** Let \(\beta \in \mathbb{N}\) and let \((T_{\text{box}}, h_{\text{box}})\) be a \(\beta\)-boxable solution. There is an algorithm with running time \(n(n^{(\beta \log n/a_{\text{we}}))^{O(1)}}\) that computes a \(\beta\)-boxable solution \((T', h')\) with \(w(T') \geq w(T_{\text{box}})/(1 + \epsilon)\).

Our second type of solutions are composed by \textit{stair-blocks} (see Fig. 1 and Fig. 3). Intuitively, a stair-block is an area underneath the capacity profile defined by a function \(f: E \to \mathbb{N}_0\) and three edges \(e_L, e_M, e_R\), where \(e_M\) lies between \(e_L\) and \(e_R\). The corresponding area contains all points above each edge between \(e_L\) and \(e_M\) whose \(y\)-coordinate is at least \(u_{e_L}\) and all points above each edge \(e\) between \(e_M\) and \(e_R\) whose \(y\)-coordinate is in \([f_e, u_{e_M}]\).

Additionally, there are some tasks \(T'_L \subseteq T'_L \cap (T_{e_M} \cup T_{e_R})\) and a function \(h': T'_L \to \mathbb{N}_0\) that assigns height levels to them where the intuition is that those tasks are given in advance and fixed. We require that each of them intersects the mentioned area below \(u_{e_L}\), i.e., for each \(i \in T'_L\) we have that \(h'(i) + d_i \leq u_{e_L}\) and there is an edge \(e \in P(i) \cap P_{e_M, e_R}\) such that \(h'(i) + d_i > f_e\) where \(P_{e_M, e_R}\) is the path that starts with \(e_M\) and ends with \(e_R\). Also, we require that \(f(e) = u_{e_L}\) for \(e = e_M\) and each edge \(e\) on the left of \(e_M\).

Given a stair-block, we will assign tasks \(T''\) into the mentioned area such that we require that all small tasks in \(T''\) use \(e_M\) and for each large tasks \(i \in T''\) we require that \(P(i) \subseteq P_{e_M, e_R}\). Due to the former condition, not all points with \(x\)-coordinate between \(e_L\) and \(e_M\) are actually usable for tasks assigned to \(SB\) and the usable ones form a staircase shape (see Fig. 1). Formally, we say that a solution \((T'', h'')\) fits into a stair-block \(SB = (e_L, e_M, e_R, f, T'_L, h')\) if \(P(i) \subseteq P_{e_M, e_R}\) and \(f_e \leq h''(i) \leq u_{e_M} - d_i\) for each \(i \in T'' \cap T'_L\) and each \(e \in P(i)\), \(h''(i') \geq u_{e_L}\) and \(i' \in T_{e_M}\) for each \(i' \in T'' \cap T'_L\), and additionally \((T'_L \cup T'', h' \cup h'')\) forms a feasible solution. Also, we require that \(h''(i) < d_i\) for each \(i \in T'' \cap T'_L\) which is a technical condition that we need later in order to be able to compute a profitable stair solution efficiently. A set of tasks \(T''\) fits into a stair-block \(SB\), if there is a function \(h''\) such that the solution \((T'', h'')\) fits into \(SB\). We will need later that the function \(f\) is simple and to this end we say that a stair-block \(SB = (e_L, e_M, e_R, f, T'_L, h')\) is a \(\gamma\)-stair-block if \(f\) is a a step-function with
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at most $\gamma$ steps. Note that it can happen that $e_R$ lies on the left of $e_L$ and then we define $P_{e_M, e_R}$ to be the path that starts with $e_R$ and ends with $e_M$ (one may imagine that Fig. 1 is mirrored).

We seek solutions that consist of stair-blocks and large tasks that are compatible with each other. To this end, for a stair-block $SB = (e_L, e_M, e_R, f, T_L', h')$ we define $P(SB)$ to be the path starting with the edge on the right of $e_L$ and ending with $e_R$. A large task $i$ with height $h(i)$ is compatible with $SB$ if $i \notin T_L'$ and intuitively $i$ does not intersect the area of the stair-block, i.e., if $h(i) \geq u_{e_M}$ or $h(i) + d_i \leq f_e$ for each $e \in P(i) \cap P(SB)$. We say that a task $i \in T_L$ with height $h(i)$ is part of $SB$ if $i \in T_L'$ and $h(i) = h'(i)$. We say that stair-blocks $SB = (e_L, e_M, e_R, f, T_L', h')$ and $SB = (\bar{e}_L, \bar{e}_M, \bar{e}_R, f, \bar{T}_L', \bar{h}')$ are compatible if for each task $i \in T_L' \cap \bar{T}_L'$ we have $h'(i) = \bar{h}'(i)$, each task $i \in \bar{T}_L' \setminus T_L'$ is compatible with $SB$, each task $i \in T_L' \setminus \bar{T}_L'$ is compatible with $\bar{SB}$, and there is no task $i \in T$ that fits into both $SB$ and $\bar{SB}$ (for suitable heights $h''(i)$ and $\bar{h}''(i)$). Intuitively, a stair-solution consists of a set of stair-blocks and a set of large tasks $T_{LB}'$ that are all compatible with each other.

**Definition 7.** A solution $(T'', h'')$ is a $\gamma$-stair-solution if there exists a set of $\gamma$-stair-blocks $\{SB_1, \ldots, SB_k\}$ and partitions $T'' \cap T_L = T_L' \cup T_L'' \cup \ldots \cup T_L''$ and $T'' \cap T_S = T_S' \cup T_S'' \cup \ldots \cup T_S''$ such that for each $j \in [k]$, the tasks $T_L'' \cup T_L''$ fit into $SB_j$, for each $j, j' \in [\|SB\|]$ the stair-blocks $SB_j$ and $SB_{j'}$ are compatible, for each stair-block $SB_j$, and each task $i \in T_L''$ with height $h''(i)$, the task $i$ is compatible with $SB_j$ or part of $SB_j$, and each edge is contained in the path $P(i)$ of at most $\gamma$ tasks $i \in T_L''$ and in the path $P(SB_j)$ of at most $\gamma$ stair-blocks $SB_j$.

Our main structural lemma is that there exists a boxable solution or a stair solution whose profit is large enough so that we can get an approximation ratio better than 2.

**Lemma 8 (Structural lemma).** There exists a $(\log n / \delta^2)^{O(c+1)}$-boxable solution $T_{box}$ such that $w(T_{box}) \geq \text{opt} / (1.997 + \varepsilon)$ or there exists a $(\log n / O(\delta))^{O(c+1)}$-stair-solution $T_{stair}$ with $w(T_S \cap T_{stair}) \geq \frac{1}{\alpha} \cdot w(T_L \cap T_{stair})$ for some value $\alpha \geq 1$ such that $w(T_{stair} \cap T_L) + \frac{1}{\alpha} \cdot w(T_{stair} \cap T_S) \geq \text{opt} / (1.997 + \varepsilon)$.

If the first case of Lemma 8 applies then the algorithm due to Lemma 6 yields a $(1.997 + \varepsilon)$-approximation. In the second case the following algorithm yields a $(1.997 + \varepsilon)$-approximation which completes the proof of Theorem 1.

**Lemma 9.** Let $(T_{stair}, h_{stair})$ be a $\gamma$-stair-solution with $w(T_S \cap T_{stair}) \geq \frac{1}{\alpha} \cdot w(T_L \cap T_{stair})$ for some value $\alpha \geq 1$. There is an algorithm with running time $O((\varepsilon \log(\max u_e))^{O(\gamma \log(\max u_e)))}$ that computes a stair solution $(T', h')$ with $w(T') \geq (1 - O(\varepsilon))(w(T_{stair} \cap T_L) + \frac{1}{\alpha \cdot (\gamma + 1)} \cdot w(T_{stair} \cap T_S))$.

### 2.1 Uniform edge capacities

Assume now that all edge capacities are identical, i.e., that there exists a value $U$ such that $u_e = U$ for each edge $e \in E$ but that not necessarily $U \leq n^{(\log n)^\varepsilon}$. For this case we want to design a polynomial time $(63/32 + \varepsilon)$-approximation algorithm. The above building blocks are not sufficient since the corresponding algorithms need quasi-polynomial time. Therefore, first we consider special cases of boxable solutions for which we design polynomial time algorithms. We begin with such an algorithm for $\beta$-boxable solutions for constant $\beta$ that intuitively collects all the profit from the large tasks in the optimal $\beta$-boxable solution and half of the profit of its small tasks.

**Lemma 10.** Let $\beta \in \mathbb{N}$ and let $(T_{box}, h_{box})$ be a $\beta$-boxable solution. There is an algorithm with running time $O(\beta^\varepsilon)$ that computes a solution $(T', h')$ with $w(T') \geq w(T_{box} \cap T_L) + (1/2 - \varepsilon)w(T_{box} \cap T_S)$. 

**Proof:**
Next, we define laminar boxable solutions which are boxable solutions in which the paths of the boxes form a laminar family and the sizes of the boxes are geometrically increasing through the levels (see Fig. 2). A set of boxes $B = \{B_1, \ldots, B_{|B|}\}$ with a height assignment $h : B \to \mathbb{N}$ is a laminar set of boxes if

- the paths of the boxes form a laminar family, i.e., for any two boxes $B_k, B_{k'}$ we have that $P(B_k) \subseteq P(B_{k'})$, $P(B_{k'}) \subseteq P(B_k)$, or $P(B_k) \cap P(B_{k'}) = \emptyset$,
- there is a box $B^* \in B$ with $P(B) \subseteq P(B^*)$ for each $B \in B$,
- for each box $B \in B$ we have that $d_B = (1 + \varepsilon)^k$ for some $k \in \mathbb{N}_0$,
- for each box $B \in B$ with $d_B = (1 + \varepsilon)^k$ for some integer $k \geq 1$ there is a box $B' \in B$ with $P(B) \subseteq P(B')$, $d_{B'} = (1 + \varepsilon)^{k-1}$, and $h(B_k) = h(B_{k-1}) + d_{B_{k-1}}$.

We define $P(B) := P(B^*)$. A $\beta$-laminar boxable solution is now a boxable solution whose boxes can be partitioned into sets $B = \{B_0, B_1, \ldots, B_{|B|-1}\}$ such that the boxes in the sets $B_1, \ldots, B_{|B|-1}$ are laminar sets of boxes whose respective paths $P(B_j)$ are pairwise disjoint and each edge is used by at most $\beta$ boxes from $B_0$. Also, each box in $B_0$ contains exactly one large task and each box in $B_1, \ldots, B_{|B|-1}$ contains only small tasks. We design a polynomial time algorithm for finding profitable laminar boxable solutions.

**Lemma 11.** Let $(T_{\text{lam}}, h_{\text{lam}})$ be a $\beta$-laminar boxable solution. There is an algorithm with a running time of $n^{O(\beta + 1/\varepsilon^2)}$ that computes a $\beta$-laminar boxable solution $(T', h')$ with $w(T') \geq w(T_{\text{lam}} \cap T_L) + w(T_{\text{lam}} \cap T_S)/(2 + \varepsilon)$.

The next class of solutions are pile boxable solutions. A set of boxes $B = \{B_1, \ldots, B_{|B|}\}$ with a height assignment $h : B \to \mathbb{N}$ is called a $\beta$-pile of boxes if $|B| \leq \beta$, $P(B_k) \supseteq P(B_{k+1})$, $h(B_k) = (k-1)U/|B|$ and $d_{B_k} = U/|B|$ for each $k$. We define $P(B) := P(B_1)$. A $\beta$-pile boxable solution is, similarly as above, a boxable solution whose boxes can be partitioned into sets of boxes $B = \{B_0, B_1, \ldots, B_{|B|-1}\}$ such that the boxes in the sets $B_1, \ldots, B_{|B|-1}$ are $\beta$-piles of boxes whose respective paths $P(B_j)$ are pairwise disjoint and each edge is used by at most $\beta$ boxes in $B_0$. For $\beta$-pile boxable solutions we design a polynomial time algorithm that finds essentially the optimal solution of this type.

**Lemma 12.** Let $(T_{\text{pile}}, h_{\text{pile}})$ be a $\beta$-pile boxable solution. There is an algorithm with a running time of $n^{O(\beta + 1/\varepsilon^2)}$ that computes a $\beta$-pile boxable solution $(T', h')$ with $w(T') \geq w(T_{\text{pile}})/(2 + \varepsilon)$.

Finally, we define jammed solutions (which are not defined via boxes). Intuitively, they consist of large and small tasks such that the small tasks are placed in areas between some horizontal line segments and the large tasks such that the small tasks are relatively large compared to the free space on each edge in these areas (see Fig. 2 and Fig. 4). Formally, given a solution $(T', h')$ where we define $T'_L := T' \cap T_L$, let $E' \subseteq E$ be a subpath, and let $B \geq 0$ such that intuitively no task $i \in T'_L$ crosses the line segment $E' \times B$, i.e., for each
task $i \in T'_L$ we have that $E' \cap P(i) = \emptyset$ or $h'(i) \geq B$ or $h'(i) + d_i \leq B$. The reader may imagine that we draw the line segment $E' \times B$ in the solution given by the large tasks $T'_L$ and that we are interested in small tasks that are drawn above $E' \times B$. For each edge $e \in E'$ let $u'_e := \min_{i \in T'_L, e \in P(i) : h(i) \geq B} h(i) - B$ and define $u'_e := U - B$ if there is no task $i \in T'_L$ with $e \in P(i)$ and $h(i) \geq B$. A task $i \in T' \cap T_S$ is a $\delta'$-jammed tasks for $(T'_L, E', B, h')$ if $P(i) \subseteq E'$, $B \leq h'(i) \leq h'(i) + d_i \leq u'_e$ for each edge $e \in P(i)$, and there exists an edge $e' \in P(i)$ such that $d_i > \delta' u'_e$, i.e., intuitively $i$ is relatively large for the edge capacities $u'$.

▶ **Definition 13.** A solution solution $(T', h')$ is a $\delta'$-jammed-solution if there are pairwise disjoint subpaths $E_1, \ldots, E_k \subseteq E$, values $B_1, \ldots, B_k$, and a partition $T'_S := T' \cap T_S = T'_{S,1} \cup \ldots \cup T'_{S,k}$ such that $T'_{S,\ell}$ is a set of $\delta'$-jammed tasks for $(T'_L, E_\ell, B_\ell, h')$ for each $\ell \in [k]$ with $T'_L := T' \cap T_L$.

▶ **Lemma 14.** Let $(T_{jam}, h_{jam})$ be a $\delta'$-jammed solution. There is an algorithm with a running time of $n^{O(1/(\delta \delta' \epsilon^2))}$ that computes a $O(\delta')$-jammed solution $(T', h')$ with $w(T') \geq w(T_{jam})/(1+\epsilon)$.

Our key structural lemma for the case of uniform edge capacities shows that for each instance there exists a solution of one of the above types for which the respective algorithm finds a solution of profit at least $opt/(63/32 + \epsilon)$. Then Theorem 2 follows from combining Lemmas 10, 11, 12, 14, and 15.

▶ **Lemma 15 (Structural lemma, uniform capacities).** Given a SAP-instance $(T, E)$ where $u_e = U$ for each edge $e \in E$ and some value $U$. There exists at least one of the following solutions

- a $O_\epsilon(1)$-boxable solution $(T_{box}, h_{box})$ such that $w(T_{box} \cap T_L) + w(T_{box} \cap T_S)/2 \geq \text{OPT}/(63/32 + \epsilon)$
- a laminar boxable solution $(T_{lam}, h_{lam})$ with $w(T_{lam} \cap T_L) + w(T_{lam} \cap T_S)/2 \geq \text{OPT}/(63/32 + \epsilon)$
- a $O_\epsilon(1)$-pile boxable solution $(T_{pile}, h_{pile})$ with $w(T_{pile}) \geq \text{OPT}/(63/32 + \epsilon)$
- a jammed-solution $(T_{jam}, h_{jam})$ with $w(T_{jam}) \geq \text{OPT}/(63/32 + \epsilon)$.

### 2.2 Resource augmentation

We consider now again the case of arbitrary edge capacities but under $(1+\eta)$-resource augmentation. First, we show that due to the latter we can reduce the general case to the case of a constant range of edge capacities.

▶ **Lemma 16.** If there is an $\alpha$-approximation algorithm with a running time of $n^{O(f(\eta,M))}$ for the case of $(1+\eta)$-resource augmentation where $\eta < 1$ and $u_e \leq Mu_e$ for any two edges $e, e'$ then there is an $\alpha(1+\epsilon)$-approximation algorithm with a running time of $n^{O(f(\eta,1/(\epsilon\eta)))}$ for the case of $(1+O(\eta))$-resource augmentation.

Next, we show that if we are given an instance with a constant range of edge capacities, under $(1+\eta)$-resource augmentation we can guarantee that there is an $(1+\epsilon)$-approximative $O_\epsilon,\eta(1)$-boxable solution. Then Theorem 3 follows by combining Lemmas 6, 10, 16, and 17 with the $(1+\epsilon)$-approximation algorithm for sufficiently small tasks in [27].

▶ **Lemma 17.** Given an instance where $u_e \leq Mu_e$ for any two edges $e, e'$ with optimal solution $(T^*, h^*)$. If we increase the edge capacities by a factor of $1 + \eta$, there is a $O_\epsilon,\eta(1)$-boxable solution $(T', h')$ such that $w(T') \geq w(T^*)/(1+\epsilon)$.
3 Structural lemma for uniform capacities

In the remaining part of this subsection, we sketch the proof of Lemma 15. Consider an optimal solution \((\text{OPT}, h)\). We define \(\text{OPT}_L := \text{OPT} \cap T_L\) and \(\text{OPT}_S := \text{OPT} \cap T_S\).

Recall that our goal is to improve the approximation ratio of 2. Observe that \(\text{OPT}_L\) alone is a \(1/\delta\)-boxable solution and hence if \(w(\text{OPT}_L) \geq \frac{1}{(63/32+\varepsilon)}\text{opt}\) then we obtain a \(1/\delta\)-boxable solution with the desired properties. Similarly, the set \(\text{OPT}_S\) yields a pile boxable solution with exactly 1 box \(B\) with \(P(B) = E\) and \(d_B = U\). Therefore, if \(w(\text{OPT}_S) \geq \frac{1}{(63/32+\varepsilon)}\text{opt}\) then we are done. The reader may imagine that \(w(\text{OPT}_S) = w(\text{OPT}_L) = \frac{1}{2}\text{opt}\). We split the small tasks in \(\text{OPT}_S\) into three sets \(\text{OPT}_{S,\text{top}}, \text{OPT}_{S,\text{mid}}, \text{OPT}_{S,\text{bottom}}\). Intuitively, we draw a strip of height \(\delta U\) at the bottom of the capacity profile and a strip of height \(\delta U\) at the top of the capacity profile and assign to \(\text{OPT}_{S,\text{top}}\) all tasks in \(\text{OPT}_S\) whose top edge lies in the top strip, we assign to \(\text{OPT}_{S,\text{bottom}}\) all tasks in \(\text{OPT}_S\) whose bottom edge lies in the bottom strip, and we assign to \(\text{OPT}_{S,\text{mid}}\) all other small tasks. Formally, we define \(\text{OPT}_{S,\text{top}} := \{i \in \text{OPT}_S \mid h(i) + d_i > (1 - \delta)U\}, \text{OPT}_{S,\text{bottom}} := \{i \in \text{OPT}_S \mid h(i) < \delta U\},\) and \(\text{OPT}_{S,\text{mid}} := \text{OPT}_S \setminus (\text{OPT}_{S,\text{top}} \cup \text{OPT}_{S,\text{bottom}})\).

Small tasks at bottom and large tasks. We define solutions that consists of \(\text{OPT}_L\) and subsets of \(\text{OPT}_{S,\text{bottom}}\). For each edge \(e\) let \(u'_e := \min_{i \in T_L \cap \mathcal{P}_e} h(i)\) and define \(u'_e := U\) if there is no task \(i \in T_L'\) with \(e \in \mathcal{P}(i)\). One may think of \(u'\) as a pseudo-capacity profile for which \(\text{OPT}_{S,\text{bottom}}\) is a feasible solution. We the following lemma and obtain sets \(\text{OPT}_{S,\text{bottom},L}, \text{OPT}_{S,\text{bottom},S}\) with \(w(\text{OPT}_{S,\text{bottom},L} \cup \text{OPT}_{S,\text{bottom},S}) \geq (1 - \varepsilon)w(\text{OPT}_{S,\text{bottom}})\).

\[\text{Lemma 18.}\] Given a solution \((T', h')\) for a SAP instance where \(\max_e u_e \leq n^{(\log n)^c}\) for some constant \(c\). Then there are sets \(T_L' \subseteq T'\) and \(T_S' \subseteq T'\) with \(w(T'_L \cup T'_S) \geq (1 - \varepsilon)c)w(T')\) and there is an \(\eta = O_{\varepsilon, \delta}(1)\) such that

1. for each edge \(e\) it holds that \(|T_L' \cap \mathcal{P}_e| \leq (\log n)^{O_{\varepsilon, \delta}(c)}\), and
2. for each task \(i \in T_L'\) there is an edge \(e \in \mathcal{P}(i)\) with \(d_i \geq \eta u_e\),
3. there is a boxable solution for \(T'_S\) in which each edge \(e\) is used by at most \((\log n)^{O_{\varepsilon, \delta}(c)}\) boxes,
4. these boxes form groups of laminar sets of boxes.

We have that for each task \(i \in \text{OPT}_{S,\text{bottom},L}\) there is an edge \(e \in \mathcal{P}(i)\) with \(d_i \geq \delta u'_e\), therefore \(\text{OPT}_{S,\text{bottom},L}\) is a set of \(\delta\)-jammed tasks for \((\text{OPT}_L, E, 0, h)\) and hence \(\text{OPT}_L \cup \text{OPT}_{S,\text{bottom},L}\) forms a \(\delta\)-jammed-solution. Also, \(\text{OPT}_L \cup \text{OPT}_{S,\text{bottom},S}\) forms a laminar boxable solution. Hence, if \(w(\text{OPT}_{S,\text{bottom},S})\) or \(w(\text{OPT}_{S,\text{bottom},L})\) is sufficiently large then we are done. Therefore, the reader may imagine that \(w(\text{OPT}_{S,\text{bottom},S}) = w(\text{OPT}_{S,\text{bottom},L}) = 0\).

Small tasks at top and large tasks. We mirror \(\text{OPT}\) along the \(y\)-axis and do a symmetric construction with \(\text{OPT}_{S,\text{top}}\): we apply Lemma 18 which yields sets \(\text{OPT}_{S,\text{top},L}, \text{OPT}_{S,\text{top},S}\) and a \(\delta\)-jammed solution \(\text{OPT}_L \cup \text{OPT}_{S,\text{top},L}\) and a laminar boxable solution \(\text{OPT}_L \cup \text{OPT}_{S,\text{top},S}\). Like before, the reader may imagine that \(w(\text{OPT}_{S,\text{top},S}) = w(\text{OPT}_{S,\text{top},L}) = 0\) and hence \(w(\text{OPT}_{S,\text{mid}}) = w(\text{OPT}_S) = \frac{1}{2}\text{opt}\).

Small and large tasks in the middle. Next, we split the large tasks \(\text{OPT}_L\) into three sets \(\text{OPT}_{L,\text{top}}, \text{OPT}_{L,\text{mid}}, \text{OPT}_{L,\text{bottom}}\). Intuitively, \(\text{OPT}_{L,\text{top}}\) consists of all tasks in \(\text{OPT}_L\) whose top edge lies in the strip of height \(\delta U\) at the top of the capacity profile, \(\text{OPT}_{L,\text{bottom}}\) consists of all tasks in \(\text{OPT}_L\) whose bottom edge lies in the strip of height \(\delta U\) at the bottom.
of the capacity profile, and $\text{OPT}_{L,\text{mid}}$ contains all remaining tasks in $\text{OPT}_L$. Formally, $\text{OPT}_{L,\text{top}} := \{ i \in \text{OPT}_L \mid h(i) + d_i > (1 - \delta)U \},$ $\text{OPT}_{L,\text{bottom}} := \{ i \in \text{OPT}_L \mid h(i) < \delta U \},$ and $\text{OPT}_{L,\text{mid}} := \text{OPT}_L \setminus (\text{OPT}_{L,\text{top}} \cup \text{OPT}_{L,\text{bottom}}).

Observe that no task in $\text{OPT} \setminus (\text{OPT}_{L,\text{bottom}} \cup \text{OPT}_{S,\text{bottom}})$ touches the rectangle $E \times [0, \delta U)$. Using this, we define a boxable solution $T_{\text{box}}$ that will consist essentially of all tasks in the set $\text{OPT} \setminus (\text{OPT}_{L,\text{bottom}} \cup \text{OPT}_{S,\text{bottom}})$. Intuitively, we will use the free space $E \times [0, \delta U)$ in order to untangle the interaction between the large and small tasks. More precisely, $T_{\text{box}}$ will be a $O(1)$-boxable solution in which all small tasks are assigned into boxes of height $\Theta_3(U)$ each. More formally, we apply the following lemma to $\text{OPT} \setminus (\text{OPT}_{L,\text{bottom}} \cup \text{OPT}_{S,\text{bottom}})$ and denote by $(T'_{\text{box}}, h'_{\text{box}})$ the resulting solution.

Lemma 19. Given a solution $(T', h')$ such that no task touches the rectangle $E \times [0, \delta U)$. Then there exists a $O(1)$-boxable solution $(T', h'_{\text{box}})$.

We apply Lemma 19 to the solution obtained by taking $\text{OPT} \setminus (\text{OPT}_{L,\text{top}} \cup \text{OPT}_{S,\text{top}})$ and shifting each task up by $\delta U$ units. Let $(T'_{\text{box}}, h'_{\text{box}})$ denote the resulting solution. Assume w.l.o.g. that $w(\text{OPT}_{L,\text{top}}) \leq w(\text{OPT}_{L,\text{bottom}})$. Observe that if $w(\text{OPT}_{L,\text{mid}}) \geq \gamma_{\text{opt}}$ then

$$w(T' \cap T_L) \geq w(\text{OPT}_{L,\text{bottom}}) + w(\text{OPT}_{L,\text{mid}}) \geq \frac{1}{2} w(\text{OPT}_{L,\text{top}} \cup \text{OPT}_{L,\text{bottom}}) + w(\text{OPT}_{L,\text{mid}}) \geq \frac{1 + \gamma}{2} w(\text{OPT}_L)$$

and $w(T' \cap T_S) \geq w(\text{OPT}_S \setminus \text{OPT}_{S,\text{bottom}})$. Therefore, the reader may imagine now that $w(\text{OPT}_{L,\text{mid}}) = 0$.

Types of points in the middle

We distinguish points in the rectangle $E \times [0, U]$ into different types and identify each task $i \in \text{OPT}$ with a rectangle $R_i := P(i) \times [h(i), h(i) + d_i]$. For each point $p$ let $\ell_p$ denote the maximally long horizontal line segment in $E \times [0, U]$ that contains $p$ and that does not touch the relative interior of a task in $\text{OPT}_{L,\text{top}} \cup \text{OPT}_{L,\text{bottom}}$. We say that $p$ is a top-point if no endpoint of $\ell_p$ touches a task in $\text{OPT}_{L,\text{bottom}}$, $p$ is a sandwich-point if one of the end-points of $\ell_p$ touches a task in $\text{OPT}_{L,\text{top}}$ and the other end-point touches task in $\text{OPT}_{L,\text{bottom}}$, and $p$ is a bottom-point if no endpoint of $\ell_p$ touches a task in $\text{OPT}_{L,\text{top}}$ and at least one endpoint of $\ell_p$ touches a task in $\text{OPT}_{L,\text{bottom}}$. Note that here we do not define stair-points since the edges have uniform capacities. Let $C_{\text{top}}, C_{\text{sw}}, C_{\text{bottom}}$ denote the set of connected components of top- sandwich-, and bottom-points, respectively.

Each edge is used by at most three connected components in $C_{\text{top}} \cup C_{\text{sw}} \cup C_{\text{bottom}}$.

Lemma 20. Each edge $e$ can be used by at most one connected component of top-points, by at most one connected component of sandwich-points, and by at most one connected component of bottom-points.

Let $\text{OPT}_{S,\text{cross}} \subseteq \text{OPT}_{S,\text{mid}}$ denote the tasks in $\text{OPT}_{S,\text{mid}}$ that intersect at least two different connected components, e.g., a connected component of top-points and a connected component of sandwich-points.

Lemma 21. Each edge is used by at most 2 different tasks in $\text{OPT}_{S,\text{cross}}$.

In particular, $\text{OPT}_L \cup \text{OPT}_{S,\text{cross}}$ forms a $O(1/\delta)$-boxable solution. If $w(\text{OPT}_{S,\text{cross}})$ is sufficiently large we are therefore done. The reader may imagine that $w(\text{OPT}_{S,\text{cross}}) = 0$. 
Top points. Consider a connected component \( C \) of top-points. Let \( \text{OPT}_{S, \text{mid}, \text{top}}(C) \subseteq \text{OPT}_{S, \text{mid}} \) denote the tasks in \( \text{OPT}_{S, \text{mid}} \) contained in \( C \). We apply Lemma 18 and obtain the sets \( \text{OPT}_{S, \text{mid}, \text{top}, S}(C) \) and \( \text{OPT}_{S, \text{mid}, \text{top}, L}(C) \). Let

\[
\text{OPT}_{S, \text{mid}, \text{top}, S} := \bigcup_{C \in \mathcal{C}_{\text{top}}} \text{OPT}_{S, \text{mid}, \text{top}, S}(C)
\]

and

\[
\text{OPT}_{S, \text{mid}, \text{top}, L} := \bigcup_{C \in \mathcal{C}_{\text{top}}} \text{OPT}_{S, \text{mid}, \text{top}, L}(C).
\]

We obtain that \( \text{OPT}_{L, \text{top}} \cup \text{OPT}_{L, \text{bottom}} \cup \text{OPT}_{S, \text{mid}, \text{top}, L} \) is a \( \delta \)-jammed solution and \( \text{OPT}_{L, \text{top}} \cup \text{OPT}_{L, \text{bottom}} \cup \text{OPT}_{S, \text{mid}, \text{top}, S} \) is a laminar boxable solution. Intuitively, if \( w(\text{OPT}_{S, \text{mid}, \text{top}, L}) \) or \( w(\text{OPT}_{S, \text{mid}, \text{top}, S}) \) is sufficiently large then we are done. The reader may therefore imagine that both quantities are zero.

Bottom points. We do a symmetric operation for all connected components \( C \) of bottom-points, obtaining respective sets \( \text{OPT}_{S, \text{mid}, \text{bottom}, S}, \text{OPT}_{S, \text{mid}, \text{bottom}, L} \), a \( \delta \)-jammed solution

\[
\text{OPT}_{L, \text{top}} \cup \text{OPT}_{L, \text{bottom}} \cup \text{OPT}_{S, \text{mid}, \text{bottom}, L},
\]

and a laminar boxable solution

\[
\text{OPT}_{L, \text{top}} \cup \text{OPT}_{L, \text{bottom}} \cup \text{OPT}_{S, \text{mid}, \text{bottom}, S}.
\]

Like before, the reader may imagine that \( w(\text{OPT}_{S, \text{mid}, \text{bottom}, S}) = w(\text{OPT}_{S, \text{mid}, \text{bottom}, L}) = 0 \).

Sandwich points. Finally, let \( \text{OPT}_{S, \text{mid}, \text{sw}} \) denote all points in \( \text{OPT}_{S, \text{mid}} \) that are contained in a connected component in \( \mathcal{C}_{\text{sw}} \). We assume first that \( w(\text{OPT}_{L, \text{top}}) \geq w(\text{OPT}_{L, \text{bottom}}) \). We define a solution consisting of some tasks in \( \text{OPT}_{S, \text{mid}, \text{sw}} \) and additionally all tasks in \( \text{OPT}_{L, \text{top}} \). Let \( C \in \mathcal{C}_{\text{sw}} \) and denote by \( \text{OPT}_{S, \text{mid}}(C) \) the set of tasks in \( \text{OPT}_{S, \text{mid}} \) that are contained in \( C \). Let \( E' \) denote the maximally long subpath between two vertices \( v, v' \) such that for each \( x \in [v, v'] \) the vertical line through \( x \), i.e., \( \{x\} \times \mathbb{R} \), has non-empty intersection with \( C \). Note that the rectangle \( E' \times [0, \delta]U \) has empty intersection with each tasks in \( \text{OPT}_{L, \text{top}} \cup \text{OPT}_{S, \text{mid}} \). Intuitively, we use this free space in order to push all tasks in \( \text{OPT}_{S, \text{mid}}(C) \) down by \( \delta U \) units. Then they all fit into \( O_{\varepsilon}(1) \) boxes that have non-empty intersection with the tasks in \( \text{OPT}_{L, \text{top}} \).

*Lemma 22.* Given \( C \in \mathcal{C}_{\text{sw}} \). There is a pile of boxes \( B = \{B_1, \ldots, B_{1/\varepsilon}\} \) (with a height assignment \( h: B \to \mathbb{N}_0 \)) such that \( P(B) \subseteq E' \) and there are pairwise disjoint sets \( T_1, \ldots, T_{|B|} \subseteq \text{OPT}_{S, \text{mid}}(C) \) such that for each \( j \), the tasks in \( T_j \) fit into \( B_j \). The weight of tasks in the boxes is at least \( \sum_j w(T_j) \geq (1 - \varepsilon)w(\text{OPT}_{S, \text{mid}}(C)) \).

Let \( \text{OPT}_{S, \text{mid}, \text{sw}} := \bigcup_{C \in \mathcal{C}_{\text{sw}}} \text{OPT}_{S, \text{mid}, S}(C) \). We apply Lemma 22 to each component \( C \in \mathcal{C}_{\text{sw}} \) and hence we obtain a pile boxable solution whose profit is at least

\[
(1 - \varepsilon)w(\text{OPT}_{L, \text{top}} \cup \text{OPT}_{S, \text{mid}, \text{sw}}).
\]

In a similar way we can construct a pile boxable solution of profit at least

\[
(1 - \varepsilon)w(\text{OPT}_{L, \text{bottom}} \cup \text{OPT}_{S, \text{mid}, \text{sw}}).
\]
Lemma 23. There is a pile boxable solution \((T'_{sw}, h'_{sw})\) with profit at least
\[(1 - \varepsilon)w(OPT_{L, top} \cup OPT_{S, mid, sw} \cup OPT_{S, cross})\]
and a pile boxable solution \((T''_{sw}, h''_{sw})\) with profit at least
\[(1 - \varepsilon)w(OPT_{L, bottom} \cup OPT_{S, mid, sw} \cup OPT_{S, cross})\).

Intuitively, since \(w(OPT_{L, mid}) = 0\) we have \(w(OPT_{L, top}) \geq \text{opt}/4\) or \(w(OPT_{L, bottom}) \geq \text{opt}/4\). Also, since \(w(OPT_{S, mid, top}) = w(OPT_{S, mid, bottom}) = w(OPT_{S, cross}) = 0\) and \(w(OPT_{S, mid}) = \text{opt}/2\) we have that \(w(OPT_{S, mid, sw}) = \text{opt}/2\). Hence, \((T'_{sw}, h')\) or \((T''_{sw}, h'')\) satisfies the claim of the lemma. Formally, our candidate solutions are

\[
\begin{align*}
\text{OPT}^{(1)} &= OPT_{S}, \\
\text{OPT}^{(2)} &= OPT_{L} \cup OPT_{S, bottom, S}, \\
\text{OPT}^{(3)} &= OPT_{L} \cup OPT_{S, bottom, L}, \\
\text{OPT}^{(4)} &= OPT_{L} \cup OPT_{S, top, S}, \\
\text{OPT}^{(5)} &= OPT_{L} \cup OPT_{S, top, L}, \\
\text{OPT}^{(6)} &= T_{box}', \\
\text{OPT}^{(7)} &= T_{box}', \\
\text{OPT}^{(8)} &= OPT_{L} \cup OPT_{S, cross}, \\
\text{OPT}^{(9)} &= OPT_{L, top} \cup OPT_{L, bottom} \cup OPT_{S, mid, top, S}, \\
\text{OPT}^{(10)} &= OPT_{L, top} \cup OPT_{L, bottom} \cup OPT_{S, mid, top, L}, \\
\text{OPT}^{(11)} &= OPT_{L, top} \cup OPT_{L, bottom} \cup OPT_{S, mid, bottom, L}, \\
\text{OPT}^{(12)} &= T_{sw}', \text{ and} \\
\end{align*}
\]

The sets \(\text{OPT}^{(1)}, \text{OPT}^{(9)}, \text{and} \text{OPT}^{(10)}\) are pile boxable solutions, \(\text{OPT}^{(2)}, \text{OPT}^{(4)}, \text{OPT}^{(7)}, \text{and} \text{OPT}^{(9)}\) are laminar boxable solutions, \(\text{OPT}^{(3)}, \text{OPT}^{(5)}, \text{OPT}^{(8)}, \text{and} \text{OPT}^{(10)}\) are \(\delta\)-jammed solutions, and finally \(\text{OPT}^{(7)}\) and \(\text{OPT}^{(8)}\) are \(O(1)\)-boxable solutions.

Our insights above determine constraints of a linear program which provides an upper bound on the approximation ratio. Using LP duality, we are able to prove that the obtained value is at most 63/32, which completes the proof of Lemma 15.

4 Structural lemma for arbitrary capacities

In this section we prove Lemma 8. We first limit the number of large tasks per edge that can appear in a feasible solution.

Lemma 24. For each edge \(e\) and each feasible solution \((T_{SOL}, h_{SOL})\) it holds that \(|T_{SOL} \cap T_{L} \cap T_{e}| \leq (\log u_{e})/\delta^2|\).

Consider an optimal solution \((\text{OPT}, h)\). Define \(\text{OPT}_{L} := \text{OPT} \cap T_{L}\) and \(\text{OPT}_{S} := \text{OPT} \cap T_{S}\). Since we assumed the maximum edge capacity to be quasi-polynomially bounded, Lemma 24 shows that each edge can be used by at most \(1/\delta^2 (\log n)^{O(1)}\) large tasks in \(\text{OPT}\).
Therefore, the tasks in \( \text{OPT}_L \) alone form a boxable solution. Since our goal is to improve the approximation ratio of 2 in [27], we are done if \( w(\text{OPT}_L) \geq (\frac{1}{2} + \gamma)\text{OPT} \) for some \( \gamma > 0 \). The reader may therefore imagine that \( w(\text{OPT}_L) \leq \text{OPT}/2 \) and hence that \( w(\text{OPT}_S) \geq \text{OPT}/2 \).

We partition the large tasks \( \text{OPT}_L \) into two groups. We define \( \text{OPT}_{L,\downarrow} := \{ i \in \text{OPT}_L \mid h(i) < d_i \} \) and \( \text{OPT}_{L,\uparrow} := \{ i \in \text{OPT}_L \mid h(i) \geq d_i \} \). In the next lemma we show that there is a boxable solution that contains essentially all tasks in \( \text{OPT}_S \cup \text{OPT}_{L,\downarrow} \).

\[ \text{Lemma 25.} \] For an arbitrary \( 0 < \varepsilon \leq 1/3 \) there exists a boxable solution with profit at least \( (1 - \varepsilon)w(\text{OPT}_S \cup \text{OPT}_{L,\downarrow}) \).

Intuitively, if now \( w(\text{OPT}_{L,\uparrow}) \geq \gamma \text{OPT} \) for some \( \gamma > 0 \) then \( w(\text{OPT}_S \cup \text{OPT}_{L,\downarrow}) \geq (\frac{1}{2} + \gamma)\text{OPT} \) and we are done, due to Lemma 6 and Lemma 25. The reader therefore may imagine that \( w(\text{OPT}_{L,\uparrow}) = 0 \) and \( w(\text{OPT}_S) = \text{OPT}/2 \) and hence also \( w(\text{OPT}_{L,\downarrow}) = \text{OPT}/2 \).

Next, we define solutions that either consist of \( \text{OPT}_{L,\downarrow} \) or of a subset of \( \text{OPT}_{L,\downarrow} \) and additionally some small tasks. We will prove that one of the constructed sets or \( \text{OPT}_S \cup \text{OPT}_{L,\downarrow} \) has large profit. In the sequel, we will identify the vertices \( \{v_1, \ldots, v_{|V|}\} \) of \((V, E)\) with the coordinates \( 1, \ldots, |V| \) and a path \( P \) between vertices \( v_i, v_j \) with the closed interval \([i, j]\). For each task \( i \in \text{OPT} \) define its rectangle \( R_i := P(i) \times [h(i), h(i) + d_i] \). We will identify a task \( i \) with its rectangle \( R_i \).

We define \( (\log n)^{O(1)} \) corridors. We draw a horizontal line \( \ell^{(k)} \) with y-coordinate \( y = (1 + \delta)^k \) for each \( k \in \mathbb{N} \). For each \( k \in \mathbb{N} \) we define the area \( \mathbb{R} \times [\ell^{(k)}, \ell^{(k+1)}] \) to be the corridor \( C_k \). Consider a task \( i \in \text{OPT}_L \). Observe that for each task \( i \in \text{OPT}_L \) the rectangle \( R_i \) has to be intersected by at least one line \( \ell^{(k)} \) since \( d_i > \delta \cdot b(i) \). Also, observe that for each edge \( e \) and each corridor \( C_k \) there can be at most two tasks \( i, i' \in \text{OPT}_L \) whose respective paths \( P(i), P(i') \) use \( e \) and whose respective rectangles \( R_i, R_{i'} \) intersect \( C_k \). If there are two such task \( i, i' \) then for one of them its rectangle must intersect \( \ell^{(k)} \) and for the other its rectangle must intersect \( \ell^{(k+1)} \).

Let \( C_k \) be a corridor. For a task \( i \in \text{OPT}_L \) with \( R_i \cap C_k \neq \emptyset \) we say that \( i \) is a top-large-task for \( C_k \) if \( h(i) \in [(1 + \delta)^k, (1 + \delta)^{k+1}] \), a bottom-large-task for \( C_k \) if \( h(i) + d_i \in [(1 + \delta)^k, (1 + \delta)^{k+1}] \), and a cross-large-task for \( C_k \) if \( h(i) < (1 + \delta)^k \) and \( h(i) + d_i \geq (1 + \delta)^{k+1} \).

We partition the area of \( C_k \) that is not used by large tasks into connected components of points. For each point \( p \), let \( \ell_p \) denote the maximally long horizontal line segment that contains \( p \) and that neither crosses a large task nor the capacity profile. We say that \( p \) is a top-point if both endpoints of \( \ell_p \) touch a top-large-task or the capacity profile; \( p \) is a sandwich-point if one of the end-points of \( \ell_p \) touches a top-large-task and the other end-point...
to touch a bottom-large-task; $p$ is a stair-point if one end-point of $\ell_p$ touches a bottom-large-task and the other end-point touches the capacity profile; and $p$ is a bottom-point, if both end-points of $\ell_p$ touch a bottom-large-task, see Fig. 5. In each corridor $C_q$, this yields connected components of top-, bottom-, sandwich-, and stair-points. In the remaining proof (see [28]) we show that for each of these types there exists a $(\log n/\delta)^{O_\varepsilon(\cdot)}$-boxable solution or a $(\log n/\delta)^{O_\varepsilon(\cdot)}$-stair solution that contains all tasks in $OPT_{\downarrow}$ and a constant fraction of the small tasks in all connected components of the respective type, or of the small tasks that overlap more than one type of points. Hence, we obtain an approximation ratio strictly better than 2, unless essentially all small tasks lie in connected components of sandwich points. For this case, intuitively we prove that there is a $(\log n/\delta)^{O_\varepsilon(\cdot)}$-boxable solution that contains all profit from the small tasks and a $1/4$-fraction of the profit of the tasks in $OPT_{\downarrow}$. We show that the best of our solutions yields an approximation ratio of $1.997 + \varepsilon$ which proves Lemma 8.

5 Compute stair solution

In this section we prove Lemma 9. To this end, we first show how to compute a solution for a single stair-block $SB$. Then we devise a dynamic program that intuitively sweeps the path from left to right, guesses the stair-blocks and the other large tasks, and then uses the subroutine for a single stair-block to assign tasks into each stair-block. Suppose that we are given a $\gamma$-stair-block $SB = (e_L, e_M, e_R, f, T'_L, h')$. Let $T$ denote the set of tasks $i \in T$ such that $\{i\}$ fits into $SB$. In the sequel, we prove the following lemma.

Lemma 26. Let $T^* \subseteq T$ be an unknown set of tasks that fits into $SB$ such that $w(T_S \cap T^*) \geq \frac{1}{\alpha} w(T_L \cap T^*)$ for some value $\alpha \geq 1$. There is a $(n \cdot \max u_e)^{O_\varepsilon(\log \max_u u_e)}$ time algorithm that computes a set $\hat{T}$ that fits into $SB$ such that

$$w(\hat{T}) \geq (1 - O(\varepsilon)) \left( w(T_L \cap T^*) + \frac{1}{8(\alpha + 1)} \cdot w(T_S \cap T^*) \right).$$

First, we guess $w(T_L \cap T^*)$ up to a factor $1 + \varepsilon$, i.e., we guess a value $W$ such that $w(T_L \cap T^*) \in [W, (1 + \varepsilon)W]$. One can show that $(n/\varepsilon)^{O(\varepsilon)}$ many guesses for $W$ suffice. Our algorithm is based on a linear program that uses configurations for the sets of large tasks that fit into $SB$. Formally, we define a pair $C = (\hat{T}', h')$ to be a configuration if $\hat{T}' \subseteq T$, $w(\hat{T}') \in [W, (1 + \varepsilon)W]$, $h'$ is a function $\hat{h'}: \hat{T}' \to \mathbb{N}$ such that $\hat{h'}(i) < d_i$ for each task $i \in \hat{T}'$, and $(\hat{T}', h')$ fits into $SB$. Let $\mathcal{C}$ denote the set of all configurations. We introduce a variable $y_C$ for each configuration $C \in \mathcal{C}$. Intuitively, $y_C = 1$ indicates that the computed solution contains exactly the set of large tasks in $C$, each of them drawn at the height level determined by $C$. For each small task $j \in T_S := T \cap T_S$ and each $t \in \{0, \ldots, b(j) - d_j\}$ we introduce a variable $x_{j,t}$ indicating whether $j$ is contained in the solution and drawn at height $t$. Note that we do not need variables $x_{j,t}$ for $t > b(j) - d_j$ since the upper edge of $j$ has to have a height of at most $b(j)$.

We add constraints that ensure that the rectangles corresponding to the selected tasks do not overlap. To this end, for each small tasks $j \in T_S$ and each possible height $t \in \{0, \ldots, b(j) - d_j\}$ we define a “rectangle” $p(j, t) = \{(e, t') \mid e \in P(j) \text{ and } t \leq t' < t + d_j\}$. For a pair $(e, t)$ the reader may imagine that it represents the point whose $x$-coordinate is the mid-point of the edge $e$ and whose $y$-coordinate is $t$. Similarly, for a configuration $C = (\hat{T}', h') \in \mathcal{C}$ we define the “points” covered by $C$ to be $p(C) := \{(e, t') \mid \exists i \in \hat{T}' : e \in P(i) \text{ and } h'(i) \leq t' < h'(i) + d_i\}$ and $w_C := w(\hat{T}')$. 
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Denote by $LP_{SB}$ the linear program below where for convenience we assume that all non-existing variables are set to zero.

$$\begin{align*}
\max & \sum_{C \in \mathcal{C}} y_C w_C + \sum_{j \in T_S,t} x_{j,t} w_j \\
\text{s.t.} & \sum_{C : (e,t) \in \mathcal{P}(C)} y_C \\
& + \sum_{j \in T_S, t' : (e,t) \in \mathcal{P}(j,t')} x_{j,t'} \leq 1 \quad \text{for all } e \in P_{e,t}, t \geq 0 \\
& \sum_{C : (e,t) \in \mathcal{P}(C)} y_C = 1 \\
& \sum_{t \geq 0} x_{j,t} \leq 1 \quad \text{for all } j \in T_S \\
& x_{j,t}, y_C \geq 0 \quad \text{for all } j \in T_S, t \in \mathbb{N}, t \leq b(j) - d_j, C \in \mathcal{C}
\end{align*}$$

(1) (2) (3) (4) (5) (6)

The first set of constraints (3) expresses intuitively that no two rectangles overlap. Then (4) strengthens this condition by stating that if a configuration $C$ covers a point $(e, t)$ then no small task $j$ using $e$ can be selected such that it covers a point $(e, t')$ with $t' \leq t$ (note that if $C$ covers $(e, t)$ then it also covers each point $(e, t')$ with $t' \leq t$). Constraint (5) ensures that we select exactly one configuration. A task $j$ still cannot be drawn at two positions simultaneously, which we ensure with (6). In the LP above, we introduce constraints (3) and (4) for each $t \geq 0$, however, it is sufficient to state those for each $t$ such that $t \in \mathbb{N}$ since $d_i \in \mathbb{N}$ for each task $i \in T$ and we introduce the variables $x_{j,t}$ only for values $t$ with $t \in \mathbb{N}$. This yields an equivalent formulation with only $(n \max u_e)\delta(1)$ constraints (apart from the non-negativity constraints). The number of variables in $LP_{SB}$ is exponential. However, we can solve it in polynomial time via a suitable separation oracle for the dual.

**Lemma 27.** There is an algorithm with running time $(n \max u_e)\delta(\log(\max u_e))$ that computes an optimal solution to $LP_{SB}$.

### 5.1 The rounding algorithm

Let $(x^*, y^*)$ denote the optimal solution to $LP_{SB}$. We round $(x^*, y^*)$ via randomized rounding. First, we sample a configuration $\hat{C}$ using the distribution determined by $y^*$, i.e., for each configuration $C \in \mathcal{C}$, we obtain $\hat{C} = C$ with probability $y_C$. Define $\hat{y}_C := 1$ and $\bar{y}_C := 0$ for each $C \in \mathcal{C} \setminus \{\hat{C}\}$. Then we construct a new solution $x$ for the small tasks where intuitively we remove all pairs $(j, t)$ that overlap with $\hat{C}$, i.e., such that $p(j,t) \cap p(\hat{C}) \neq \emptyset$. For each pair of the latter type we define $x_{j,t} := 0$ and we define $x_{j,t} := x^*_{j,t}$ for all other pairs $(j,t)$. Observe that $x$ is a solution to the LP that is obtained by taking $LP_{SB}$ and removing all variables $y_C$ and constraint (5). Denote by $LP'_{SB}$ the resulting LP. We can round it via randomized rounding with alteration, using that for two pairs $(j,t), (j',t')$ with $j, j' \in T_S$ the corresponding rectangles $p(j,t), p(j',t')$ overlap if and only if they overlap on a “vertical line segment above $e_M$, i.e., on $\cup_{u \in (e_t+d_j) \cap [t',t' + d_{j'}]} (e_M, t')$.

**Lemma 28.** Given a solution $x$ to $LP'_{SB}$. In polynomial time we can compute an integral solution $\bar{x}$ to $LP'_{SB}$ with expected value $\sum_{j \in T_S,t} \bar{x}_{j,t} w_j \geq \frac{1}{4} \sum_{j \in T_S,t} x_{j,t} w_j$ such that the support of $\bar{x}$ is contained in the support of $x$.

Let $(\bar{x}, \bar{y})$ denote the resulting solution. Secondly, we compute the optimal solution to $LP'_{SB}$ (hence ignoring the configurations of large tasks) and round it via Lemma 28, let $(\bar{x}', \bar{y}')$ denote the resulting solution. In the sequel we prove that the most profitable solution among $(\bar{x}, \bar{y})$ and $(\bar{x}', \bar{y}')$ satisfies the claim of Lemma 9. Since we sampled $\hat{C}$ according to
the distribution given by \( y^* \), we have that \( \mathbb{E}[w_C] = \sum_{C \in C} y_C^* w_C \). Recall that we discarded all pairs \((j, t)\) such that \( p(j, t) \) overlaps with \( p(\tilde{C}) \). Hence, there are some pairs \((j, t)\) that are discarded with very high probability. We call such a pair problematic where formally we say that a pair \((j, t)\) with \( j \in T_S \) and \( t \in \mathbb{N} \) is problematic if \( \sum_{C \in C : \gamma p(j, t) \notin y_C^*} > 1 - \eta \) for some value \( \eta > 0 \) to be defined later. Let \( T_S \) denote the set of all problematic pairs. In the following lemma we prove that their contribution to the profit of \((x^*, y^*)\) is only small and hence we can afford to ignore them, unless \((\tilde{x}', \tilde{y}')\) already has enough profit. Here we crucially need constraint (4). We define \( \text{opt}_{LP} := \sum_{C \in C} y_C^* w_C + \sum_{j \in T_S, t} x_{j,t}^* w_{j} \).

- **Lemma 29.** We have that \( \sum_{(j, t) \in T_S} x_{j,t}^* w_{j} \leq 4\eta \text{opt}_{LP} \) or the profit of \((\tilde{x}', \tilde{y}')\) is at least \( \text{opt}_{LP} \geq w(T_L \cap T^*) + w(T_S \cap T^*) \).

   Assume now that the first case of Lemma 29 applies. We argue that then the problematic pairs contribute at most half of the profit of all pairs (for all small tasks) and hence we can ignore the problematic pairs.

- **Lemma 30.** Assume that \( \eta \leq \frac{1}{8} \frac{1}{1+1/\alpha - O(1)} \). Then \( \sum_{(j, t) \notin T_S} x_{j,t}^* w_{j} \geq \frac{1}{2} \sum_{j \in \hat{T}_S, t} x_{j,t}^* w_{j} \).

   **Proof sketch.** Let us pretend that \( \sum_{C \in C} y_C^* w_C = w(T_L \cap T^*) \). Then \( \sum_{j \in \hat{T}_S, t} x_{j,t}^* w_{j} \geq w(T_S \cap T^*) \) since \((x^*, y^*)\) is the optimal fractional solution. Therefore, \( \sum_{j \in \hat{T}_S, t} x_{j,t}^* w_{j} \geq \frac{1}{2} \sum_{C \in C} y_C^* w_C \) and \( \frac{1+1}{\alpha} \sum_{j \in \hat{T}_S, t} x_{j,t}^* w_{j} \geq \frac{1}{8} \left( \sum_{C \in C} y_C^* w_C + \sum_{j \notin \hat{T}_S, t} x_{j,t}^* w_{j} \right) = \frac{1}{8} \text{opt}_{LP} \).

   This implies that \( \sum_{j \in \hat{T}_S, t} x_{j,t}^* w_{j} \geq \text{opt}_{LP}/(\alpha + 1) \). Since \( \sum_{(j, t) \in T_S} x_{j,t}^* w_{j} \leq 4\eta \text{opt}_{LP} \leq \frac{\text{opt}_{LP}}{2(\alpha + 1)} \leq \frac{1}{2} \sum_{j \in \hat{T}_S, t} x_{j,t}^* w_{j} \), the claim follows.

   Each non-problematic pair is discarded only with probability at most \( 1 - \eta \). Therefore, the expected profit of the auxiliary solution \( x^* \) is at least an \( \eta \)-fraction of the profit of the non-problematic pairs. Due to Lemma 30 we can neglect the profit due to problematic pairs. For \( \eta := \frac{1}{8} (\alpha + 1) \) the claim of Lemma 26 follows from some simple calculation.

### Arbitrary stair-solutions

In order to compute a profitable \( \gamma \)-stair-solution we device a DP that intuitively sweeps the path from left to right and guesses the stair-blocks in the optimal stair-solution. For each stair-block we invoke the algorithm above. Since each edge can be used by at most \( \gamma \) stair-blocks and large tasks we obtain a running time of \( n^{(\gamma \log n) O(1/\alpha)} \). Since we require the stair-blocks to be compatible, there can be no task that can be assigned to more than one stair-block, even if the subproblems for each stair-block is solved independently. Recall that for a large task \( i \in T_L \) we required that \( h(i) < d_i \) for its computed height \( h(i) \) and hence we cannot assign it into two stair-blocks, even if it would fit into the respective areas of the stair-blocks. We defer the details to the full version of the paper [28].
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Abstract

The class $\text{MIP}^*$ is the set of languages decidable by multiprover interactive proofs with quantum entangled provers. It was recently shown by Ji, Natarajan, Vidick, Wright and Yuen that $\text{MIP}^*$ is equal to $\text{RE}$, the set of recursively enumerable languages. In particular this shows that the complexity of approximating the quantum value of a non-local game $G$ is equivalent to the complexity of the Halting problem.

In this paper we investigate the complexity of deciding whether the quantum value of a non-local game $G$ is exactly 1. This problem corresponds to a complexity class that we call zero gap $\text{MIP}^*$, denoted by $\text{MIP}^*_0$, where there is no promise gap between the verifier’s acceptance probabilities in the YES and NO cases. We prove that $\text{MIP}^*_0$ extends beyond the first level of the arithmetical hierarchy (which includes $\text{RE}$ and its complement $\text{coRE}$), and in fact is equal to $\Pi^0_2$, the class of languages that can be decided by quantified formulas of the form $\forall y \exists z R(x, y, z)$.

Combined with the previously known result that $\text{MIP}^*_{\text{co}}$ (the commuting operator variant of $\text{MIP}^*_0$) is equal to $\text{coRE}$, our result further highlights the fascinating connection between various models of quantum multiprover interactive proofs and different classes in computability theory.

\section*{1 Introduction}

A two-player non-local game is played between a verifier and two cooperating players named Alice and Bob who cannot communicate with each other once the game starts. During the game, the verifier samples a pair of questions $(x, y)$ from a joint distribution $\mu$, sends $x$ to Alice and $y$ to Bob, who respond with answers $a$ and $b$ respectively. The verifier accepts if and only if $D(x, y, a, b) = 1$ for some predicate $D$. The quantum value of a non-local game $G$, denoted by $\omega_q(G)$, is defined to be the supremum of the verifier’s acceptance probability over all possible finite dimensional quantum strategies of Alice and Bob for the game $G$. 
What is the complexity of computing the quantum value of non-local games? In [16], Slofstra proved that the problem of determining whether a given game \( G \) has \( \omega_q(G) = 1 \) is undecidable. Recently, it was shown that approximating \( \omega_q(G) \) up to any additive constant is also an uncomputable problem [11]. In particular, there is a computable reduction from Turing machines \( M \) to non-local games \( G_M \) such that if \( M \) halts (when run on an empty input), then \( \omega_q(G_M) = 1 \), and otherwise \( \omega_q(G_M) \leq \frac{1}{2} \). Since determining whether a given Turing machine halts (i.e. the Halting problem) is undecidable, so is the problem of determining whether the quantum value of a non-local game is 1 or at most \( \frac{1}{2} \).

Conversely, one can reduce the problem of approximating the quantum value of non-local games to the Halting problem; there is an algorithm that for every non-local game \( G \) exhaustively searches over finite-dimensional strategies of increasing dimension to find one that succeeds with probability close to 1 (above 0.99, say). If \( \omega_q(G) = 1 \) then the algorithm is guaranteed to find such a strategy; otherwise if \( \omega_q(G) \leq 1/2 \) the algorithm will run forever. In complexity-theoretic terms, this shows that the class \( \text{MIP}^* \), the set of languages decidable by multiprover interactive proofs with quantum provers, is equal to \( \text{RE} \), the set of recursively enumerable languages (i.e. the class for which the Halting problem is complete).

In this paper, we return to the problem originally investigated by Slofstra [16]: what is the complexity of deciding if \( \omega_q(G) \) is exactly equal to 1 for nonlocal games \( G \)? This corresponds to the complexity class that we call zero gap \( \text{MIP}^* \), denoted by \( \text{MIP}_0^* \). In this model of interactive proofs, in the YES case (i.e. \( x \in L \)), there is a sequence of finite-dimensional prover strategies that cause the verifier to accept with probability approaching 1. In the NO case (i.e. \( x \notin L \)), all finite-dimensional prover strategies are rejected with positive probability – but could be arbitrarily close to 0. It is easy to see that \( \text{MIP}^* \subseteq \text{MIP}_0^* \) and thus \( \text{MIP}_0^* \) contains undecidable languages. Furthermore, we know that \( \text{MIP}_0^* \) cannot be equal to \( \text{MIP}^* \); the results of [16, 5] imply that \( \text{coRE} \), the complement of \( \text{RE} \), is also contained in \( \text{MIP}_0^* \). Since \( \text{RE} \neq \text{coRE} \), this implies that \( \text{MIP}_0^* \) strictly contains \( \text{MIP}^* = \text{RE} \).

What problems can be reduced to the task of exactly computing the quantum value of non-local games, rather than “just” approximating it? We characterize the class \( \text{MIP}_0^* \) by showing that it is equal to \( \Pi_2^0 \), a class that belongs to the arithmetical hierarchy from computability theory. The arithmetical hierarchy is defined by classes of languages decidable via formulas with alternating quantifiers. For example, the class \( \text{RE} \) is equal to the class \( \Sigma_1^0 \), which is the set of languages \( L \) of the form \( \{ x : \exists y. R(x, y) = 1 \} \) for some decidable predicate \( R \). The class \( \text{coRE} \) is equal to \( \Pi_1^1 \), the set of languages of the form \( \{ x : \forall y. R(x, y) = 1 \} \). The class \( \Sigma_2^0 \) is the set of languages \( L \) of the form \( \{ x : \forall y. \exists z. R(x, y, z) = 1 \} \).

An equivalent definition of the class \( \Pi_2^0 \) is that it is the set of languages \( L \) such that there is a Turing machine \( A \) that has oracle access to the Halting problem, and \( x \notin L \) if and only if \( A(x) = 1 \). It is known that \( \Pi_2^0 \) strictly contains \( \Sigma_1^0 = \text{RE} \). This shows that \( \text{MIP}_0^* \) contains problems that are harder (in a computability sense) than the Halting problem.

We specifically show that there exists a computable reduction from \( \Pi_2^0 \) languages to the problem of deciding whether a three-player non-local game \( G \) has quantum value 1. It is likely that a similar reduction holds for two-player non-local games but we leave this for future work. We also show that the problem of deciding if a non-local game has quantum value 1 can be reduced to a \( \Pi_2^0 \) language, thus establishing the equality \( \text{MIP}^*_0 = \Pi_2^0 \).

This paper, combined with the results of [11] and [16], paints a fascinating landscape about the complexity of quantum multiprover interactive proofs, in which there are four different complexity classes to consider. The first two are \( \text{MIP}^* \) and \( \text{MIP}_0^* \), which we defined already. The second two are \( \text{MIP}^{cc} \) and its zero-gap variant \( \text{MIP}_0^{cc} \). The class \( \text{MIP}^{cc} \) stands for languages that are decidable by quantum multiprover interactive proofs in the commuting
operator model: here, the provers are allowed to use infinite-dimensional quantum strategies, and the measurement operators of Alice only need to commute with those of Bob (rather than be in tensor product).

\[
\begin{array}{c}
\Sigma_2^0 & \Delta_2^0 & \Pi_2^0 = \text{MIP}_0^+ \\
\downarrow & & \\
MIP^* = \Sigma_1^0 & & \Pi_1^0 = \text{MIP}_0^{co} \subseteq \text{MIP}^{co} \\
\downarrow & \Delta_1^0 & \\
\end{array}
\]

Figure 1 The computability landscape of quantum multiprover interactive proofs. Arrows denote inclusion. The set \(\Delta_0^1\) denotes the set of all decidable languages. The set \(\Sigma_0^1\) denotes the recursively enumerable languages, and \(\Pi_0^1\) denotes the set of co-recursively enumerable languages. It is known that \(\text{MIP}^{co} \subseteq \text{MIP}_0^{co}\), but unknown whether they are equal.

One of the consequences of the fact that \(\text{MIP}^* = \text{RE}\) is that \(\text{MIP}^{co} \neq \text{MIP}^*\). This is because \(\text{MIP}^{co} \subseteq \text{coRE}\), due to the fact that the commuting operator value of a non-local game can be upper-bounded using a convergent sequence of semidefinite programs [14, 4]. It is also the case that \(\text{MIP}_0^{co} \subseteq \text{coRE}\), and in fact equality holds due to [16, 3]. It remains an open question to determine if \(\text{MIP}^{co} = \text{MIP}_0^{co} = \text{coRE}\).

There are a number of curious and counter-intuitive aspects about this landscape of complexity for non-local games. First, if \(\text{MIP}^{co} = \text{coRE}\), then there would be a pleasing symmetry in that \(\text{MIP}^* = \text{RE}\) and \(\text{MIP}^{co} = \text{coRE}\) (even though the “co” refer to different things on each side of the equation!). On the other hand, we have that \(\text{MIP}_0^* = \Pi_2^0\) and \(\text{MIP}_0^{co} = \text{coRE}\), meaning that – in the zero gap setting – there are more languages that can be verified with provers using (a limit of) finite-dimensional strategies than can be decided with provers using infinite-dimensional commuting operator strategies! Of course, in the setting of interactive proofs, giving provers access to more resources can change the complexity of the interactive proof model in unexpected ways.

1.1 Proof overview

We prove the lower bound \(\Pi_2^0 \subseteq \text{MIP}_0^*\) by combining two components: first we leverage the result of [11] that \(\text{MIP}^* = \text{RE}\) as a black box, which implies that there is a quantum multiprover interactive proof for the Halting problem. Next, we use a compression theorem for quantum multiprover interactive proofs that was proved in [5]. A compression theorem, roughly speaking, states that given a verifier \(V\) for a quantum multiprover interactive protocol (which can be modeled as a Turing machine with tapes to receive/send messages to the provers), one can compute a much more time-efficient verifier \(V'\) whose quantum value is related in some predictable way to the quantum value of \(V\). Several recent results about the complexity of non-local games crucially rely on proving compression theorems with various properties [10, 5, 13, 11].
In more detail, the compression theorem of [5] (which in turn is a refinement of the compression theorem of [10]) states that given a description of a verifier $V$, one can compute a description of a three-player\(^1\) non-local game $G_V$ (which is a multiprover protocol with only one round of interaction) whose properties are as follows:

1. The time complexity of the verifier in $G_V$ is polylogarithmic in the time complexity of $V$.
2. The quantum value of the protocol executed by $V$ is related to the quantum value of $G_V$ in the following manner:

$$\omega_q(G_V) \geq \frac{1}{2} + \frac{1}{2}\omega_q(V)$$

and furthermore if $\omega_q(V) < 1$ then $\omega_q(G_V) < 1$.

The utilization of the compression theorem of [5] is the reason why the main result of this paper holds for three-player non-local games, rather than two.

We call this compression theorem a “zero gap” compression theorem, because it does not preserve any promise gap on the value of the input verifier $V$: if the value of $V$ is promised to be either 1 or $1/2$, then $G_V$ is only guaranteed to have value either 1 or $3/4$. If we iterate this compression procedure, then we get a promise gap that goes to zero. In contrast, the compression theorem used to prove $\text{MIP}^* = \text{RE}$ is gap-preserving.

The zero gap compression theorem was used to prove that $\text{coRE} \subseteq \text{MIP}^*_0$ in [5]. At a high level, this is shown by constructing a verifier that recursively calls the zero gap compression procedure on itself. In this paper, we follow this approach, except we also embed an MIP\(^*\) protocol for $\text{RE}$ inside the verifier that is recursively calling the zero gap compression procedure; this composition of protocols allows the verifier to verify languages in $\Pi^0_2$.

### 1.2 Further remarks

**MIP\(^*\) = RE is equivalent to gap-preserving compression**

As mentioned, the key to proving $\text{MIP}^* = \text{RE}$ [11] was establishing a gap-preserving compression theorem for non-local games, albeit for a special case of non-local games satisfying a so-called “normal form” property. In Section 4, we present a relatively simple – but in our opinion quite interesting – observation that $\text{MIP}^* = \text{RE}$ is in some sense, equivalent to a gap-preserving compression theorem.

**A proof of $\text{MIP}^*_0 = \Pi^0_2$ under weaker assumptions?**

One might wonder if there might be an elementary way of proving that $\text{MIP}^*_0 = \Pi^0_2$, without relying on the statement that $\text{MIP}^* = \text{RE}$. For example, the results of [16, 5] show that $\text{coRE} \subseteq \text{MIP}^*_0$ and furthermore [16] shows that $\text{coRE} = \text{MIP}^*_0$. These previous “zero-gap results” do not appear to have the same mathematical consequences as $\text{MIP}^* = \text{RE}$ (e.g. yielding a negative answer to Connes’ embedding problem if $\text{RE} \subseteq \text{MIP}^*(2)$, the two-player variant of MIP\(^*\)), which suggests the intuition that characterizing the complexity of exactly computing the quantum (or commuting operator) value of nonlocal games may be fundamentally easier than characterizing the complexity of approximating it.

This intuition is not entirely correct: the “zero-gap” statement $\text{MIP}^*_0 = \Pi^0_2$ is already enough to yield a negative answer to Tsirelson’s problem: there exists a $k$ where $k$-partite commuting operator correlations cannot be approximated by finite dimensional correlations.

---

\(^1\) The results of [5] are stated for games with 15 players, but can be improved to hold for 3-player games by using a different error correcting code in the construction.
Put another way, if Tsirelson’s problem has a positive answer, then the commuting operator and quantum values of games are always equal, and then $\text{MIP}_0^* = \text{MIP}_0^{0*} = \text{coRE}$. However, $\Pi_0^0$ strictly contains $\text{coRE}$ – thus Tsirelson’s problem has a negative answer. Furthermore, Tsirelson’s problem for $k = 2$ is known to be equivalent to Connes’ embedding problem [6, 12, 15].

This suggests that our characterization of the class $\text{MIP}_0^*$ must necessarily involve a nontrivial tool such as $\text{MIP}_0^* = \text{RE}$.

### 1.3 Open problems

We list some open problems.

1. Just as the complexity statement $\text{MIP}_0^* = \text{RE}$ has consequences for questions in pure mathematics (such as the Connes’ embedding problem), does the equality $\Pi_0^0 = \text{coRE}$ have any implications for operator algebras? We believe there may be a connection to model-theoretic approaches to the Connes’ embedding problem (see, e.g., [8, 7]).

2. What is the complexity of $\text{MIP}_0^{0co}$? Is it equal to $\text{coRE}$?

3. Can the reduction from $\Pi_0^0$ languages to the problem of deciding whether $\omega_q(G) = 1$ be improved to hold for two-player games $G$?

4. We showed that, essentially, $\text{MIP}_0^* = \text{RE}$ implies a gap-preserving compression theorem. Can one show that it also implies in a black-box fashion, a zero gap compression theorem, of the same kind as proved in [5]? This then proves that $\text{MIP}_0^* = \text{RE}$ directly implies $\text{MIP}_0 = \Pi_2^0$. 

5. Does $\text{MIP}_0 = \Pi_0^0$ imply $\text{MIP}_0^* = \text{RE}$ in a “black-box” fashion?

### 2 Preliminaries

We write $\mathbb{N}$ to denote the natural numbers $\{1, 2, 3, \ldots\}$. All logarithms are base 2. For a string $x \in \{0, 1\}^*$ let $|x|$ denote the length of $x$. We let

$$\log^*(n) = \begin{cases} 0, & n \leq 1 \\ 1 + \log^*(\log(n)), & n > 1 \end{cases}$$

denote the iterated logarithm function.

#### 2.1 Turing machines and the arithmetical hierarchy

A total Turing machine is one that halts on every input. Fix a string encoding of Turing machines, and for a Turing machine $M$, let $|M|$ denote the length of the encoding of $M$.

**Proposition 1** (Universal Turing machine). There exists a universal constant $C > 0$ and a universal Turing machine $U$ that, given an input pair $(M, x)$ where $M$ is an encoding of a Turing machine, computes $M(x)$ in time $C \max(|M|, \text{TIME}(M, x))^2$, where $\text{TIME}(M, x)$ is the number of steps taken by $M$ on input $x$ before it halts.

**Definition 2.** The $i$-th level of the arithmetical hierarchy contains 3 classes $\Sigma_i^0$, $\Pi_i^0$, and $\Delta_i^0$. The class $\Sigma_i^0$ is the set of languages defined as

$$L = \{ x \in \{0, 1\}^* : \exists y_1 \forall y_2 \exists y_3 \cdots Q y_i R(x, y_1, \cdots, y_i) = 1 \}$$

for some total Turing machine $R$, where $Q$ is the $\forall$ quantifier when $i$ is even and otherwise is the $\exists$ quantifier. The class $\Pi_i^0$ is the complement of $\Sigma_i^0$, and $\Delta_i^0 = \Sigma_i^0 \cap \Pi_i^0$.

In particular the first level of the arithmetical hierarchy corresponds to the classes $\Sigma_0^0 = \text{RE}$, $\Pi_0^0 = \text{coRE}$, and $\Delta_0^0$ the set of decidable languages $\text{RE} \cap \text{coRE}$.
2.2 Interactive verifiers

In this section, we model multiprover interactive protocols, which is specified by a verifier $V$, as a randomized algorithm. In the protocol, the verifier $V$ interacts with multiple provers, and at the end of the protocol the verifier outputs a bit indicating whether to accept or reject. A verifier can be identified with the interactive protocol it executes, and vice versa.

In more detail, define a $k$-input, $r$-prover verifier $V$ to be a randomized interactive Turing machine that has $k$ designated input tapes, $r$ communication tapes, a single workspace tape, and a single output tape. An interaction with $r$ provers is executed in the following way: the Turing machine $V$ alternates between computation and communication phases; in the computation phase, the Turing machine behaves like a normal Turing machine with $k + r + 2$ tapes, and it may halt and indicate accept or reject on the output tape. It can also pause its computation and go into a communication phase, in which case the contents of each of $i$-th communication tape is read by the $i$-th prover, who then edits the $i$-th communication tape with its answer. After all the provers have finished with their responses, the next computation phase resumes. This is the standard way of modeling interactive Turing machines [1]. In this formulation, a non-local game is simply specified by a 0-input, 2-prover verifier $V$ that has only one communication phase.

Given a $k$-input, $r$-prover verifier $V$, define its time complexity with respect to a $k$-tuple of inputs $(x_1, \ldots, x_k)$ to be the maximum number of time steps taken by the verifier $V$ when it is initialized with $(x_1, \ldots, x_k)$ on its $k$ input tapes, over all possible responses of the $r$-proversons, before it halts. We denote this by $\text{TIME}(V(x_1, \ldots, x_k))$.

We now define, in a somewhat informal level, finite-dimensional prover strategies (or simply a strategy) $S$ for the interaction specified by a $k$-input, $r$-prover verifier $V$. This is a specification of the following data:

1. Local dimension $d \in \mathbb{N}$
2. A state $|\psi\rangle \in (\mathbb{C}^d)^{\otimes r}$, and
3. For every prover $i$, for every round $t \in \mathbb{N}$, for every string $\pi \in \{0, 1\}^*$, a POVM $\{M_{i,t,\pi}^a\}_a$ acting on $\mathbb{C}^d$.

Given a verifier $V$, a $k$-tuple $(x_1, \ldots, x_k)$, and a prover strategy $S$ for $V$, the interaction proceeds as follows: at the beginning of the protocol, the provers share the state $|\psi\rangle$, and the verifier’s input tapes are initialized to $(x_1, \ldots, x_k)$. At round $t$, the $i$-th prover performs the measurement $\{M_{i,t,\pi}^a\}_a$ on its local space to obtain an outcome $a$, where $\pi$ is the history of all the messages sent by prover $i$ in all previous rounds (including the message from the verifier in the $t$-th round). It then writes outcome $a$ on the $i$-th communication tape of the verifier. Thus at each round the shared state between the provers depend on the outcomes of their measurements, and evolves probabilistically over time. The value of strategy $S$ in the interaction with verifier $V$ on input $(x_1, \ldots, x_k)$ is defined to be the probability that the verifier halts and accepts. We denote this by $\omega_q(V(x_1, \ldots, x_k), S)$. The quantum value of verifier $V$ on input $(x_1, \ldots, x_k)$ is defined to be the supremum of $\omega_q(V(x_1, \ldots, x_k), S)$ over all finite-dimensional strategies $S$, which we denote by $\omega'_q(V(x_1, \ldots, x_k))$.

**Definition 3.** Let $m, r \in \mathbb{N}$ and let $0 \leq s \leq c \leq 1$. The class $\text{MIP}^*[m, r, c, s]$ is defined to be the set of languages $L$ for which there exists a verifier $V$ and a polynomial $p(n)$ with the following properties:

1. $V$ is a 1-input, $r$-prover verifier that halts after $m$ communication phases.
2. For all $x$, $\text{TIME}(V(x)) \leq p(|x|)$.
3. If $x \in L$, then $\omega_q(V(x)) \geq c$.
4. If $x \notin L$, then $\omega_q(V(x)) < s$. 

We define the class \( \text{MIP}^* \) to be the union of \( \text{MIP}^*[m, r, c, s] \) for all \( m, r \in \mathbb{N} \) and \( c > s \). We define the class \( \text{MIP}_3^* \) to be the union of \( \text{MIP}^*[m, r, 1, 1] \) over all \( m, r \in \mathbb{N} \). In other words, in the YES case (i.e., \( x \in L \)), there is a sequence of finite-dimensional prover strategies that are accepted with probability approaching 1. In the NO case (i.e., \( x \notin L \)), there exists a positive \( \varepsilon > 0 \) (that generally depends on \( x \)) such that all finite dimensional strategies are rejected with probability at least \( \varepsilon \).

### 2.3 Compression of quantum multiprover interactive protocols

In this section we formally present the two main ingredients used in our proof: the zero gap compression procedure of [5], and the reduction from the Halting problem to the problem of approximating the quantum value of a quantum multiprover interactive protocol.

First we introduce the definition of \( \lambda \)-boundedness, which specifies how both the description and time complexity of a verifier is bounded by a polynomial with exponent \( \lambda \).

**Definition 4.** Let \( \lambda \in \mathbb{N} \). A \((k + 1)\)-input \( r \)-prover verifier \( V \) is \( \lambda \)-bounded if for all integers \( n \in \mathbb{N}, x_1, \ldots, x_k \in \{0, 1\}^* \), we have \( \text{TIME}(V(n, x_1, \ldots, x_k)) \leq \lambda (n \cdot |x_1| \cdots |x_k|)^\lambda \).

Here, we assume that the first input to a verifier \( V \) is an integer \( n \in \mathbb{N} \) which intuitively specifies a “complexity” parameter.

**Theorem 5** (Zero-gap compression [5, Theorem 6.1]). Let \( r \geq 3 \) be an integer. There exists a universal constant \( C_{\text{comp}} \in \mathbb{N} \) such that for every \( \lambda \in \mathbb{N} \), there exists a Turing machine \( \text{COMPRESS}_\lambda \) with the following properties. Given as input a \((k + 1)\)-input \( r \)-prover verifier \( V \), the Turing machine \( \text{COMPRESS}_\lambda \) outputs a \((k + 1)\)-input \( r \)-prover verifier \( V^{\#} \) in time \( C_{\text{comp}}(|V| \cdot \lambda)^{C_{\text{comp}}} \) with the following properties: for all \( x_1, \ldots, x_k \in \{0, 1\}^* \), we have

1. if \( V \) is \( \lambda \)-bounded, then \( \omega_q(V^{\#}(n, x_1, \ldots, x_k)) \geq \frac{1}{2} + \frac{1}{2} \omega_q(V(2^n, x_1, \ldots, x_k)) \),
2. if \( V \) is \( \lambda \)-bounded and \( \omega_q(V(2^n, x_1, \ldots, x_k)) < 1 \), then \( \omega_q(V^{\#}(n, x_1, \ldots, x_k)) < 1 \),
3. for all integers \( n \in \mathbb{N}, x_1, \ldots, x_k \in \{0, 1\}^* \), we have \( \text{TIME}(V^{\#}(n, x_1, \ldots, x_k)) \leq C_{\text{comp}}(\lambda \cdot n \cdot |x_1| \cdots |x_k|)^{C_{\text{comp}}} \).

The zero-gap compression theorem, as presented here, differs from the one presented in [5, Theorem 6.1]. For example, verifiers in [5] are described using so-called “Gate Turing Machines” (GTMs). However, using the same oblivious Turing machine simulation techniques as discussed in the appendix of [5], from a verifier \( V \) (as defined in this paper), we can obtain a GTM that specifies the same interactive protocol. Another difference, as remarked in the introduction, is that here the compression result applies to protocols with three or more players, whereas it is stated for protocols with 15 or more players in [5]. However, the results of [5] can be adapted to the case of three players by using a \([3, 1, 2]\) error detecting code with qutrits (instead of using the 7-qubit Steane code with qubits) [2].

Next we present the main result of [11], which presents a computable reduction from the Halting problem to the problem of approximating the quantum value of a non-local game.

**Theorem 6** (\( \text{MIP}^* = \text{RE} \) [11]). There exists a Turing machine \( H \) and a universal constant \( C_{\text{HALT}} \in \mathbb{N} \) with the following properties. Given as input a Turing machine \( M \), it runs in time \( C_{\text{HALT}}|M|^{C_{\text{HALT}}} \) and outputs a \( 0 \)-input 2-prover verifier \( V_{\text{HALT},M} \) such that

1. If \( M \) halts on empty tape then \( \omega_q(V_{\text{HALT},M}) = 1 \), and otherwise \( \omega_q(V_{\text{HALT},M}) \leq \frac{1}{2} \).
2. \( \text{TIME}(V_{\text{HALT},M}) \leq C_{\text{HALT}}|M|^{C_{\text{HALT}}} \).
We start this section by showing the upper bound $\text{MIP}_0^\ast \subseteq \Pi_2^0$. 

**Theorem 7.** $\text{MIP}_0^\ast \subseteq \Pi_2^0$

**Proof.** Let $L \in \text{MIP}_0^\ast$. There exists a 1-input $r$-prover verifier $V$ such that $x \in L$ if $\omega_q(V(x)) = 1$ for all $x \in \{0,1\}^r$. Let $S_{\varepsilon,d}$ be an $\varepsilon$-net for the space of strategies of dimension $d$; in particular, for every dimension-$d$ strategy $S$ there exists a strategy $S' \in S_{\varepsilon,d}$ such that for all verifiers $V$ we have that $|\omega_q(V,S) - \omega_q(V,S')| \leq \varepsilon$ (in other words, the winning probability of the strategies differ by at most $\varepsilon$). Because the set of strategies over a finite dimensional Hilbert space of a fixed dimension is a compact set [9], we can take $S_{\varepsilon,d}$ to be a finite set. Let $S_{\varepsilon} = \bigcup_{d \in \mathbb{N}} S_{\varepsilon,d}$, and let $\{S_{\varepsilon}(1), S_{\varepsilon}(2), \ldots\}$ be an enumeration of strategies in $S_{\varepsilon}$.

Consider the following total Turing machine $T$: On input triple $(x,m,n)$ where $x \in \{0,1\}^r$, $m, n \in \mathbb{N}$. It outputs 1 if and only $\omega_q(V(x), S_{1/2m}(n)) \geq 1 - 1/m$. Now it is easy to verify that

$$L = \{x : \forall m. \exists n. T(x,m,n) = 1\},$$

and therefore $L$ is a $\Pi_2^0$ language.

To see this, let $x \in L$. Then $\omega_q(V(x)) = 1$, and for any gap (i.e. $\frac{1}{m}$) there exists a strategy $S$ such that $\omega_q(V(x), S) \geq 1 - \frac{1}{2m}$. Choosing $\varepsilon = 1/2m$, then there must also exist a strategy $S' \in S_{1/2m}$ such that $\omega_q(V(x), S') \geq \omega_q(V(x), S) - \frac{1}{2m} \geq 1 - \frac{1}{m}$. Therefore $\forall m. \exists n. T(x,m,n) = 1$.

Likewise, if $x \notin L$ then there exists $m \in \mathbb{N}$ for which $\omega_q(V(x)) < 1 - \frac{1}{m}$ and so no strategy can win with probability greater or equal to $1 - \frac{1}{m}$. Therefore $\exists n. T(x,m,n) = 0$. \hfill $\blacksquare$

Now we prove the reverse inclusion. Fix an $L \in \Pi_2^0$ and let $R$ be a total Turing machine such that $L = \{x \in \{0,1\}^r : \forall m. \exists n. R(x,m,n) = 1\}$. To prove $L \in \text{MIP}_0^\ast$, we construct a 2-input 3-prover verifier $V$ that takes as input $m \in \mathbb{N}$ and $x \in \{0,1\}^r$, and has the key property that if $R(x,m,n) = 1$ if and only if $\forall m' \geq \log^* (m). \exists n. R(x,m',n) = 1$. Therefore $\omega_q(V(x,1)) = 1$ if and only if $x \in L$.

We first give the explicit description of a 3-input 3-prover verifier $V'$ below. We then use that to construct $V$. In the description of $V'$, we refer to the Turing machine $R_{x,m}$. For every $x \in \{0,1\}^r$ and $m \in \mathbb{N}$, $R_{x,m}$ is the Turing machine that on the empty tape enumerates over $n \in \mathbb{N}$ and accepts if $R(x,m,n) = 1$, otherwise it loops forever.

Now let $V$ be the 2-input 3-prover verifier that on the input $(m,x)$ runs $V'(m,x,V')$. Informally, $V(m,x)$ first decides $\exists n. R(x, \log^* (m), n) = 1$ by simulating the verifier in $V_{\text{HALT}, R_{x, \log^* (m)}}$ from Theorem 6. Recall that the existence of the $\text{MIP}^\ast$ protocol $V_{\text{HALT}, R_{x, \log^* (m)}}$ is due to $\text{MIP}^\ast = \text{RE}$ and the fact that $\exists n. R(x, \log^* (m), n) = 1$ is an $\text{RE}$ predicate. Now if $R(x, \log^* (m), n) = 0$ for all $n$, then $R_{x, \log^* (m)}$ never halts. This in turn implies that $V$ rejects with probability at least $1/2$. Otherwise, if $\exists n. R(x, \log^* (m), n) = 1$, $V$ proceeds to run the compression algorithm to obtain $V" = \text{COMPRESS}_\lambda (V')$. It then executes $V"^\# (m,x,V')$. Informally speaking, due to the compression theorem, the execution of $V"^\# (m,x,V')$ has the same effect as recursively executing $V(2^n, x)$. Now the first duty of the verifier $V(2^n, x)$ is to decide $\exists n. R(x, 1 + \log^* (m), n) = 1$. So we can apply the above reasoning this time on $V(2^n, x)$ instead of $V(m,x)$. Following this reasoning ad infinitum, we establish that $\omega_q(V(m,x)) = 1$ if and only if $\forall m' \geq \log^* (m). \exists n. R(x,m',n) = 1$. This is made precise in the proof of Theorem 9.
Input: \((m, x, W)\) where \(m \in \mathbb{N}, x \in \{0, 1\}^*\), \(W\) is a 3-input 3-prover verifier. Perform the following steps:

1. Compute \(\nu_{\text{HALT}, R_{x, \log^* (m)}} = H(R_{x, \log^* (m)})\) (where \(H\) is from Theorem 6).
2. Execute the interactive protocol specified by the verifier \(\nu_{\text{HALT}, R_{x, \log^* (m)}}\). If the verifier \(\nu_{\text{HALT}, R_{x, \log^* (m)}}\) rejects then reject, otherwise continue.
3. Compute \(W^\# = \text{COMPRESS}_\lambda (W)\) (where \(\text{COMPRESS}_\lambda\) is from Theorem 5).
4. Execute the interactive protocol specified by the verifier \(W^\# (m, x, W)\) and accept if and only if the verifier \(W^\# (m, x, W)\) accepts.

![Figure 2] Specification of the 3-input 3-prover verifier \(V'\).

Note that Theorem 5 relates \(V^\# (m, x)\) to \(V(2^m, x)\). That is the reason \(\log^* (m)\) (as opposed to \(m\)) is appearing in Figure 2. Note that as \(m\) increases, \(\log^* (m)\) ranges over all nonnegative integers.

In order to apply Theorem 5 to compress \(V\) in step 3, we must ensure that the verifier is \(\lambda\)-bounded for some \(\lambda \in \mathbb{N}\).

\[\blacktriangleright\text{ Claim 8.}\;\text{There exists a } \lambda \in \mathbb{N} \text{ such that } V \text{ is } \lambda\text{-bounded.}\]

\[\text{Proof.}\;\text{We bound the running time of } V \text{ by bounding the running time of each of the steps in its specification.}\]

The time to generate \(R_{x, \log^* (m)}\), in step 1, is \(C((|R| \cdot |x| \cdot m))\) for some constant \(C\). The time to generate the encoding of \(\nu_{\text{HALT}, R_{x, \log^* (m)}}\) is \(C_{\text{HALT}}(|R| \cdot |x| \cdot m)^{C_{\text{HALT}}}\). This also bounds the running time of \(\nu_{\text{HALT}, R_{x, \log^* (m)}}\).

The time to simulate \(\nu_{\text{HALT}, R_{x, \log^* (m)}}\) is bounded by \(C_{\text{comp}} (\lambda \cdot m \cdot |x|)^{2C_{\text{comp}}}\).

Therefore the time to simulate \(V^\# (m, x)\) is bounded above by
\[
2C_{\text{HALT}}(|R| \cdot |x| \cdot m)^{2C_{\text{HALT}}} + C((|R| \cdot |x| \cdot m)) + C_{\text{comp}} (|V| \cdot \lambda)^{2C_{\text{comp}}} + C_{\text{comp}} (|\lambda \cdot m \cdot |x|)^{2C_{\text{comp}}}.
\]

The values \(C_{\text{comp}}, C_{\text{HALT}}, C\), and \(|R|\) are all constants so we can choose \(\lambda \in \mathbb{N}\) sufficiently large so that \(\lambda (m \cdot |x|)^\lambda\) is larger than the quantity above and therefore \(V\) is \(\lambda\)-bounded. \(\lhd\)

Now that we established that \(V\) is \(\lambda\)-bounded, we can apply Theorem 5 to get the main theorem of this paper.

\[\blacktriangleright\text{ Theorem 9.}\;x \in L \text{ if and only if } \omega_q (V(1, x)) = 1\]

\[\text{Proof.}\;\text{First suppose } x \in L.\;\text{Then } \forall m. \exists n. R(x, m, n) = 1.\;\text{Since the Turing machine } R_{x, m} \text{ halts for every } m \in \mathbb{N}, \text{by Theorem 6, } \omega_q (\nu_{\text{HALT}, R_{x, m}}) = 1.\;\text{Therefore } \omega_q (V(p, x)) = \omega_q (V^\#(p, x)), \text{for any } p \in \mathbb{N}, \text{by construction (step 4).}\;\text{Now, from Theorem 5, we have}
\]
\[
\omega_q (V(p, x)) \geq \frac{1}{2} + \frac{\omega_q (V(2^p, x))}{2},
\]

and by \(k\) applications of the theorem, we obtain
\[
\omega_q (V(p, x)) \geq \sum_{i=1}^{k} \frac{1}{2^i}
\]
for every \(k\). Taking the limit \(k \to \infty\), we have \(\omega_q (V(p, x)) = 1\) for all \(p \in \mathbb{N}\). In particular \(\omega_q (V(1, x)) = 1\).
Now suppose \( x \notin L \). Then \( \exists m, \forall n. R(x, m, n) = 0 \). We prove that \( \omega(V(1, x)) < 1 \). Let \( p \) be the smallest integer for which \( R(x, \log^* (p), n) = 0 \) for every \( n \). In other words, the Turing machine \( R_{x, \log^* (p)} \) does not halt. Therefore by Theorem 6 we have that \( \omega_q(V(p, x)) \leq \omega_q(V_{\text{HALT}, R_{x, \log^* (p)}}) \leq \frac{1}{2} \).

If \( p = 1 \), we are done. Suppose \( p > 1 \). For all \( k < p \), the game \( V_{\text{HALT}, R_{x, \log^* (k)}} \) never rejects since the Turing machine \( R_{x, \log^* (k)} \) halts, by the minimality of \( p \). Therefore \( \omega_q(V(k, x)) = \omega_q(V^*(k, x)) \). So by recursively applying Theorem 5, we have that

\[
\omega_q(V(p, x)) < 1 \Rightarrow \omega_q(V(1, x)) < 1.
\]

Since \( \omega_q(V(p, x)) \leq \omega_q(V_{\text{HALT}, R_{x, \log^* (p)}}) \leq \frac{1}{2} \) then \( \omega_q(V(1, x)) < 1 \). ◀

**Corollary 10.** \( \Pi^0_2 \subseteq \text{MIP}^*_0 \).

**Proof.** Let \( L \in \Pi^0_2 \) then \( L = \{ x \in \{0, 1\}^* : \forall m. \exists n. R(x, m, n) = 1 \} \). Let \( U \) be the 1-input 3-prover verifier, that on input \( x \) executes the verifier \( V(1, x) \) where \( x \in \{0, 1\}^* \). By Claim 8, \( \text{TIME}(U(x)) = \text{TIME}(V(1, x)) \leq \lambda(1 + |x|)^3 \) and by Theorem 9, \( x \in L \) iff \( \omega^*(U(x)) = 1 \). Thus \( U \) is an \( \text{MIP}^*_0 \) protocol for the language \( L \), and \( L \in \text{MIP}^*_0 \). ◀

This concludes the proof of the main result of this paper.

### 4 MIP* = \( \text{RE} \) implies gap-preserving compression

As mentioned in the introduction, the key to proving \( \text{MIP}^* = \text{RE} \) in [11] was establishing a gap-preserving compression theorem for non-local games. Here we observe that the reverse holds: \( \text{MIP}^* = \text{RE} \) implies a gap-preserving compression theorem.

**Theorem 11.** If \( \text{MIP}^* = \text{RE} \), then there exists a Turing machine \( \text{COMPRESS} \), with the following properties. Given as input a \( k \)-input \( r \)-prover verifier \( V \), \( \text{COMPRESS} \) outputs a \( k \)-input 2-prover verifier \( V^\# \) in time polynomial in the description length of \( V \), with the following properties:

1. if \( \omega_q(V(x_1, ..., x_k)) = 1 \) then \( \omega_q(V^\#(x_1, ..., x_k)) = 1 \)
2. if \( \omega_q(V(x_1, ..., x_k)) \leq \frac{1}{2} \) then \( \omega_q(V^\#(x_1, ..., x_k)) \leq \frac{1}{2} \)
3. The runtime of the verifier \( V^\# \) is polynomial in the description length of \( V \) and its inputs.

**Proof.** \( \text{COMPRESS} \) is the Turing machine that, when given input a verifier \( V \), it returns the description of the verifier \( V^\# \) from Figure 3.

In the description of \( V^\# \), we refer to the Turing machine \( T_{V(x_1, ..., x_k)} \). For every \( k \)-input \( r \)-prover verifier \( V \) and \( x_1, ..., x_k \in \{0, 1\}^* \), \( T_{V(x_1, ..., x_k)} \) is the Turing machine that on empty tape enumerates over finite-dimensional quantum strategies for \( V(x_1, ..., x_k) \) and only accepts if it finds a strategy that wins the game with probability greater than \( \frac{1}{2} \). It does this via enumerating over \( \varepsilon \)-nets (for \( \varepsilon = \frac{1}{4} \)) for strategies of dimension \( d \) for all \( d \in \mathbb{N} \), as with the proof of Theorem 7.

By Theorem 6, if the Turing machine \( T_{V(x_1, ..., x_k)} \) halts then

\[
\omega_q(V_{\text{HALT}, T_{V(x_1, ..., x_k)}}) = 1,
\]

otherwise \( \omega_q(V_{\text{HALT}, T_{V(x_1, ..., x_k)}}) \leq \frac{1}{2} \). Also the runtime of \( V_{\text{HALT}, T_{V(x_1, ..., x_k)}} \) is \( p(|V| + |x_1| + ... + |x_k|) \), for some polynomial \( p \).

Then if \( \omega_q(V(x_1, ..., x_k)) = 1 \) the Turing machine \( T_{V(x_1, ..., x_k)} \) finds a strategy that wins with probability greater than \( \frac{1}{2} \) and halts. Therefore

\[
\omega_q(V^\#(x_1, ..., x_k)) = \omega_q(V_{\text{HALT}, T_{V(x_1, ..., x_k)}}) = 1.
\]
Input: \((x_1, \ldots, x_k)\), where \(x_1, \ldots, x_k \in \{0, 1\}^*\)
Perform the following steps:

1. Compute \(V_{\text{HALT}, T_{V}(x_1, \ldots, x_k)} = H(T_{V}(x_1, \ldots, x_k))\) (where \(H\) is from Theorem 6).
2. Execute the interactive protocol specified by the verifier \(V_{\text{HALT}, T_{V}(x_1, \ldots, x_k)}\) and accept if and only if the verifier accepts.

\[ \omega_q(V^\#(x_1, \ldots, x_k)) = \omega_q(V_{\text{HALT}, T_{V}(x_1, \ldots, x_k)}) \leq \frac{1}{2}. \]

Note that in this gap-preserving compression theorem, the time complexity of the verifier \(V^\#\) is polynomial in the description length of \(V\) and its input – rather than the time complexity of \(V\).
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Abstract

We consider the isomorphism problem for hypergraphs taking as input two hypergraphs over the same set of vertices $V$ and a permutation group $\Gamma$ over domain $V$, and asking whether there is a permutation $\gamma \in \Gamma$ that proves the two hypergraphs to be isomorphic. We show that for input groups, all of whose composition factors are isomorphic to a subgroup of the symmetric group on $d$ points, this problem can be solved in time $(n + m)^{O((\log d)^c)}$ for some absolute constant $c$ where $n$ denotes the number of vertices and $m$ the number of hyperedges. In particular, this gives the currently fastest isomorphism test for hypergraphs in general. The previous best algorithm for the above problem due to Schweitzer and Wiebking (STOC 2019) runs in time $n^{O((d \log d)^c)}$.

As an application of this result, we obtain, for example, an algorithm testing isomorphism of graphs excluding $K_{3,h}$ as a minor in time $n^{O((\log h)^c)}$. In particular, this gives an isomorphism test for graphs of Euler genus at most $g$ running in time $n^{O((\log g)^c)}$.

1 Introduction

Luks’s algorithm [21] is an important cornerstone of the algorithmic theory of the Graph Isomorphism Problem. With some additional improvements given later [6], it tests in time $n^{O(d/\log d)}$ whether two given $n$-vertex graphs of maximum degree $d$ are isomorphic. In the last few decades, Luks’s algorithm has developed to a central building block for many algorithms tackling the isomorphism problem. Indeed, Luks’s algorithmic framework has been used as a subroutine to design, for example, isomorphism tests for graphs of bounded genus [27], graphs of bounded tree-width [15], graphs excluding some fixed graph as a minor [31], and even graph classes that exclude some fixed graph as a topological minor [13]. Further examples include color-t-bounded graphs [4], defined by Babai et al. in the context of isomorphism testing of strongly regular graphs, unit square graphs [28], and graphs of bounded rank-width [17]. Moreover, Luks’s algorithm has also played a role in the area of computational group theory for example for computing normalizers for certain groups [23].

Additionally, Luks’s algorithm also forms the basis for Babai’s recent quasipolynomial isomorphism test [1] as well as the corresponding canonization algorithm [2]. Indeed, Babai’s algorithm follows the recursive framework of Luks’s algorithm and attacks the obstacle cases where the recursion performed by Luks’s algorithm does not lead to the desired running time. Hence, a natural question to ask is whether it is possible extend the group-theoretic methods added in Babai’s algorithm to the setting of bounded degree graphs in order to
obtain improved algorithms also for the isomorphism problem for graphs of small degree. This question was answered in the affirmative by Grohe, Schweitzer and the author of this paper in [14] providing an isomorphism test for graphs of maximum degree \( d \) running in time \( n^{O((\log d)^c)} \) for some constant \( c \).

With the large number of applications of Luks’s algorithmic framework [21] over the last decades it is natural to ask for improvements of other algorithms that exploit Luks’s methods as a subroutine. However, up to this point, the only application of the improved isomorphism test for graphs of small degree is a faster fixed-parameter tractable isomorphism test for graphs of bounded tree-width [15]. The reason for this mainly lies in the fact that most of the algorithms exploiting Luks’s framework as a subroutine actually use this framework to solve more general problems than Luks’s original algorithm.

To be more precise, Luks’s original algorithm [21] attacks the String Isomorphism Problem. The input to the String Isomorphism Problem are two strings \( \gamma, \eta : \Omega \to \Sigma \), where \( \Omega \) is a finite set and \( \Sigma \) a finite alphabet, and a permutation group \( \Gamma \leq \text{Sym}(\Omega) \) (given by a set of generators). The task of the String Isomorphism Problem is to decide whether there exists some \( \gamma \in \Gamma \) that transforms \( \gamma \) into \( \eta \). In order to solve the isomorphism problem for graphs of bounded degree, Luks [21] provides a polynomial-time algorithm solving the String Isomorphism Problem for all input groups \( \Gamma \) in the class \( \tilde{\Gamma}_d \), the class of groups all of whose composition factors are isomorphic to a subgroup of \( S_d \) (the symmetric group on \( d \) points). To give a faster isomorphism test for graphs of small degree, Grohe et al. [14] follow the same route of considering the String Isomorphism Problem and provide an algorithm solving the problem in time \( n^{O((\log d)^c)} \) for the class of \( \tilde{\Gamma}_d \)-groups.

On the other hand, many algorithms exploiting the methods of Luks do so by solving more general problems. Indeed, a common extension is the Hypergraph Isomorphism Problem for \( \tilde{\Gamma}_d \)-groups. Here, the input consists of two hypergraphs \( \mathcal{H}_1 = (V, E_1) \) and \( \mathcal{H}_2 = (V, E_2) \) over the same set of vertices and a \( \tilde{\Gamma}_d \)-group \( \Gamma \leq \text{Sym}(V) \), and the task is to decide whether there is some \( \gamma \in \Gamma \) that transforms \( \mathcal{H}_1 \) into \( \mathcal{H}_2 \). As observed by Miller [26], with some small modifications, Luks’s algorithm for the String Isomorphism Problem immediately extends to the Hypergraph Isomorphism Problem. To be more precise, by an extension of the arguments of Luks [21], the Hypergraph Isomorphism Problem for \( \tilde{\Gamma}_d \)-groups can be solved in time \( (m + n)^{O(d)} \) where \( n \) denotes the number of vertices and \( m \) the number of edges. This fact is exploited by several of the algorithms mentioned above. For example, this includes the isomorphism tests for graphs of bounded genus [27], graphs excluding some fixed graph as a (topological) minor [31], color-\( t \)-bounded graphs [4], and unit square graphs [28]. Recently, an improved algorithm for the Hypergraph Isomorphism Problem for \( \tilde{\Gamma}_d \)-groups running in time \( n^{O(d)} m^{O(1)} \) was presented by Schweitzer and Wiebking [34]. While the algorithm of Schweitzer and Wiebking significantly improves the running for large numbers of hyperedges, this is irrelevant for the applications described above where the number of hyperedges is typically linearly bounded in the number of vertices of the original input graph.

The main contribution of this paper is to provide an algorithm for the Hypergraph Isomorphism Problem for \( \tilde{\Gamma}_d \)-groups running in time \( (n + m)^{O((\log d)^c)} \) for some absolute constant \( c \). Besides its potential applications outlined above, the Hypergraph Isomorphism Problem is of course also interesting in its own right. Indeed, there is also a long history of studying the Hypergraph Isomorphism Problem in itself. One of the first results in this direction was an algorithm testing isomorphism of hypergraphs in time \( 2^{O(n)} [22] \) where

\footnote{In [21] this class is denoted by \( \Gamma_d \). However, in the more recent literature, \( \Gamma_d \) often refers to a more general class of groups.}
assuming the hyperedges are not too large, this result was improved by Babai and Codenotti in [5] to a running of 
\[ n^\tilde{O}(k^2 \sqrt{n}) \] where \( \tilde{O}() \) hides polylogarithmic factors and \( k \) denotes the maximal size of a hyperedge. Again assuming small hyperedges, another improvement follows from the work of Grohe et al. [14] resulting in an isomorphism test for hypergraphs running in time 
\[ n^{O(k \cdot (\log n)^c)} \] for a constant \( c \).

Results. The main result of this paper is a faster algorithm for the Hypergraph Isomorphism Problem for \( \hat{\Gamma}_d \)-groups.

\begin{theorem}
The Hypergraph Isomorphism Problem for \( \hat{\Gamma}_d \)-groups can be solved in time 
\[ (n + m)^{O((\log d)^c)} \] for some absolute constant \( c \) where \( n \) denotes the number of vertices and \( m \) the number of edges of the input hypergraphs.
\end{theorem}

An immediate consequence of this result is the fastest algorithm for testing isomorphism of hypergraphs in general (assuming the number of hyperedges is moderately exponentially bounded in the number of vertices, i.e., \( m = 2^{O(n^{1-\varepsilon})} \) for some \( \varepsilon > 0 \)).

\begin{corollary}
The Hypergraph Isomorphism Problem can be solved in time 
\[ (n + m)^{O((\log n)^c)} \] for some absolute constant \( c \) where \( n \) denotes the number of vertices and \( m \) the number of edges of the input hypergraphs.
\end{corollary}

In particular, this result removes the dependence on \( k \), the maximal size of a hyperedge, in the running time. Observe that this improvement is significant if \( k \) is large and \( m \) is small compared to \( \binom{n}{k} \) (which is typical for many applications). Also, the last theorem generalizes the corresponding result for the String Isomorphism Problem for \( \hat{\Gamma}_d \)-groups obtained in [14].

For the algorithm, we take a similar route than the algorithm from [14] first normalizing the input to ensure a suitable variant of Babai’s Unaffected Stabilizers Theorem [1]. Based on this variant, Grohe et al. are able to extend the Local Certificates Routine, a key subroutine of Babai’s quasipolynomial-time algorithm [1], to the setting of \( \hat{\Gamma}_d \)-groups. Unfortunately, when going from strings to hypergraphs, there is no simple extension of the Local Certificates Routine even in the normalized setting from [14]. Intuitively speaking, the reason is that the Local Certificates Routine crucially exploits that positions in disjoint sets can be permuted independently of each other which is not the case for hypergraphs.

To circumvent this problem we introduce a novel simplification routine which is repeatedly executed during the Local Certificates Routine. The idea for the simplification is based on the following observation. Suppose that all hyperedges are identical on a window \( W \subseteq V \) (i.e., \( E_1 \cap W = E_2 \cap W \) for all hyperedges \( E_1, E_2 \in \mathcal{E} \)). In this case each permutation in \( \Gamma(V \setminus W) \) (the subgroup that fixes each position outside of \( W \)) is an automorphism as required by the Local Certificates Routine since there are no additional dependencies between \( W \) and \( V \setminus W \) coming from the hyperedges. The main idea is to always reduce to this simple case. Intuitively speaking, this is achieved as follows. Two hyperedges \( E_1, E_2 \subseteq V \) are \( W \)-equivalent if \( E_1 \cap W = E_2 \cap W \). The algorithm creates, for each equivalence class, a copy of the vertex set and associates all hyperedges from the equivalence class with this copy. After this modification, each copy satisfies the requirement that all hyperedges are \( W \)-equivalent (actually, to realize this modification, we shall consider a more general problem). This enables us to implement a Local Certificates Routine for hypergraphs which builds the central subroutine of our isomorphism test. Unfortunately, while this settles the original problem, it also creates several additional issues that need to be addressed and which require various extensions of existing techniques making the entire algorithm quite complicated.
With the Hypergraph Isomorphism Problem for $\Gamma_d$-groups being used as a subroutine in a number of algorithms, it is natural to ask for the implications of this result. One of the first examples in this direction is Miller’s algorithm for testing isomorphism of graphs of bounded genus [27]. However, Miller’s algorithm reduces the isomorphism problem for graphs of genus $g$ to the Hypergraph Isomorphism Problem where the input group is a $\Gamma_d$-tower rather than a $\Gamma_d$-group where $d = \mathcal{O}(g)$. The class of $\Gamma_d$-towers extends the class $\Gamma_d$ by, intuitively speaking, allowing to combine groups that are “almost” $\Gamma_d$-groups along a specified partition of the domain.

Since it is already completely unclear how to extend the algorithm of Grohe et al. [14] to $\Gamma_d$-towers it is not possible to use Miller’s algorithm directly. To still obtain a faster isomorphism test for graphs of small genus, we strengthen Miller’s result and develop a reduction from the isomorphism problem for graphs of genus $g$ to the Hypergraph Isomorphism Problem for $\Gamma_d$-groups where $d := 4g + 2$. Actually, our reduction works for any graph class that excludes $K_{3, h}$ as a minor (graphs of genus $g$ exclude $K_{3, 4g + 3}$ as a minor [32, 18]).

To build the reduction, we introduce $t$-CR-bounded graphs which extend the notion of color-$t$-bounded graphs introduced in [4]. Intuitively speaking, a vertex-colored graph is $t$-CR-bounded if the vertex-coloring of the graph can be turned into a discrete coloring (i.e., each vertex has its own color) by repeatedly applying the standard Color Refinement algorithm (see, e.g., [10, 19]) and by splitting color classes of size at most $t$. We show that the isomorphism problem for $t$-CR-bounded graphs can be solved in time $n^{O((\log t)^c)}$ by providing a reduction to the Hypergraph Isomorphism Problem for $\Gamma_t$-groups. While this result may already be interesting in its own right, the main purpose of the isomorphism problem for $t$-CR-bounded graphs in this paper is to serve as an intermediate problem.

We continue to prove that the isomorphism problem for graph classes that exclude $K_{3, h}$ as a minor is polynomial-time reducible to testing isomorphism of $t$-CR-bounded graphs where $t := h - 1$. This implies the following theorem.

▶ Theorem 3. The Graph Isomorphism Problem for graphs that exclude $K_{3, h}$ as a minor can be solved in time $n^{O((\log h)^c)}$ for some absolute constant $c$ where $n$ denotes the number of vertices of the input graphs.

The previous best algorithm for this setting is due to Ponomarenko [31] who provided a polynomial-time isomorphism test for graph classes that exclude an arbitrary minor. While Ponomarenko does not provide a precise analysis on the running time of his algorithm, the exponent depends at least linearly on $h$ when excluding $K_h$ as a minor. Hence, in the case of excluding $K_{3, h}$ as a minor, the above theorem significantly improves on all previous algorithms.

Finally, exploiting the fact that $K_{3, h}$ has Euler genus linear in $h$ [32, 18], we obtain the following corollary.

▶ Corollary 4. The Graph Isomorphism Problem for graphs of Euler genus at most $g$ can be solved in time $n^{O((\log g)^c)}$ for some absolute constant $c$ where $n$ denotes the number of vertices of the input graphs.

While the isomorphism problem for graphs of bounded genus is also fixed-parameter tractable [20] (again, the author does not analyze the dependence of the running time on $g$), the algorithm from the previous corollary is guaranteed to be faster as soon as the genus passes a threshold that is polylogarithmic in the number of vertices. Also, I remark that the isomorphism problem for graphs of bounded genus can be solved in logarithmic space [12].
As a another application of the isomorphism problem for \(t\)-CR-bounded graphs, we consider the isomorphism problem for hereditarily finite sets (see also [34]). Intuitively speaking, a hereditarily finite set over ground set \(V\) is any type of combinatorial object that can be built by iteratively taking sets and tuples over previously created objects. In particular, hereditarily finite sets include graphs, vertex- and arc-colored graphs, hypergraphs and relational structures. We further extend our previous result on the Hypergraph Isomorphism Problem for \(\hat{\Gamma}_{\Delta}\)-groups and show that isomorphism for any pair of hereditarily finite sets with a \(\hat{\Gamma}_{\Delta}\)-group can be tested in time \((n + m)^{O((\log d)^{\epsilon})}\) where \(n\) denotes the size of the ground set and \(m\) the size of the hereditarily finite sets. In case \(m\) is only moderately exponential in \(n\) (i.e., \(m = 2^{O(n^{1-\epsilon})}\) for some fixed \(\epsilon > 0\)) this improves over a previous algorithm of Schweitzer and Wiebking [34] (although it should be noted that Schweitzer and Wiebking actually solve a slightly more general problem).

**Related Work.** Another extension of Babai’s quasipolynomial-time algorithm has been independently proposed by Daniel Wiebking [37] providing another proof that the isomorphism problem for arbitrary hereditarily finite sets can be solved in quasipolynomial time. However, Wiebking not only solves the isomorphism problem for hereditarily finite sets as defined in this paper, but actually provides an algorithm for an extended setting where also implicitly represented labeling cosets are allowed as atomic objects for the hereditarily finite sets. Also, Wiebking gives a canonization algorithm which extends Babai’s recent canonization algorithm for graphs [2].

But on the other hand, the algorithmic framework of Wiebking [37] is not able to exploit any restrictions on the input group. Hence, the two results are incomparable with respect to the power of the algorithms obtained.

This is also highlighted by the applications. While the results of this paper allow the design of an algorithm solving the isomorphism problem for graphs of Euler genus at most \(g\) running in time \(n^{O((\log g)^{\epsilon})}\), Wiebking utilizes his algorithm to build an isomorphism test for graphs of tree-width at most \(k\) running in time \(n^{O((\log k)^{\epsilon})}\).

## 2 Preliminaries

**Graphs.** A graph is a pair \(G = (V(G), E(G))\) with vertex set \(V(G)\) and edge set \(E(G)\). Unless stated otherwise, all graphs are undirected and simple graphs, i.e., there are no loops or multiedges. In this setting an edge is denoted as \(vw\) where \(v, w \in V(G)\). The neighborhood of a vertex \(v\) is denoted \(N_G(v) := \{w \in V(G) \mid vw \in E(G)\}\). The degree of a vertex \(v \in V(G)\), denoted \(\deg_G(v)\), is the size of its neighborhood. Also, for a set of vertices \(X \subseteq V(G)\), the neighborhood of \(X\) is defined as \(N_G(X) := \{v \in V(G) \mid v \notin X\} \cup X\). Usually, we omit the index \(G\) if it is clear from the context and simply write \(N(v), N(X)\) and \(\deg(v)\). For \(X \subseteq V(G)\) the induced subgraph on \(X\) is \(G[X] := (X, \{vw \mid v, w \in X, vw \in E(G)\})\). Also, \(G - X := G[V(G) \setminus X]\) denotes the induced subgraph on the complement of \(X\).

Two graphs \(G\) and \(H\) are isomorphic if there is a bijection \(\varphi: V(G) \to V(H)\) such that \(vw \in E(G)\) if and only if \(\varphi(v)\varphi(w) \in E(H)\). In this case \(\varphi\) is an isomorphism from \(G\) to \(H\), which is also denoted by \(\varphi: G \cong H\). Moreover, \(\text{Iso}(G, H)\) denotes the set of all isomorphisms from \(G\) to \(H\). The automorphism group of \(G\) is \(\text{Aut}(G) := \text{Iso}(G, G)\). Observe that, if \(\text{Iso}(G, H) \neq \emptyset\), it holds that \(\text{Iso}(G, H) = \text{Aut}(G)\varphi := \{\gamma \varphi \mid \gamma \in \text{Aut}(G)\}\) for every isomorphism \(\varphi \in \text{Iso}(G, H)\). The Graph Isomorphism Problem takes as input two graphs \(G\) and \(H\) and asks whether they are isomorphic.
A (vertex-)colored graph is a tuple $G = (V(G), E(G), \chi_V)$ where $\chi_V: V(G) \to C$ is a mapping and $C$ is some finite set of colors. A vertex- and arc-colored graph is a tuple $G = (V(G), E(G), \chi_V, \chi_E)$ where $\chi_V: V(G) \to C$ is a vertex-coloring and $\chi_E: \{(v, w) \mid vw \in E(G)\} \to C$ is an arc-coloring, where $C$ is again some finite set of colors. Note that an uncolored graph can be interpreted as a vertex- and arc-colored graph where each vertex is assigned the same color as well as each (directed) edge is assigned the same color. The vertex color classes of a (colored) graph are the sets $\chi_V^{-1}(c)$ where $c \in C$. A vertex-coloring $\chi_V$ is discrete if all color classes are singletons, i.e., $\chi_V(v) \neq \chi_V(w)$ for all distinct $v, w \in V(G)$.

### Permutation Groups.

Next, we establish the basic notation for permutation groups required for this work. For a general background on group theory I refer to [33] whereas background on permutation groups can be found in [11].

A permutation group acting on a set $\Omega$ is a subgroup $\Gamma \leq \text{Sym}(\Omega)$ of the symmetric group. The size of the permutation domain $\Omega$ is called the degree of $\Gamma$ and, throughout this work, is denoted by $n = |\Omega|$. If $\Omega = [n]$ then we also write $S_n$ instead of $\text{Sym}(\Omega)$. Also, $\text{Alt}(\Omega)$ denotes the alternating group on the set $\Omega$ and, similar to the symmetric group, we write $A_n$ instead of $\text{Alt}(\Omega)$ if $\Omega = [n]$. For $\gamma \in \Gamma$ and $\alpha \in \Omega$ we denote by $\alpha^\gamma$ the image of $\alpha$ under the permutation $\gamma$. The set $\alpha^\Gamma := \{\alpha^\gamma \mid \gamma \in \Gamma\}$ is the orbit of $\alpha$. The group $\Gamma$ is transitive if $\alpha^\Gamma = \Omega$ for some (and therefore every) $\alpha \in \Omega$.

For $\alpha \in \Omega$ the group $\Gamma_\alpha := \{\gamma \in \Gamma \mid \alpha^\gamma = \alpha\} \leq \Gamma$ is the stabilizer of $\alpha$ in $\Gamma$. The group $\Gamma$ is semi-regular if $\Gamma_\alpha = \{\text{id}\}$ for all $\alpha \in \Omega$ (id denotes the identity element of the group). For $A \subseteq \Omega$ and $\gamma \in \Gamma$ let $A^\gamma := \{\alpha^\gamma \mid \alpha \in A\}$. The pointwise stabilizer of $A$ is the subgroup $\Gamma_A := \{\gamma \in \Gamma \mid \forall \alpha \in A: \alpha^\gamma = \alpha\}$. The setwise stabilizer of $A$ is the subgroup $\Gamma_A := \{\gamma \in \Gamma \mid A^\gamma = A\}$. For a $\Gamma$-invariant set $A \subseteq \Omega$ we denote by $\Gamma[A]$ the induced natural action of $\Gamma$ on $A$ (i.e., restricting every permutation to the set $A$).

In order to perform computational tasks for permutation groups efficiently it is infeasible to list all elements of a permutation group. Instead, permutation groups are represented by generating sets of small size. A set $S \subseteq \Gamma$, where $\Gamma \leq \text{Sym}(\Omega)$, is a generating set for $\Gamma$ if every $\gamma \in \Gamma$ can be written as a product $\gamma = s_1s_2 \ldots s_k$ of elements $s_1, \ldots, s_k \in S$. Indeed, most algorithms for permutation groups are based on so-called strong generating sets, which can be chosen of size quadratic in the degree of the group and can be computed in polynomial time given an arbitrary generating set (see, e.g., [35]). This enables the design of efficient algorithms for many basic computational problems for permutation groups (e.g., membership tests, computing the order of a group, the orbits of a group, and generating sets for pointwise stabilizers). For detailed background on algorithms for permutation groups I refer to [35].

### Groups with Restricted Composition Factors.

In this work we shall be interested in a particular subclass of permutation groups, namely groups with restricted composition factors. Let $\Gamma$ be a group. A subnormal series is a sequence of subgroups $\Gamma = \Gamma_0 \trianglerighteq \Gamma_1 \trianglerighteq \cdots \trianglerighteq \Gamma_k = \{\text{id}\}$. The length of the series is $k$ and the groups $\Gamma_{i−1}/\Gamma_i$ are the factor groups of the series, $i \in [k]$. A composition series is a strictly decreasing subnormal series of maximal length. For every finite group $\Gamma$ all composition series have the same family of factor groups considered as a multi-set (cf. [33]). A composition factor of a finite group $\Gamma$ is a factor group of a composition series of $\Gamma$.

**Definition 5.** For $d \geq 2$ let $\widehat{\Gamma}_d$ denote the class of all groups $\Gamma$ for which every composition factor of $\Gamma$ is isomorphic to a subgroup of $S_d$. 
We want to stress the fact there are two similar classes of groups both typically denoted by \( \Gamma_d \) in the literature. One is the class we define as \( \hat{\Gamma}_d \) introduced by Luks [21] while the other one used in [3] in particular allows simple groups of Lie type of bounded dimension as composition factors.

### 3 Isomorphism for Hypergraphs

In the following we provide a very high-level sketch of the algorithm solving the Hypergraph Isomorphism Problem for \( \hat{\Gamma}_d \)-groups. For all details I refer to the full version of this paper [30].

#### 3.1 The Generalized String Isomorphism Problem

For the purpose of building a recursive algorithm, we consider a slightly different problem that crucially allows us to modify instances in a certain way exploited later on.

Let \( \Gamma \leq \text{Sym}(\Omega) \) be a group and let \( \Psi \) be a partition of the set \( \Omega \). The partition \( \Psi \) is \( \Gamma \)-invariant if \( \Psi^\gamma = \Psi \) for all \( \gamma \in \Gamma \) where \( \Psi^\gamma := \{P^\gamma \mid P \in \Psi\} \). A \( \Psi \)-string is a pair \((P, \rho)\) where \( P \in \Psi \) and \( \rho : P \to \Sigma \) is a string over a finite alphabet \( \Sigma \). For \( \sigma \in \text{Sym}(\Omega) \) the string \( \sigma^\rho \) is defined by \( \sigma^\rho : P^\sigma \to \Sigma : \alpha \mapsto \rho(\sigma^{-1}\alpha) \). A permutation \( \sigma \in \text{Sym}(\Omega) \) is a \( \Gamma \)-isomorphism from \((P, \rho)\) to a second \( \Psi \)-string \((Q, \eta)\) if \( \sigma \in \Gamma \) and \((P^\sigma, \sigma^\rho) = (Q, \eta)\).

**Definition 6.** The Generalized String Isomorphism Problem takes as input a permutation group \( \Gamma \leq \text{Sym}(\Omega) \), a \( \Gamma \)-invariant partition \( \Psi \) of the set \( \Omega \), and \( \Psi \)-strings \((P_1, \rho_1), \ldots, (P_m, \rho_m)\) and \((Q_1, \eta_1), \ldots, (Q_m, \eta_m)\), and asks whether there is some \( \gamma \in \Gamma \) such that

\[
\{(P_1^\gamma, \rho_1^\gamma), \ldots, (P_m^\gamma, \rho_m^\gamma)\} = \{(Q_1, \eta_1), \ldots, (Q_m, \eta_m)\}.
\]

We usually denote \( \mathcal{X} = \{(P_1, \rho_1), \ldots, (P_m, \rho_m)\} \) and \( \mathcal{Y} = \{(Q_1, \eta_1), \ldots, (Q_m, \eta_m)\} \). Also, \( \text{Iso}_\Gamma(\mathcal{X}, \mathcal{Y}) \) denotes the set of \( \Gamma \)-isomorphisms from \( \mathcal{X} \) to \( \mathcal{Y} \) and \( \text{Aut}_\Gamma(\mathcal{X}) := \text{Iso}(\mathcal{X}, \mathcal{X}) \).

It is easy to see that the Hypergraph Isomorphism Problem can be reduced to the Generalized String Isomorphism Problem choosing \( \Psi \) to be the trivial partition consisting of one block and adding strings \( \rho_E : V \to \{0, 1\} \) for each hyperedge \( E \) where \( \rho_E(v) = 1 \) if and only if \( v \in E \).

For the rest of this section we denote by \( n := |\Omega| \) the size of the domain, and \( m \) denotes the size of \( \mathcal{X} \) and \( \mathcal{Y} \) (we always assume \( |\mathcal{X}| = |\mathcal{Y}| \), otherwise the problem is trivial). The goal of this section is to provide an algorithm solving the Generalized String Isomorphism Problem for \( \hat{\Gamma}_d \)-groups in time \( (n + m)^{O((\log d)^c)} \) for some absolute constant \( c \).

We start by introducing some additional notation. For every \( P \in \Psi \) define \( \mathcal{X}[[P]] := \{\rho : P \to \Sigma \mid (P, \rho) \in \mathcal{X}\} \) and also let \( m_{\mathcal{X}}(P) := |\mathcal{X}[[P]]| \). We say that \( \mathcal{X} \) is completely occupied if \( m_{\mathcal{X}}(P) \geq 1 \) for every \( P \in \Psi \). Also, we say that \( \mathcal{X} \) is simple if \( m_{\mathcal{X}}(P) \leq 1 \) for every \( P \in \Psi \).

We will assume throughout this work that all sets of \( \Psi \)-strings encountered are completely occupied, also if not explicitly stated. Note that an instance, which is not completely occupied, can be easily turned into one, that is completely occupied, by introducing additional \( \Psi \)-strings. Also, for a set \( A \subseteq \Omega \) and a set of \( \Psi \)-strings \( \mathcal{X} \) define

\[
\mathcal{X}[A] := \{(P \cap A, \rho(A \cap P)) \mid (P, \rho) \in \mathcal{X}, P \cap A \neq \emptyset\}
\]

to be the subinstance induced by \( A \) where \( \rho(A \cap P) \) denotes the substring induced by \( A \cap P \).
3.2 Normalization of the Group Action

The main hurdle to build the algorithm for the Generalized String Isomorphism Problem is an extension of the Local Certificates Routine introduced by Babai for his quasipolynomial time isomorphism test [1]. Similar to [14], our algorithm exploits a variant of the Unaffected Stabilizers Theorem for $\Gamma_d$-group which builds the theoretical foundation for the Local Certificates algorithm.

However, this variant of the Unaffected Stabilizers Theorem for $\Gamma_d$-groups additionally requires the input group to have an almost $d$-ary sequence of partitions.

For a partition $\mathcal{B}$ of the set $\Omega$ and $S \subseteq \Omega$ let $\mathcal{B}[S] := \{ B \cap S \mid B \in \mathcal{B}, B \cap S \neq \emptyset \}$ denote the induced subpartition of $\mathcal{B}$ on the set $S$. Let $\mathcal{B}'$ be a second partition of $\Omega$. We say that $\mathcal{B}'$ refines $\mathcal{B}$, denoted $\mathcal{B}' \preceq \mathcal{B}$, if for every $B' \in \mathcal{B}'$ there is some $B \in \mathcal{B}$ such that $B' \subseteq B$. If additionally $\mathcal{B}' \neq \mathcal{B}$ the partition $\mathcal{B}'$ strictly refines $\mathcal{B}$ which is denoted $\mathcal{B}' \prec \mathcal{B}$. Also, for a group $\Gamma \leq \text{Sym}(\Omega)$ such that $\mathcal{B}$ and $\mathcal{B}'$ are $\Gamma$-invariant, let $\Gamma_B[\mathcal{B}][B] \leq \text{Sym}(\mathcal{B}[B])$ denote the induced natural action of $\Gamma_B$ on $\mathcal{B}[B]$ for every $B \in \mathcal{B}$. Finally, recall that a group $\Gamma \leq \text{Sym}(\Omega)$ is semi-regular if the only element with fixed points is the identity.

**Definition 7** (Almost $d$-ary Sequences of Partitions). Let $\Gamma \leq \text{Sym}(\Omega)$ be a group and let $\{\Omega\} = \mathcal{B}_0 \succ \cdots \succ \mathcal{B}_k = \{\{\alpha\} \mid \alpha \in \Omega\}$ be a sequence of $\Gamma$-invariant partitions. The sequence $\mathcal{B}_0 \succ \cdots \succ \mathcal{B}_k$ is almost $d$-ary if for every $i \in [k]$ and $B \in \mathcal{B}_{i-1}$ it holds that
1. $|\mathcal{B}_i[B]| \leq d$, or
2. $\Gamma_{B_i}[\mathcal{B}_i[B]]$ is semi-regular.

Since not every $\Gamma_d$-group $\Gamma \leq \text{Sym}(\Omega)$ has an almost $d$-ary sequence of partitions, the first step of the algorithm is to normalize the input group. By a simple adaption of the arguments from [14] (see also [29]) we can obtain the following theorem normalizing the input to the Generalized String Isomorphism Problem.

**Theorem 8.** Let $(\Gamma, \mathcal{P}, \mathcal{X}, \mathcal{Y})$ be an instance of the Generalized String Isomorphism Problem where $\Gamma \leq \text{Sym}(\Omega)$ is a $\Gamma_d$-group.

Then there is a set $\Omega^*$, a monomorphism $\varphi : \Gamma \to \text{Sym}(\Omega^*)$, an almost $d$-ary sequence of partitions $\mathcal{B}_0^* \succ \mathcal{B}_1^* \succ \cdots \succ \mathcal{B}_k^*$ for $\Gamma^*$, and an instance $(\Gamma^*, \mathcal{P}^*, \mathcal{X}^*, \mathcal{Y}^*)$ of the Generalized String Isomorphism Problem such that the following properties are satisfied:
1. $|\Omega^*| \leq n_{\text{norm}}(d)+1$ where $n_{\text{norm}}(d) = O(\log d)$,
2. there is some $i \in [k]$ such that $\mathcal{P}^* = \mathcal{B}_i^*$, and
3. $\gamma \in \text{Iso}_\Omega(\mathcal{X}, \mathcal{Y})$ if and only if $\varphi(\gamma) \in \text{Iso}_{\Omega^*}(\mathcal{X}^*, \mathcal{Y}^*)$ for every $\gamma \in \Gamma$.

Moreover, given $\Gamma \leq \text{Sym}(\Omega)$, there is an algorithm computing the desired objects in time polynomial in the input size and the size of $\Omega^*$.

Hence, in the following we restrict ourselves to the case where the input group has an almost $d$-ary sequence of partitions. In particular, this allows us to use the variant of the Unaffected Stabilizers Theorem proved in [14].

3.3 Creating Global Automorphisms from Local Information

The variant of the Unaffected Stabilizers Theorem from [14] provides us with the group-theoretic foundation to extend Babai’s Local Certificates Routine [1] to the setting of hypergraphs. However, there is a second problem in generalizing the Local Certificates Routine that needs to be addressed.

Let $\Gamma \leq \text{Sym}(\Omega)$ be a $\Gamma_d$-group, $\mathcal{P}$ a $\Gamma$-invariant partition of $\Omega$, and $\mathcal{X}, \mathcal{Y}$ two sets of $\mathcal{P}$-strings. In a nutshell, the Local Certificates Routine considers a $\Gamma$-invariant window $W \subseteq \Omega$ such that $\Gamma[W] \leq \text{Aut}(\mathcal{X}[W])$ (i.e., the group $\Gamma$ respects $\mathcal{X}$ restricted to the window $W$) and
aims at creating automorphisms of the entire structure $X$ (from the local information that $\Gamma$ respects $X$ on the window $W$). In order to create these automorphisms the Local Certificates Routine considers the group $\Gamma_{(\Omega \setminus W)}$ fixing every point outside of $W$. Intuitively speaking, the Unaffected Stabilizers Theorem (resp. the variant suitable for $\Gamma_E$-groups) guarantees that the group $\Gamma_{(\Omega \setminus W)}$ is large. For the String Isomorphism Problem it is easy to see $\Gamma_{(\Omega \setminus W)}$ consists only of automorphisms of the input string since there are no dependencies between the positions within the window $W$ and outside of $W$. However, for the Generalized String Isomorphism Problem, this is not true anymore. In other words, in order to compute $\text{Aut}(X)$, it is not possible to consider $X[W]$ and $X[\Omega \setminus W]$ independently.

Our solution to this problem is guided by the following simple observation. Suppose that $X[W]$ is simple, i.e., $m_X[W](P) = 1$ for all $P \in \mathcal{P}[W]$. In this case it is possible to consider $X[W]$ and $X[\Omega \setminus W]$ independently as the next lemma indicates.

\textbf{Lemma 9.} Let $\Gamma \leq \text{Sym}(\Omega)$ be a permutation group, let $\mathcal{P}$ be a $\Gamma$-invariant partition of $\Omega$ and $X$ a set of $\mathcal{P}$-strings. Also suppose $W \subseteq \Omega$ is a $\Gamma$-invariant window such that $X[W]$ is simple and $\Gamma[W] \leq \text{Aut}(X[W])$. Then $\Gamma_{(\Omega \setminus W)} \leq \text{Aut}(X)$.

\textbf{Proof.} Let $\gamma \in \Gamma_{(\Omega \setminus W)}$ and $(P, r) \in X$. It suffices to show that $(P^\gamma, r^\gamma) \in X$. First suppose $P \subseteq W$. Then $(P, r) \in X[W]$ and $(P^\gamma, r^\gamma) \in X[W]$. Moreover, $P^\gamma \subseteq W$ since $W$ is $\Gamma$-invariant. Hence, $(P^\gamma, r^\gamma) \in X$.

Otherwise $P \cap (\Omega \setminus W) \neq \emptyset$. Since $\alpha^\gamma = \alpha$ for all $\alpha \in \Omega \setminus W$ it follows that $P^\gamma \cap P \neq \emptyset$. Using the fact that $\mathcal{P}$ is $\Gamma$-invariant this implies that $P^\gamma = P$. To complete the proof it is argued that $r^\gamma = r$. Let $\alpha \in P$. If $\alpha \notin W$ then $r^\gamma(\alpha) = r^\gamma(\alpha^\gamma) = r(\alpha^{\gamma^{-1}}) = r(\alpha)$. So assume $\alpha \in W$. Since $\gamma[W] \in \text{Aut}(X[W])$ it holds that $((P \cap W)^\gamma, (r(P \cap W))^\gamma) = (P \cap W, (r(P \cap W))^\gamma) \in X[W]$. But this means $(r(P \cap W))^\gamma = r(P \cap W)$ since $X[W]$ is simple. Hence $r^\gamma(\alpha) = r(\alpha)$.

Let $W \subseteq \Omega$ be a $\Gamma$-invariant set such that $X[W] \leq \text{Aut}(X[W])$ (this is the case during the Local Certificates Routine). In order to solve the problem described above in general, the basic idea is to modify the instance in such a way that $X[W]$ becomes simple. This allows us to apply Lemma 9 and eventually, to extend the Local Certificates Routine to our setting. This modification is one of the key conceptual contributions of this work.

Consider a set $P \in \mathcal{P}$. In order to “simplify” the instance we define an equivalence relation on the set $X[[P]]$ of all strings contained in $P$. Two $\mathcal{P}$-strings $(P, r_1)$ and $(P, r_2)$ are $W$-equivalent if they are identical on the window $W$, i.e., $r_1[W] = r_2[W]$. For each equivalence class we create a new block $P'$ containing exactly the strings from the equivalence class. Since the group $\Gamma$ respects the induced subinstance $X[W]$ it naturally acts on the equivalence classes. This process is visualized in Figure 1 and formalized below.

Consider the natural homomorphism $\psi: \Gamma \to \text{Sym}(X[W])$. Now let $\Omega' := \bigcup_{P \in \mathcal{P}} P \times \{r \in [W \cap P] \mid (P, r) \in X\}$ and $\mathcal{P}' := \{P \times \{r \in [W \cap P] \mid (P, r) \in X\} \mid (P, r) \in X\}$. Also define

$$
X' := \left\{(P \times \{r \in [W \cap P]\}, r': P \times \{r \in [W \cap P]\} \to \Sigma : (\alpha, r[W \cap P]) \mapsto r(\alpha) \mid (P, r) \in X\right\}
$$

and similarly define $\mathcal{P}'$ for the instance $\mathcal{P}$. Note that $X'$ and $\mathcal{P}'$ are sets of $\mathcal{P}'$-strings. Finally, the group $\Gamma$ faithfully acts on the set $\Omega'$ via $(\alpha, z)^\gamma = (\alpha^\gamma, z^\gamma)$ yielding an injective homomorphism $\psi: \Gamma \to \text{Sym}(\Omega')$. Define $\Gamma' := \Gamma^\psi$. It can be easily checked that the updated instance is equivalent to the original instance. Also, $X'[W']$ is simple where $W' := \{\alpha, z \in \Omega' \mid \alpha \in W\}$.

While this simplification allows us to treat $X'[W']$ and $X'[W' \setminus \Omega']$ independently and thus solves the above problem, it creates several additional issues that need to be addressed. First, this modification may destroy the normalization property (i.e., the existence of an
Moreover, assume that \( \{ i, j \} \) for all \( i, j \in [\ell] \). Let \( (\mathcal{X}_i)_{i \in [p]} \) be a list of sets of \( \mathcal{P} \)-strings. Also let \( W \subseteq \Omega \) be a \( \Gamma \)-invariant set such that \( \Gamma[W] \leq \text{Aut}(\mathcal{X}_i[W]) \) for all \( i \in [p] \). Moreover, assume that \( \mathcal{X}_i[W] = \mathcal{X}_j[W] \) for all \( i, j \in [p] \).

Then there is an equivalence relation \( \sim \) on the set \( [p] \) such that \( \mathcal{X}_i \cong \mathcal{X}_j \) implies \( i \sim j \) for all \( i, j \in [p] \), and for each equivalence class \( A \subseteq [p] \), we get the following:

\[ \text{Theorem 11.} \]

**Figure 1** A set \( X \) of \( \mathcal{P} \)-strings is given in the top and the “simplified” instance \( X' \) is given below. The window \( W \) is marked in gray. Note that \( X'[W] \) is simple where \( W' \) denotes the window marked in gray in the bottom part of the figure.

almost \( d \)-ary sequence of partitions. As a result, the Local Certificates Routine constantly needs to renormalize the input instances which requires a precise analysis of the increase in size occurring from the renormalization (see Theorem 8). In order to be able to still analyze the progress made by the recursion, we introduce the notion of a virtual size of an instance.

**Definition 10.** Let \( \mathcal{P} \) be a partition of \( \Omega \) and suppose \( X \) is a set of \( \mathcal{P} \)-strings. The \( d \)-virtual size of \( X \) is defined by

\[
\nu(X) = \sum_{P \in \mathcal{P}} |P| \cdot (m_X(P))^{\nu_{\text{norm}}(d)+1}.
\]

Here, \( \nu_{\text{norm}}(d) = \mathcal{O}(\log d) \) refers to the normalization cost defined in Theorem 8. Hence, the \( d \)-virtual size of \( X \) is bounded by \( (m + n)^{\mathcal{O}(\log d)} \) and it suffices to analyze the running time of all subroutines in terms of the virtual size of the input instances. Intuitively speaking, the idea of the virtual size is to take into account the cost of all potential renormalization steps which means that, when the algorithm renormalizes an instance, while its actual size might grow significantly, its virtual size does not. This allows us to measure the progress made by the recursive algorithm although instances might grow significantly.

The renormalization of instances also creates another problem. In the aggregation of local certificates, the outputs of the Local Certificates Routine are compared with each other requiring the outputs to be isomorphism-invariant. However, the renormalization procedure is not isomorphism-invariant. Our solution to this problem is to run the Local Certificates Routine in parallel on all pairs of test sets compared later on. This way, we can ensure that all instances are normalized in the same way.

This simplification procedure is formalized by the next technical theorem which combines all the requirements outlined above, including the renormalization steps, into a single statement.

**Theorem 11.** Let \( \Gamma \leq \text{Sym}(\Omega) \) be a \( \hat{\Gamma} \)-group and \( \mathcal{P} \) be a \( \Gamma \)-invariant partition of \( \Omega \). Also suppose \( \{ \Omega \} = \mathcal{P}_0 \succ \mathcal{P}_1 \succ \cdots \succ \mathcal{P}_\ell = \{ \{ \alpha \} \mid \alpha \in \Omega \} \) forms an almost \( d \)-ary sequence of \( \Gamma \)-invariant partitions such that \( \mathcal{P}_i = \mathcal{P}_i \) for some \( i \in [\ell] \). Let \( (\mathcal{X}_i)_{i \in [p]} \) be a list of sets of \( \mathcal{P} \)-strings. Also let \( W \subseteq \Omega \) be a \( \Gamma \)-invariant set such that \( \Gamma[W] \leq \text{Aut}(\mathcal{X}_i[W]) \) for all \( i \in [p] \). Moreover, assume that \( \mathcal{X}_i[W] = \mathcal{X}_j[W] \) for all \( i, j \in [p] \).

Then there is an equivalence relation \( \sim \) on the set \( [p] \) such that \( \mathcal{X}_i \cong \mathcal{X}_j \) implies \( i \sim j \) for all \( i, j \in [p] \), and for each equivalence class \( A \subseteq [p] \), we get the following:
A set \( \Omega^* \), a group \( \Gamma^* \leq \text{Sym}(\Omega) \), elements \( \lambda_i \in \Gamma \) for all \( i \in A \), a monomorphism \( \varphi: \Gamma^* \to \Gamma \), a window \( W^* \subseteq \Omega^* \), a sequence of partitions \( \{\Omega^*\} = \mathcal{B}_0^* \supset \mathcal{B}_1^* \supset \cdots \supset \mathcal{B}_t^* = \{\{\alpha\} \mid \alpha \in \Omega^*\} \), and a list of \( \mathcal{P} \)-strings \( (X_i^*)_{i \in A} \), such that the following properties are satisfied:

(A) the sequence \( \mathcal{B}_0^* \supset \cdots \supset \mathcal{B}_t^* \) forms an almost \( d \)-ary sequence of \( \Gamma^* \)-invariant partitions,

(B) \( W^* \) is \( \Gamma^* \)-invariant and \( \Gamma^*[W^*] \leq \text{Aut}(X_i^*[W^*]) \) for all \( i \in A \),

(C) there is some \( i \in [k] \) such that \( \mathcal{P}^* = \mathcal{B}_i^* \),

(D) \( \text{Iso}_T(X_i, X_j) = \lambda_i^{-1}(\text{Iso}_T(X_i^*, X_j^*)) \lambda_j \) for all \( i, j \in A \),

(E) \( X_i^*[W^*] \) is simple for all \( i \in A \),

(F) for \( s \) the virtual size of \( X_i \) and \( s^* \) the virtual size of \( X_i^* \) it holds that \( s^* \leq s \), and

(G) for \( s \) the virtual size of \( X_i[\Omega \setminus W] \) and \( s^* \) the virtual size of \( X_i^*[\Omega^* \setminus W^*] \) it holds that \( s^* \leq s \).

Moreover, there is an algorithm computing the desired objects in time \( p^2 \cdot (n + m)^{O((\log d)^c)} \) for some absolute constant \( c \).

### 3.4 The Local Certificates Routine

In this subsection the Local Certificates Routine originally introduced in [1] is lifted to the Generalized String Isomorphism Problem for \( \hat{\Gamma}_d \)-group which builds the crucial step of extending the group-theoretic techniques of Babai’s quasipolynomial time isomorphism test to the setting of this paper.

Let \( T \leq \text{Sym}(\Omega) \) be a permutation group and let \( (\Gamma, \mathcal{P}, X, \mathcal{Q}) \) be an instance of the Generalized String Isomorphism Problem. Furthermore let \( \varphi: \Gamma \to S_k \) be a giant representation, i.e., a homomorphism \( \varphi: \Gamma \to S_k \) such that \( \Gamma^\varphi \geq A_k \). For the description of the Local Certificates Routine we extend the notation of set- and point-wise stabilizers for the group \( \Gamma \) to the action on the set \( [k] \) defined via the giant representation \( \varphi \). For a set \( T \subseteq [k] \) let \( \Gamma_T := \varphi^{-1}(\Gamma^\varphi T) \) and \( \Gamma_T := \varphi^{-1}(\Gamma^\varphi T) \).

The basic approach of the Local Certificates Routine is to consider test sets \( T \subseteq [k] \) of logarithmic size.

#### Definition 12. A test set \( T \subseteq [k] \) is full if \( (\text{Aut}_T(X))^\varphi[T] \geq \text{Alt}(T) \). A certificate of fullness is a subgroup \( \Delta \leq \text{Aut}_T(X) \) such that \( \Delta^\varphi[T] \geq \text{Alt}(T) \). A certificate of non-fullness is a non-giant \( \Lambda \leq \text{Sym}(T) \) such that \( (\text{Aut}_T(X))^\varphi[T] \leq \Lambda \).

The central part of the algorithm is to determine for each test set \( T \subseteq [k] \) (of size \( t \) approximately logarithmic in \( d \)) whether \( T \) is full and, depending on the outcome, compute a certificate of fullness or a certificate of non-fullness. Actually, in order to decide isomorphism, non-fullness certificates are also required for pairs of test sets. All of this is achieved by the following theorem.

#### Theorem 13. Let \( \mathcal{P} \) be a partition of \( \Omega \), \( X \) and \( \mathcal{Q} \) two sets of \( \mathcal{P} \)-strings. Let \( s \) be the \( d \)-virtual size of \( X \) and \( \mathcal{Q} \). Also let \( \Gamma \leq \text{Sym}(\Omega) \) a \( \hat{\Gamma}_d \)-group that has an almost \( d \)-ary sequence of partitions \( \mathcal{B}_0 \supset \cdots \supset \mathcal{B}_t \) such that \( \mathcal{P} = \mathcal{B}_i \) for some \( i \in [t] \). Furthermore suppose there is a giant representation \( \varphi: \Gamma \to S_k \) and let \( k \geq t > \max\{8, 2 + \log_2 d\} \). Finally, define \( T = \{(X, T), (\mathcal{Q}, T) \mid T \subseteq [k], |T| = t\} \). For every \( (Z_1, T_1), (Z_2, T_2) \in T \) one can compute

(i) if \( T_1 \) is full with respect to \( Z_1 \), a group \( \Delta := \Delta(Z_1, T_1) \leq \text{Aut}(Z_1) \) such that \( \Delta^\varphi[T_1] \geq \text{Alt}(T_1) \), or

(ii) if \( T_1 \) is not full with respect to \( Z_1 \), a non-giant group \( \Lambda := \Lambda(T_1, Z_1, T_2, Z_2) \leq \text{Sym}(T_1) \) and a bijection \( \lambda := \lambda(T_1, Z_1, T_2, Z_2): T_1 \to T_2 \) such that

\[
\left\{ \gamma^\varphi \big| T_1 \left| T_1 \right| \gamma \in \text{Iso} \left( Z_1, Z_2 \right) \land T_1 \left( T_1 \right)^\varphi = T_2 \right\} \leq \Lambda \lambda.
\]
Moreover, the output is isomorphism-invariant, i.e., for every two pairs \((Z_1, T_1), (Z_2, T_2) \in \mathcal{T}\) and \((Z_1', T_1'), (Z_2', T_2') \in \mathcal{T}\) and isomorphisms \(\gamma_i \in \text{Iso}_\gamma((Z_1, T_1), (Z_1', T_1'))\), \(i \in \{1, 2\}\), it holds that
(a) if \(T_1\) is full with respect to \(Z_1\), then \((\Delta(T_1, Z_1))^{\gamma_1} = \Delta(T_1', Z_1')\), and
(b) if \(T_1\) is not full with respect to \(Z_1\), then
\[
\varphi(\gamma_1^{-1})\Lambda(T_1, Z_1, T_2, Z_2)\lambda(T_1, Z_1, T_2, Z_2)\varphi(\gamma_2) = \Lambda(T_1', Z_1', T_2', Z_2')\lambda(T_1', Z_1', T_2', Z_2').
\]
Moreover, there are numbers \(s_1, \ldots, s_r \leq s/2\) such that \(\sum_{i=1}^{r} s_i \leq 4k^d t \cdot t! \cdot s\) and, for each \(i \in [r]\) using a recursive call to the Generalized String Isomorphism Problem for instances of \(d\)-virtual size at most \(s_i\), and \(k^{O(t)} \cdot t! \cdot (n + m)^{O((\log d)^{\gamma})}\) additional computation steps, an algorithm can compute all desired objects.

The algorithm is similar to the standard Local Certificates Routine implemented in Babai’s quasipolynomial-time isomorphism test [1]. A main difference is that, in each iteration, the algorithm runs the subroutine implemented in Theorem 11 to “simplify” all instances as described in the previous subsection. This guarantees that, throughout the execution of the algorithm, the prerequisites of Lemma 9 are satisfied allowing for the construction of global automorphisms from local information.

### 3.5 An Algorithm for the Generalized String Isomorphism Problem

With the Local Certificates Routine for sets of \(\mathcal{A}\)-strings presented above it is possible to provide an algorithm for the Hypergraph Isomorphism Problem assuming the input group is equipped with an almost \(d\)-ary sequence of partitions. The algorithm mostly follows the same patterns as in [14] giving the corresponding result for the String Isomorphism Problem by replacing the Local Certificates Routine.

- **Theorem 14.** There is an algorithm that, given a partition \(\mathcal{P}\) of \(\Omega\), a \(\Gamma_d\)-group \(\Gamma \leq \text{Sym}(\Omega)\), two sets of \(\mathcal{A}\)-strings \(X, Y\) and an almost \(d\)-ary sequence of partitions \(\mathcal{B}_0 \succ \cdots \succ \mathcal{B}_t\) for \(\Gamma\) such that \(\mathcal{P} = \mathcal{B}_0\) for some \(i \in [t]\), computes a representation for \(\text{Iso}_\gamma(X, Y)\) in time \((n + m)^{O((\log d)^{\gamma})}\), for an absolute constant \(c\).

Combining Theorem 8 and 14 gives the main technical result of this work.

- **Theorem 15.** The Generalized String Isomorphism Problem for \(\Gamma_d\)-groups can be solved in time \((n + m)^{O((\log d)^{\gamma})}\) for some constant \(c\).

As an immediate consequence we obtain one of the main results of this paper.

- **Corollary 16 (Theorem 1 restated).** The Hypergraph Isomorphism Problem for \(\Gamma_d\)-groups can be solved in time \((n + m)^{O((\log d)^{\gamma})}\) for some constant \(c\).

### 4 Color Refinement and Small Color Classes

In the following two sections we present applications of the improvement obtained for the Hypergraph Isomorphism Problem for \(\Gamma_d\)-groups. Towards this end, we first introduce the notion of \(t\)-CR-bounded graphs and present an isomorphism test for such graphs running in time \(n^{O((\log d)^{\gamma})}\). The notion of \(t\)-CR-bounded graphs generalizes color-\(t\)-bounded graphs considered in [4] in the context of the isomorphism problem for strongly regular graphs. But more importantly, the isomorphism problem for \(t\)-CR-bounded graphs can serve as an intermediate problem for designing faster isomorphism tests for important classes of graphs.
For example, there is a simple polynomial-time Turing reduction from the isomorphism problem for graphs of maximum degree $d$ to the isomorphism problem for $d$-CR-bounded graphs. Hence, our results may be seen as a generalization to the isomorphism test for graphs of small degree presented in [14]. Moreover, in the next section, we present a polynomial-time Turing reduction from the isomorphism problem for graphs of genus at most $g$ to the isomorphism problem for $(4g+2)$-CR-bounded graphs. As a result, isomorphism for graphs of genus at most $g$ can be tested in time $n^{O((\log g)^g)}$.

The definition of $t$-CR-bounded graphs builds on the Color Refinement algorithm, a simple combinatorial algorithm that iteratively refines a vertex-coloring in an isomorphism-invariant manner and which forms a fundamental algorithmic tool in the context of the Graph Isomorphism Problem (see, e.g., [4, 7, 8, 24, 25, 36]). We start by formally defining the outcome of the Color Refinement algorithm in the next subsection.

### 4.1 The Color Refinement Algorithm

Let $G$ be a graph with vertex coloring $\chi_V : V(G) \to C_V$ and arc coloring $\chi_E : \{(v, w) \mid vw \in E(G)\} \to C_E$. The Color Refinement algorithm is a procedure that, given a vertex- and arc-colored graph $G$, iteratively computes an isomorphism-invariant refinement $\chi_{\text{CR}}[G]$ of the vertex-coloring $\chi_V$.

Let $\chi_1, \chi_2 : V \to C$ be colorings of vertices where $C$ is some finite set of colors. The coloring $\chi_1$ refines $\chi_2$, denoted $\chi_1 \leq \chi_2$, if $\chi_1(v) = \chi_2(v)$ implies $\chi_2(v) = \chi_2(w)$ for all $v, w \in V$. The colorings $\chi_1$ and $\chi_2$ are equivalent, denoted $\chi_1 \equiv \chi_2$, if $\chi_1 \leq \chi_2$ and $\chi_2 \leq \chi_1$.

Given a vertex- and arc-colored graph $G$, the Color Refinement algorithm computes an isomorphism-invariant coloring $\chi_{\text{CR}}[G]$ as follows. The initial coloring for the algorithm is defined as $\chi_{(0)}[G] := \chi_V$, the vertex-coloring of the input graph. The initial coloring is refined by iteratively computing colorings $\chi_{(i)}[G]$ for $i > 0$. For $i > 0$ define $\chi_{(i)}[G](v) := (\chi_{(i-1)}[G](v), \mathcal{M}_i(v))$ where

$$\mathcal{M}_i(v) := \{(\chi_{(i-1)}[G](w), \chi_E(v, w), \chi_E(w, v)) \mid w \in N_G(v)\}.$$ 

From the definition of the colorings it is immediately clear that $\chi_{(i+1)}[G] \leq \chi_{(i)}[G]$. Now let $i \in \mathbb{N}$ be the minimal number such that $\chi_{(i)}[G] \equiv \chi_{(i+1)}[G]$. For this $i$, the coloring $\chi_{(i)}[G]$ is called the stable coloring of $G$ and is denoted by $\chi_{\text{CR}}[G]$.

The Color Refinement algorithm takes as input a (vertex- and arc-colored) graph $G$ and computes (a coloring that is equivalent to) $\chi_{\text{CR}}[G]$. I remark that this can be implemented in time almost linear in the number of vertices and edges (see, e.g., [9]).

### 4.2 Splitting Small Color Classes

Having defined the Color Refinement algorithm, we can now define the notion of $t$-CR-bounded graphs. The basic idea behind $t$-CR-bounded graphs is the following. Suppose $(G, \chi)$ is a vertex-colored graph. Then $(G, \chi)$ is $t$-CR-bounded if it is possible to transform $\chi$ into a discrete coloring (i.e., a coloring where each vertex has its own color) by repeatedly performing the following two operations: applying the Color Refinement algorithm and completely splitting color classes of size at most $t$ (i.e., assigning every vertex in such a color class its own color).

For formal reasons, we actually define $t$-CR-bounded pairs where an additional set $S \subseteq V(G)$ is provided each vertex of which may also be individualized. The intuition behind this is that we may already have good knowledge about the structure of the automorphism group of $(G, \chi)$ on the set $S$ which can be exploited for isomorphism testing.
Hypergraph Isomorphism for Groups with Restricted Composition Factors

Definition 17. A pair \( (G, S) \), where \( G = (V, E, \chi_V, \chi_E) \) is a vertex- and arc-colored graph and \( S = \chi_V^{-1}(c) \) for some color \( c \) (not necessarily in the image of \( \chi_V \), i.e., \( S \) may be the empty set), is \( t \)-CR-bounded if the sequence \( (\chi_i)_{i \geq 0} \) reaches a discrete coloring where

\[
\chi_0(v) := \begin{cases} (v, 1) & \text{if } v \in S \\ (\chi_V(v), 0) & \text{if } v \notin S \end{cases}
\]

\[
\chi_{2i+1} := \chi_{CR}[V, E, \chi_{2i}, \chi_E] \quad \text{and}
\]

\[
\chi_{2i+2}(v) := \begin{cases} (v, 1) & \text{if } |\chi_{2i+1}^{-1}(\chi_{2i+1}(v))] \leq t \\ (\chi_{2i+1}(v), 0) & \text{otherwise} \end{cases}
\]

for all \( i \geq 0 \). A graph \( G \) is \( t \)-CR-bounded if the pair \( (G, \emptyset) \) is \( t \)-CR-bounded.

I remark that the name “\( t \)-CR-bounded” is inspired by color-\( t \)-bounded graphs [4] defined in a similar manner where the letters \( CR \) refer to the Color Refinement algorithm. Also, I note that a similar notion of graphs has been exploited in [28] for designing a polynomial-time isomorphism test for unit square graphs.

Theorem 18. Let \( (G_1, S_1) \) and \( (G_2, S_2) \) be two \( t \)-CR-bounded pairs and also let \( \Gamma \leq \text{Sym}(S_1) \) be a \( \tilde{\Gamma}_1 \)-group and \( \theta: S_1 \to S_2 \) a bijection. Then a representation for the set

\[
\text{Iso}_{\theta}(G_1, S_1, G_2, S_2) := \{ \sigma : G_1 \cong G_2 | \sigma |_{S_1} \in \Gamma \theta \}
\]

can be computed in time \( n^{O((\log t)^c)} \) for some absolute constant \( c \).

Corollary 19. The Graph Isomorphism Problem for \( t \)-CR-bounded graphs can be solved in time \( n^{O((\log t)^c)} \) for some absolute constant \( c \).

In particular, this includes color-\( t \)-bounded graphs considered in [4] in the context of the isomorphism problem for strongly regular graphs.

The algorithm underlying Theorem 18 actually describes a polynomial-time Turing reduction from the isomorphism problem for \( t \)-CR-bounded graphs to the Hypergraph Isomorphism Problem for \( \tilde{\Gamma}_1 \)-groups. This result may be of independent interest.

Lemma 20. There is a polynomial-time Turing reduction from the Graph Isomorphism Problem for \( t \)-CR-bounded graphs to the Hypergraph Isomorphism Problem for \( \tilde{\Gamma}_1 \)-groups.

4.3 Hereditarily Finite Sets

As the first application to the isomorphism problem for \( t \)-CR-bounded pairs we consider hereditarily finite sets. Intuitively speaking, a hereditarily finite set over ground set \( V \) is any type of combinatorial object that can be build by iteratively taking sets and tuples over previously created objects.

In this section we extend the algorithm for solving the Hypergraph Isomorphism Problem for \( \tilde{\Gamma}_d \)-groups to work on any type of hereditarily finite set.

Let \( V \) be finite set of elements (e.g., the vertex of a graph). The class of hereditarily finite sets over universe (ground set) \( V \) is inductively defined as follows. Each \( v \in V \) is an atom which in particular is a hereditarily finite set. Also, for hereditarily finite sets \( \mathcal{A}_1, \ldots, \mathcal{A}_k \) (over universe \( V \)) the set \( \{\mathcal{A}_1, \ldots, \mathcal{A}_k\} \) as well as the tuple \( (\mathcal{A}_1, \ldots, \mathcal{A}_k) \) is a hereditarily finite set (over universe \( V \)). Examples of hereditarily finite sets include graphs, hypergraphs and relational structures.
In order to apply the isomorphism test for $t$-CR-bounded graphs, we can transform a hereditarily finite set $A$ over ground set $V$ into a graph $G(A)$ in the natural way so that the pair $(G(A), V)$ is 0-CR-bounded.

**Corollary 21.** Let $A_1$ and $A_2$ be two hereditarily finite sets over the universe $V$ and let $\Gamma \leq \text{Sym}(V)$ be a $\hat{\Gamma}_d$-group. Then a representation for the set $\text{Iso}_\Gamma(A_1, A_2) := \{ \gamma \in \Gamma \mid \gamma: A_1 \cong A_2 \}$ can be computed in time $(n + m)^{O((\log d)^c)}$ for some absolute constant $c$ where $n := |V|$ and $m := |V(G(A_1))|$. 

**Corollary 22.** The isomorphism problem for hereditarily finite sets can be solved in time $(n + m)^{O((\log n)^c)}$.

I remark that a variant of the previous corollary was independently obtained by Daniel Wiebking [37] (see Related Work).

## 5 Isomorphism for Graphs of Bounded Genus

Next, we present a second, slightly more involved application of our results and give an algorithm solving the isomorphism problem for graphs of Euler genus at most $g$ in time $n^{O((\log s)^c)}$ for some absolute constant $c$. Actually, we prove a more general result.

Recall that a graph $H$ is a minor of another graph $G$ if $H$ can be obtained from $G$ by removing vertices as well as removing and contracting edges. Also define $K_{m,n}$ to be the complete bipartite graph with $m$ vertices on the left side and $n$ vertices on the right side. Let $h \geq 3$ and define $C_h$ to be the class of graphs that exclude $K_{3,h}$ as a minor.

We present a polynomial-time reduction from the isomorphism problem for the class $C_h$ to the isomorphism problem for $t$-CR-bounded graphs where $t := h - 1$. The following lemma is the key tool for the reduction. Intuitively, it investigates the structure of certain colorings that are stable with respect to the Color Refinement algorithm for graphs in the class $C_h$. Recall that a graph $G$ is 3-connected if there are no two vertices $v, w \in V(G)$ such that $G - \{v, w\}$ is disconnected.

**Lemma 23.** Let $(G, \chi)$ be a 3-connected, colored graph that excludes $K_{3,h}$ as a minor and suppose $V_1 \cup V_2 = V(G)$ such that 

1. each $v \in V_1$ forms a singleton color class with respect to $\chi$,
2. $\chi$ is stable with respect to the Color Refinement algorithm,
3. $|V_1| \geq 3$, and
4. $N(V_2) = V_1$.

Then there is a color class $U \subseteq V_2$ with respect to $\chi$ of size $|U| \leq h - 1$.

**Proof.** Let $C := \text{im}(\chi)$, $C_1 := \chi(V_1)$ and $C_2 := \chi(V_2)$. Also define $H$ to be the graph with vertex set $V(H) := C$ and edge set

$$E(H) = \{c_1c_2 \mid \exists v_1 \in \chi^{-1}(c_1), v_2 \in \chi^{-1}(c_2) : v_1v_2 \in E(G)\}.$$ 

Let $C' \subseteq C_2$ be the vertex set of a connected component of $H[C_2]$. Then $|N_H(C')| \geq 3$ since each $v \in V_1$ forms a singleton color class with respect to $\chi$ and $G$ is 3-connected.

Now let $c_1, c_2, c_3 \in N_H(C')$ be distinct and also let $v_i \in \chi^{-1}(c_i)$ for $i \in [3]$. Also let $T$ be a spanning tree of $H[C' \cup \{c_1, c_2, c_3\}]$ such that $c_1, c_2, c_3 \in L(T)$ where $L(T)$ denotes the set of leaves of $T$. Moreover, let $T'$ be the subtree of $T$ obtained from repeatedly removing all leaves $c \in C'$. Hence, $L(T') = \{c_1, c_2, c_3\}$. Then there is a unique color $c$ such that $\deg_{T'}(c) = 3$. Also, for $i \in [3]$, define $C'_i$ to be the set of internal vertices on the unique path from $c_i$ to $c$ in the tree $T'$.
Since $|\chi^{-1}(\{c_i\})| = 1$ and $\chi$ is stable with respect to the Color Refinement algorithm it holds that
\[
G [\chi^{-1}(C_i^* \cup \{c_i\})]
\]
is connected. Let $U_i := \chi^{-1}(C_i^* \cup \{c_i\}), i \in [3]$. Also let $U = \chi^{-1}(c)$ and suppose that $|U| \geq h$. Then $N(U_i) \cap U \neq \emptyset$ by the definition of the tree $T$. Moreover, this implies $U \subseteq N(U_i)$ since $\chi$ is stable with respect to the Color Refinement algorithm. Hence, $G$ contains a minor isomorphic to $K_{3,h}$. ▶

**Corollary 24.** Let $(G, \chi_V, \chi_E) \in \mathcal{C}_h$ be a 3-connected, vertex- and arc-colored graph and let $v_1, v_2, v_3 \in V(G)$. Also define $\hat{\chi}_i(v_i) := (i, 1)$ for $i \in [3]$ and $\hat{\chi}_V(v) := (\chi_V(v), 0)$ for all $v \in V(G) \setminus \{v_1, v_2, v_3\}$. Then $(G, \hat{\chi}_V, \hat{\chi}_E)$ is $(h-1)$-CR-bounded.

**Proof.** Let $(\chi_i)_{i \geq 0}$ be the sequence of colorings obtained from the definition of $(h-1)$-CR-bounded graphs (Definition 17) for the graph $(G, \hat{\chi}_V, \hat{\chi}_E)$. Let $\chi^* := \chi_i$ for the minimal $i \geq 0$ such that $\chi_i \equiv \chi_{i+1}$.

Suppose towards a contradiction that $\chi^*$ is not discrete (i.e., not every color class is a singleton). Let $V_2 := \{v \in V(G) \mid |(\chi^*)^{-1}(\chi^*(v))| > 1\}$ and let $V_1 := N_G(V_2)$. Then $|V_1| \geq 3$ since $|V(G) \setminus V_2| \geq 3$ and $G$ is 3-connected. Also note that $\chi^*|_{V_1 \cup V_2}$ is a stable coloring for the graph $G[V_1 \cup V_2]$. Hence, by Lemma 23, there is some color $c$ such that $1 < |(\chi^*)^{-1}(c)| \leq h - 1$. But this contradicts the definition of the coloring $\chi^*$ (cf. Definition 17). ▶

The last corollary gives some insights into the structure of the automorphism group of graphs $G \in \mathcal{C}_h$.

**Theorem 25.** Let $G \in \mathcal{C}_h$ be a 3-connected graph and let $v_1, v_2, v_3 \in V(G)$ be distinct vertices. Then $(\text{Aut}(G))_{(v_1,v_2,v_3)}$ is a $\bar{\Gamma}_{h-1}$-group.

Also, the corollary can be used to design an isomorphism test for the class $\mathcal{C}_h$.

**Corollary 26 (Theorem 3 restated).** The Graph Isomorphism Problem for the class $\mathcal{C}_h$ can be solved in time $n^{O((\log h)^{c})}$ for some absolute constant $c$.

**Proof.** Let $G_1, G_2 \in \mathcal{C}_h$. By standard decomposition techniques it suffices to consider the case where $G_1$ and $G_2$ are (vertex- and arc-colored) 3-connected graphs.

Suppose $G_1 = (V_1, E_1, \chi_1^V, \chi_1^E)$ and $G_2 = (V_2, E_2, \chi_2^V, \chi_2^E)$. Let $v_1, v_2, v_3 \in V(G_1)$ be three arbitrary vertices. For every $w_1, w_2, w_3 \in V(G_2)$ it is checked whether there is some isomorphism $\varphi : G_1 \cong G_2$ such that $\varphi(v_i) = w_i$ for all $i \in [3]$. Towards this end, define $\hat{\chi}_i^V(v_i) = (i, 1)$ for $i \in [3]$ and $\hat{\chi}_V(v) = (\chi_1^V(v), 0)$ for all $v \in V(G_1) \setminus \{v_1, v_2, v_3\}$. Similarly, define $\hat{\chi}_i^V(v_i) = (i, 1)$ for $i \in [3]$ and $\hat{\chi}_V(w) = (\chi_2^V(w), 0)$ for all $w \in V(G_2) \setminus \{w_1, w_2, w_3\}$. Hence, it needs to be checked whether $\hat{\Gamma}_j \cong \hat{\Gamma}_2$ where $\hat{\Gamma}_j := (V_j, E_j, \hat{\chi}_V, \chi_E), j \in [2]$. By Corollary 24 the graphs $\hat{\Gamma}_1$ and $\hat{\Gamma}_2$ are $(h-1)$-CR-bounded. Hence, isomorphism of the two graphs can be tested within the desired time by Corollary 19. ▶

Note that the algorithm from the corollary describes a polynomial-time Turing reduction from the Graph Isomorphism Problem for $\mathcal{C}_h$ to the Graph Isomorphism Problem for $(h-1)$-CR-bounded graphs. In combination with Lemma 20 this means the the Graph Isomorphism Problem for $\mathcal{C}_h$ is polynomial-time Turing reducible to the Hypergraph Isomorphism Problem for $\bar{\Gamma}_{h-1}$-groups.

Since the class of graphs of Euler genus at most $g$ excludes $K_{3,3g+3}$ as a minor [32, 18], we obtain the following result.

**Corollary 27 (Corollary 4 restated).** The Graph Isomorphism Problem for graphs of genus at most $g$ can be solved in time $n^{O((\log g)^c)}$ for some absolute constant $c$.  


Conclusion

We provided a faster algorithm for the Hypergraph Isomorphism Problem for $\hat{\Gamma}_d$-groups running in time $(n + m)^{O((\log d)^c)}$ for some absolute constant $c$. As an application, we obtained, for example, an algorithm testing isomorphism of graphs excluding $K_{3,h}$ as a minor in time $n^{O((\log h)^c)}$. In particular, this gives an isomorphism test for graphs of Euler genus at most $g$ running in time $n^{O((\log g)^c)}$.

With the Hypergraph Isomorphism Problem for $\hat{\Gamma}_d$-groups being exploited as a subroutine in a number of algorithms testing isomorphism, it seems plausible to hope for further applications beyond the ones presented in this paper. Indeed, a very recent work by Grohe, Wiebking and the present author [16] gives an isomorphism test running in time $n^{O((\log h)^c)}$ for $n$-vertex graphs excluding an arbitrary $h$-vertex graph as a minor. This algorithm crucially builds on the isomorphism test for hypergraphs as well as the notion of $t$-CR-bounded graphs. Actually, extending the applicability of our techniques further, it might be possible to provide an algorithm with a similar running time for all classes excluding only a topological minor building on a decomposition theorem for such graph classes due to Grohe and Marx [13].

Another open question concerns the complexity of testing isomorphism of hypergraphs for a given $\hat{\Gamma}_d$-group. The algorithm presented in this work is significantly faster than the previous best algorithm [34] running in time $n^{O(d)}m^{O(1)}$ only for small numbers of hyperedges. Indeed, for large numbers of hyperedges $m = n^{O(d)}$, our algorithm becomes slower than the algorithm due to Schweitzer and Wiebking [34]. Can the Hypergraph Isomorphism Problem for $\hat{\Gamma}_d$-groups be solved in time $n^{O((\log d)^c)}m^{O(1)}$ for some absolute constant $c$? Observe that it is already completely unclear whether isomorphism of hypergraphs can be tested in time $n^{O((\log n)^c)}m^{O(1)}$ for some absolute constant $c$.
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Abstract
In this paper, we consider computing the degree of the Dieudonné determinant of a polynomial matrix
\[ A = A_0 + A_1 x_1 s + \cdots + A_m x_m, \]
where each \( A_d \) is a linear symbolic matrix, i.e., entries of \( A_d \) are affine functions in symbols \( x_1, \ldots, x_m \) over a field \( K \). This problem is a natural “weighted analog” of Edmonds’ problem, which is to compute the rank of a linear symbolic matrix. Regarding \( x_1, \ldots, x_m \) as commutative or noncommutative, two different versions of weighted and unweighted Edmonds’ problems can be considered. Deterministic polynomial-time algorithms are unknown for commutative Edmonds’ problem and have been proposed recently for noncommutative Edmonds’ problem.

The main contribution of this paper is to establish a deterministic polynomial-time reduction from (non)commutative weighted Edmonds’ problem to unweighted Edmonds’ problem. Our reduction makes use of the discrete Legendre conjugacy between the integer sequences of the maximum degree of minors of \( A \) and the rank of linear symbolic matrices obtained from the coefficient matrices of \( A \). Combined with algorithms for noncommutative Edmonds’ problem, our reduction yields the first deterministic polynomial-time algorithm for noncommutative weighted Edmonds’ problem with polynomial bit-length bounds. We also give a reduction of the degree computation of quasideterminants and its application to the degree computation of noncommutative rational functions.
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1 Introduction

The background of this paper goes back to Edmonds [10]. In 1967, Edmonds posed a question whether there exists a polynomial-time algorithm to compute the rank of a linear (symbolic) matrix \( B \) over a field \( K \), which is in the form

\[ B = B_0 + B_1 x_1 + \cdots + B_m x_m. \]
where $B_0, B_1, \ldots, B_m \in K^{n \times n}$ and $x_1, \ldots, x_m$ are commutative symbols. Here, $B$ is regarded as a matrix over the polynomial ring $K[x_1, \ldots, x_m]$ or the rational function field $K(x_1, \ldots, x_m)$. In case where $B$ is the Edmonds or Tutte matrix of a bipartite or nonbipartite graph $G$, the rank computation for $B$ corresponds to solving the maximum matching problem on $G$. More generally, Lovász [27] showed that Edmonds’ problem is equivalent to a linear matroid intersection problem if all $B_i$ are of rank 1, and to a linear matroid parity problem if all $B_i$ are skew-symmetric matrices of rank 2. For general linear matrices, the celebrated Schwartz–Zippel lemma [34] provides a simple randomized algorithm if $|K|$ is large enough [27]. However, no deterministic polynomial-time algorithm still has been known; the existence of such an algorithm would imply nontrivial circuit complexity lower bounds [22, 36].

Recent studies [11, 17, 20] address the noncommutative version of Edmonds’ problem (nc-Edmonds’ problem). This is a problem of computing the noncommutative rank (nc-rank) of $B$, which is the rank defined by regarding $x_1, \ldots, x_m$ as pairwise noncommutative, i.e., $x_ix_j \neq x_jx_i$ if $i \neq j$. In this way, $B$ is viewed as a matrix over the free ring $K\langle x_1, \ldots, x_m \rangle$ generated by noncommutative symbols $x_1, \ldots, x_m$. The nc-rank of $B$ is precisely the rank of a skew (noncommutative) field $K\langle x_1, \ldots, x_m \rangle$, called a free skew field, which is the quotient of $K[x_1, \ldots, x_m]$ defined by Amitsur [2]. We call a linear matrix over $K$ having noncommutative symbols an nc-linear matrix over $K$. The recent studies [11, 17, 20] revealed that nc-Edmonds’ problem is deterministically tractable. For the case where $K$ is the set $\mathbb{Q}$ of rational numbers, Garg et al. [11] proved that Gurvits’ operator scaling algorithm [16] deterministically computes the nc-rank of $B$ in $\text{poly}(n, m)$ arithmetic operations on $\mathbb{Q}$. Algorithms over general field $K$ were later given by Ivanyos et al. [20] and Hamada–Hirai [17] exploiting the min-max theorem established for nc-rank. In [16] and [20] applied to the case of $K = \mathbb{Q}$, bit-lengths of intermediate numbers are proved to be bounded by a polynomial of the input bit-length.

In this paper, we shall consider “weighted” versions of commutative and noncommutative Edmonds’ problem introduced by Hirai [18]. First, consider commutative symbols $x_1, \ldots, x_m$ and an extra commutative symbol $s$. Define a matrix

$$A = A_\ell + A_{\ell-1}s + \cdots + A_0 s^\ell,$$

where $A_d = A_{d,0} + A_{d,1} x_1 + \cdots + A_{d,m} x_m \in K[x_1, \ldots, x_m]^{n \times n}$ is a linear matrix over $K$ for $d = 0, \ldots, \ell$. We call (1) a linear polynomial matrix over $K$. The weighted Edmonds’ problem (WEP) is the problem to compute the degree (in $s$) of the determinant of $A$. Analogously to Edmonds’ problem, WEP includes a bunch of weighted combinatorial optimization problems as special cases, such as a maximum weighted perfect matching problem, a weighted linear matroid intersection problem and a weighted linear matroid parity problem; see [18, Section 5].

Defining noncommutative weighted Edmonds’ problem (nc-WEP) requires some more involved algebraic notions due to noncommutativity. Let $x_1, \ldots, x_m$ be noncommutative symbols and $s$ an extra symbol that commutes with any element in $K\langle x_1, \ldots, x_m \rangle$. An nc-linear polynomial matrix $A$ over $K$ is a matrix in the form of (1) with each $A_d$ regarded as an nc-linear matrix. Then $A$ can be viewed as a matrix over the rational function (skew) field $F(s)$ over $F := K\langle x_1, \ldots, x_m \rangle$. Since entries of $A$ are noncommutative, the determinant of $A$ is nontrivial. Here, we employ the Dieudonné determinant [9], which is a noncommutative generalization of the usual determinant defined for matrices over skew fields. We denote the Dieudonné determinant of $A$ by $\text{Det} A$. The Dieudonné determinant retains useful properties of the usual determinant such as $\text{Det} AB = \text{Det} A \text{Det} B$. While the value of $\text{Det} A$ is no longer in $F(s)$, its degree (in $s$) is well-defined [8, 35]. See Section 2.1 for the definition of Dieudonné determinant.
The nc-WEP is the problem to compute \( \deg \det \) of a given nc-linear polynomial matrix. Hirai [18] formulated the dual problem of nc-WEP as the minimization of an \( L \)-convex function on a uniform modular lattice, and gave an algorithm based on the steepest gradient descent. Hirai's algorithm uses \( \text{poly}(n,m,\ell) \) arithmetic operations on \( K \) while no bit-length bound has been given for \( K = \mathbb{Q} \).

A weighted combinatorial optimization problem often reduces to an unweighted problem. This paper explores a reduction from (nc-)WEP (a weighted problem) to (nc-)Edmonds’ problem (an unweighted problem). The main result of this paper is the following.

\[ \text{Theorem 1.} \text{ The (nc-)WEP deterministically reduces to (nc-)Edmonds’ problem for an (nc-)linear matrix of size } \ell n^2 \text{ with } m \text{ symbols.} \]

Theorem 1 provides an efficient randomized algorithm for WEP through the Schwartz–Zippel lemma and a deterministic polynomial-time algorithm for nc-WEP via the rank computation algorithms [11, 18, 20] for nc-linear matrices. This algorithm for nc-WEP is much different from Hirai’s algorithm [18]; in particular, while Hirai’s algorithm calls an oracle of nc-Edmonds’ problem polynomially many times, our algorithm calls it only once (the matrix size would be augmented instead). Furthermore, in case of \( K = \mathbb{Q} \), our reduction does not exponentially swell the input bit-length because every entry of the nc-linear matrix constructed in this reduction is some coefficient of an entry in the input nc-linear polynomial matrix. Thus, by employing an algorithm [11, 18] for nc-Edmonds’ problem with bit-length bounds, we obtain the following.

\[ \text{Theorem 2.} \text{ We can deterministically solve nc-WEP in } \text{poly}(n,m,\ell) \text{ arithmetic operations on } K. \text{ In addition, if } K = \mathbb{Q}, \text{ the bit-lengths of intermediate numbers are bounded by a polynomial of the input bit-length.} \]

We also give a reduction from computing the degree of a quasideterminant [12, 13], which is another noncommutative analogy of the determinant, to computing the degree of Dieudonné determinant. This can be applied to the degree computation of noncommutative rational functions represented as a noncommutative formula with division. See Section 4 for details.

Techniques

Let \( A \) be an \( n \times n \) (nc-)linear polynomial matrix over a field \( K \) and put \( F := K(x_1, \ldots, x_m) \) or \( K \langle x_1, \ldots, x_m \rangle \). Slightly generalizing (nc-)WEP, we consider the problem to compute

\[ d_k(A) \coloneqq \max \{ \deg \det A[I,J] \mid |I| = |J| = k \} \]

for given \( k \), where \( A[I,J] \) denotes the submatrix of \( A \) indexed by a row set \( I \) and a column set \( J \). Clearly \( \deg \det A = d_n(A) \). In view of combinatorial optimization, computation of \( d_k(A) \) corresponds to solving weighted problems under cardinality constraints.

Our reduction scheme is based on a method, which we call matrix expansion, that constructs an (nc-)linear matrix \( \Omega_\mu(A) \in F^{\mu n \times \mu n} \) obtained by arranging the coefficient matrices of \( A \). Through a canonical form of \( A \) called the Smith–McMillan form, it is shown that the integer sequences of \( (d_0(A), d_1(A), \ldots, d_r(A)) \) with \( r \coloneqq \text{rank } A \) and \( (\omega_0(A), \omega_1(A), \ldots) \) with \( \omega_\mu(A) \coloneqq \text{rank } \Omega_\mu(A) \) are concave and convex, respectively. In addition, they are in the relation of the discrete Legendre conjugate, that is, they satisfy

\[ d_k(A) = \min_{\mu \geq 0} (\omega_\mu(A) - k\mu) \quad (0 \leq k \leq r), \]

\[ \omega_\mu(A) = \max_{0 \leq k \leq r} (d_k(A) + k\mu) \quad (\mu \geq 0). \]
The Legendre conjugacy is an important duality relation on discrete convex and concave functions treated in discrete convex analysis \[32\]. The formulas (3) and (4) are a generalization of results on matrix pencils over fields given by Murota \[33\] and on polynomial matrices over algebraically closed fields by Moriyama–Murota \[28\]. For proving the conjugacy, equalities connecting \(d_k(A)\) and \(\omega_\mu(A)\) are necessary. We present a new short and simple connection which works even on skew fields through the multiplicativity of \(\Omega_\mu\), i.e.,

\[
\Omega_\mu(A)\Omega_\mu(B) = \Omega_\mu(AB).
\] (5)

The conjugacy formula (3) reduces the computation of \(d_k(A)\) to a one-dimensional discrete convex optimization problem, which can be efficiently done by binary search. In each iteration, the objective function can be evaluated by solving (nc-)Edmonds’ problem. Moreover, we derive direct formulas with respect to \(r\) and \(d_r(A)\) from (3), which proves Theorem 1.

Related Work

In the field of computer algebra, algorithms were proposed for computing various kinds of canonical forms of a polynomial matrix \(A \in F[s]^{n \times n}\) (or of its generalization) such as the Jacobson normal form \[26\], the Hermite normal form \[14\], the Popov normal form \[23\] and their weaker form called a row-reduced form \[1, 4\]. These algorithms iteratively solve systems of linear equations over \(F\) whose coefficient matrices are variants of expanded matrices \(\Omega_\mu(A)\) under the name of “linearized matrices” \[23\] or “striped Krylov matrices” \[4\]. While these algorithms can compute \(\deg \det A\), their running time is bounded in terms of the number of operations on \(F\). Hence if \(F = K(x_1, \ldots, x_m)\) or \(F = K[x_1, \ldots, x_m]_r\), the expression size of intermediate numbers might be exponentially large.

Combinatorial relaxation \[29, 30\] is another framework for deg-det computation based on combinatorial optimization. Hirai’s algorithm \[18\] for nc-WEP can also be viewed as a variant of combinatorial relaxation. Unlike the matrix expansion, it is difficult to give bit complexity bounds for combinatorial relaxation algorithms because they iteratively perform the Gaussian elimination on the same matrix and thus the magnitude of its entries might swell.

Organization

The rest of this paper is organized as follows. Section 2 provides preliminaries on matrices and polynomials over skew fields. Section 3 describes our proposed reductions after introducing the matrix expansion and the Legendre conjugacy. Section 4 describes the computation of the degree of quasideterminants and its application to the degree computation of noncommutative rational functions.

2 Preliminaries

Let \(\mathbb{Z}\) denote the set of integers and \(\mathbb{N}\) the set of nonnegative integers. For \(n \in \mathbb{N}\), we denote the set \(\{1, 2, \ldots, n\}\) by \([n]\) and \(\{0, 1, 2, \ldots, n\}\) by \([0, n]\).

2.1 Matrices over Skew Fields

A skew field, or a division ring is a ring \(F\) such that every nonzero element has a multiplicative inverse in \(F\). A right (left) \(F\)-module is especially called a right (left) \(F\)-vector space. The dimension of a right (left) \(F\)-vector space \(V\) is defined as the rank of \(V\) as a module, that is, the cardinality of any basis of \(V\). The usual facts from linear algebra on independent sets and generating sets in vector spaces are valid even on skew fields \[25\].
A square matrix $A \in F^{n \times n}$ is said to be nonsingular if there exists a unique $n \times n$ matrix over $F$, denoted by $A^{-1}$, such that $AA^{-1}$ and $A^{-1}A$ are the identity matrix $I_n$ of size $n$. A square matrix is singular if it is not nonsingular. The rank of a matrix $A \in F^{n \times n}$ is the dimension of the right $F$-vector space spanned by the column vectors of $A$, and is equal to the dimension of the left $F$-vector space spanned by the row vectors of $A$. The rank is invariant under (right and left) multiplications of nonsingular matrices. It is observed that a square matrix $A \in F^{n \times n}$ is nonsingular if and only if its rank $\text{rank } A = n$.

The Bruhat decomposition uniquely factors a nonsingular matrix $A \in F^{n \times n}$ into the product of four $n \times n$ matrices over $F$ as $A = LDPU$, where $L$ is lower unitriangular, $P$ is a permutation matrix and $U$ is upper unitriangular [7, Theorem 2.2 in Section 11.2]. Here, a lower (upper) unitriangular matrix is a lower (upper) triangular matrix whose diagonal entries are 1. Let $F^x_{ab} := [F^x, F^x]$ denote the abelianization of the multiplicative subgroup $F^x = F \setminus \{0\}$ of $F$, where $[F^x, F^x] := \langle \{aba^{-1}b^{-1} \mid a, b \in F^x\} \rangle$ is the commutator subgroup of $F^x$. The Dieudonné determinant $\text{Det } A$ of a nonsingular matrix $A \in F^{n \times n}$, which is decomposed as $A = LDPU$, is an element of $I^x_{ab}$ defined by

$$\text{Det } A := \text{sgn}(P)e_1e_2\cdots e_n \mod [F^x, F^x],$$

where $\text{sgn}(P) \in \{-1, +1\}$ is the sign of the permutation $P$ and $e_1, \ldots, e_n \in F^x$ are the diagonal entries of $D$ [9]. For a singular matrix $A \in F^{n \times n}$, define $\text{Det } A$ as 0 for convenience. In case where $F$ is commutative, the Dieudonné determinant coincides with the usual determinant. As the usual determinant, the Dieudonné determinant satisfies the following properties [3, Chapter 4.1]:

(D1) $\text{Det } AB = \text{Det } A \text{Det } B$ for $A, B \in F^{n \times n}$,

(D2) $\text{Det } \begin{pmatrix} A & * \\ O & B \end{pmatrix} = \text{Det } \begin{pmatrix} A & O \\ * & B \end{pmatrix} = \text{Det } A \text{Det } B$ for $A \in F^{n \times n}$ and $B \in F^{n' \times n'}$, where blocks in $O$ and $*$ represent zero and any matrices of appropriate size, respectively.

### 2.2 Polynomials over Skew Fields

Let us consider the polynomial ring $F[s]$ over a skew field $F$, where $s$ is an indeterminate that commutes with any element of $F$. A nonzero polynomial $p \in F[s]$ is uniquely written as $p = \sum_{d=0}^{\deg p} a_ds^d$, where $a_0, \ldots, a_\ell \in F$ with $a_0 \neq 0$. The addition and the multiplication in $F[s]$ are naturally defined. The degree $\deg p$ of $p$ is defined by $\deg p := \ell$ and we set $\deg 0 := -\infty$. Then the minus of the degree enjoys the discrete valuation property, that is, $\deg (p + q) \leq \max\{\deg p, \deg q\}$ and $\deg pq = \deg p + \deg q$ for $p, q \in F[s]$.

The polynomial ring $F[s]$ is a (right and left) Ore domain, i.e., for each $p, q \in F[s] \setminus \{0\}$, there exists $u, u', v, v' \in F[s] \setminus \{0\}$ such that $pu = pv$ and $u'p = v'q$. This property enables $F[s]$ to have the (right and left) Ore quotient ring, which is a skew field of fractions each of whose elements is expressed as $f = pq^{-1} = q'^{-1} p'$ for some $p, p', q, q' \in F[s]$ with $q, q' \neq 0$. Elements of $F(s)$ are called rational functions over $F$ and $F(s)$ is called the rational function field over $F$. See [7, Section 9.1] and [15, Chapter 6] for the construction of $F(s)$. The degree on $F[s]$ is uniquely extended to a valuation on $F(s)$ by $\deg f := \deg p - \deg q$ for $f = pq^{-1} \in F(s)$; see [8, Proposition 9.1.1]. A rational function $f \in F(s)$ is said to be proper if $\deg f \leq 0$.

The Laurent series field $F((s^{-1}))$ over $F$ in $s^{-1}$ is the set of formal power series over $F$ in the form of

$$f = \sum_{d=-\ell}^{\infty} a_ds^{-d}$$

(6)
for some $\ell \in \mathbb{Z}$ and $a_{-\ell}, a_{-\ell+1}, \ldots \in F$. This skew field has the natural addition and multiplication. The rational function field $F(s)$ can be embedded in $F((s^{-1}))$ [6, Proposition 7.1]. Namely, any rational function $f \in F(s)$ can be uniquely expanded in form of (6). In particular, $\ell$ coincides with $\deg f$.

Let $A \in F(s)^{n \times n}$ be a square matrix over $F(s)$, called a rational function matrix over $F$. The degree of the Dieudonné determinant of $A$ is well-defined since all commutators of $F(s)^x$ have degree zero. Note that $\deg \det$ of singular matrices are $-\infty$. The following properties on $\deg \det$ are easily seen from (D1) and (D2).

(MV1) $\deg \det AB = \deg \det A + \deg \det B$ for $A, B \in F(s)^{n \times n}$.

(MV2) $\deg \det \begin{pmatrix} A & * \\ O & B \end{pmatrix} = \deg \det \begin{pmatrix} A & O \\ * & B \end{pmatrix} = \deg \det(A) + \deg \det(B)$ for $A \in F(s)^{n \times n}$ and $B \in F(s)^{n' \times n'}$.

Recall the notation $d_k(A)$ in (2) for $A \in F(s)^{n \times n}$. Note that $d_1(A)$ is the maximum degree of an entry in $A$, and we call $d_1(A)$ the degree of $A$. Similarly to (6), $A$ can be uniquely expanded as

$$A = \sum_{d=\deg A}^{\infty} A_d s^{-d}$$

(7)

with $\ell = d_1(A)$ and some $A_{-\ell}, A_{-\ell+1}, \ldots \in F(s)^{n \times n'}$. The following proposition gives lower and upper bounds on $d_k(A)$.

**Proposition 3.** Let $A \in F(s)^{n \times n'}$ be a rational function matrix over a skew field $F$. For $k \in [0, n^*]$ with $n^* := \min\{n, n'\}$, the following hold:

1. $d_k(A s^\ell) = d_k(A) + \ell k$ for $\ell \in \mathbb{Z}$.
2. $d_k(A) \leq \ell k$, where $\ell$ is the degree of $A$.
3. $d_k(A) > -\infty$ if and only if $k \leq \text{rank } A$. In addition, if $A$ is a polynomial matrix, then $d_k(A) \geq 0$ for $k \leq \text{rank } A$.

**Proof.** (1) follows from the fact that for any $k \times k$ submatrix $A[I, J]$ of $A$, it holds

$$\deg \det A[I, J] s^\ell = \deg \det (A[I, J] \cdot s^\ell I_k)$$

$$= \deg \det A[I, J] + \deg \det s^\ell I_k$$

$$= \deg \det A[I, J] + \ell k.$$

(2) Let $\alpha_1, \ldots, \alpha_k$ be the exponents of the Smith–McMillan form of a nonsingular $k \times k$ submatrix $A[I, J]$ of $A$. Then the claim follows from $\deg \det A[I, J] = \alpha_1 + \cdots + \alpha_k$ and $\ell \geq \alpha_1 \geq \cdots \geq \alpha_k$.

(3) The former part is obtained from the fact that rank $A$ is equal to the maximum size of a nonsingular submatrix of $A$. The latter part can be proved using the Smith normal form, see e.g. [18, Lemma 2.11].

A rational function matrix is said to be proper if its degree is nonpositive. A square rational function matrix is said to be biproper if it is proper and nonsingular, and its inverse is also proper. We abbreviate proper and biproper rational function matrices as proper and biproper matrices, respectively. It is easy to see that the product of proper matrices are proper, which implies that the product of biproper matrices are biproper again. Equivalent conditions for proper matrices to be biproper are established as follows.
**Lemma 4** ([18, Lemma 2.10]). Let $A \in F(s)^{n \times n}$ be a square proper matrix over a skew field $F$. Then the following are equivalent:

1. $A$ is biproper.
2. $\deg \det A = 0$.
3. The coefficient matrix $A_0$ of $s^0$ in the expansion (7) of $A$ is nonsingular.

A biproper transformation is a transformation of a rational function matrix $A \in F(s)^{n \times n'}$ in the form $A \mapsto SAT$, where $S \in F(s)^{n \times n}$ and $T \in F(s)^{n' \times n'}$ are biproper matrices. Under biproper transformations, we can establish a canonical form of rational function matrices as the Smith–McMillan form at infinity [31, 37] in the context of control theory.

**Proposition 5** (Smith–McMillan form). Let $A \in F(s)^{n \times n'}$ be a rational function matrix of rank $r$ over a skew field $F$. There exist biproper matrices $S \in F(s)^{n \times n}$, $T \in F(s)^{n' \times n'}$ and integers $\alpha_1 \geq \alpha_2 \geq \cdots \geq \alpha_r$ such that

$$SAT = \begin{pmatrix} \text{diag}(s^{\alpha_1}, \ldots, s^{\alpha_r}) & O \\ O & O \end{pmatrix}.$$ 

The integer $\alpha_i$ is uniquely determined by

$$\alpha_i = d_i(A) - d_{i-1}(A)$$

for $i \in [r]$. In particular, $d_k(A)$ is invariant under biproper transformations for $k \in [0, r]$.

**Proof.** The proof is the same as that for nonsingular $A \in F(s)^{n \times n}$ in [18, Proposition 2.9], which iteratively determines $\alpha_i$ from $i = 1$ to $n$, except that the iterations stops when $i = r$.

Solving (8) for $d_k(A)$, we obtain

$$d_k(A) = \sum_{i=1}^k \alpha_i$$

for $k \in [0, r]$. This is a key identity that connects $d_k(A)$ and the Smith–McMillan form of $A$. It is worth mentioning that all $\alpha_i$ are nonpositive for a proper matrix $A$ since $\alpha_1$ is equal to the degree $d_1(A)$ of $A$ by (8).

### 3 Computing the Degree of Dieudonné Determinant

Let $A = \sum_{d=0}^l A_d s^d \in F[s]^{n \times n'}$ be a polynomial matrix over a skew field $F$; we typically consider an (nc-)linear polynomial matrix with $F := K(x_1, \ldots, x_m)$ or $K\langle x_1, \ldots, x_m \rangle$. In this section, we give reductions of computing $d_k(A)$ and rank $A$ to rank computations over $F$. Instead of $A$, we deal with a proper matrix obtained from $A$ by

$$A_{s^{-l}} = \sum_{d=0}^l A_d s^{-d} \in F(s)^{n \times n'}.$$ 

The value of $d_k(A)$ can be recovered from that of (10) through Proposition 3 (1).

Section 3.1 introduces matrix expansion which is our key tool. Section 3.2 connects the sequence of $d_k$ to the rank of expanded matrices via the Legendre conjugacy. Making use of them, we give reductions and algorithms in Section 3.3, which proves Theorem 1.
3.1 Matrix Expansion

For a proper matrix $A \in F(s)^{n \times n'}$ and $\mu \in \mathbb{N}$, we define the $\mu$th-order expanded matrix $\Omega_\mu(A)$ of $A$ as the following $\mu n \times \mu n'$ block matrix

$$
\Omega_\mu(A) := \begin{pmatrix}
A_0 & A_1 & A_2 & \cdots & \cdots & A_{\mu-1} \\
O & A_0 & A_1 & A_2 & \cdots & \\
\vdots & O & A_0 & A_1 & \ddots & \\
\vdots & \ddots & \ddots & \ddots & \ddots & A_2 \\
\vdots & \ddots & \ddots & \ddots & \ddots & A_2 \\
O & \cdots & \cdots & \cdots & \cdots & O & A_0
\end{pmatrix} \in F^{\mu n \times \mu n'},
$$

where $A_0, \ldots, A_{\mu-1} \in F^{n \times n'}$ are matrices in the expansion (7) of $A$. Note that $\Omega_\mu(A)$ is an (nc)-linear matrix over $K$. Expanded matrices satisfy the multiplicativity (5).

Lemma 6. Let $A \in F(s)^{n \times n'}$ and $B \in F(s)^{n'' \times n'''}$ be proper matrices over a skew field $F$. Then it holds (5) for any $\mu \in \mathbb{N}$.

Proof. Expand $A$ and $B$ by (7) as $A = \sum_{d=0}^{\infty} A_d s^{-d}$ and $B = \sum_{d=0}^{\infty} B_d s^{-d}$. By

$$
AB = \left(\sum_{d=0}^{\infty} A_d s^{-d}\right) \left(\sum_{d=0}^{\infty} B_d s^{-d}\right) = \sum_{d=0}^{\infty} A_d \left(\sum_{j=0}^{d} B_{d-j} s^{-j}\right) = \sum_{j=0}^{\infty} \left(\sum_{d=0}^{j} A_d B_{d-j}\right) s^{-j},
$$

the $(i,j)$th block in $\Omega_\mu(AB)$ is $\sum_{d=0}^{j-i} A_d B_{d-j}$ if $i \leq j$ and $0$ otherwise. This coincides with the $(i,j)$th block in $\Omega_\mu(A)\Omega_\mu(B)$.

Let $\omega_\mu(A)$ denote the rank of $\Omega_\mu(A)$. The following lemma claims that $\omega_\mu(A)$ coincides with that of the Smith–McMillan form of $A$.

Lemma 7. Let $A \in F(s)^{n \times n'}$ be a proper matrix over a skew field $F$. Then it holds $\omega_\mu(A) = \omega_\mu(D)$ for $\mu \in \mathbb{N}$, where $D$ is the Smith–McMillan form of $A$.

Proof. Let $S \in F(s)^{n \times n}$ and $T \in F(s)^{n'' \times n'''}$ be biproper matrices such that $SAT = D$. From Lemma 6, we have $\omega_\mu(D) = \text{rank}(\Omega_\mu(SAT)) = \text{rank}(\Omega_\mu(S)\Omega_\mu(A)\Omega_\mu(T))$. Let $S_0$ and $T_0$ be the coefficient matrices of $s^0$ in the expansion (7) of $S$ and $T$, respectively. Since $S_0$ and $T_0$ are nonsingular by Lemma 4, the block matrices $\Omega_\mu(S)$ and $\Omega_\mu(T)$ are also nonsingular. Therefore we have $\omega_\mu(D) = \omega_\mu(A)$.

Let $0 \geq \alpha_1 \geq \cdots \geq \alpha_r$ be the exponents of the Smith–McMillan form of $A$ with $r := \text{rank} A$. Put

$$
N_d := |\{i \in [r] \mid -\alpha_i \leq d\}|
$$

for $d \in \mathbb{N}$. Lemma 7 leads us to the following lemma; a similar result based on the Kronecker canonical form is also known for matrix pencils over a field [21, Theorem 2.3].

Lemma 8. Let $A \in F(s)^{n \times n'}$ be a proper matrix over a skew field $F$. For $\mu \in \mathbb{N}$, it holds

$$
\omega_\mu(A) = \sum_{d=0}^{\mu-1} N_d,
$$

where $N_d$ is defined in (11).
Proof. Let \( D = \sum_{d=0}^{\infty} D_d s^{-d} \) be the Smith–McMillan form of \( A \) and \( \alpha_1, \ldots, \alpha_r \) the exponents of diagonal entries of \( D \), where \( r := \text{rank} \ A \). The \( i \)th diagonal entry of \( D_d \) is 1 if \( i \leq r \) and \( \alpha_i = -d \), and 0 otherwise. Thus each row and column in \( \Omega_d(D) \) has at most one nonzero entry. Hence \( \omega_d(D) \), which is equal to \( \omega_d(A) \) by Lemma 7, is equal to the number of nonzero entries in \( \Omega_d(D) \). It is easily checked that the \( (\mu - d) \)th block row of \( \Omega_d(D) \) contains \( N_d \) nonzero entries for \( d = 0, \ldots, \mu - 1 \).

The equality (12) is a key identity that connects \( \omega_d(A) \) and the Smith–McMillan form of \( A \). We remark that, for \( d \in \mathbb{N} \), the equality (12) can be rewritten as

\[
N_d = \omega_{d+1}(A) - \omega_d(A). \tag{13}
\]

3.2 Legendre Conjugacy of \( d_k(A) \) and \( \omega_\mu(A) \)

Let \( A \in F(s)^{n \times n'} \) be a proper matrix of rank \( r \) and \( \alpha_1 \geq \ldots \geq \alpha_r \) the exponents of the Smith–McMillan form of \( A \). Put \( d_k := d_k(A) \) for \( k = 0, \ldots, r \). From \( \alpha_k \geq \alpha_{k+1} \) and (8), the inequality \( d_{k-1} + d_{k+1} \leq 2d_k \) holds for all \( k \in [r-1] \). In addition, for \( \mu \in \mathbb{N} \), put \( \omega_\mu := \omega_\mu(A) \) and define \( N_\mu \) by (11). From \( N_{\mu-1} \leq N_\mu \) and (13), we have \( \omega_{\mu-1} + \omega_{\mu+1} \geq 2\omega_\mu \) for all \( \mu \geq 1 \). These two inequalities for \( d_k \) and \( \omega_\mu \) indicate the concavity of \( d_k \) and the convexity of \( \omega_\mu \) in the following sense.

A (discrete) function \( f : \mathbb{Z} \to \mathbb{Z} \cup \{+\infty\} \) is said to be convex if

\[
f(x) + f(x+1) \geq 2f(x)
\]

for all \( x \in \mathbb{Z} \). We call a function \( g : \mathbb{Z} \to \mathbb{Z} \cup \{-\infty\} \) concave if \( -g \) is convex. An integer sequence \((a_k)_{k \in K} \) indexed by \( K \subseteq \mathbb{Z} \) can be identified with a function \( \tilde{a} : \mathbb{Z} \to \mathbb{Z} \cup \{+\infty\} \) by letting \( \tilde{a}(k) \) be \( a_k \) if \( k \in K \) and \( +\infty \) otherwise. We can also identify \( a \) with \( \hat{a} : \mathbb{Z} \to \mathbb{Z} \cup \{-\infty\} \) defined by \( \hat{a}(k) := a_k \) if \( k \in K \) and \( \hat{a}(k) := -\infty \) otherwise. In this way, we identify integer sequences \((d_0, d_1, \ldots, d_r)\) and \((\omega_0, \omega_1, \omega_2, \ldots)\) with discrete functions \( \hat{d} : \mathbb{Z} \to \mathbb{Z} \cup \{-\infty\} \) and \( \hat{\omega} : \mathbb{Z} \to \mathbb{Z} \cup \{+\infty\} \), respectively. From the argument in the previous paragraph, \((d_0, d_1, \ldots, d_r)\) is concave and \((\omega_0, \omega_1, \omega_2, \ldots)\) is convex.

Let \( f : \mathbb{Z} \to \mathbb{Z} \cup \{+\infty\} \) be a function such that \( f(x) \in \mathbb{Z} \) for some \( x \in \mathbb{Z} \). The concave conjugate of \( f \) is a function \( f^\circ : \mathbb{Z} \to \mathbb{Z} \cup \{-\infty\} \) defined by

\[
f^\circ(y) := \inf_{x \in \mathbb{Z}} (f(x) - xy)
\]

for \( y \in \mathbb{Z} \). Similarly, for a function \( g : \mathbb{Z} \to \mathbb{Z} \cup \{-\infty\} \) with \( g(y) \in \mathbb{Z} \) for some \( y \in \mathbb{Z} \), the convex conjugate of \( g \) is a function \( g^\bullet : \mathbb{Z} \to \mathbb{Z} \cup \{+\infty\} \) given by

\[
g^\bullet(x) := \sup_{y \in \mathbb{Z}} (g(y) + xy)
\]

for \( x \in \mathbb{Z} \). The maps \( f \mapsto f^\circ \) and \( g \mapsto g^\bullet \) are referred to as the concave and convex discrete Legendre transform, respectively. In general, \( f^\circ \) is concave and \( g^\bullet \) is convex. In addition, if \( f \) is convex and \( g \) is concave,

\[
(f^\circ)^\bullet = f, \quad (g^\bullet)^\circ = g \tag{14}
\]

hold. Hence the Legendre transformation establishes a one-to-one correspondence between discrete convex and concave functions. See [32] for details of discrete convex/concave functions and their Legendre transform.

Indeed, as explained in Section 1, the sequences of \( d_k \) and \( \omega_\mu \) are in the relation of Legendre conjugate. This can be shown from the key identities (9) and (12) that connect \( d_k(A) \) and \( \omega_\mu(A) \) through the Smith–McMillan form of \( A \).
Theorem 9. Let $A \in F(s)^{n \times n'}$ be a proper matrix of rank $r$ over a skew field $F$. Then (3) and (4) hold.

Proof. Put $d_k := d_k(A)$ for $k = 0, \ldots, r$ and $\omega_\mu := \omega_\mu(A)$ for $\mu \in \mathbb{N}$. Since $(d_0, d_1, \ldots, d_r)$ is concave and $(\omega_0, \omega_1, \omega_2, \ldots)$ is convex, (3) and (4) are equivalent by (14). We show (4).

First we give an equality

$$\omega_\mu = r\mu - \sum_{i=1}^r \min\{-\alpha_i, \mu\}$$  \hspace{1cm} (15)

for $\mu \in \mathbb{N}$, where $\alpha_1 \geq \ldots \geq \alpha_r$ are the exponents of the Smith–McMillan form of $A$. Figure 1 graphically shows this equality. Let $x$ and $y$ be the coordinates along the horizontal and vertical axes in Figure 1, respectively. For $i = 1, \ldots, r$, the height of the dotted rectangle with $i-1 \leq x < i$ is $\min\{-\alpha_i, \mu\}$. Hence the area of the dotted region is equal to $\sum_{i=1}^r \min\{-\alpha_i, \mu\}$. In addition, the width of the white rectangle with $d \leq y < d+1$ is equal to $N_d$ for $d = 0, \ldots, \mu - 1$, where $N_d$ is defined by (11). Hence the area of the white stepped region is equal to $N_0 + \cdots + N_{\mu-1} = \omega_\mu$ by (12). Now we have (15) since the sum of the areas of these two regions is $r\mu$.

Substituting (9) into the right hand side of (4), we have

$$\max_{0 \leq k \leq r} (d_k + k\mu) = \max_{0 \leq k \leq r} \sum_{i=1}^k (\alpha_i + \mu) = \sum_{i=1}^{k^*} \alpha_i + k^*\mu,$$  \hspace{1cm} (16)

where $k^*$ is the maximum $0 \leq k \leq r$ such that $\alpha_k + \mu \geq 0$. Since $\min\{-\alpha_i, \mu\}$ is $-\alpha_i$ if $i \leq k^*$ and is $\mu$ if $i > k^*$, it holds

$$\sum_{i=1}^r \min\{-\alpha_i, \mu\} = -\sum_{i=1}^{k^*} \alpha_i + (r - k^*)\mu.$$  \hspace{1cm} (17)

From (16) and (17), we have

$$\max_{0 \leq k \leq r} (d_k + k\mu) = r\mu - \sum_{i=1}^r \min\{-\alpha_i, \mu\},$$

in which the right hand side is equal to $\omega_\mu$ by (15).
### 3.3 Reductions and Algorithms

Let $A = A_0 + A_1 s^{-1} + \cdots + A_r s^{-r} \in F(s)^{n \times n}$ be the proper matrix (10) of rank $r$. The expression (15) of $d_k(A)$ indicates that $d_k(A)$ is equal to the optimal value of an minimization problem with objective function

$$f_k(\mu) := \omega_{\mu}(A) - k\mu. \quad (18)$$

Since $f_k$ is convex, it is minimized by the minimum $\mu$ such that $f_k(\mu + 1) - f_k(\mu) \geq 0$. This can be found by the binary search in $O(\log M)$ evaluations of $f_k$, where $M$ is an upper bound on a minimizer of $f_k$. The following lemma claims that we can adopt $\ell r$ as the upper bound.

**Lemma 10.** Let $A = \sum_{d=0}^\ell A_d s^{-d} \in F(s)^{n \times n'}$ be the proper matrix (10) of rank $r$. Then the following hold:

1. The exponents $\alpha_1, \ldots, \alpha_\ell$ of the Smith–McMillan form of $A$ are at least $-\ell r$.
2. For $k \in [0, r]$, the function $f_k$ in (18) has a minimizer $\mu^*$ satisfying $0 \leq \mu^* \leq \ell r$.

**Proof.** The claims are trivial if $r = 0$. Suppose $r \geq 1$.

(1) It suffices to show $\alpha_\ell \geq -\ell r$. Since $A$ is proper, $d_{r-1}(A)$ is nonpositive. In addition, since $A s^\ell$ is a polynomial matrix of rank $r$, we have $0 \leq d_r(A s^\ell) = d_r(A) + \ell r$ by Proposition 3 (1) and (3). Thus $\alpha_\ell = d_r(A) - d_{r-1}(A) \geq -\ell r$ holds.

(2) From Lemma 8, the objective function $f_k$ can be written as

$$f_k(\mu) = \sum_{d=0}^{\mu-1} (N_d - k)$$

for $\mu \in \mathbb{N}$. Hence $f_k$ is minimized by the maximum $\mu \in \mathbb{N}$ such that $N_\mu + k < 0$. Note that such $\mu$ exists since $f_k$ has the minimum value. From the definition (11) of $N_\mu$, it holds $N_d = N_{\alpha_d}$ for all $d \geq -\alpha_r$. Hence $f_k$ has a minimizer less than or equal to $-\alpha_r$, which is at most $\ell r$ by (1).

Finally, we show direct formulas of rank $A$ and $d_r(A)$ for a proper matrix $A$ in (10). These formulas naturally yield efficient algorithms to compute them, which proves Theorem 1.

**Lemma 11.** Let $A = \sum_{d=0}^\ell A_d s^{-d} \in F(s)^{n \times n'}$ be the proper matrix (10) of rank $r$. Then it holds $r = \omega_{\ell r+1}(A) - \omega_{\ell r}(A)$ and $d_r(A) = \omega_{\ell r}(A) - \ell r^2$, where $n^* := \min \{n, n^*\}$.

**Proof.** We first show the formula on $r$. We have $\omega_{\ell r+1}(A) - \omega_{\ell r}(A) = N_{\ell r^*}$ by (13). Since $-\alpha_i$ is at most $\ell r \leq \ell r^*$ for all $i \in [r]$ by Lemma 10 (1), we have $r = N_{\ell r^*}$.

Next we show the formula on $d_r(A)$. From (3) and (12), it holds

$$d_r(A) = \min_{\mu \geq 0} \sum_{d=0}^{\mu-1} (N_d - r). \quad (19)$$

Since $N_0 \leq N_1 \leq \cdots \leq N_r = N_{\ell r+1} = \cdots = r$ by Lemma 10 (1), the minimum value of the right hand side of (19) is attained by $\mu = \ell r$. Thus we are done.

**Remark 12.** In view of combinatorial optimization, our algorithms are regarded as pseudo-polynomial time algorithms since the running time depends on a polynomial of the maximum exponent $\ell$ of $s$ instead of $\mathrm{poly}(\log \ell)$. Thus it is natural to try to solve the following problem:

**Sparse Degree of Determinant (SDD)**

**Input:** $A = A_1 s^{w_1} + \cdots + A_m s^{w_m} \in K[s]^{n \times n}$, where $0 \leq w_1 \leq \cdots \leq w_m$ are integers.

**Output:** $\deg \det A$. 

\vspace{1em}
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However, setting $w_k := (n + 1)^k$ for $k \in [m]$ would make the rank of $A$ the same as that of a linear matrix $A_1 x_1 + \cdots + A_m x_m \in K[x_1, \ldots, x_m]^{n \times n}$ (known as the Kronecker substitution [24]). Since giving a deterministic polynomial-time algorithm for Edmonds’ problem has still been open for more than half a century, SDD is also a quite challenging problem.

4 Computing the Degree of Quasideterminants

The quasideterminant [12, 13] is another noncommutative analogy of the determinant than the Dieudonné determinant. Let $A \in F^{n \times n}$ be a square matrix over a skew field $F$. Fix $i, j \in [n]$ and put $I := [n] \setminus \{i\}$, $J := [n] \setminus \{j\}$. The $(i, j)$th quasideterminant $|A|_{i,j}$ of $A$ is defined if $A[I, J]$ nonsingular as


Analogous to the usual determinant, $A$ is nonsingular if and only if at least one quasideterminant of $A$ is defined and nonzero [12, Proposition 1.4.6]. When $A$ is nonsingular, $|A|_{i,j}$ is defined if and only if the $(i, j)$th entry $a$ of $A^{-1}$ is nonzero, and if this is the case, $|A|_{i,j} = a^{-1}$ holds.

Through the Dieudonné determinant, we can compute the degree of a quasideterminant of rational function matrices without computing the quasideterminant.

Proposition 13. Let $A \in F(s)^{n \times n}$ be a square rational function matrix over a skew field $F$. Then for $i, j \in [n]$ with $S := A[n \setminus \{i\}, n \setminus \{j\}]$ being nonsingular, it holds

$$\deg |A|_{i,j} = \deg \text{Det } A - \deg \text{Det } S.$$ 

Proof. We assume $i = j = 1$ without loss of generality. Express $A$ as

$$A = \begin{pmatrix} a & r \\ c & S \end{pmatrix},$$

where $a \in F(s), r \in F(s)^{1 \times (n-1)}$ and $c \in F(s)^{(n-1) \times 1}$. By elementary row and column operations, it holds

$$A = \begin{pmatrix} a & r \\ c & S \end{pmatrix} = \begin{pmatrix} 1 & r S^{-1} \\ 0 & I_{n-1} \end{pmatrix} \begin{pmatrix} |A|_{i,j} & 0 \\ 0 & S \end{pmatrix} \begin{pmatrix} 1 & 0 \\ S^{-1} c & I_{n-1} \end{pmatrix},$$

where we used $|A|_{i,j} = a - r S^{-1} c$. Hence $\deg \text{Det } A = \deg |A|_{i,j} + \deg \text{Det } S$, as required. \hfill \blacktriangleleft

Proposition 13 can be applied to the problem of computing the degree of a noncommutative rational function (nc-rational function) expressed by a noncommutative formula (nc-formula). Let $K$ be a field and consider pairwise noncommutative symbols $x_1, \ldots, x_m$. An nc-rational function is an element of the free skew field $K \langle x_1, \ldots, x_m \rangle$. An nc-formula (with division) $\Phi$ is a binary tree, whose every leaf is labeled with an element of $\{x_1, \ldots, x_m\} \cup K$ and every non-leaf node is labeled with “$+$”, “$\times$” or “$\div$”. Each node computes an nc-rational function in the obvious way, and the output of $\Phi$ is the rational function computed by the root. The size of $\Phi$ is the number of nodes.

Cohn [5] showed that for an nc-formula of size $r$ computing $f$, we can construct a nonsingular $n \times n$ nc-linear matrix $B$ with $n = \text{poly}(r)$ such that the top-left entry of $B^{-1}$ is $f$. In addition, the top-left entry of $B^{-1}$ is nonzero if and only if the submatrix of $B$
without the first row and column is nonsingular as mentioned above. Therefore, as indicated by Hrubeš–Wigderson [19], the problem of checking if an nc-formula represents zero can be reduced to nc-Edmonds’ problem.

We can consider a weighted analog of this reduction. Unlike the commutative case, an nc-rational function \( f \in K\langle x_1, \ldots, x_m \rangle \) cannot always be expressed as the ratio of two noncommutative polynomials. Nevertheless, we can define the (total) degree of \( f \) as the degree (in \( s \)) of the rational function \( g \in K\langle x_1, \ldots, x_m \rangle(s) \) obtained by replacing each \( x_i \) with \( x_i s \). Then given an nc-formula computing \( f \), we construct an nc-linear polynomial matrix \( A \) such that \( |A|_{1,1} = f^{-1} \) and reduce the degree computation of \( f \) to nc-WEP using Proposition 13. By Theorem 2, we have:

\[ \text{Theorem 14.} \text{ We can deterministically compute the degree of the nc-rational function represented by an nc-formula of size } r \text{ over a field } K \text{ in } \text{poly}(r) \text{ arithmetic operations on } K. \text{ If } K = \mathbb{Q}, \text{ the bit-lengths of intermediate numbers are polynomially bounded.} \]
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1 Introduction

Many natural phenomena can be modeled by graph processes, where each node of the graph is in a state (represented by a color), and each node can change its state based on the states of its neighbors. Such processes have been studied since the dawn of computer science, by, e.g., von Neumann, Ulam, and Conway. Among the numerous applications of these graph processes, the most eminent ones today are possibly neural networks, both biological and artificial.

Two fundamental graph processes are majority and minority processes. In a majority process, each node wants to switch to the most frequent color in its neighborhood. Such a process is a straightforward model of influence spreading in networks, and as such, it has various applications in social science, political science, economics, and many more [29, 9, 12, 18, 23].

In contrast, in a minority process, each node wants to switch to the least frequent color in its neighborhood. Minority processes are used to model scenarios where the nodes are motivated to anti-coordinate with each other, like frequency selection in wireless communication, or differentiating from rival companies in economics [24, 6, 11, 8].
Majority and minority processes have been studied in several different models, the most popular being the synchronous model (where in each step, all nodes can switch simultaneously) and the sequential model (where in each step, exactly one node switches). Since in many application areas, it is unrealistic to assume that nodes switch at the exact same time, we focus on the sequential model in this paper. We are interested in the worst-case stabilization time of such processes, i.e. the maximal number of steps until no node wants to change its color anymore.

Our main parameter describes how easily nodes will switch their color. Previously, the processes have mostly been studied under the basic switching rule, when nodes are willing to switch their color for any small improvement. However, it is often more reasonable to assume a proportional switching rule, i.e. that nodes only switch their color if they are motivated by at least, say, 70% of their neighbors to do so. In general, we describe such proportional processes by a parameter $\lambda \in (0, 1)$, and say that a node is switchable if it is in conflict with a $\frac{1+\lambda}{2}$ portion of its neighborhood. The stabilization time in such proportional processes (possibly as a function of $\lambda$) has so far remained unresolved.

The reason we can analyze proportional majority and minority processes together is that both can be viewed as a special case of a more general process of propagating conflicts through a network, where the cost of relaying conflicts through a node is proportional to the degree of the node. This more general process could also be used to model the propagation of information, energy, or some other entity through a network. This suggests that our results might also be useful for gaining insights into different processes in a wide range of other application areas, e.g. the behavior of neural networks.

In the paper, we provide a tight characterization of the maximal possible stabilization time of proportional majority and minority processes. We show that for maximal stabilization, a critical parameter is the portion $\phi$ of the neighborhood that nodes use as “outputs”, i.e. neighbors they propagate conflicts to. Based on this, we prove that the stabilization time of proportional processes follows a transition between quadratic and linear time, described by the non-elementary function

$$f(\lambda) := \max_{\phi \in (0, 1-\lambda]} \log \left( \frac{1+\phi}{\lambda+\phi} \right) \log \left( \frac{1-\phi}{\phi} \right).$$

More specifically, for any $\epsilon > 0$, we show that on the one hand, $O(n^{1+f(\lambda)+\epsilon})$ is an upper bound on the number of steps of any majority/minority process, and on the other hand, there indeed exists a graph construction where the processes last for $\Omega(n^{1+f(\lambda)-\epsilon})$ steps.

2 Related Work

Various aspects of both majority and minority processes on two colors have been studied extensively. This includes basic properties of the processes [17, 36], sets of critical nodes that dominate the process [12, 15, 20], complexity and approximability results [21, 3, 10], threshold behavior in random graphs [14, 26], and the analysis of stable states in the process [16, 33, 4, 5, 34, 24]. Modified process variants have also been studied [35, 25], with numerous generalizations aiming to provide a more realistic model for social networks [2, 1].

However, the question of stabilization time in the processes has almost exclusively been studied for the basic switching rule (defined in Section 3.2). Even for the basic rule, apart from a straightforward $O(n^2)$ upper bound, the question has remained open for a long time in case of both processes. It has recently been shown in [13] and [27] that both processes can
exhibit almost-quadratic stabilization time in case of basic switching, both in the sequential adversarial and in the synchronous model. On the other hand, the maximal stabilization time under proportional switching has remained open so far.

It has also been shown that if the order of nodes is chosen by a benevolent player, then the behavior of the two processes differs significantly, with the worst-case stabilization time being $O(n)$ for majority processes [13] and almost-quadratic for minority processes [27]. In weighted graphs, where the only available upper bound on stabilization time is exponential, it has been shown that both majority and minority can indeed last for an exponential number of steps in various models [22, 28]. The result of [28] is the only one to also study the proportional switching rule, showing that the exponential lower bound also holds in this case; however, since the paper studies weighted graphs with arbitrarily high weights, this model differs significantly from our unweighted setting.

Stabilization time has also been examined in several special cases, mostly assuming the synchronous model. The stabilization of a slightly different minority process variant (based on closed neighborhoods) has been studied in special classes of graphs including grids, trees and cycles [30, 31, 32]. The work of [19] describes slightly modified versions of minority processes which may take $O(n^3)$ or $O(n^6)$ steps to stabilize, but provide better local minima (stable states) upon termination. For majority processes, stabilization has mostly been studied from a random initial coloring, on special classes of graphs such as grids, tori and expanders [14, 26].

Various aspects of majority processes have also been studied under the proportional switching rule, including sets of critical nodes that dominate the process, and sets of nodes that always preserve a specific color [38, 37]. However, to our knowledge, the stabilization time of the processes with proportional switching has not been studied before.

3 Model and Notation

3.1 Preliminaries

We define our processes on simple, unweighted, undirected graphs $G(V,E)$, with $V$ denoting the set of nodes and $E$ the set of edges. We denote the number of nodes by $n = |V|$. The neighborhood of $v$ is denoted by $N(v)$, the degree of $v$ by $\deg(v) = |N(v)|$.

We also use simple directed graphs in our proofs. A directed graph is called a DAG if it contains no directed cycles. A dipartitioning of a DAG is a disjoint partitioning $(V_1, V_2)$ of $V$ such that each source node is in $V_1$, and all edges between $V_1$ and $V_2$ all go from $V_1$ to $V_2$. We refer to the set of edges from $V_1$ to $V_2$ as a dicut.

Given an undirected graph $G$ with edge set $E$, we also define the directed edge set of $G$ as $\hat{E} = \{(u,v),(v,u) \mid (u,v) \in E\}$, i.e. the set of directed edges obtained by taking each edge with both possible orientations.

A coloring is a function $\gamma : V \rightarrow \{\text{black, white}\}$. A state is a current coloring of $G$. Under a given coloring, we define $N_o(v) = \{u \in N(v) \mid \gamma(u) = \gamma(v)\}$ and $N_e(v) = \{u \in N(v) \mid \gamma(v) \neq \gamma(u)\}$ as the same-color and opposite-color neighborhood of $v$, respectively.

We say that there is a conflict on edge $(u,v)$, or that $(u,v)$ is a conflicting edge, if $u \in N_o(v)$ in case of a majority process, and if $u \in N_e(v)$ in case of a minority process. In general, we denote the conflict neighborhood by $N_c(v)$, meaning $N_c(v) = N_o(v)$ and $N_c(v) = N_e(v)$ in case of majority and minority processes, respectively. We occasionally also use $N_{-c}(v) = N(v) \setminus N_c(v)$.
If a node $v$ has more conflicts than a predefined threshold (depending on the so-called switching rule in the model, discussed later) in the current state, then $v$ is switchable. Switching $v$ changes its color to the opposite color. If edge $(u,v)$ becomes (ceases to be) a conflicting edge when node $v$ switches, then we say that $v$ has created this conflict (removed this conflict, respectively).

A majority/minority process is a sequence of steps (states), where each state is obtained from the previous state by a set of switchable nodes switching. In this paper, we examine sequential processes, when in each step, exactly one node switches. Such a process is stable when there are no more switchable nodes in the graph. By stabilization time, we mean the number of steps until a stable state is reached.

### 3.2 Model and switching rule

We study the worst-case stabilization time of majority/minority processes, that is, the maximal number of steps achievable on any graph, from any initial coloring. In other words, we assume the sequential adversarial model, when the order of nodes (i.e., the next switchable node to switch in each time step) is chosen by an adversary who maximizes stabilization time.

It only remains to specify the condition that allows a node to switch its color. The most straightforward switching rule is the following:

- **Rule I (Basic Switching).** Node $v$ is switchable if $|N_c(v)| - |N_{c\neg}(v)| > 0$.

  An equivalent form of this rule is $|N_c(v)| > \frac{1}{2} \cdot \deg(v)$. This rule is shown to allow up to $\tilde{\Theta}(n^2)$ stabilization time for both majority [13] and minority [27] processes. However, it is often more realistic to assume a proportional switching rule, based on a real parameter $\lambda \in (0,1)$:

- **Rule II (Proportional Switching).** Node $v$ is switchable if $|N_c(v)| - |N_{c\neg}(v)| \geq \lambda \cdot \deg(v)$.

  Since we have $|N_c(v)| + |N_{c\neg}(v)| = \deg(v)$, this is equivalent to saying that $v$ is switchable exactly if $|N_c(v)| \geq \frac{1 + \lambda}{2} \cdot \deg(v)$. In the limit when $\lambda$ is infinitely small (or, equivalently, as $\frac{1 + \lambda}{2}$ approaches $\frac{1}{2}$ from above), we obtain Rule I as a special case of Rule II.

In case of Rule I, whenever a node $v$ switches, it is possible that the total number of conflicts in the graph decreases by 1 only. On the other hand, Rule II implies that the switching of $v$ decreases the total number of conflicts at least by $\lambda \cdot \deg(v)$, we say that $v$ wastes these conflicts, so in case of Rule II, the total number of conflicts can decrease more rapidly, allowing only a smaller stabilization time. Our findings show that the maximal number of steps is different for every distinct $\lambda$.

### 3.3 On the $f(\lambda)$ function

While the processes have a symmetric definition on each edge by default, it turns out that in order to maximize stabilization time, each edge has to be used in an asymmetric way. The most important parameter at each node $v$ is the ratio of neighbors $v$ uses as “inputs” and as “outputs”. That is, the optimal behavior for each node $v$ is to select $\varphi \cdot \deg(v)$ of its neighbors as outputs (for some $\varphi \in (0,1)$), and create all new conflicts on the edges leading to these output nodes, and similarly, mark the remaining $(1 - \varphi) \cdot \deg(v)$ neighbors as inputs, and only remove conflicts from the edges coming from these input nodes. Note that with Rule II, whenever a node switches, it can create at most $(1 - \frac{1 + \lambda}{2}) \cdot \deg(v) = \frac{1 - \lambda}{2} \cdot \deg(v)$ new conflicts, so it is reasonable to assume $\varphi \in (0, \frac{1 - \lambda}{2}]$.
Our results show that if all nodes select $\varphi$ as their output rate, then the maximal achievable stabilization time is a function of
\[
\log \left( \frac{1 - \varphi}{\lambda + \varphi} \right) \quad \text{log} \left( \frac{1 - \varphi}{\varphi} \right),
\]
(2)
As such, the largest stabilization time can be achieved by maximizing this expression by selecting the optimal $\varphi$ value, as shown in the definition of $f$ in Equation 1. We denote the optimal value of $\varphi$ (i.e., the argmax of Equation 2) by $\varphi^\ast$. The function $f$ has no straightforward closed form, as such a form would require solving
\[
(\lambda + 1) \cdot \varphi \cdot \log \left( \frac{1 - \varphi}{\varphi} \right) = (\lambda + \varphi) \log \left( \frac{1 - \varphi}{\lambda + \varphi} \right),
\]
for $\varphi$, with $\lambda$ as a parameter. We discuss $f$ in more detail in the full version of the paper.

Figure 1 shows the values of $f$ and $\varphi^\ast$ as a function of $\lambda$. The figure shows that both $f(\lambda)$ and $\varphi^\ast(\lambda)$ are continuous, monotonically decreasing and convex.

It is visible that $\lim_{\lambda \to 0} f(\lambda) = 1$ and $\lim_{\lambda \to 1} f(\lambda) = 0$. This is in line with what we would expect: the simple switching rule allows a stabilization time up to $\tilde{\Theta}(n^2)$ [13, 27], while even for any large $\lambda < 1$, it is still straightforward to present a graph with $\Omega(n)$ stabilization time. Our main result is showing that $f(\lambda)$ describes the continuous transition between these two extremes.

4 General intuition behind the proofs

Note that initially, each node $v$ can have at most $\deg(v)$ conflicts on its incident edges, and each time when $v$ switches, it wastes $\lambda \cdot \deg(v)$ conflicts. Therefore, if each node were to “use” its own initial conflicts only, then each node could switch at most $\frac{1}{\lambda}$ times, and stabilization time could never go above $O(n)$.

Instead, the idea is to take the high number of conflicts initially available at high-degree nodes, and use these conflicts to switch the less wasteful low-degree nodes many times. Specifically, we could have a set of $\Theta(n)$-degree nodes that initially have $\Omega(n^2)$ conflicts.
altogether on their incident edges, and somehow relay these conflicts to another set of $O(1)$-degree nodes, which only waste $O(1)$ conflicts at each switching. However, due to the large difference both in degree and in the number of switches, it is not possible to connect these two sets directly; instead, we need to do this through a range of intermediate levels, which exhibit decreasing degree and increasingly more switches. In order to maximize stabilization time, our main task is to move conflicts through these levels as efficiently (i.e., wasting as few conflicts in the process) as possible.

The formula of $f(\lambda)$ describes the efficiency of this process. The rate of inputs to outputs $\frac{1-\varphi}{\varphi}$ determines the factor by which the degree decreases at every new level. If $\varphi$ is chosen small, then $\frac{1-\varphi}{\varphi}$ is high, so we only have a few levels until we reach constant degree, and hence the number of switches is increased only a few times. On the other hand, the increase in the number of switches per level is expressed by $\frac{1-\varphi}{\lambda+\varphi}$, which is a decreasing function of $\varphi$. If $\varphi$ is too large, then although we execute this increase more times, each of these increases is significantly smaller.

With a degree decrease rate of $\frac{1-\varphi}{\varphi}$, we can altogether have about $\log\frac{1-\varphi}{\varphi}(n)$ levels until the degree decreases from $\Theta(n)$ to $\Theta(1)$. If we increase the number of switches by a factor of $\frac{1-\varphi}{\lambda+\varphi}$ each time, then the $O(1)$-degree nodes will exhibit

\[
\left(1 - \frac{\varphi}{\lambda + \varphi}\right)^{\log \frac{1-\varphi}{\varphi}(n)} = n^{\frac{\log(\frac{1-\varphi}{\varphi})}{\log(\frac{1-\varphi}{\varphi})}} \leq n^{f(\lambda)}
\]

switches, with an equation only if $\varphi = \varphi^*(\lambda)$. Having $\Theta(n)$ nodes in the last level, this sums up to about $n^{1+f(\lambda)}$ switches altogether.

4.1 Conflict propagation systems

The upper bound on stabilization time is easiest to present in a general form that only focuses on this flow of conflicts in the graph. We define a simpler representation of the processes which only keeps a few necessary concepts to describe the flow of conflicts, and ignores e.g. the color of nodes or the timing of the switches at each node. In fact, we only require the number of times $s(v)$ each $v \in V$ switches, and the number $c(u,v)$ of conflicts that were created by node $u$ and then removed by node $v$, for each $(u,v) \in \hat{E}$.

For simplicity, given a function $c : \hat{E} \to \mathbb{N}$, let us introduce the notation $c_{in}(v) := \sum_{u \in N(v)} c(u,v)$ and $c_{out}(v) := \sum_{u \in N(v)} c(v,u)$. 

**Definition 1 (Conflict Propagation System, CPS).** Given an undirected graph $G$, a conflict propagation system is an assignment $s : V \to \mathbb{N}$ and $c : \hat{E} \to \mathbb{N}$ such that
1. for each $v \in V$, we have $c_{in}(v) + \deg(v) \geq \lambda \cdot \deg(v) \cdot s(v) + c_{out}(v)$,
2. for each $v \in V$, we have $c_{out}(v) \leq \frac{1-\lambda}{2} \cdot \deg(v) \cdot s(v)$, and
3. for each $(u,v) \in \hat{E}$, we have $c(u,v) \leq s(u)$.

With the choice of $s(v)$ and $c(u,v)$ described above, any proportional majority or minority process indeed satisfies these properties, and thus provides a CPS. Hence if we upper bound the stabilization time (i.e. the total number of switches $\sum_{v \in V} s(v)$) of any CPS, this establishes the same bound on the stabilization time of any majority/minority process.

Condition 1 is the most complex of the three; it expresses the amount of “input conflicts” $c_{in}(v)$ required to switch $v$ an $s(v)$ times altogether. Every time after $v$ switches, it has at most $\frac{1-\lambda}{2} \cdot \deg(v)$ conflicts on the incident edges, so it needs to acquire $\lambda \cdot \deg(v)$ new conflicts to reach the threshold of $\frac{1+\lambda}{2} \cdot \deg(v)$ and be switchable again; this results in the
$\lambda \cdot \deg(v) \cdot s(v)$ term. Moreover, if in the meantime, the neighboring nodes remove some of the conflicts from the incident edges (expressed by $c_{\text{out}}(v)$), then this also has to be compensated for by extra input conflicts. Finally, the extra $\deg(v)$ term comes from the (at most) $\deg(v)$ conflicts that are already on the incident edges in the initial coloring. For a detailed discussion of this condition, see the full version of the paper.

Condition 2 also holds, since each time when $v$ switches, it creates at most $\frac{1-\lambda}{\lambda} \cdot \deg(v)$ conflicts on the incident edges. Each time $u$ switches, it can only create one conflict on a specific edge, so condition 3 also follows. Hence any majority/minority process indeed provides a CPS.

Finally, we need a technical step to get rid of the extra $\deg(v)$ term in condition 1. Note that this term becomes asymptotically irrelevant as $s(v)$ grows; hence, our approach is to handle fewer-switching nodes separately, and require condition 1 only for nodes with large $s(v)$. More formally, we select a constant $s_0$, and we refer to nodes $v$ with $s(v) < s_0$ as base nodes. We then consider Relaxed CPSs, where, given this extra parameter $s_0$, condition 1 is replaced by:

1R. for each $v \in V$ with $s(v) \geq s_0$, we have $c_{\text{in}}(v) \geq \lambda \cdot \deg(v) \cdot s(v) + c_{\text{out}}(v)$.

This relaxation comes at the cost of an extra $\epsilon$ additive term in the exponent of our upper bound.

5 Upper bound proof

We now outline the proof of the upper bound on the number of switches. A more detailed discussion of this proof is available in the full version of the paper.

5.1 Properties of an optimal construction

We start by noting that since moving a conflict through a node is wasteful, it is suboptimal to have two neighboring nodes that both transfer a conflict to each other, or more generally, to move a conflict along any directed cycle. Therefore, in a CPS with maximal stabilization time, the conflicts are essentially moved along the edges of a DAG. To formalize this, given a CPS, let us say that a directed edge $(u,v)$ is a real edge if $c(u,v) > 0$.

▶ Lemma 2. There exists a CPS with maximal stabilization time where the real edges form a DAG.

Proof. Among the CPSs on $n$ nodes with maximal stabilization time, let us take the CPS $P$ where the sum $\sum_{e \in \hat{E}} c(e)$ is minimal. Assume that there is a directed cycle along the real edges of this CPS, and let $c(e_0)$ denote the minimal value of function $c$ along this cycle.

Now consider the CPS $P'$ where the value of $c$ on each edge of this directed cycle is decreased by $c(e_0)$. Since in each affected node, the inputs and outputs have been decreased by the same value, $P'$ still satisfies all three conditions, and thus it is also a valid CPS. Moreover, $P'$ has the same amount of total switches as $P$. However, since $c(e_0) > 0$, the sum of $c(e)$ values in $P'$ is less than in $P$, which contradicts the minimality of $P$. ◀

Hence for the upper bound proof, we can assume that the real edges of the CPS form a DAG. In the rest of the section, we focus on this DAG composed of the real edges of the CPS. We first show that for convenience, we can also assume that each base node is a source in this DAG.

▶ Lemma 3. There exists a CPS with maximal stabilization time where each base node is a source node of the DAG.
Proof. Note that by removing an input edge \((u, v)\) of a base node \(v\) (that is, setting \(c(u, v)\) to 0), the remaining CPS is still valid, since node \(v\) does not have to satisfy condition 1R, and in node \(u\), only the sum of outputs was decreased. Therefore, we can remove all the input edges of each base node, and hence base nodes will all become source nodes of the DAG.

Lemma 4. For each directed edge \((u, v)\) in the DAG where \(u\) is a source node, \(c(u, v) = O(1)\). More specifically, \(c(u, v) \leq s_0\).

Proof. If \(u\) is a base node, then \(s(u) \leq s_0\), so \(c(u, v) \leq s_0\) due to condition 3. Otherwise, condition 1R must hold, and since \(u\) has no input nodes, we get \(0 \geq c_{out}(u) + \lambda \cdot \deg(u) \cdot s(u)\), hence \(c_{out}(u) = 0\), so \(c(u, v) = 0\) for every \(v\). Thus \(c(u, v) \leq s_0\).

5.2 Edge potential

As a main ingredient of the proof, we define a way to measure how close we are to propagating conflicts optimally.

Definition 5 (Potential). Given a real edge \(e \in \hat{E}\), the potential of \(e\) is defined as \(P(e) = c(e)^{1/f(\lambda)}\).

For simplicity of notation, we also use \(P\) to denote the function \(x \rightarrow x^{1/f(\lambda)}\) on real numbers instead of edges.

Intuitively speaking, the potential function describes the cost of sending a specific number of conflicts through a single edge, in terms of the number of initial conflicts used up for this. Note that since \(f(\lambda) < 1\), the function \(P\) is always convex. This shows that sending a high number of conflicts through a single edge is more costly than sending the same amount of conflicts through multiple edges.

As the following lemma shows, the potential is defined in such a way that the total potential can never increase when passing through a node in the DAG; the best that a node can do is to preserve the input potential if it relays conflicts optimally.

Lemma 6. For any non-source node \(v\) of the DAG, with input edges from \(N_{in}(v)\) and output edges to \(N_{out}(v)\), we have

\[
\sum_{u \in N_{in}(v)} P(u, v) \geq \sum_{u \in N_{out}(v)} P(v, u).
\]

Proof. If \(v\) is not a source, then by Lemma 3 it is not a base node, and thus has to satisfy condition 1R. In our DAG, \(c_{in}\) and \(c_{out}\) correspond to \(\sum_{u \in N_{in}(v)} c(u, v)\) and \(\sum_{u \in N_{out}(v)} c(v, u)\), respectively. Assume that we fix the value of \(c_{in}\) and \(c_{out}\). Since the potential function \(P\) is convex, the incoming potential (left side) is minimized if \(c_{in}\) is split as equally among the input neighbors as possible. On the other hand, the outgoing potential (right side) is maximized if \(c_{out}\) is split as unequally among outputs as possible, so all output edges present in the DAG have the maximal possible number of switches, meaning \(c(v, u) = s(v)\) for every \(u \in N_{out}(v)\).

Assume that a fraction \(\varphi\) of \(v\)'s incident edges are outgoing, i.e. \(|N_{out}(v)| = \varphi \cdot \deg(v)\) and \(|N_{in}(v)| = (1 - \varphi) \cdot \deg(v)\). By condition 1R, we have \(c_{in} \geq \lambda \cdot \deg(v) \cdot s(v) + c_{out}\); with \(c_{out} = \varphi \cdot \deg(v) \cdot s(v)\), this gives \(c_{in} \geq (\lambda + \varphi) \cdot \deg(v) \cdot s(v)\). If split evenly among the \((1 - \varphi) \cdot \deg(v)\) inputs, this means

\[
\frac{c_{in}}{|N_{in}(v)|} \geq \frac{(\lambda + \varphi) \cdot \deg(v) \cdot s(v)}{(1 - \varphi) \cdot \deg(v)} = \left(\frac{\lambda + \varphi}{1 - \varphi}\right) \cdot s(v)
\]
switches for each input node. The inequality on the potential then comes down to
\[ \sum_{u \in N_{in}(v)} P(u, v) \geq (1 - \varphi) \cdot \text{deg}(v) \cdot \left( \frac{\lambda + \varphi}{1 - \varphi} \cdot s(v) \right)^{1/f(\lambda)} \geq \varphi \cdot \text{deg}(v) \cdot s(v) \]
\[ \geq \sum_{u \in N_{out}(v)} P(v, u). \]
To show that the inequality in the middle holds, we only require
\[ \left( \frac{\lambda + \varphi}{1 - \varphi} \right)^{1/f(\lambda)} \geq \frac{\varphi}{1 - \varphi}, \]
or, put otherwise,
\[ \frac{1}{f(\lambda)} \log \left( \frac{\lambda + \varphi}{1 - \varphi} \right) \geq \log \left( \frac{\varphi}{1 - \varphi} \right). \]
Since \( \frac{\varphi}{1 - \varphi} < 1 \) (thus its logarithm is negative), we get
\[ \frac{1}{f(\lambda)} \log \left( \frac{\lambda + \varphi}{1 - \varphi} \right) = \frac{1}{\log \left( \frac{\lambda + \varphi}{1 - \varphi} \right)} \leq f(\lambda). \]
This holds by the definition of \( f(\lambda) \). Note that this also shows that equality can only be achieved if the output rate \( \varphi \) is indeed chosen as the argmax value \( \varphi^*(\lambda) \). \( \blacksquare \)

Lemma 6 provides the key insight to the main idea of our proof: if we process the nodes of a DAG according to a topological ordering, always maintaining a dicut of outgoing edges from the already processed part of the DAG, then this potential cannot ever increase when adding a new node.

**Lemma 7.** Given a dicut \( S \) of a dipartitioning in the DAG, we have
\[ \sum_{e \in S} P(e) = O(n^2). \]

**Proof (Sketch).** Each dipartitioning can be obtained by starting from the trivial dipartitioning where \( V_1 \) only contains the source nodes of the DAG, and then iteratively adding nodes one by one to this initial \( V_1 \). The number of outgoing edges from this initial \( V_1 \) (the set of source nodes) is upper bounded by \( |E| = O(n^2) \). According to Lemma 4, the number of switches (and hence the potential) on each edge of the dicut is at most constant, so the sum of potential in this initial dicut is also \( O(n^2) \).

Now consider the process of iteratively adding nodes to this initial \( V_1 \) to obtain a specific dipartitioning. Whenever we add a new node \( v \) to \( V_1 \), the incoming edges of \( v \) are removed from the dicut, and the outgoing edges of \( v \) are added to the dicut. According to Lemma 6, the potential on the outgoing edges of \( v \) is at most as much as the potential on the incoming edges, so the sum of potential can not increase in any of these steps. Therefore, when arriving at the final \( V_1 \), the sum of potential on the cut edges is still at most \( O(n^2) \). \( \blacksquare \)

### 5.3 Upper bounding switches

Finally, we present our main lemma that uses the previous upper bound on potential in order to upper bound the number of switches in the CPS.
Lemma 8. Given a CPS and an integer \(a \in \{1, ..., n\}\), let \(A = \{v \in V | a \leq \text{deg}(v) < 2a\}\). For the total number of switches \(s(A) = \sum_{v \in A} s(v)\), we have

\[
s(A) = O\left(n^{1+f(\lambda)} \cdot a^{-f(\lambda)}\right).
\]

Proof (Sketch). If the input edges of the nodes in \(A\) would form the dicut of a dipartitioning, then we could directly use Lemma 7 to upper bound the number of switches in \(A\) through the potential of the input edges. However, the nodes of \(A\) might be scattered arbitrarily in the DAG, and if there is a directed path from one node in \(A\) to another, then the “same” potential might be used to switch more than one node in \(A\). Thus we cannot apply Lemma 7 directly. Instead, our proof consists of two parts.

1. First, we define so-called responsibilities for the nodes in \(A\). Given a node \(v_0 \in A\), the idea is to devise two different functions: (i) a function \(\Delta c(e)\), defined on each edge \(e\) which is contained in any directed path starting from \(v_0\), and (ii) a function \(\Delta s(v)\), which is defined on any node \(v\) that is reachable from \(v_0\) on a directed path. Intuitively, we will consider the conflicts \(\Delta c(e)\) and the switches \(\Delta s(v)\) to be those that are indirectly “the effects of the switches of \(v_0\)”. More specifically, \(\Delta c\) and \(\Delta s\) are chosen such that if they are removed (subtracted from the CPS), then \(v_0\) has no output edges in the DAG anymore, and the resulting assignment \(s'(v) = s(v) - \Delta s(v)\) and \(c'(e) = c(e) - \Delta c(e)\) still remains a valid CPS. Hence the subtraction results in a CPS where \(v_0\) has no directed path to other nodes in \(A\) anymore. This shows that we can keep on executing this step for each \(v_0 \in A\) until no two nodes in \(A\) are connected by a directed path, at which point we can apply Lemma 7 to the resulting graph.

Whenever we process such a node \(v_0 \in A\), we define the responsibility of \(v_0\) as \(R(v_0) := s(v_0) + \sum \Delta s(v)\), where the sum is understood over all the nodes \(v \in A\) that are reachable from \(v_0\). The main idea is that we “reassign” these switches to \(v_0\) from other nodes in \(A\). This method is essentially a redistribution of switches in the CPS, so we have \(\sum_{v \in A} s(v) = \sum_{v \in A} R(v)\) altogether.

Furthermore, our definition of \(\Delta s(v)\) will ensure that \(R(v_0) = O(1) \cdot s(v_0)\). Intuitively, this can be explained as follows. Recall that with Rule II, the ratio of output to input conflicts is always upper bounded by a constant factor (below 1) at every node, since switching always wastes a specific proportion of conflicts. Hence, over any path starting from \(v_0\), the number of outputs that can be attributed to \(v_0\) forms a geometric series. As the ratio of the geometric series is below 1, the total amount of conflicts caused by \(v_0\) this way is still within the magnitude of the input conflicts of \(v_0\). Since each node in \(A\) has similar degree (and thus requires similar number of input conflicts for one switching), these conflicts can only switch nodes in \(A\) approximately the same number of times as \(v_0\) can be switched by its own inputs. A detailed discussion of this responsibility technique is available in the full version of the paper.

2. For the second part of the proof, we show the claim in this modified CPS with no directed path between nodes in \(A\). This implies that there exists a dipartitioning where the nodes of \(A\) are in \(V_2\), but all their input nodes are in \(V_1\). This means that all the input edges of each node in \(A\) are included in the dicut \(S\) of the partitioning.

Consider a node \(v \in A\). Due to condition 1R, \(v\) has at least \(\lambda \cdot \text{deg}(v) \cdot s(v)\) input conflicts. Even if these are distributed equally on all incident edges of \(v\) (this is the case that amounts to the lowest total potential, since \(P\) is convex), this requires a total input potential of

\[
\text{deg}(v) \cdot P(\lambda \cdot s(v)) = \text{deg}(v) \cdot s(v)^{1/f(\lambda)} \cdot \lambda^{1/f(\lambda)}
\]
at least. Recall that Lemma 7 shows that the total potential on all edges in $S$ is $O(n^2)$. Our task is hence to find an upper bound on $\sum_{v \in A} s(v)$, subject to

$$\sum_{v \in A} \deg(v) \cdot s(v)^{1/f(\lambda)} \cdot \lambda^{1/f(\lambda)} = O(n^2).$$

Since the last factor on the left side is a constant, we can simply remove it and include it in the $O(n^2)$ term. Furthermore, the degree of each node in $A$ is at least $a$, so by lower bounding each degree by $a$, we get

$$\sum_{v \in A} s(v)^{1/f(\lambda)} = O(n^2) \cdot \frac{1}{a}.$$

Given this upper bound on $\sum_{v \in A} P(s(v))$, since the function $P$ is convex, the sum of switches $\sum_{v \in A} s(v)$ is maximal when each node in $A$ switches the same amount of times (i.e. there is an $s$ such that $s(v) = s$ for every $v \in A$), giving

$$|A| \cdot s^{1/f(\lambda)} = O(n^2) \cdot \frac{1}{a}.$$

With this upper bound, $|A| \cdot s$ is maximal if $|A|$ is as large as possible and $s$ as small as possible (again because $P$ grows faster than linearly). Clearly $|A| \leq n$, so assuming $|A| = n$, we get

$$s^{1/f(\lambda)} = O(n) \cdot \frac{1}{a},$$

which means that

$$s = O(n^{f(\lambda)}) \cdot a^{-f(\lambda)},$$

and thus for the total number of switches in $A$, we get

$$|A| \cdot s = O(n^{1+f(\lambda)}) \cdot a^{-f(\lambda)}.$$

It only remains to sum up this bound for the appropriate intervals to obtain our final bound. Let us consider the intervals $[1, 2), [2, 4), [4, 8), \ldots$, i.e. $a = 2^k$ for each factor of 2 up to $n$, which is a disjoint partitioning of the possible degrees. Note that for these specific values of $a$, the sum $\sum_{k=0}^{\infty} (2^k)^{-f(\lambda)}$ converges to a constant according to the ratio test. In other words, the sum is dominated by the number of switches of the lowest (constant) degree nodes, and hence, the total number of switches in the graph can be upper bounded by $O(1) \cdot n^{1+f(\lambda)}$.

Recall that since we work with Relaxed CPSs, we lose an $\epsilon$ in the exponent of this upper bound when we carry the result over to an original CPS.

\textbf{Theorem 9.} In any CPS with parameter $\lambda$, we have $\sum_{v \in V} s(v) = O(n^{1+f(\lambda)+\epsilon})$ for any $\epsilon > 0$.

Since we have established that every majority/minority process provides a CPS, the upper bound on their stabilization time also follows.

\textbf{Corollary 10.} Under Rule II with any $\lambda \in (0, 1)$, every majority/minority process stabilizes in time $O(n^{1+f(\lambda)+\epsilon})$ for any $\epsilon > 0$.  
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Having established the most efficient way to relay conflicts, the high-level design of the matching lower bound construction is rather straightforward, following the level-based idea described in Section 4.

Given \( \lambda \), we first determine the optimal output rate \( \varphi = \varphi^*(\lambda) \). We then create a construction consisting of distinct levels, where each level has the same size, and each consists of a set of nodes that have the same degree. Since the degree should decrease by a factor of \( \frac{1 - \varphi}{\lambda + \varphi} \) in each new level from top to bottom, we can add \( L = \log_{\frac{1 - \varphi}{\varphi}}(n) \) such levels to the graph. If each of these level has \( \Theta\left(\frac{n}{\log n}\right) \) nodes, then with the appropriate choice of constants, the total number of nodes is below \( n \).

Each node in the construction is only connected to other nodes on the levels immediately above or below its own. All conflicts are propagated down in the graph, from upper to lower levels, so the upper neighbors of a node are always used as inputs, while the lower neighbors are always used as outputs. For the optimal propagation of conflicts, each node \( v \) must have the optimal input-output rate, i.e. an up-degree of \( (1 - \varphi) \cdot \deg(v) \) and a down-degree of \( \varphi \cdot \deg(v) \). Thus each consecutive level pair forms a regular bipartite graph, with \( \frac{1 - \varphi}{\lambda + \varphi} \) of the degree of the level pair above. The construction is illustrated in Figure 2.

Our parameters \( \lambda \) and \( \varphi \) also determine that the number of switches should increase by a factor \( \frac{1 - \varphi}{\lambda + \varphi} \) on each new level. If we can always increase the switches at this rate, then each node on the lowermost level will switch

\[
\left( \frac{1 - \varphi}{\lambda + \varphi} \right) \log_{\frac{1 - \varphi}{\varphi}}(n) = n \log_{\frac{1 - \varphi}{\varphi}}\left(\frac{1 - \varphi}{\lambda + \varphi}\right) = nf(\lambda),
\]

times, where the last equation holds because we are using \( \varphi = \varphi^*(\lambda) \). Since there are \( \tilde{\Theta}(n) \) nodes on the lowermost level, the switches in this level already amount to a total of \( \tilde{\Theta}(n^{1+f(\lambda)}) \), matching the upper bound.

However, note that when \( \varphi^*(\lambda) \) or \( \frac{1 - \varphi}{\lambda + \varphi} \) is irrational, we can only use close enough rational approximations of these values. This comes at the cost of losing a small \( \epsilon \) in the exponent.

**Theorem 11.** Under Rule II with a wide range of \( \lambda \) values, there is a graph construction and initial coloring where majority/minority processes stabilize in time \( \Omega(n^{1+f(\lambda)-\epsilon}) \) for any \( \epsilon > 0 \).

This level-based structure describes the general idea behind our lower bound construction. However, the main challenge of the construction is in fact designing the connection between subsequent levels. In particular, this connection has to make sure that conflicts are indeed always relayed optimally, i.e. no potential is wasted between any two levels.
Recall from the proof of Lemma 6 that this is only possible if between any two consecutive switches of a node \( v \), it is exactly a \( \frac{\lambda + \phi}{1 - \phi} \) fraction of \( v \)'s upper neighbors that switch. Moreover, these switching \( \frac{\lambda + \phi}{1 - \phi} \cdot \text{deg}(v) \) upper neighbors always have to be of the right color, i.e. they need to switch to the opposite of \( v \)’s current color in case of majority processes, and to the same color in case of minority processes. Since the upper neighbors of \( v \) are in the same level, we also have to ensure that throughout the entire process, each upper neighbor switches the same number of times altogether.

These conditions impose heavy restrictions on the possible ways to connect two subsequent levels. If the conditions hold for a node \( v \) (i.e. the sequence of switches of \( v \)'s upper neighbors can be split into \( \frac{\lambda + \phi}{1 - \phi} \cdot \text{deg}(v) \)-size consecutive appropriate-colored subsets, in an altogether balanced way), then we say that \( v \)'s upper neighbors follow a valid control sequence.

On the other hand, in order to argue about levels in general, we want each level to behave in a similar way. The easiest way to achieve this is to have a one-to-one correspondence between the nodes of different levels, and ensure that each level repeats the same sequence of steps periodically, but in a different pace. That is, we want to connect the levels in such a way that when a level exhibits a specific pattern of switches, then this allows the nodes of the next level to replicate the exact same pattern of switches, but more times.

Thus the key task in our lower bound constructions is to develop a so-called control gadget, which is essentially a bipartite graph that fulfills these two requirements: it admits a scheduling of switches such that (i) the upper neighborhood of each lower node follows a valid control sequence, and (ii) while the upper level executes a sequence \( s \) times, the lower level executes the same sequence \( \frac{\lambda + \phi}{1 - \phi} \cdot s \) times. Given such a control gadget, we can connect the subsequent level pairs of our construction using this gadgets. This allows us to indeed increase the number of switches by a \( \frac{\lambda + \phi}{1 - \phi} \) factor in each new level, resulting in a total of \( \tilde{O}(n^{1 + f(\lambda)}) \) switches as described above.

However, developing a control gadget is a difficult combinatorial task in general: it depends on many factors including divisibility questions, and whether our parameters can be expressed as a fraction of small integers. A detailed discussion of control gadget design and the \( \lambda \) values covered by Theorem 11 is available in the full version of the paper. In particular, we present a method which allows us to develop a control gadget for every small \( \lambda \) value below a threshold of approximately 0.476 (more specifically, as long as \( \frac{\lambda + \phi}{1 - \phi} \leq \frac{3}{5} \)). The same technique also provides a control gadget for some larger \( \lambda \) values above the threshold, but only when the corresponding switch increase ratio \( \frac{\lambda + \phi}{1 - \phi} \) can be expressed as a fraction of relatively small integers. Furthermore, the full version also describes a simpler solution technique to the control gadget problem; this leaves a slightly larger gap to the upper bound, but it works for any \( \lambda \) without much difficulty.
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Abstract
We study the incentives of banks in a financial network, where the network consists of debt contracts and credit default swaps (CDSs) between banks. One of the most important questions in such a system is the problem of deciding which of the banks are in default, and how much of their liabilities these banks can pay. We study the payoff and preferences of the banks in the different solutions to this problem. We also introduce a more refined model which allows assigning priorities to payment obligations; this provides a more expressive and realistic model of real-life financial systems, while it always ensures the existence of a solution.

The main focus of the paper is an analysis of the actions that a single bank can execute in a financial system in order to influence the outcome to its advantage. We show that removing an incoming debt, or donating funds to another bank can result in a single new solution that is strictly more favorable to the acting bank. We also show that increasing the bank’s external funds or modifying the priorities of outgoing payments cannot introduce a more favorable new solution into the system, but may allow the bank to remove some unfavorable solutions, or to increase its recovery rate. Finally, we show how the actions of two banks in a simple financial system can result in classical game theoretic situations like the prisoner’s dilemma or the dollar auction, demonstrating the wide expressive capability of the financial system model.
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1 Introduction

The world’s financial system is a complex network where financial institutions such as banks are connected via various kinds of financial contracts. If some financial institutions go bankrupt, then others might suffer as well; the financial network might experience a ripple effect. Two of the most common financial contracts are (i) debt contracts (some bank owes a specific amount of money to another bank) and (ii) Credit Default Swaps (CDSs). A CDS is a simple financial derivative where the payment obligation depends on the defaulting of another bank in the system. The combination of debt contracts and CDSs turns out to provide a simple and yet expressive model, which is able to capture a wide range of interesting phenomena in real-life financial markets [10, 22, 18, 17].

Given a set of banks and a set of payment obligations between these banks, one of the most natural questions is to decide which of the banks can fulfill these obligations, and which of them cannot, and hence are in default. The problem of deciding what portion of obligations banks can fulfill is known as the clearing problem. One can easily encounter
a situation when this problem has multiple different solutions in a financial system. It is natural to study how much the individual banks prefer these solutions, i.e. what is their payoff in specific solutions of the system.

In this paper we study the problem from the point of view of a single bank $v$. We analyze whether some simple actions of $v$ can improve its situation in the network. In a financial system, the complex interconnection between the banks can easily result in situations where banks can achieve a better outcome in surprising and somewhat counterintuitive ways. For example, being on the receiving end of a debt contract is generally considered beneficial, because the bank obtains payment from this contract. However, in a system with debts and CDSs, it is also possible that if a bank $v$ nullifies a debt contract as a creditor, then (through a number of intermediate steps in the network) this results in an even higher total payoff for $v$. Such phenomena are crucial to understand, since if banks indeed execute these actions to obtain a better outcome, then these opportunities will determine how the financial system changes and evolves in the future.

We begin with a description of the financial system model recently developed by Schuldenzucker et al. [22], which serves as the base model for our findings. We then introduce a more refined version of this model which also assigns priorities to each contract, and assumes that banks have to fulfill their payment obligations in the order defined by these priorities. We show that besides being more expressive and realistic, this augmented model still ensures the existence of a solution.

Our main contribution is an analysis of various different actions that banks in the system can execute in order to increase their final payoff when the system is cleared. We first show that by removing an incoming debt (partially or entirely) or by donating extra funds to another bank, a bank might be able to increase its payoff. We then show that investing more external assets or reprioritizing its outgoing payments can also allow a bank to influence the system. However, these actions do not allow a bank to introduce more favorable new solutions, but they can allow the bank to remove unfavorable solutions from the system, or increase its own recovery rate.

Finally, we present some simple examples where two banks try to influence the financial system simultaneously, resulting in situations that are identical to the classical prisoner’s dilemma or dollar auction game. This suggests that financial systems in this model can exhibit very rich behavior, and if two or more banks execute these actions simultaneously, this can easily lead to complex game-theoretic settings.

2 Related Work

Numerous studies on the properties of financial systems are directly or indirectly based on the financial system model introduced by Eisenberg and Noe in [11]. This model only assumes simple debt contracts between banks. Different studies have later also extended this model with default costs [21], cross-ownership relations [25, 12] or so-called covered CDSs [17]. The related literature has studied the propagation of shocks in many different variants of these models [2, 8, 5, 4, 1, 13].

One disadvantage of these models is that they can only describe long positions of banks on each other, meaning that a worse situation for one bank is always worse (or the same) for any other bank. For example, if a bank is unable to pay its debt, then its creditor receives less money, and it might not be able to pay its debts either. This already enables the model to capture many interesting phenomena, e.g. how a small shock causes a ripple effect in the network. However, long positions imply that there is a solution in these systems which is
simultaneously the best for all banks. As such, the models cannot represent the opposing interests of banks in many real-world situations, and thus these models are not so interesting from a game-theoretic point of view.

On the other hand, a more realistic model was recently introduced by Schuldenzucker, Seuken and Battiston [22]; we assume this model of financial systems in our paper. Besides debt contracts, this new model also allows credit default swaps between banks, which are essentially financial derivatives where banks are betting on the default of another bank. CDSs are a prominent kind of derivative that played a significant role in the 2008 financial crisis [14]; as such, they have been studied in various works in the financial literature [9, 18, 10]. While the model still remains relatively simple with these two kind of contracts, it now also allows us to model short positions, when it is more favorable for a bank if another bank is worse off. This increases the expressive power of the model dramatically, allowing us to capture a wide range of properties of practical financial systems.

The work of Schuldenzucker et. al. analyzes their model from a complexity-theoretic perspective. The authors show that in the base variant of this model, each system has at least one solution; however, if we also assume so-called default costs, then some systems might not have a solution at all. In case of default costs, they also describe sufficient conditions for the existence of a solution. Their follow-up work shows that it is computationally hard to decide if a solution exists, and also to find or approximate a solution of the system [23].

However, to our knowledge, the model has not been analyzed from a game-theoretic perspective before. Our paper aims to lay the foundations of such an analysis, by evaluating a variety of simple (and yet realistic) actions that allow nodes to influence the network due to the presence of short positions. Since banks often have conflicting interests in these systems, these actions can easily lead to interesting game-theoretical dilemmas.

The only similar game-theoretic analysis we are aware of is the recent work of Bertschinger et. al. [6], set in the original model of Eisenberg and Noe. Instead of having institutional rules for payment obligations in case of default, [6] assumes that banks can freely select the order of paying their outgoing debts, or even decide to make partial payments in some contracts. The paper discusses the properties of Nash-Equilibria and Social Optima in this setting. While this has a connection to our observations in Section 5.3, we analyze the results of such actions in a significantly more complex model with CDSs.

In general, measuring the sensitivity or complexity of a financial network has also been exhaustively studied [15, 3, 5, 4]. The topic also has a major importance for financial authorities in practice, who regularly conduct stress tests to analyze real-world financial systems. The clearing problem, in particular, also plays an important role in the European Central Bank’s stress test framework [7], for example.

3 Financial system model

The model introduced by [22] describes a financial network as a set of banks (i.e. nodes), denoted by $V$, with different kinds of financial contracts (i.e. directed edges) between specific pairs of banks. Banks in our examples are usually denoted by $u$, $v$ or $w$. Every bank in the system has a predefined amount of external assets, denoted by $e_v$ for bank $v$.

3.1 Debt and CDS contracts

We assume that each contract in the system is between two specific banks $u$ and $v$. A contract obliges $u$ (the debtor) to pay a specific amount of money to bank $v$ (the creditor), either unconditionally or based on a specific event. The amount of payment obligation in the contract is the weight (in financial terms: the notional) of the contract.
While these contracts might be connected to earlier transactions between the banks (e.g. a loan offered by \( v \) to \( u \) in the past which results in a debt contract from \( u \) to \( v \) in the present), we assume that these initial payments are implicitly represented in the external assets of banks, and thus the external assets and the contracts together provide all the necessary information to describe the current state of the system.

The outgoing contracts of bank \( v \) altogether specify a given amount of total payment obligations for \( v \). If \( v \) is unable to fulfill all these obligations, then we say that \( v \) is in default. In this case, we are interested in the portion of liabilities that \( v \) is still able to pay, known as the recovery rate of \( v \) and denoted by \( r_v \). The definition implies that we always have \( r_v \in [0, 1] \), and \( v \) is in default exactly if \( r_v < 1 \). The recovery rates of all banks is represented together in a recovery rate vector \( r \in [0, 1]^V \).

The model allows two kinds of contracts between banks in the system. In case of a simple debt contract, \( u \) has to pay a specific amount to \( v \) unconditionally, i.e. in any case. On the other hand, credit default swaps (CDSs) are ternary financial contracts, made in reference to a third bank \( w \) known as the reference entity. A CDS describes a conditional debt which only requires \( u \) to pay a specific amount to \( v \) if \( w \) is in default. In particular, if the weight of the CDS is \( \delta \) and the recovery rate of \( w \) is \( r_w \), then the CDS incurs a payment obligation of \( \delta \cdot (1 - r_w) \) from \( u \) to \( v \).

In practice, CDSs often describe an insurance policy on debt contracts for the creditor bank. If \( v \) is the creditor of a debt coming from \( w \), and \( v \) suspects that \( w \) might go into default and thus will be unable to pay some of its debt, then \( v \) can enter into a CDS as a creditor with some other bank \( u \) in the system, in reference to \( w \). If \( w \) indeed defaults and cannot pay its liabilities to \( v \), then \( v \) instead receives some payment from \( u \). Nonetheless, there could be other reasons for banks to enter CDS contracts, e.g. speculative bets about future developments in the market.

### 3.2 Assets and liabilities

Since payment obligations in CDSs depend on the recovery rate of other banks, the assets and liabilities of a bank are defined as a function of the vector \( r \). The liability of \( u \) towards \( v \) is the sum of payment obligations from all simple debt contracts and CDSs, i.e.

\[
l_{u,v}(r) = c_{u,v} + \sum_{w \in V} c_{w,u,v} \cdot (1 - r_w),
\]

where \( c_{u,v} \) denotes the weight of the simple debt from \( u \) to \( v \), and \( c_{w,u,v} \) denotes the weight of the CDS from \( u \) to \( v \) with reference to \( w \) (understood as 0 if the contracts do not exist).

The total liabilities of \( u \) is then the sum of liabilities to all other banks, i.e.

\[
l_u(r) = \sum_{v \in V} l_{u,v}(r).
\]

In contrast to this, the actual payment from \( u \) to \( v \) can be lower than \( l_{u,v}(r) \) if \( u \) is in default. In this case, the model assumes that \( u \) makes payments based on the principle of proportionality, i.e. it uses all of its assets to make payments to creditors, in proportion to the respective liabilities. In practice, this means that \( u \) can pay an \( r_u \) portion of each liability, and thus its payment to \( v \) is defined as \( p_{u,v}(r) = r_u \cdot l_{u,v}(r) \).

On the other hand, the assets of \( v \) is the sum of its external assets and its incoming payments, i.e.

\[
a_v(r) = e_v + \sum_{w \in V} p_{u,v}(r).
\]
Recall that a recovery rate describes the portion of liabilities that a bank can pay. Hence given the assets and liabilities of each bank $v$, the recovery rate $r_v$ must satisfy $r_v = 1$ if $a_v(r) \geq l_v(r)$, and $r_v = \frac{a_v(r)}{l_v(r)}$ otherwise. A vector $r$ is called a solution (in financial terms: a clearing vector) if it describes an equilibrium point for these equalities, i.e. if for each bank $v$, $r_v$ satisfies this constraint for the assets and liabilities defined by $r$. Previous work has expressed this by defining the update function $f : [0,1]^V \rightarrow [0,1]^V$ as

$$f_v(r) = \begin{cases} 1, & \text{if } a_v(r) \geq l_v(r) \\ \frac{a_v(r)}{l_v(r)}, & \text{if } a_v(r) < l_v(r) \end{cases}$$

and defining a solution as a fixed point of the update function.

In order to model the utility function of nodes in the system, we define the payoff (in financial terms: equity) of a bank $v$ as the amount of remaining assets after payments if a node is not in default, and 0 otherwise, i.e. $q_v(r) = \max(a_v(r) - l_v(r), 0)$. We assume that the aim of each bank is to maximize its own payoff.

Note that assets, liabilities and payoffs are always defined with regard to a certain recovery rate vector $r$. However, in order to simplify notation, we do not show $r$ explicitly when it is clear from the context, and instead we simply write e.g. $a_v$ or $q_v$.

Figure 1 shows an example financial system with three banks $u$, $v$ and $w$, with a consistent notation to that of [22, 23]. The system has $e_u = 2$, $e_v = 1$ and $e_w = 0$. There are two debts of weight 2 in the system: one from $u$ to $v$, the other from $u$ to $w$. Finally, the system contains a CDS from $w$ to $v$ (also of weight 2), which is in reference to bank $u$.

Regardless of recovery rates, bank $u$ has liabilities $l_u = 4$ and assets $a_u = 2$, so $r_u = \frac{1}{2}$ in any case. This implies that $u$ can only make payments of $r_u \cdot 2 = 1$ to both $v$ and $w$. Given $r_u = \frac{1}{2}$, the CDS induces a liability of $2 \cdot (1 - r_u) = 1$ from $w$ to $v$. Since $w$ receives an incoming payment of $p_{u,w} = 1$ from $u$, we have $a_w = l_w = 1$, so $w$ can still pay its liability and has a recovery rate of $r_w = 1$. Finally, $v$ has incoming payments $p_{u,v} = 1$ and $p_{w,v} = 1$, external assets $e_w = 1$, and no liabilities. This implies $a_v = 3$ and $l_v = 0$, and thus $r_v = 1$. Hence $(r_u, r_v, r_w) = (\frac{1}{2}, 1, 1)$ is the only solution of the system, providing a payoff of $q_u = 0$, $q_w = 0$ and $q_v = 3$ to the banks.

We also use two sanity assumptions introduced by previous work to exclude degenerate cases [22]. First, we assume that no bank enters into a contract with itself or in reference to itself. Furthermore, since CDSs are regarded as an insurance on debt, we require that if a bank $w$ is a reference entity of some CDS, then $w$ is the debtor of at least one debt contract of positive weight.
4 Payments with priorities

While the principle of proportionality is a simple and natural assumption, financial systems often have more complex payment rules in practice. Thus we also introduce a more general model of payments with priorities.

That is, we assume that there is a constant number of priority classes $P$, and each contract belongs to one of these priority classes. If a node $v$ is in default, then it first spends all its assets to fulfill its liabilities in the highest priority class. If $v$ does not have enough assets to fulfill all such obligations, it spends all its assets on the payments for these edges, proportionally to the amount of liabilities. On the other hand, if $v$ has more assets than highest-priority liabilities, then $v$ pays for all the liabilities in this highest priority level, and continues using the rest of its assets for the lower-priority liabilities in a similar fashion.

More formally, in our modified model, each contract in the network receives another priority parameter (besides its weight), which is an integer in $\{1, ..., P\}$. The value $1$ denotes the highest priority (i.e. liabilities that have to be paid first), while class $P$ denotes the lowest priority level.

Given a clearing vector $r$, for each node $v$, let $l_v^{(p)}$ denote the total amount of liabilities of $v$ due to edges on priority level $p$. Let us also introduce the notation $l_v^{(\leq p)} = \sum_{i=1}^{p} l_v^{(i)}$. Assume that $v$ has total assets of $a_v$, and a liability of $l_{v,u}$ on priority level $p$ towards another node $u$. Then the payment of $v$ to $u$ is defined as

$$p_{v,u} = \begin{cases} 0, & \text{if } a_v < l_v^{(\leq p-1)} \\ \frac{a_v - l_v^{(\leq p-1)}}{l_v^{(p)}}, & \text{if } a_v \in (l_v^{(\leq p-1)}, l_v^{(\leq p)}) \\ l_{v,u}, & \text{if } a_v \geq l_v^{(\leq p)}. \end{cases}$$

For an example, consider a modified version of the network in Figure 1. Assume we now have 2 priority levels: the debt from $u$ to $w$ is on the higher level, while the other two contracts are on the lower level. For the case of $u$, this still means $l_u = 4$, $a_u = 2$ and $r_u = \frac{1}{2}$ as before. However, now $u$ uses its 2 units of assets to pay its full liability to $w$, since this contract has higher priority than the debt to $v$. Hence $p_{u,v} = 0$ and $p_{u,w} = 2$, resulting in $a_u = 2$. Since $r_u = \frac{1}{2}$ still implies $l_w = 1$ for the CDS, the rest of the payments and recovery rates remain unchanged: we still have $p_{w,v} = 1$ and $r_w = r_v = 1$. However, the payoffs of the banks in the system are now $q_u = 0$, $q_w = 1$ and $q_v = 2$.

The main motivation for introducing payment priorities is that in many cases, it is very close to what happens in real-world financial systems. In many countries, economic laws provide a specific priority list for companies to follow when paying their debts in case of a default. This might start with salaries and other payments to the employees of the company first, then specific kind of debt contracts, and so on.

Another advantage of priorities is that we can often use them to replace so-called default costs. Default costs (also studied in [22, 23]) are an extension of the original model, assuming that when banks go into default, they immediately lose a specific portion of their assets. This represents the fact that in practice, once a company goes into default, it has a range of immediate payment obligations (e.g. employees’ wages) before it can make payments to other banks. If we instead represent the bank’s employees as a separate node in the network, and model this payment obligation with a high-priority edge, then this might allow us to model some of these obligations without the use of default costs.

This observation is crucial because the introduction of default costs comes at a significant price: intuitively speaking, default costs introduce a point of discontinuity into the update function, and as a result, some financial systems do not have a solution at all [22]. In contrast
to this, without default costs, systems always have at least one solution, as shown by a
fixed-point argument in [22]. We point out that the same fixed-point theorem proof also
applies in our model with payment priorities: even though the functions \( p_{u,v}(r) \) and \( a_v(r) \)
become significantly more complicated, they are still continuous.

This shows that by introducing priorities, we obtain a model that is significantly more
realistic on one hand, but also ensures the existence of a solution at the same time.

▶ Theorem 1. Every financial system with payment priorities has at least one solution.

Proof (sketch). The proof of this claim is identical to the same proof in the original financial
system model, described in the results of [22]. The main idea of the proof is to apply the
fixed-point theorem of Kakutani [16], which ensures the existence of a fixed point of the
update function \( f \), and thus a solution. This proof can still be applied after the introduction
of priorities, since both \( a_v(r) \) and \( l_v(r) \) still remain a continuous function of \( r \), and so does the
update function \( f_v(r) = \min(\frac{a_v(r)}{l_v(r)}, 1) \), at least in the domain where \( l_v(r) > 0 \). The technical
part of the proof is slightly more complicated, since one has to consider the \( l_v(r) = 0 \) case
separately. For more details on this proof, we refer the reader to the work of [22]. ◀

5 Influencing the financial system

We now discuss a wide range of actions that a bank can execute in order to obtain a more
favorable outcome in the system. Note that except for Section 5.3 which explicitly studies
readjusting priorities, all the results also hold in the base model without priorities.

5.1 Removing an incoming debt

One of the most natural actions for a bank \( v \) would be to simply cancel a debt contract
in which \( v \) is a creditor. Since the creditor is considered the beneficiary of a debt, in some
financial/legal frameworks, the regulations may indeed allow a bank to nullify an incoming
debt contract. However, in case of a financial system with short positions, it is actually
possible that in the end, this indirectly increases the payoff of \( v \).

▶ Theorem 2. Removing an incoming debt of \( v \) can increase the payoff of \( v \).

More precisely, our claim is as follows: there exists a financial system \( S \) such that (i) \( S \)
has only one solution \( r \), in which \( v \) has payoff \( q_v \) and an incoming debt contract, and (ii)
in the modified financial system \( S' \) obtained by removing this debt, there is again only one
solution \( r' \), in which the payoff \( q'_v \) satisfies \( q'_v > q_v \).

Proof. Consider the network in Figure 2. Note that the unlabeled nodes in this system can
always pay all their liabilities, so their recovery rate is always 1. Originally, the system has
\( a_u = 1 \) and \( l_u = 2 \), thus \( r_u = \frac{1}{2} \) in any case. This implies \( a_w = 2 \cdot (1 - \frac{1}{2}) = 1 \), and thus
\( r_w = 1 \). With \( r_w = 1 \), \( v \) obtains no payment from its incoming CDS at all, so the payoff of \( v \)
in this only solution is \( q_v = p_{u,v} \cdot r_u \cdot 1 = \frac{1}{2} \).

One the other hand, consider the system obtained by removing the debt contract from \( u \)
to \( v \). In this case, \( a_u = l_u = 1 \), and thus \( r_u = 1 \). This means that \( w \) receives no incoming
payments at all, and with \( a_w = 0 \), we have \( r_w = 0 \). As a result, \( v \) obtains a payment of
\( 2 \cdot (1 - r_w) = 2 \) from its incoming CDS, so we have \( q_v = 2 \). ◀

The proof shows that releasing an outgoing debt increases the recovery rate of \( u \), which
indirectly yields an extra payoff for \( v \). Note that \( v \) could also achieve this result by donating
funds to \( u \), i.e. by increasing \( e_u \) by 1. This is even more realistic in a legal framework: the
owner(s) of bank $v$ can simply donate a specific amount to bank $u$, who would accept it in hope of avoiding default. Naturally, this is only a favorable step to $v$ if by donating $x$ units of money, it can increase its own payoff by more than $x$.

**Theorem 3.** Donating external assets to another node $u$ can be a favorable step.

More precisely, there is a system $S$ such that (i) $S$ has only one solution $r$, in which node $v$ has payoff $q_v$, and (ii) in the system $S'$ obtained by replacing external funds of $u$ by $e'_u := e_u + x$, there is again only one solution $r'$ which satisfies $q'_v > q_v + x$.

The proof of the theorem is identical to that of Theorem 2: if $v$ increases $e_u$ by $x = 1$ in Figure 2, then again $r_u = 1$, which ultimately provides a payoff of $q_v = 3$ (as opposed to the original $\frac{1}{2}$). Note that in general, this action may allow banks to improve their position by affecting a bank that is arbitrarily far in the topology of the network.

While our main focus in the paper is a theoretical analysis of these improvement techniques, we point out that these operations are not only theoretical anomalies in the model; there are known examples when some institutions indeed applied similar techniques in real-world financial networks [19].

We also note that one could prove Theorems 2 and 3 on a smaller example system, where $v$ only has an incoming debt from $u$ and a larger outgoing CDS in reference to $u$. We have chosen this slightly larger example since it allows us to use a similar proof structure for all our claims in this section.

Finally, if $v$ can increase its payoff by releasing an incoming debt, it is natural to wonder if it is always optimal for $v$ to erase the entire debt, or whether it could be beneficial to only reduce the amount in some cases. We show that reducing a debt to a given portion $\gamma_0$ of its original weight can also be an optimal strategy.

**Theorem 4.** For each constant $\gamma_0 \in [0, 1]$, there is a financial system where bank $v$ achieves its maximal payoff by reducing an incoming debt by a $\gamma_0$ portion of its original weight.

**Proof.** Consider a modified version of our previous systems, as shown in Figure 3. We show that for any $\gamma_0$ parameter, the optimal action of $v$ in this system is to let go of $\gamma_0$ portion of the incoming debt from $u$, i.e. to reduce its weight to $1 - \gamma_0$.

Assume that $v$ reduces the incoming debt by a $\gamma$ portion for some $\gamma \in [0, 1]$, and let us analyze the final payoff of $v$ as a function of $\gamma$. Note that a choice of $\gamma = \gamma_0$ implies that $a_u = l_u$ exactly, and thus $r_u = 1$, $r_w = 0$ and $q_v = (1 - \gamma_0) + 2 = 3 - \gamma_0$ as a result. Hence we have to show that $q_v < 3 - \gamma_0$ in any other case.
First consider the case when \( \gamma < \gamma_0 \). Since \( u \) has \( l_u = 1 + (1 - \gamma) = 2 - \gamma > 2 - \gamma_0 \), \( u \) is in default. Then \( r_u = \frac{2 - \gamma}{2 - \gamma_0} \), and thus \( w \) receives an incoming payment of

\[
a_w = \frac{2}{\gamma_0} \cdot \left( 1 - \frac{2 - \gamma}{2 - \gamma_0} \right) = \frac{2}{\gamma_0} \cdot (\gamma_0 - \gamma) \cdot (2 - \gamma).
\]

This is a decreasing function in \( \gamma \), and it equals 1 exactly for \( \gamma = 0 \), so \( a_w < 1 \) for any \( \gamma > 0 \), and thus \( w \) is in default with \( r_w = a_w \). Then the amount \( v \) receives from the CDS is

\[
2 \cdot (1 - r_w) = 2 \cdot \left( 1 - \frac{2 \cdot (\gamma_0 - \gamma)}{\gamma_0 \cdot (2 - \gamma)} \right) = 2 \cdot \frac{\gamma \cdot (2 - \gamma_0)}{\gamma_0 \cdot (2 - \gamma)}.
\]

Since \( q_v = (1 - \gamma) \cdot r_u + 2 \cdot (1 - r_w) \), we need to show that

\[
3 - \gamma_0 > (1 - \gamma) \cdot \frac{2 - \gamma_0}{2 - \gamma} + 2 \cdot \frac{\gamma \cdot (2 - \gamma_0)}{\gamma_0 \cdot (2 - \gamma)}.
\]

After multiplying this by \( \gamma_0 \cdot (2 - \gamma) \), expanding the brackets and removing terms that cancel out, we are left with \( \gamma_0 \cdot (4 - \gamma_0) > \gamma \cdot (4 - \gamma_0) \), which naturally holds since \( \gamma < \gamma_0 \).

On the other hand, if \( \gamma > \gamma_0 \), then \( a_v > l_u \), and thus \( r_v = 1 \). This means \( r_w = 0 \), so \( v \) receives an amount of 2 from the CDS, and has a total payoff of \( (1 - \gamma) + 2 = 3 - \gamma \), which is again less than \( 3 - \gamma_0 \). Thus selecting \( \gamma = \gamma_0 \) is indeed the best option for \( v \).

### 5.2 Investing more external assets

In light of Theorem 3, it is natural to ask if \( v \) can also increase its payoff by increasing *its own* external assets. In practice, this could easily happen in multiple ways, e.g. by creating more shares to raise capital for the bank, or by the owners of the bank investing further funds into the bank. If increasing \( e_v \) by \( x \) would allow \( v \) to increase its payoff by more than \( x \) in the only solution, then the owners of \( v \) would indeed be motivated to invest these extra funds into the bank.

However, somewhat surprisingly, it turns out that this is not possible in the same way as in previous cases: we cannot increase the payoff of \( v \) by more than \( x \) in the only solution of the system. More specifically, if a vector \( r' \) is a solution to the new system and provides a payoff of \( q'_v \), then \( r' \) was already a solution of the original system with a payoff of \( q_v' = q_v - x \).

**Theorem 5.** Assume that every solution of system \( S \) provides a payoff of at most \( q_v \) for \( v \). Then setting \( e'_v = e_v + x \) cannot introduce a new solution \( r' \) with \( q'_v > q_v + x \).

**Proof.** Assume that such a new solution \( r' \) is introduced. Since payoff is always nonnegative, \( q_v \geq 0 \), and thus \( q_v' > x \) in \( r' \). This means that we have \( a'_v > x + l'_u \) in \( r' \). Hence, even if \( e'_v \) was reduced by \( x \) (back to its original value \( e_v \)), then \( v \) could still pay all of its liabilities; thus the same recovery vector \( r' \) and the same payments on each edge also provide a solution in the original system \( S \). The payoff of \( v \) in this solution is \( q_v' - x \), which is larger than \( q_v \) by assumption. This contradicts the fact that \( q_v \) was the maximal payoff for \( v \) in \( S \).

Naturally, if \( v \) is in default, the recovery rate of \( v \) can indeed be increased in the only solution by injecting extra funds. However, an increase of \( r_v \) does not translate to an increase in payoff, so it is a waste for the owners of \( v \) to invest resources for this.

On the other hand, while it is not possible to produce a new, more favorable solution for \( v \), it is possible to invalidate solutions that are unfavorable to \( v \). That is, if the original financial system had multiple solutions with different payoffs for \( v \), and \( v \) is unsure which
of these solutions will be implemented by a financial authority, then it is possible that \( v \) can inject extra funds to remove a solution where its payoff is much smaller than in other solutions. This may allow \( v \) to increase its worst-case payoff, or its payoff in expectation (in case of a randomized choice of solution).

**Theorem 6.** Given a financial system \( S \) with two solutions, it is possible that setting \( e'_v = e_v + x \) removes a solution which is unfavorable to \( v \).

More precisely, there is a system \( S \) such that (i) \( S \) has two solutions \( r_1 \) and \( r_2 \), with solution \( r_2 \) satisfying \( q_v = 0 \), and (ii) in the system \( S' \) obtained by setting \( e'_v := e_v + x \), the only solution is \( r'_1 = r_1 \), satisfying \( q'_v > x \).

**Proof.** Consider the system in Figure 4, which has two solutions. The design of the system ensures \( r_u = r_v \) and \( r_w = 1 - r_u \). If \( r_v = 1 \), then this implies \( r_u = 1 \) and \( r_w = 0 \), in which case \( v \) has \( a_v = 100 \), giving a solution with \( q_v = 99 \). On the other hand, if \( r_v < 1 \), then it has to satisfy

\[
q_v = \frac{100 \cdot (1 - r_u)}{1} = 100 \cdot r_u = 100 \cdot r_v.
\]

This is only satisfied if \( r_v = 0 \), so this is the only other solution, providing \( q_v = 0 \).

Now assume that \( v \) invests \( x = 1 \) extra funds to have \( e_v = 1 \). In this case, the system always has \( r_u = 1 \), hence \( r_u = 1 \) and \( r_w = 0 \). This implies that \( v \) obtains a payment of 100 in the CDS, resulting in a payoff of \( q_v = 100 \). Even if we subtract the extra \( x = 1 \) investment, \( v \) has an extra payoff of 99, and thus it has indeed increased its worst-case payoff significantly.

### 5.3 Readjusting priorities

Assuming payments with priorities as discussed in Section 4, it is also interesting to know if a node can improve its situation by readjusting the priorities of its outgoing edges. That is, in a more flexible regulation framework, banks may be allowed to choose to some extent the order in which they fulfill their payment obligations. However, we show that similarly to the previous case, readjusting the priorities of outgoing edges cannot introduce a better solution.

**Theorem 7.** Assume that every solution of system \( S \) provides a payoff of at most \( q_v \) for \( v \). Then redefining \( v \)’s outgoing priorities cannot introduce a new solution \( r' \) with \( q'_v > q_v \).
Proof. Assume that such a new solution $r'$ is introduced. Payoff is nonnegative, so $q_v \geq 0$, and thus $q_v^r > 0$. This implies that $q_v^r > l_v^r$ in $r'$, i.e. $v$ is able to pay all of its liabilities in every outgoing contract. However, in this case, the priorities on the outgoing edges do not matter; hence $r'$ is a solution of $S$ regardless of how the priorities of outgoing contracts are chosen. In particular, $r'$ is already a solution of the initial system $S$ before the priorities were reorganized, giving the same payoff $q_v^r$ in $S$. This contradicts the fact that $q_v$ was the maximal payoff for $v$ in $S$.

However, it is again possible that $v$ can increase its recovery rate by readjusting priorities. Recall that in the previous case of increasing the bank’s own external assets, we did not explore this possibility, since it required the bank $v$ to invest extra funds while not yielding (the same amount of) extra payoff. However, readjusting priorities is an action that $v$ might be able to execute free of charge. Thus if we define the recovery rate as the secondary objective function of a bank (i.e. even if $v$ is in default and thus has 0 payoff, it is not oblivious to the outcome, and prefers a higher recovery rate), then redefining priorities may allow $v$ to achieve a more preferred outcome without having to invest any extra funds.

\textbf{Theorem 8.} Redefining $v$’s outgoing priorities can increase the recovery rate of $v$.

Proof. Consider the system in Figure 5 with a choice of $\delta = \frac{3}{4}$. Originally, each contract is in the same (lower) priority class. Bank $v$ never has enough assets to pay its liabilities, hence $u$ is also in default. In this case, we have $r_u = r_v$ and $r_w = 2 - 2 \cdot r_v$, so $v$ receives $\delta \cdot (1 - r_v) = \delta \cdot (2 \cdot r_v - 1)$ funds from the CDS. This means that

$$r_v = \frac{\delta \cdot (2 \cdot r_v - 1) + 1}{2},$$

which, after reorganization, gives $\delta - 1 = 2 \cdot (\delta - 1) \cdot r_v$, and thus $r_v = \frac{3}{4}$. This is the only solution of the system if $\delta \neq 1$.

Now assume that $v$ is able to raise the debt towards $u$ to the higher priority level. In this new system, $v$ first fulfills its payment obligation to $u$, which is always possible from its external assets. Hence $r_u = 1$ in this case, implying $r_w = 0$ and thus a payment of $\frac{1}{2}$ to $v$ in the CDS. This implies $r_v = \frac{3}{4}$ in the only solution of the new system.

We again point out that the previous work of Bertschinger et. al. [6] discusses a similar phenomenon in debt-only networks, i.e. how redefining the priorities of $v$’s outgoing payments can result in an increased recovery rate for $v$.

Finally, we show that redefining priorities can allow $v$ to remove an unfavorable solution, and thus increase its worst-case or expected payoff as in the previous subsection.

\textbf{Theorem 9.} Given a financial system $S$ with two solutions, redefining $v$’s outgoing priorities can remove a solution which is unfavorable to $v$.

Proof. Consider the system in Figure 5 with a choice of $\delta = 100$. As discussed in the proof of Theorem 8, if $r_v < 1$, then the only solution is $r_v = \frac{1}{2}$. However, the large $\delta$ value now allows another solution in the original system: if $r_v = 1$, then $r_u = 1$ and $r_w = 0$, ensuring that $v$ indeed has enough funds to pay its liabilities. The two solutions come with payoffs of $q_v = 0$ and $q_v = 98$, respectively.

Now if $v$ raises its debt towards $u$ to the higher priority level, then $r_u = 1$ is always guaranteed, so $r_w = 0$ and thus $v$ indeed has a payoff of 98 in the only solution.
6 Game-theoretic dilemmas in financial systems

Finally, we briefly show that the attempts of banks to influence the system can also easily lead to situations that can be described by classical game-theoretic settings.

We first show an example where if two nodes simultaneously try to influence the system to their advantage, then the resulting situation is essentially identical to the well-known prisoner’s dilemma [20]. We then show that with some modifications to this network, we can also obtain financial systems that represent other well-known two-player-two-strategy games, e.g. the chicken or stag hunt game [20]. Finally, we show a different network design that allows us to model the multiple-round setting of a dollar auction [24].

6.1 Prisoner’s dilemma

For an example of the prisoner’s dilemma, consider the financial system in Figure 6, where banks $v_1$ and $v_2$ want to influence the system to achieve a better outcome. Assume that in the current legal framework, the only step available to these banks is to completely remove their incoming debt contract from $u$ (as in Theorem 2); both banks can decide whether to execute this step or not. Note that canceling a debt increases the recovery rate of $u$, which indirectly implies a larger payment on the CDS for both $v_1$ and $v_2$, and thus can be beneficial for both banks. Applying prisoner’s dilemma terminology, we also refer to the step of canceling the debt as cooperation, and the step of not canceling the debt as defection.

Now let us analyze the payoff of $v_1$ and $v_2$ in each strategy profile. Note that $r_w = 1 - r_u$, so the payment on the CDSs for both $v_1$ and $v_2$ is $3 \cdot (1 - r_w) = 3 \cdot r_u$ in any case.

If both of the nodes cooperate (i.e. both debts are removed), then $u$ can pay its remaining liabilities, thus $r_u = 1$. This implies a payment of 3 on the CDS, which is the only asset of the acting nodes in this case; hence $q_{v_1} = q_{v_2} = 3$.

If both of the nodes defect (no debt is removed), then we only have $r_u = \frac{1}{4}$, resulting in a payment of 1 from the CDS. However, in this case, both $v_1$ and $v_2$ also get a direct payment of $5 \cdot r_u = \frac{5}{4}$ from the defaulting $u$, which adds up to a total payoff of $\frac{5}{4} + 3 = 2.6$.

Finally, assume that only one of the nodes cooperate (say, $v_1$). With only one of the outgoing debts removed, $u$ will have a recovery rate of $r_u = \frac{1}{2}$. This results in a payment of $\frac{5}{2}$ on the CDS for both nodes. However, note that $v_2$ still has an incoming debt contract from $u$, and receives a payment of $5 \cdot r_u = \frac{5}{4}$ on this contract. This implies $q_{v_1} = \frac{5}{2} = 1.5$, while $q_{v_2} = 4$ for the strategy profile. The symmetric case yields $q_{v_1} = 4$ and $q_{v_2} = 1.5$.

Since the payoffs are ordered exactly as in a prisoner’s dilemma, we obtain an essentially equivalent situation if the two banks are not allowed to coordinate. For both players, defection is always a dominant strategy. E.g. for $v_2$, defection yields a payoff of 4 (instead of only 3) if $v_1$ cooperates, and it yields a payoff of 2.6 (instead of only 1.5) if $v_1$ defects. Thus the Nash-Equilibrium is obtained when both players defect, with $q_{v_1} = q_{v_2} = 2.6$. However, both players would be better off with mutual cooperation, which gives $q_{v_1} = q_{v_2} = 3$.

Note that we only assumed for convenience that banks can only remove their entire debt; the behavior is similar if $v_1$ and $v_2$ can freely select the portions $\gamma_1$ and $\gamma_2$ of incoming debt that they keep. In particular, by differentiating the payoff $q_{v_1} = \frac{3 + 5 \gamma_1}{1 + \gamma_1 + \gamma_2}$, one can show that defection is indeed the best response of $v_1$ for any choice of $\gamma_2$, and vice versa.
6.2 Stag Hunt

Next, we analyze the financial system in Figure 7, which represents the coordination game known as stag hunt [20]. We again assume that the two acting nodes $v_1$ and $v_2$ can only execute the action of completely removing their incoming debt contract from $u_1$ and $u_2$, respectively. As before, we refer to the decisions of removing and not removing the debt as cooperation and defection, respectively.

Recall that canceling an incoming debt and donating funds to another bank are very similar operations in some sense. With a slight modification to our system, we could also present the same example game in a setting where the acting banks must decide to donate or not donate a specific amount of funds to a bank. For our example systems, we select the action that allows a simpler presentation.

Let us analyze the payoffs in the different strategy profiles. If both players cooperate, then both $u_1$ and $u_2$ will only have a liability of 2, which implies $r_{u_1} = r_{u_2} = 1$. In this case, $w$ receives no payment from either of the CDSs, resulting in $r_w = 0$. This means that both $v_1$ and $v_2$ get a payment of 3 from their incoming CDSs. With their debt contracts canceled, we get $q_{v_1} = q_{v_2} = 3$.

If both players defect and keep their debt contract, then both $u_1$ and $u_2$ will have a recovery rate of only $\frac{1}{2}$. This implies a payment of 1 to $w$ on both CDSs, so $w$ avoids default with $r_w = 1$. This means that the acting nodes will not receive any payment on the CDS. On their debt contracts, they both receive $\frac{1}{2} \cdot 2$, i.e. $q_{v_1} = q_{v_2} = 1$.

Finally, assume that $v_1$ cooperates but $v_2$ defects. In this case, we end up with recovery rates of $r_{u_1} = 1$ and $r_{u_2} = \frac{1}{2}$. Thus $w$ only receives payment on the CDS that is in reference to $u_2$. However, this payment of $\frac{1}{2} \cdot 2$ is already enough for $w$ to fulfill its liabilities, and hence $r_w = 1$. Again, $v_1$ and $v_2$ do not receive any payment on the CDS. However, $v_2$ still has an incoming debt contract that ensures a payment of $\frac{1}{2} \cdot 2 = 1$, while $v_1$ has no assets at all. Thus the solution provides $q_{v_1} = 0$ and $q_{v_2} = 1$. In a symmetric manner, the case when $v_2$ cooperates and $v_1$ defects incurs $q_{v_1} = 1$, $q_{v_2} = 0$.

Thus the system represents a game where the players are incentivized to coordinate their strategies. Both the case when both banks cooperate and when both banks defect is a pure Nash-Equilibrium, with mutual cooperation being the social optimum. However, if a bank is unsure whether the other bank will cooperate, it might be motivated to defect in order to avoid the risk of getting no payoff at all.
Network-Aware Strategies in Financial Systems

6.3 Chicken game

We also provide an example of the chicken game (also known as the hawk-dove game [20]), when the pure Nash-Equilibria are obtained in the asymmetric strategy profiles.

Consider the financial system in Figure 8, and assume the acting banks $v_1$ and $v_2$ now have the options to either donate 1 unit or money to another bank, or do not donate money at all. Due to the structure of the network, the nodes are motivated to donate this 1 unit of money to $u$, since this results in a payment on their incoming CDS contract. We again refer to donating a unit of money to $u$ as cooperation, and not donating as defection.

If both nodes defect, then $u$ still has no assets at all, implying $r_u = 0$. This results in $r_w = 1$, and hence the acting nodes receive no incoming payment, so $q_{v_1} = q_{v_2} = 0$.

If both nodes cooperate, then $u$ has more than enough assets to pay its liabilities, resulting in $r_u = 1$ and $r_w = 0$. This means that both nodes get a payment of 3 in the CDS. After subtracting the amount they have donated, we get $q_{v_1} = q_{v_2} = 2$.

However, to ensure that $u$ does not go into default, it is enough if only one of the two nodes make a donation. I.e. if $v_1$ cooperates but $v_2$ defects, then $u$ still has 1 asset, which already implies $r_u = 1$, $r_w = 0$ and a payment of 3 to both $v_1$ and $v_2$ on their incoming CDS. After subtracting the donated funds, this gives $q_{v_1} = 2$ and $q_{v_2} = 3$. Similarly, if $v_2$ cooperates and $v_1$ defects, we obtain $q_{v_1} = 3$, $q_{v_2} = 2$.

The payoffs show that there is no dominant strategy in the game: if $v_1$ cooperates, then the best response of $v_2$ is to defect, while if $v_1$ defects, then the best response of $v_2$ is to cooperate. This implies that the two pure Nash-Equilibria are obtained in the strategy profiles when the banks choose the opposite strategies.

Note that we can easily generalize this setting to the case of more than 2 acting nodes, resulting in the so-called volunteer’s dilemma. For any $k$, we can add distinct banks $v_1, v_2, ..., v_k$ that are all connected to the financial network in the same way (through an incoming CDS of weight 3 in reference to $w$), and all have the same two options of either donating 1 unit of money to $u$ or not acting at all. Note that we also have to ensure that the (currently unlabeled) debtor of the CDSs to these acting nodes has enough resources to make payments on these CDSs in any case, i.e. it must have external assets of at least $3 \cdot k$.

In this case, we obtain a game where again only one volunteer bank $v_i$ is required to make a donation to $u$, and this already ensures a payoff of 3 for every other bank (and a payoff of 2 for $v_i$). In this game, the pure Nash-Equilibria are the strategy profiles where exactly one bank cooperates, and the remaining banks all defect.
6.4 Dollar auction

Finally, we show a representation of the dollar auction game [24] in financial systems. We find this example network even more interesting because it builds on a threshold behavior in the financial system model, i.e. that a minor difference in assets can lead to a completely different outcome.

Consider the system in Figure 9, and assume that banks \( u' \) and \( v' \) want to influence this system by donating extra funds to banks \( u \) or \( v \) (as in Theorem 3). Note that the payoff of \( u' \) and \( v' \) depends on the recovery rates of \( u \) and \( v \), respectively, which in turn have a recovery rate depending on each other. Due to the design of the system, \( u' \) prefers bank \( u \) to be in default, and thus it wants to increase \( e_u \); similarly, \( v' \) prefers bank \( v \) to be in default, so it wants to increase \( e_v \). We assume that 1 unit of money is a very high amount in our context, and thus \( u' \) and \( v' \) cannot donate enough to ensure that \( u \) or \( v \) pays its debt entirely from external assets; i.e. we assume that \( e_u, e_v < 1 \) even after the donation of extra funds.

For a convenient analysis, we assume that there is a small minimum amount \( \epsilon \) of funds that \( u' \) or \( v' \) can donate in one step. In our example, we choose a \( \delta \) value in the magnitude of this \( \epsilon \), e.g. \( \delta = 6\epsilon \).

Let us now analyze the recovery rates of \( u \) and \( v \) in the solutions of the system.

- The vector \( r_u = r_v = 1 \) cannot be a solution, since it would imply no payment on the incoming CDSs, and thus these recovery rates would only be possible if \( e_u, e_v \geq 1 \).
- If a vector \( r_u = 1, r_v < 1 \) is a solution, then since \( v \) receives no incoming payments, we must have \( r_v = \epsilon_u = e_u \). Thus bank \( u \) has assets of \( e_u + 1 - e_v \), which has to be at least 1 for \( r_u = 1 \) to hold. Hence this is only a solution if \( e_u + 1 - e_v \geq 1 \), i.e. \( e_u \geq e_v \). In a symmetric manner, \( r_v = 1, r_u = e_u \) is only a solution if \( e_v \geq e_u \).
- If \( r_u < 1, r_v < 1 \) in a solution, then \( r_u = e_u + 1 - r_v \) and \( r_v = e_v + 1 - r_u \) must hold.
  - This implies \( e_u = e_v \), and \( r_u + r_v = 1 + e_u \). Hence if \( e_u = e_v \), then any \( r_u, r_v \) with \( r_u + r_v = 1 + e_u \) provides a solution.

Thus as long as \( e_u, e_v < 1 \), the behavior of the system is as follows:

- If \( e_u < e_v \), then the only solution is \( r_u = e_u, r_v = 1 \). This means \( q_u = \delta \cdot (1 - e_u) \) and \( q_v = 0 \).
- If \( e_u > e_v \), then the only solution is \( r_u = 1, r_v = e_v \). This implies \( q_u = 0 \) and \( q_v = \delta \cdot (1 - e_v) \).
- If \( e_u = e_v \), then any \( r_u, r_v \leq 1 \) with \( r_u + r_v = 1 + e_u \) is a solution of the system. In the general case, \( q_u = \delta \cdot (1 - r_u) \) and \( q_v = \delta \cdot (1 - r_v) \).

This describes a setting that is very similar to a dollar auction. In the beginning, with \( e_u = e_v = 0 \), we have a range of different solutions, and a choice among these depends on a financial authority. One of the banks (say, bank \( u' \)) decides to donate a small \( \epsilon \) amount of funds to \( v \); then with \( e_v = \epsilon > e_u = 0 \), bank \( u' \) receives a payment of \( \delta \cdot (1 - 0) \) in the only resulting solution. At this point, the payoff of \( v' \) is 0; however, at the cost of donating \( 2 \cdot \epsilon \) funds to \( u \), it could achieve \( e_u = 2\epsilon > e_v = \epsilon \), thus resulting in a single solution with a payoff of \( q_u = \delta \cdot (1 - \epsilon) \). Since this increases the payoff of \( v' \) by \( \delta \cdot (1 - \epsilon) \) at the cost of only \( 2\epsilon \), this is indeed a rational step for the appropriate \( \delta \) and \( \epsilon \) values. However, then \( u' \) is again motivated to donate \( 2\epsilon \) more funds to increase \( e_v \) over \( e_u \) again, and so on.

Assuming that both \( u' \) and \( v' \) has at most \( \frac{1}{2} \) funds to donate, we always have \( e_u, e_v \in [0, \frac{1}{2}] \). This shows that e.g. if we have \( e_u > e_v \), then the payoff of bank \( v' \) is always within

\[
q_v = \delta \cdot (1 - e_v) \in [\delta/2, \delta] = [3\epsilon, 6\epsilon].
\]
Hence in every step, it is indeed rational for $v'$ to donate another $2\epsilon$ funds, since it increases its payoff from 0 to at least $3\epsilon$. After a couple of rounds, $u'$ and $v'$ will have both donated significantly more money than their payoff of at most $6\epsilon$. However, the banks are still always tempted to execute the next donation step to mitigate their losses.
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1 Introduction

A classic example of the power of randomness in communication is the Equality function: Alice gets an n-bit string x, Bob gets an n-bit string y, and they want to know whether x equals y. Though Equality is maximally hard for deterministic communication [35], it can be solved by a randomized protocol using O(1) bits of communication (in the public-coin model) using the fingerprinting technique. Although this example (known for over 40 years) demonstrates the power of randomized communication in the standard two-party setting, many questions remain about the exact power of randomness in communication.
Much is still not understood about the power of randomness in other important communication settings beyond the standard two-party model. For example, in the Number-on-Forehead (NOF) model, even for three parties, no explicit function is known to exhibit a superpolylogarithmic separation between randomized and deterministic communication [25] (despite the fact that linear lower bounds for randomized NOF protocols were proven over 30 years ago in the seminal paper [3]). Another example concerns randomness in the context of nondeterministic two-party protocols (so-called Arthur–Merlin and Merlin–Arthur models). While strong lower bounds are known for Merlin–Arthur protocols [22] (though even here, explicit linear lower bounds remain elusive), no strong lower bounds are known for Arthur–Merlin protocols computing any explicit function—a such bounds are necessary for making progress on rigidity bounds and circuit lower bounds, and also important for delegation [29, 12, 1].

We wish to highlight that even in the standard setting of plain randomized two-party communication protocols, many fundamental questions remain poorly understood. Our goal in this paper is to make progress on some of these questions. Much is known about the limitations of randomness—e.g., strong (indeed, linear) lower bounds are known for the classic Set-Disjointness function [2, 21, 30, 4], which can be viewed as showing that $\text{coNP}^{cc} \not\subseteq \text{BPP}^{cc}$ (where we use superscripts to indicate the communication analogues of classical complexity classes). However, surprisingly little is known about the power of randomness. Most known efficient randomized protocols for other functions, such as Greater-Than, can be viewed as oracle reductions to the aforementioned Equality upper bound: $\text{Greater-Than} \in \text{P}^{\text{Equality}}$. Until recently, it was not even known whether $\text{BPP}^{cc} = \text{p}^{\text{Equality}}$ (assuming the classes are defined to contain only total two-party functions), i.e., whether Equality is the “only” thing randomness is good for. Chattopadhyay, Lovett, and Vinyals [8] answered this question in the negative by exhibiting a total function that is in $\text{BPP}^{cc}$ (indeed, in $\text{coRP}^{cc}$) but not in $\text{P}^{\text{Equality}}$ (though the upper bound is still a form of fingerprinting). Since $\text{Equality} \in \text{coRP}^{cc}$, we have $\text{p}^{\text{Equality}} \subseteq \text{P}^{\text{RP}^{cc}}$ where the latter class contains functions with efficient deterministic protocols that can make (adaptive) oracle queries to any function in $\text{RP}^{cc}$. In fact, [8] exhibited a strict infinite hierarchy of classes within $\text{P}^{\text{RP}^{cc}}$, with $\text{P}^{\text{Equality}}$ at the bottom, and with subsequent levels having increasingly powerful specific oracle functions.

However, it remains open whether $\text{BPP}^{cc} = \text{p}^{\text{RP}^{cc}}$ for total functions (intuitively, whether two-sided error can be efficiently converted to oracle queries to one-sided error). It is even open whether $\text{BPP}^{cc} \subseteq \text{P}^{\text{NP}^{cc}}$ for total functions [15], although this is known to be false if the classes are defined to allow partial functions [26]. We obtain a more detailed understanding of the structure of $\text{P}^{\text{RP}^{cc}}$ by focusing on restricting the number of oracle queries (rather than restricting the $\text{RP}^{cc}$ function as in [8]). For constants $q = 0, 1, 2, 3, \ldots$, the class $\text{P}^{\text{RP}[q]^{cc}}$ consists of all two-party functions with an efficient (polylogarithmic communication cost) deterministic protocol that can make $q$ many nonadaptive queries to an oracle for a function in $\text{RP}^{cc}$. Even if partial functions are allowed, it was not known whether these classes form a strict infinite hierarchy, i.e., whether $\text{P}^{\text{RP}[q]^{cc}} \not\subseteq \text{P}^{\text{RP}[q+1]^{cc}}$ for all $q$. One of our main contributions (Theorem 1) implies that this is indeed the case, even for total functions. Our proof introduces new lower bound techniques.

With $\text{NP}^{cc}$ in place of $\text{RP}^{cc}$, $\bigcup_{q} \text{P}^{\text{NP}[q]^{cc}}$ forms the communication version of the Boolean Hierarchy from classical complexity, which was previously studied by Halstenberg and Reischuk [16, 17, 18]. We also prove results (Theorem 2 and Theorem 3) that resolve a 31-year-old open question posed in their work. $\bigcup_{q} \text{P}^{\text{RP}[q]^{cc}}$ can be viewed as the communication version of the Randomized Boolean Hierarchy, which has not been studied explicitly in
previous works. Overall, we obtain a complete understanding of the relationships among the classes within and across the Nondeterministic and Randomized Boolean Hierarchies in communication complexity. In the following subsection we discuss the relevant communication complexity classes and describe our theorems in detail.

1.1 Background and our contributions

Forgetting about communication complexity for a moment, the Boolean Hierarchy in classical complexity theory consists of problems that have a polynomial-time algorithm making a constant number of queries to an NP oracle. This hierarchy has an intricate relationship with other complexity classes, and its second level (DP) captures the complexity of certain “exact” versions of optimization problems. It consists of an infinite sequence of complexity classes \( \text{NP}(q) \) for \( q = 1, 2, 3, \ldots \) (where \( \text{NP}(1) = \text{NP} \) and \( \text{NP}(2) = \text{DP} \)). Among the several equivalent ways of defining these classes [34, 7, 23, 32], perhaps the simplest is that \( \text{NP}(q) \) consists of all decision problems that can be computed by taking the parity of the answers to a sequence of \( q \) \( \text{NP} \) problems on the given input. As illustrated in Figure 1, it is known that these levels are intertwined with the classes \( \text{P}^{\text{NP}[q]} \) of all decision problems solvable in polynomial time using \( q \) nonadaptive \( \text{NP} \) queries (for constant \( q \)) [23, 32, 5]:

\[
\text{NP}(q) \subseteq \text{P}^{\text{NP}[q]} \subseteq \text{NP}(q + 1) \quad \text{and} \quad \text{coNP}(q) \subseteq \text{P}^{\text{NP}[q]} \subseteq \text{coNP}(q + 1)
\]

(by closure of \( \text{P}^{\text{NP}[q]} \) under complementation). Here, \( \text{coNP}(q) \) means \( \text{co}(\text{NP}(q)) \) rather than \( (\text{coNP})(q) \).

Analogous to the above Nondeterministic Boolean Hierarchy, one can define the Randomized Boolean Hierarchy by using RP (one-sided error randomized polynomial time) instead of \( \text{NP} \) in the definitions [6]. The analogous inclusions like in Figure 1 hold among all the classes \( \text{RP}(q), \text{coRP}(q), \) and \( \text{P}^{\text{RP}[q]} \), by similar arguments. Although the (suitably defined) Polynomial Hierarchy over RP is known to collapse to its second level, which equals BPP [36], the Boolean Hierarchy over RP has not been widely studied.

Recall the basic (deterministic) model of communication [35, 24], where Alice is given an input \( x \) and Bob is given an input \( y \), and they wish to collaboratively evaluate some function \( F(x, y) \) of their joint input by engaging in a protocol that specifies how they exchange bits of information about their inputs. Many classical complexity classes (P, RP, NP, and so on) have natural two-party communication analogues [2] (including the classes in the Nondeterministic and Randomized Boolean Hierarchies). The area of structural communication complexity, which concerns the properties of and relationships among these classes, is undergoing a renaissance and has turned out to yield new techniques and perspectives for understanding questions in a variety of other areas (circuit complexity, proof complexity, data structures, learning theory, delegation, fine-grained complexity, property testing, cryptography, extended formulations, etc.) [15]. For any classical time-bounded complexity class \( C \), we use \( C^{cc} \) to denote its communication complexity analogue – the class of all two-party functions on \( n \) bits that admit a protocol communicating at most \( polylog(n) \) bits, in a model defined by analogy with the classical \( C \).

Halstenberg and Reischuk [16, 17] initiated the study of the Nondeterministic Boolean Hierarchy in two-party communication complexity. They observed that the inclusions shown in Figure 1 hold for the communication versions of the classes, by essentially the same proofs as in the time-bounded setting. They also proved that \( \text{NP}(q)^{cc} \neq \text{coNP}(q)^{cc} \), which simultaneously implies that each of the inclusions is strict: \( \text{NP}(q)^{cc} \subsetneq \text{P}^{\text{NP}[q]^{cc}} \subsetneq \text{NP}(q + 1)^{cc} \).

The communication version of the Randomized Boolean Hierarchy has not been explicitly studied as far as we know, but as mentioned earlier it is interesting since \( \text{EQUA} \in \text{coRP}^{cc} \) and many randomized protocols have been designed by reduction to this fact (such as...
Greater-Than $\in \mathbb{P}_{RP^{cc}}$). What can we say about the power of a fixed number of queries to an $RP^{cc}$ oracle? Our first contribution strengthens the aforementioned separation due to Halstenberg and Reischuk.

**Theorem 1.** For total functions, $coRP^{cc}(q) \nsubseteq NP^{cc}(q)$ for every constant $q$.

Since $RP^{cc} \subseteq NP^{cc}$, Theorem 1 simultaneously implies that each of the inclusions in the Randomized Boolean Hierarchy is strict: $RP^{cc}(q) \subseteq P^{RP^{cc}(q)} \subseteq RP^{cc}(q + 1)$, and thus the hierarchy does not collapse. Previously, no separation beyond the first level seemed to be known in the literature. Our proof of Theorem 1 is completely different from (and more involved than) Halstenberg and Reischuk’s proof of $coNP^{cc}(q) \nsubseteq NP^{cc}(q)$, which used the “easy-hard argument” of [20].

In [16, 17], Halstenberg and Reischuk asked whether the inclusion $P^{NP^{cc}}(q + 1) \cap coNP^{cc}(q + 1)$ is strict. When $q = 0$, this is answered by the familiar results that $P^{cc} = NP^{cc} \cap coNP^{cc}$ when the classes are defined to contain only total functions [18], whereas $P^{cc} \subseteq NP^{cc} \cap coNP^{cc}$ (indeed, $P^{cc} \subseteq ZPP^{cc}$) holds when partial functions (promise problems) are allowed. For $q > 0$, we resolve this 31-year-old open question by proving that the situation is analogous to the $q = 0$ case.

**Theorem 2.** For total functions, $P^{RP^{cc}(q)} = RP^{cc}(q) \cap coRP^{cc}(q)$ for every constant $q$.

Since $RP^{cc} \subseteq NP^{cc}$, Theorem 3 implies that $P^{NP^{cc}}(q + 1) \cap coNP^{cc}(q + 1) \subseteq P^{NP^{cc}}(q)$ for every constant $q$.

**Theorem 3.** For partial functions, $RP^{cc}(q) \cap coRP^{cc}(q) \nsubseteq P^{NP^{cc}}(q)$ for every constant $q$.

1.2 Query-to-communication lifting

Our proof of Theorem 3 uses the paradigm of *query-to-communication lifting* [28, 11, 9, 14, 10, 13, 33]. This approach to proving communication lower bounds has led to breakthroughs on fundamental questions in communication complexity and many of its application areas. The idea consists of two steps:
First prove an analogous lower bound in the simpler setting of decision tree depth complexity (a.k.a. query complexity). This step captures the combinatorial core of the lower bound argument without the burden of dealing with the full power of communication protocols.

Then apply a lifting theorem, which translates the query lower bound into a communication lower bound for a related two-party function. This step encapsulates the general-purpose machinery for dealing with protocols, and can be reused from one argument to the next.

The availability of a lifting theorem greatly simplifies the task of proving certain communication lower bounds, because it divorces the problem-specific aspects from the generic aspects. The format of a lifting theorem is that if \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) is any partial function and \( g : X \times Y \rightarrow \{0, 1\} \) is a certain “small” two-party function called a gadget, then the communication complexity of the two-party composed function \( f \circ g^n : X^n \times Y^n \rightarrow \{0, 1\} \) – in which Alice gets \( x = (x_1, \ldots, x_n) \), Bob gets \( y = (y_1, \ldots, y_n) \), and their goal is to evaluate \( (f \circ g^n)(x, y) := f(g(x_1, y_1), \ldots, g(x_n, y_n)) \) – should be approximately the query complexity of the outer function \( f \). One direction is generally straightforward: given a query upper bound for \( f \), a communication upper bound for \( f \circ g^n \) is witnessed by a protocol that simulates the decision tree for \( f \) and evaluates \( g(x, y) \) whenever it queries the \( i \)-th bit of the input to \( f \); the number of bits of communication is at most the number of queries made by the decision tree times the (small) cost of evaluating a copy of \( g \). The other direction is the challenging part: despite Alice and Bob’s ability to send messages that depend in arbitrary ways on all \( n \) coordinates, they nevertheless cannot do much better than just simulating a decision tree, which involves “talking about” one coordinate at a time.

A lifting theorem must be stated with respect to a particular model of computation, such as deterministic, one-sided error randomized, nondeterministic, etc., which we associate with the corresponding complexity classes. Indeed, lifting theorems are known for \( P \) [28, 14], \( RP \) [13], \( NP \) [11, 9], and many other classes. It is convenient to recyle complexity class names to denote the complexity of a given function in the corresponding model, e.g., \( P^{dt}(f) \) is the minimum worst-case number of queries made by any decision tree that computes \( f \), and \( P^{cc}(F) \) is the minimum worst-case communication cost of any protocol that computes \( F \). With this notation, the deterministic lifting theorem from [28, 14] can be stated as: for all \( f \), \( P^{cc}(f \circ g^n) = P^{dt}(f) \cdot \Theta(\log n) \) where \( g : [m] \times \{0, 1\}^m \rightarrow \{0, 1\} \) is the “index” gadget defined by \( g(x, y) = y_x \) with \( m := n^{20} \). (Note that \( P^{cc}(g) = O(\log n) \) since Alice can send her log \( m \)-bit “pointer” to Bob, who responds with the pointed-to-bit from his string.) The index gadget has also been used in lifting theorems for several other complexity classes.

We prove lifting theorems for all classes in the Nondeterministic Boolean Hierarchy, with the index gadget.

\[ \textbf{Theorem 4.} \text{For every partial function } f : \{0, 1\}^n \rightarrow \{0, 1\} \text{ and every constant } q, \]
\[ (i) \quad NP(q)^{cc}(f \circ g^n) = NP(q)^{dt}(f) \cdot \Theta(\log n) \]
\[ (ii) \quad P^{\parallel}_{NP}^{cc}(f \circ g^n) = P^{\parallel}_{NP}^{dt}(f) \cdot \Theta(\log n) \]
where \( g : [m] \times \{0, 1\}^m \rightarrow \{0, 1\} \) is the index gadget defined by \( g(x, y) = y_x \) with \( m := n^{20} \).

Only part (ii) is needed for proving Theorem 3, but part (i) forms an ingredient in the proof of (ii) and is of independent interest.

The most closely related lifting theorem to Theorem 4 is the one for \( P^{NP} \) [10], corresponding to computations that make an unbounded number of adaptive queries to an \( NP \) oracle. In that paper, the overall idea was to approximately characterize \( P^{NP} \) complexity in terms of decision lists (DL), and then prove a lifting theorem directly for DLs. Briefly, a conjunction
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DL (introduced by [31]) is a sequence of small-width conjunctions each with an associated output bit, and the output is determined by finding the first conjunction in the list that accepts the given input. A rectangle DL is similar but with combinatorial rectangles instead of conjunctions. The proof from [10] shows how to convert a rectangle DL for \( f \circ g^n \) into a conjunction DL for \( f \).

The gist of our arguments for both parts of Theorem 4 is to approximately characterize (via different techniques than for \( \text{PNP} \)) these classes in terms of DLs with a bounded number of alternations (how many times the associated output bit flips as we walk down the entire DL). The DL lifting argument from [10] does not preserve the number of alternations, but we show how it can be adapted to do this. Our techniques also yield an approximate lifting theorem for \( \text{PNP} \) (corresponding to computations that make an unbounded number of nonadaptive \( \text{NP} \) oracle queries), but we omit the details.

2 Preliminaries

We assume familiarity with deterministic computation in query and communication complexity [19, 24]. Recall the following standard definitions of nondeterministic and one-sided error randomized models:

- An \( \text{NP}^{\text{dt}} \) decision tree is a DNF formula \( \Phi \). Given an input \( z \), the output of such a decision tree is \( \Phi \) evaluated on \( z \). A function \( f \) is computed by \( \Phi \) if \( f(z) = \Phi(z) \) on all inputs \( z \) for which \( f(z) \) is defined. The cost of \( \Phi \) is the maximum width (number of literals) in any conjunction in \( \Phi \).

- An \( \text{NP}^{\text{cc}} \) protocol is a set \( \mathcal{R} \) of combinatorial rectangles. Given an input \( (x, y) \), the output of such a protocol is \( \mathcal{R}(x, y) := 1 \) iff there exists an \( R \in \mathcal{R} \) containing \( (x, y) \). A two-party function \( F \) is computed by \( \mathcal{R} \) if \( F(x, y) = \mathcal{R}(x, y) \) on all inputs \( (x, y) \) for which \( F(x, y) \) is defined. The cost of \( \mathcal{R} \) is \( \lceil \log(|\mathcal{R}| + 1) \rceil \), which intuitively represents the number of bits required to specify a rectangle in \( \mathcal{R} \) or indicate that the input is in no such rectangle.

- An \( \text{RP}^{\text{dt}} \) decision tree is a distribution \( T \) over deterministic decision trees. Given an input \( z \), the output of such a decision tree is computed by sampling a deterministic decision tree \( T \) from \( T \) and evaluating \( T(z) \). A function \( f \) is computed by \( T \) if for all \( z \in f^{-1}(0) \), \( \Pr_{T \sim \mathcal{T}}[T(z) = 1] = 0 \) and for all \( z \in f^{-1}(1) \), \( \Pr_{T \sim \mathcal{T}}[T(z) = 1] \geq 1/2 \). The cost of \( T \) is the maximum number of bits queried in any \( T \) in its support.

- An \( \text{RP}^{\text{cc}} \) protocol is a distribution \( \Pi \) over deterministic communication protocols. Given an input \( (x, y) \), the output of such a protocol is computed by sampling a deterministic protocol \( \Pi \) from \( \Pi \) and evaluating \( \Pi(x, y) \). A function \( F \) is computed by \( \Pi \) if for all \( (x, y) \in F^{-1}(0) \), \( \Pr_{\Pi \sim \mathcal{R}}[\Pi(x, y) = 1] = 0 \) and for all \( (x, y) \in F^{-1}(1) \), \( \Pr_{\Pi \sim \mathcal{R}}[\Pi(x, y) = 1] \geq 1/2 \). The cost of \( \Pi \) is the maximum number of bits exchanged in any \( \Pi \) in its support.

Let \( \mathcal{C} \) be an arbitrary complexity class name representing a model of computation (such as \( \text{NP} \) or \( \text{RP} \)). We let \( \text{C}^{\text{cc}}(F) \) denote the communication complexity of a two-party function \( F \) in the corresponding model: the minimum cost of any \( \text{C}^{\text{cc}} \) protocol computing \( F \). We let \( \text{C}^{\text{dt}}(f) \) denote the query complexity of a Boolean function \( f \) in the corresponding model: the minimum cost of any \( \text{C}^{\text{dt}} \) decision tree computing \( f \). Often we will abuse notation by having \( F \) or \( f \) refer to an infinite family of functions, where there is at most one function in the family for each possible input length. In this case, \( \text{C}^{\text{cc}}(F) \) or \( \text{C}^{\text{dt}}(f) \) will be the complexity parameterized by the input length \( n \); we typically express this with asymptotic notation. When written by itself, \( \text{C}^{\text{cc}} \) or \( \text{C}^{\text{dt}} \) denotes the class of all families of functions with complexity at most polylogarithmic in \( n \), in the corresponding model. We will always clarify whether a class \( \text{C}^{\text{cc}} \) or \( \text{C}^{\text{dt}} \) is meant to contain partial functions or just total functions, since this is not explicit in the notation.
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2.1 Nondeterministic and Randomized Boolean Hierarchies

In the following definitions, restrict \( \mathcal{C} \) to be either \( \text{NP} \) or \( \text{RP} \). We will use two different but equivalent definitions of the constituent levels of the Nondeterministic and Randomized

Boolean Hierarchies. Our “official” definition is in terms of the following “decision list functions” (also known as “odd-max-bit”):

Definition 5. ▶

\( \Delta_q : \{0,1\}^q \to \{0,1\} \) is defined inductively as follows:

- \( \Delta_1(z_1) := z_1 \).
- If \( q \) is odd, \( \Delta_q(z_1, \ldots, z_{q-1}, z_q) := \Delta_{q-1}(z_1, \ldots, z_{q-1}) \lor z_q \).
- If \( q \) is even, \( \Delta_q(z_1, \ldots, z_{q-1}, z_q) := \Delta_{q-1}(z_1, \ldots, z_{q-1}) \land (\neg z_q) \).

In other words, letting \( \oplus : \mathbb{N} \to \{0,1\} \) denote the parity function, we have \( \Delta_q(z) := \oplus(i) \) where \( i \) is the greatest index such that \( z_i = 1 \) (or \( i = 0 \) if \( z \) is all zeros).

Definition 6. ▶

A \( \mathcal{C}(q)^{cc} \) protocol is an ordered list of \( q \) many \( \mathcal{C}^{cc} \) protocols \( \Pi = (\Pi_1, \ldots, \Pi_q) \).

Given an input \( (x,y) \), the output of the protocol is \( \Pi(x,y) := \Delta_q(\Pi_1(x,y), \ldots, \Pi_q(x,y)) \). The cost of a \( \mathcal{C}(q)^{cc} \) protocol is the sum of the costs of the component \( \mathcal{C}^{cc} \) protocols.

See Figure 2 for an example of such a protocol. The Nondeterministic Boolean Hierarchy

is \( \bigcup_{\text{constant } q} \text{NP}(q)^{cc} \) and the Randomized Boolean Hierarchy is \( \bigcup_{\text{constant } q} \text{RP}(q)^{cc} \). We are also interested in the complement classes \( \text{coNP}(q)^{cc} \) and \( \text{coRP}(q)^{cc} \). As is standard, when we write \( \text{coC}(q)^{cc} \) we refer to the class \( \text{co}(\text{C}(q)^{cc}) \) (that is, functions that are the negations of functions in \( \text{C}(q)^{cc} \) as opposed to \( \text{coC}(q)^{cc} \) (that is, where the component protocols are \( \text{coC}^{cc} \) protocols).

There are analogous definitions in query complexity:

Definition 7. ▶

A \( \mathcal{C}(q)^{dt} \) decision tree is an ordered list of \( q \) many \( \mathcal{C}^{dt} \) decision trees \( T = (T_1, \ldots, T_q) \).

Given an input \( z \), define the output as \( T(z) := \Delta_q(T_1(z), \ldots, T_q(z)) \).

The cost of a \( \mathcal{C}(q)^{dt} \) decision tree is the sum of the costs of the component \( \mathcal{C}^{dt} \) decision trees.

Our alternative definition of the Nondeterministic and Randomized Boolean Hierarchies simply replaces \( \Delta_q \) with the parity function \( \oplus_q : \{0,1\}^q \to \{0,1\} \).
Lemma 8. For \( C \in \{ \text{NP}, \text{RP} \} \), if the definitions of \( C(q)_{\text{cc}} \) and \( C(q)_{\text{dt}} \) are changed to use \( \oplus_q \) in place of \( \Delta_q \), it only affects the complexity measures \( C(q)_{\text{cc}}(F) \) and \( C(q)_{\text{dt}}(f) \) by a constant factor (depending on \( q \)).

Wagner [32] showed that these alternative characterizations are equivalent for the classical Nondeterministic Boolean Hierarchy, and Halstenberg and Reischuk [17] observed the same (up to a constant factor) in communication complexity. This latter proof uses only the constant \( q \) of the costs of the decision trees produced by \( C \) in place of \( P \) in the following definitions.

2.2 Parallel queries

In the following definitions, restrict \( C \) to be either \( \text{NP} \) or \( \text{RP} \).

Definition 9. A \( P^{C[q]_{\text{cc}}} \) protocol consists of a deterministic protocol \( \Pi_{\text{det}} \) that maps an input \( (x,y) \) to two things: a function \( \text{out} : \{0,1\}^q \to \{0,1\} \) and an ordered list of \( q \) many \( C_{\text{cc}} \) protocols \( (\Pi_1, \ldots, \Pi_q) \). The output is then \( \text{out}(\Pi_1(x,y), \ldots, \Pi_q(x,y)) \). The cost of a \( P^{C[q]_{\text{cc}}} \) protocol is the communication cost (depth) of \( \Pi_{\text{det}} \) plus the maximum over \( (x,y) \) of the sum of the costs of the \( C_{\text{cc}} \) protocols produced by \( \Pi_{\text{det}}(x,y) \).

Definition 10. A \( P^{C[q]_{\text{dt}}} \) decision tree consists of a deterministic decision tree \( T_{\text{det}} \) that maps an input \( z \) to two things: a function \( \text{out} : \{0,1\}^q \to \{0,1\} \) and an ordered list of \( q \) many \( C_{\text{dt}} \) decision trees \( (T_1, \ldots, T_q) \). The output is then \( \text{out}(T_1(z), \ldots, T_q(z)) \). The cost of a \( P^{C[q]_{\text{dt}}} \) decision tree is the query cost (depth) of \( T_{\text{det}} \) plus the maximum over \( z \) of the sum of the costs of the \( C_{\text{dt}} \) decision trees produced by \( T_{\text{det}}(z) \).

The following lemma states that at each leaf of \( \Pi_{\text{det}} \) or \( T_{\text{det}} \), we can replace the \( q \) “\( C \) oracle queries” with one “\( C(q) \) oracle query” (where some leaves may output the oracle’s answer, while other leaves output the negation of it). This was shown in classical time-bounded complexity using the so-called “mind-change argument” [5], and this argument can be translated directly to communication and query complexity. For example, [17] used this method to show that \( P^{\text{NP}[q]_{\text{cc}}} \subseteq \text{NP}(q+1)_{\text{cc}} \cap \text{coNP}(q+1)_{\text{cc}} \). We will only need to use the result for \( C = \text{NP} \).

Lemma 11. For \( C \in \{ \text{NP}, \text{RP} \} \), we have \( P^{C[q]_{\text{cc}}}(F) = \Theta(P^{C(q)[1]_{\text{cc}}}(F)) \) and \( P^{C[q]_{\text{dt}}}(f) = \Theta(P^{C(q)[1]_{\text{dt}}}(f)) \) for every constant \( q \).

3 Separations

In this section we prove our separation results (Theorem 1 and Theorem 3).

3.1 Proof of Theorem 1

Theorem (Restatement of Theorem 1). For total functions, \( \text{coRP}(q)_{\text{cc}} \not\subseteq \text{NP}(q)_{\text{cc}} \) for every constant \( q \).
Fix any constant $q$. Let $\oplus_N^q \text{NONEQ} : (\{0, 1\}^n)^q \times (\{0, 1\}^n)^q \rightarrow \{0, 1\}$ be the two-party total function where Alice’s and Bob’s inputs are divided into $q$ blocks $x = (x_1, \ldots, x_q)$ and $y = (y_1, \ldots, y_q)$ with each $x_i, y_i \in \{0, 1\}^n$, and which is defined by $\oplus_N^q \text{NONEQ}(x, y) := 1$ iff there are an odd number of blocks $i$ such that $x_i \neq y_i$. Note that $\text{RP}(q)^\text{cc}(\oplus_N^q \text{NONEQ}) = O(1)$ by Lemma 8 and the standard fact that $\text{RP}^\text{cc}(\text{NONEQ}) = O(1)$. Thus $\oplus_N^q \text{NONEQ} \in \text{coRP}(q)^\text{cc}$.

We will now prove that $\text{NP}(q)^\text{cc}(\oplus_N^q \text{NONEQ}) = \Omega(n)$.

Suppose for contradiction $\oplus_N^q \text{NONEQ}$ has an $\text{NP}(q)^\text{cc}$ protocol of cost $k \leq n/2^q$, say $\Pi = (R_1, \ldots, R_q)$ where each $R_i$ is a nonempty set of rectangles. By Lemma 8 we may assume the protocol outputs 1 iff the input is contained in an odd number of the rectangle unions $\bigcup_{R \in R_i} R$ for $i \in [q]$, in other words, $\Pi(x, y) := \oplus_N^q(R_1(x, y), \ldots, R_q(x, y))$. Note that, assuming $R_i$ has cost $k_i$, the total number of rectangles in these unions is at most $\sum_i |R_i| \leq \prod_i (|R_i| + 1) \leq \prod_i 2^{k_i} = 2^k$.

We will iteratively construct a sequence of rectangles $Q^j$ for $j = 0, \ldots, q$ such that (i) there are at least $j$ many values of $i$ for which $Q^j \subseteq \bigcup_{R \in R_i} R$, and (ii) $Q^j$ contains an input where exactly $j$ blocks are unequal. We obtain the contradiction when $j = q$: by (ii) some input $(x, y) \in Q^q$ has $x_i \neq y_i$ for all $i$ and thus $\oplus_N^q \text{NONEQ}(x, y) = 1 - \oplus_N(q)$, yet by (i) we have $R_i(x, y) = 1$ for all $i$ and thus $\Pi(x, y) = \oplus_N(q)$, contradicting the supposed correctness of $\Pi$.

We will actually maintain stronger invariants than the above (i) and (ii): For (i), we will actually have for some $j$ values of $i$ — we assume they are $1, \ldots, j$ for notational convenience — some individual rectangle $R_i \in R_j$ contains $Q^j$. For (ii), $Q^j$ will actually have the following form: for some fixed strings $a^i = (a_1, \ldots, a_j) \in (\{0, 1\}^n)^j$ and $b^j = (b_1, \ldots, b_j) \in (\{0, 1\}^n)^j$ such that $a_i \neq b_i$ for all $i \in [j]$, and for some nonempty set $S^j \subseteq (\{0, 1\}^n)^{q-j}$, we have $Q^j := \{a^i s : s \in S^j \} \times \{b^j s : s \in S^j\}$, which we abbreviate as $a^i S^j \times b^j S^j$. Defining a diagonal input in $Q^j$ to be of the form $(a^i s, b^j s)$ for any particular $s \in S^j$, we see that each diagonal input has exactly $j$ unequal blocks, as needed for (ii).

In fact, we will maintain not just that $S^j$ is nonempty, but that it is sufficiently large. Specifically, the deficiency of $S^j$, defined as $D_\infty(S^j) := n(q - j) - \log |S^j|$, will be at most $(2^q - 1)(2k + 1)$. At the end, since $(2^q - 1)(2k + 1) < \infty$, this guarantees that $S^j$ will contain at least one element from $((\{0, 1\}^n)^{q-j})$. The latter set only has one element, namely the empty tuple, so this means $Q^j$ will contain the single input $(a^i, b^j)$, which has all blocks unequal.

We start with $S^0 = (\{0, 1\}^n)^q$, which indeed has $D_\infty(S^0) = 0 = (2^q - 1)(2k + 1)$, and thus $Q^0$ is the rectangle of all possible inputs. Now suppose we already have $a^i, b^j$, and $S^j$ satisfying all the properties from the previous two paragraphs, we explain how to obtain $a_{j+1}, b_{j+1} \in (\{0, 1\}^n)$ and $S^{j+1} \subseteq (\{0, 1\}^n)^{q-(j+1)}$ so these properties again hold (with $a^{j+1} := a^i a_{j+1}$ and $b^{j+1} := b^j b_{j+1}$).

We first observe that each diagonal input in $Q^j$ must be contained in at least one rectangle from $R_{j+1} \cup \cdots \cup R_q$. This is because such an input $(x, y)$ is already contained in the rectangles $R_1 \in R_1, \ldots, R_j \in R_j$, and these cannot be the only values of $i$ such that $R_i(x, y) = 1$ since otherwise we would have $\Pi(x, y) = \oplus_N(j)$ while $\oplus_N^q \text{NONEQ}(x, y) = 1 - \oplus_N(j)$, contradicting the supposed correctness of $\Pi$. Now pick one of the (at most $2^k$) rectangles from $R_{j+1} \cup \cdots \cup R_q$ that contains the largest fraction (at least $1/2^k$) of diagonal inputs from $Q^j$, and assume this rectangle is $R_{j+1} \in R_{j+1}$ for notational convenience. Defining $\tilde{S}^j := \{s \in S^j : (a^i s, b^j s) \in R_{j+1}\}$, we see that $D_\infty(\tilde{S}^j) \leq D_\infty(S^j) + k \leq (2^q - 1)(2k + 1) + k$.

Since $R_{j+1}$ is a rectangle, it must in fact contain the entire rectangle $a^i \tilde{S}^j \times b^j \tilde{S}^j$. Since $a^i \tilde{S}^j \times b^j \tilde{S}^j \subseteq a^i S^j \times b^j S^j = Q^j$, by assumption it is also contained in each of $R_1, \ldots, R_j$. In the end, we will ensure $Q^{j+1}$ is a subrectangle of $a^i \tilde{S}^j \times b^j \tilde{S}^j$, which will maintain property (i): $Q^{j+1}$ is contained in each of $R_1, \ldots, R_{j+1}$.
To maintain (ii), we will find some $a_{j+1} \neq b_{j+1}$ and then define $S^{j+1} := \{s : a_{j+1}s \in \tilde{S}^j \text{ and } b_{j+1}s \in \tilde{S}^j\}$. Then $a_{j+1}S^{j+1} \subseteq \tilde{S}^j$ and $b_{j+1}S^{j+1} \subseteq \tilde{S}^j$, so that $Q^{j+1} := a_{j+1}S^{j+1} \times b_{j+1}S^{j+1}$ is indeed a subrectangle of $a\tilde{S}^j \times b\tilde{S}^j$, as we needed for (i). The fact that this can be done with a not-too-small $S^{j+1}$ is encapsulated in the following technical lemma, which we prove shortly:

**Lemma 12.** Consider any bipartite graph with left nodes $U$ and right nodes $V$, and suppose $1 \geq \varepsilon \geq 2/|U|$. If an $\varepsilon$ fraction of all possible edges are present in the graph, then there exist distinct nodes $u, u' \in U$ that have at least $(\varepsilon^2/2) \cdot |V|$ common neighbors.

Specifically, take $U := \{0, 1\}^n$ and $V := \{(0, 1)^{q-(j+1)} \mid |V| = 1\}$ if $j = q-1$, but that is fine), put an edge between $u \in U$ and $v \in V$ if $uv \in \tilde{S}^j$, and let $\varepsilon := |\tilde{S}^j|/2^{n(q-j)} = 1/2^{D_\infty(\tilde{S}^j)}$. Notice that $\varepsilon \geq 2/|U|$ holds since $D_\infty(\tilde{S}^j) \leq (2^j - 1)(2k + 1) + k \leq 2^{j+1}k - 1 \leq n - 1$, and thus Lemma 12 guarantees we can pick strings $a_{j+1} \neq b_{j+1}$ (corresponding to the nodes $u, u'$) such that $S^{j+1}$ (the set of common neighbors) has size at least $(\varepsilon^2/2) \cdot 2^{n(q-(j+1))}$. Thus

$$D_\infty(\tilde{S}^{j+1}) := n(q - (j + 1)) - \log |\tilde{S}^{j+1}| \leq \log(2/\varepsilon^2) = 2D_\infty(\tilde{S}^j) + 1$$

and

$$\leq 2(2^j - 1)(2k + 1) + k = (2(2^j - 1)(2k + 1) + 1) \leq n - 1$$

as we needed for (ii). This finishes the proof of Theorem 1.

**Proof of Lemma 12.** Let $d_u$ and $d_v$ denote the degrees of nodes $u \in U$ and $v \in V$, and let $d_{u,u'}$ denote the number of common neighbors of $u, u' \in U$. Summing over ordered pairs $u, u'$ of not-necessarily-distinct left nodes, we have

$$\sum_{u, u' \in U} d_{u,u'} = \sum_{v \in V} d_v^2 \geq \left(\sum_{v \in V} d_v\right)^2 / |V| = \varepsilon^2 \cdot |U|^2 \cdot |V|$$

by Cauchy–Schwarz and the assumption $\sum_{v \in V} d_v = \varepsilon \cdot |U| \cdot |V|$. Now sampling $u, u'$ independently uniformly at random from $U$, we have

$$\varepsilon^2 \cdot |V| \leq \mathbb{E}_{u, u'}[d_{u,u'}] \leq \mathbb{E}_{u, u'}[d_{u,u'} \mid u \neq u'] + \mathbb{E}[d_u] \cdot \mathbb{P}_{u, u'}[u = u']$$

(the conditioning is valid by the assumption $|U| \geq 2$). Since $\mathbb{E}[d_u] = \varepsilon \cdot |V|$ and $\mathbb{P}_{u, u'}[u = u'] = 1/|U|$, rearranging gives

$$\mathbb{E}_{u, u'}[d_{u,u'} \mid u \neq u'] \geq \varepsilon^2 \cdot |V| - \varepsilon \cdot |V| / |U| \geq (\varepsilon^2/2) \cdot |V|$$

where the last inequality holds by the assumption $1/|U| \leq \varepsilon/2$. Thus there must be some $u \neq u'$ such that $d_{u,u'}$ is at least this large. \hfill \blacksquare

### 3.2 Proof of Theorem 3

**Theorem (Restatement of Theorem 3).** For partial functions, $\text{RP}(q + 1)^{cc} \cap \text{coRP}(q + 1)^{cc} \nsubseteq P_{NP[q]}^{cc}$ for every constant $q$.

To prove this result, we require the query complexity separation $\text{coRP}(q)^{dt} \nsubseteq \text{NP}(q)^{dt}$.

**Definition 13.** Fix any constant $q$. Let $\oplus_q \text{GAPOR} : \{0, 1\}^q \rightarrow \{0, 1\}$ be the partial function where the input is divided into $q$ blocks $z = (z_1, \ldots, z_q)$ having the promise that each $z_i \in \{0, 1\}$ is either all zeros or at least half ones (call such an input valid), and which is defined by $\oplus_q \text{GAPOR}(z) := 1$ iff an odd number of blocks $i$ are such that $z_i$ is nonzero.
Note that $\text{RP}(q)^{dt}(\oplus_q \text{GAPOR}) = O(1)$ by Lemma 8 and the fact that $\text{RP}^{dt}(\text{GAPOR}) = 1$. The full version of this paper [27] contains a proof of the following lemma:

**Lemma 14.** $\text{NP}(q)^{dt}(\oplus_q \text{GAPOR}) = \Omega(n)$.

We now proceed to the proof of Theorem 3.

Fix any constant $q$. Let \( \text{Which } \oplus_q \text{GAPOR} : \{0,1\}^{2n(q+1)} \rightarrow \{0,1\} \) be the following partial function: The input is divided into two halves \( z = (z^0, z^1) \), and each half is divided into \( q + 1 \) blocks \( z^h = (z^h_1, \ldots, z^h_{q+1}) \) having the promise that each \( z^h_i \in \{0,1\}^{2n} \) is either all zeros or at least a \( q \) \textit{quarter} ones, and moreover it is promised that the number of nonzero blocks in \( z^0 \) has the opposite parity as the number of nonzero blocks in \( z^1 \) (call such an input \textit{valid}). The partial function is defined by

\[
\text{Which } \oplus_q \text{GAPOR}(z) = \begin{cases} 
1 & \text{if the number of nonzero blocks is odd in } z^0 \text{ and even in } z^1 \\
0 & \text{if the number of nonzero blocks is even in } z^0 \text{ and odd in } z^1
\end{cases}
\]

We henceforth abbreviate \( \text{Which } \oplus_q \text{GAPOR} \) as \( f \). Note that $\text{RP}(q + 1)^{dt}(f) = O(1)$ by applying the $\text{RP}(q + 1)^{dt}$ decision tree for \( \oplus_q \text{GAPOR} \) on \( z^0 \) (adapted for the different block length and different threshold for fraction of ones in a block). By symmetry (focusing on \( z^1 \)), we also have $\text{RP}(q + 1)^{dt}(f') = O(1)$. Letting $g: [m] \times \{0,1\}^m \rightarrow \{0,1\}$ be the index gadget with \( m := N^{20} \) where $N := 4(q+1)n$, this implies that

\[
\text{RP}(q + 1)^{cc}(g \circ g^N) = O(\log n) \quad \text{and} \quad \text{coRP}(q + 1)^{cc}(g \circ g^N) = O(\log n)
\]

(by the “easy direction” of $\text{RP}(q + 1)$ lifting) and thus $g \circ g^N \in \text{RP}(q + 1)^{cc} \cap \text{coRP}(q + 1)^{cc}$. We will now prove that $p^{\text{NP}^q}_{|d|t}(f) = \Omega(n)$, which by Theorem 4.\((ii)\) implies that $p^{\text{NP}^q}_{|d|t}(g \circ g^N) = \Omega(n \log n)$.

We show this by reduction from Lemma 14. We henceforth abbreviate \( \oplus_q \text{GAPOR} \) as \( f' \). Supposing \( f \) has a $p^{\text{NP}^q}_{|d|t}$ decision tree \( T \) of cost at most \( k \leq n/2 \), say with deterministic phase \( T_{\text{det}} \), we will use it to construct an $\text{NP}(q)^{dt}$ decision tree \( T' \) of cost at most \( k \) for \( f' \).

By Lemma 11 we may assume that each leaf of \( T_{\text{det}} \) produces a single $\text{NP}(q)^{dt}$ decision tree and chooses whether to output the same or opposite answer as that decision tree. Follow the root-to-leaf path in \( T_{\text{det}} \) where all queries are answered with zero. Let \( \rho \in (0,\ast)^{2n(q+1)} \) be the partial assignment with at most \( k \leq n/2 \) zeros that records these queries (so an input leads to this leaf iff it is consistent with \( \rho \)). Let \( T_{\text{leaf}} = (\Phi_1, \ldots, \Phi_q) \) be the $\text{NP}(q)^{dt}$ decision tree of cost at most \( k \) produced at this leaf, where each \( \Phi_i \) is a DNF. By symmetry, we assume (without loss of generality) that this leaf chooses to output the same answer as \( T_{\text{leaf}} \).

Given any valid input \( z' \) to \( f' \), we show how to map it to a valid input \( z \) to \( f \) such that

(i) \( f'(z') = f(z) \), (ii) \( z \) is consistent with \( \rho \), and (iii) each bit of \( z \) is either fixed or is some preselected bit of \( z' \). Since (iii) implies that \( T_{\text{leaf}}(z) \) can be viewed as an $\text{NP}(q)^{dt}$ decision tree \( T'(z') \) by substituting a constant or variable of \( z' \) in for each variable of \( z \) (which does not increase the width of any conjunction), and \( T' \) would correctly compute \( f' \) since

\[
f'(z') = f(z) = T(z) = T_{\text{leaf}}(z) = T'(z')
\]

by (i), correctness of \( T \), (ii), and (iii) respectively, this would show that $\text{NP}(q)^{dt}(f') \leq k \leq n/2$, which we know is false from Lemma 14.

To define \( z \), we start with \( \rho \) (that is, we place zeros everywhere \( \rho \) requires, thus ensuring (ii)). Since \( \rho \) has at most \( n \) zeros in each block (indeed, at most \( n/2 \) zeros total), we can then place more zeros in such a way that each block now has exactly \( n \) zeros and \( n \) stars.
Next we replace the stars in $z_{q+1}^0$ with ones and replace the stars in $z_{q+1}^1$ with zeros. Finally, for each $i \in [q]$, we fill in the stars of $z_i^0$ with a copy of $z_i'$ and fill in the stars of $z_i^1$ with another copy of $z_i'$. This construction satisfies (iii).

To verify (i), first observe that since each block of $z'$ is either all zeros or at least half $(n/2)$ ones, this ensures each block of $z$ is either all zeros or at least a quarter $(2n/4)$ ones. Furthermore, if $z'$ has exactly $\ell$ nonzero blocks then the number of nonzero blocks is $\ell + 1$ in $z^0$ (since $z_{q+1}^0$ is nonzero) and $\ell$ in $z^1$ (since $z_{q+1}^1$ is all zeros). Hence if $f'(z') = 1$ ($\ell$ is even) then $f(z) = 1$ (since $\ell + 1$ is odd and $\ell$ is even), and if $f'(z') = 0$ ($\ell$ is odd) then $f(z) = 0$ (since $\ell + 1$ is even and $\ell$ is odd). Thus $f'(z') = f(z)$, and this finishes the proof of Theorem 3.

4 Total function collapse

Theorem (Restatement of Theorem 2). For total functions,

$$P_{\parallel}^{NP|cc} = NP(q + 1)^{cc} \cap coNP(q + 1)^{cc} \quad \text{and} \quad P_{\parallel}^{RP|cc} = RP(q + 1)^{cc} \cap coRP(q + 1)^{cc}$$

for every constant $q$.

In this section we will present intuition for the proof of the nondeterministic case of Theorem 2. For the complete proof, see the full version of this paper [27].

This proof is similar to the argument for the $q = 0$ case (that is, for total functions, $P^{cc} = NPC^{cc} \cap coNPC^{cc}$). In that proof, Alice and Bob can use the fact that the rectangles in the NPC protocol's 1-monochromatic covering of $F$ are disjoint from the rectangles in the coNPC protocol's 0-monochromatic covering. Specifically, if $F(x, y) = 1$, then $(x, y)$ is in some 1-rectangle, which is row-disjoint or column-disjoint from each 0-rectangle. (If a 1-rectangle and 0-rectangle shared a row and a column, they would intersect, which is not possible for a total function.) Therefore, Alice and Bob can repeatedly eliminate from consideration at least half of the remaining 0-rectangles, by identifying a 1-rectangle that either has $x$ in its row set but is row-disjoint from at least half the remaining 0-rectangles, or has $y$ in its column set but is column-disjoint from at least half the remaining 0-rectangles.

We repeat a similar argument, but using the “top level” of the $NP(q + 1)^{cc}$ and the $coNP(q + 1)^{cc}$ protocols for $F$ as our monochromatic rectangle sets. Here we think of a $coNP(q + 1)^{cc}$ protocol as computing $F$ by applying $\Sigma_{q+1}$ (with negations pushed to the leaves) to the indicators for $q + 1$ rectangle unions. Depending on the parity of $q$, the rectangle union $R_{q+1}$ queried at depth 1 of the $NP(q + 1)^{cc}$ protocol will correspond to either 1-monochromatic rectangles or 0-monochromatic rectangles for $F$. The rectangle union $R_{q+1}$ queried at depth 1 of the $coNP(q + 1)^{cc}$ protocol will be the opposite color of monochromatic rectangles. Crucially, this means that no input is in a rectangle from both of these sets (as we are assuming $F$ is total). See Figure 3 for an illustration.

A key observation is that a deterministic protocol similar to the one used in the $q = 0$ case, ran using these top-level rectangle sets, will return the correct answer under the promise that $(x, y)$ is in one of these rectangles. Say, for example, that $(x, y)$ is in some rectangle in the 1-monochromatic top-level set. Then the deterministic protocol will successfully eliminate all 0-rectangles from the other top-level set, and will announce that the answer is 1. If $(x, y)$ was in one of the 0-rectangles, then that rectangle will never be eliminated, and so the protocol would announce that the answer is 0.
If \((x, y)\) is in the top-level rectangle union for one of the protocols, then \((x, y)\) is not in the top-level rectangle union of the other protocol, so \(F(x, y)\) can be computed by the other protocol but where the top level is skipped (resulting in only \(q\) many \(\text{NP}^{\text{cc}}\) oracle queries). This boils down to the observation that \(\Delta_{q+1}(z_1, \ldots, z_q, 0) = \Delta_q(z_1, \ldots, z_q)\).

What if \((x, y)\) is in neither top-level rectangle union? Then we can make no guarantees about the behavior of the deterministic protocol – it might answer 0 or 1 (which we interpret as merely a “guess” for \(F(x, y)\)). However, in this case both protocols correctly compute \(F(x, y)\) even if the top level is skipped. Therefore, we will still get the correct answer no matter which guess is produced by the deterministic protocol.

\section{Query-to-communication lifting theorems}

\begin{itemize}
  \item \textbf{Theorem (Restatement of Theorem 4.).} For every partial function \(f: \{0, 1\}^n \rightarrow \{0, 1\}\) and every constant \(q\),
    \begin{enumerate}
      \item \(\text{NP}(q)^{\text{cc}}(f \circ g^n) = \text{NP}(q)^{\text{dt}}(f) \cdot \Theta(\log n)\)
      \item \(\text{P}^{\text{NP}(q)[1]^{\text{cc}}}(f \circ g^n) = \text{P}^{\text{NP}(q)[1]^{\text{dt}}}(f) \cdot \Theta(\log n)\)
    \end{enumerate}
  \end{itemize}

where \(g: [m] \times \{0, 1\}^m \rightarrow \{0, 1\}\) is the index gadget defined by \(g(x, y) = y_x\) with \(m := n^{20}\).

In this section we present the proof for Theorem 4.(i), as well as the necessary background. The full version of this paper [27] contains the proof of Theorem 4.(ii). The high-level idea of the latter proof is to convert a \(\text{P}^{\text{NP}(q)[1]^{\text{cc}}}\) protocol for \(f \circ g^n\) into a \(\text{P}^{\text{NP}(q)[1]^{\text{dt}}}\) decision tree for \(f\) by using the \(P\) lifting theorem of Raz and McKenzie [28, 14] to handle the deterministic phase, followed by our NP\((q)\) lifting theorem to handle the single NP\((q)\) oracle query.

\subsection{Decision lists}

The reason we call \(\Delta_q\) a “decision list function” is that it highlights the connection between the Boolean Hierarchy classes and the decision list models of computation:

\begin{itemize}
  \item \textbf{Definition 15.} A rectangle decision list \(L_R\) is an ordered list of pairs \((R_1, \ell_1), (R_2, \ell_2), \ldots\) where each \(R_i\) is a combinatorial rectangle, \(\ell_i \in \{0, 1\}\) is a label, and the final rectangle in the list contains all inputs in the domain. For an input \((x, y)\), the output \(L_R(x, y) = \ell_i\) where \(i\) is the first index for which \((x, y) \in R_i\). The cost of \(L_R\) is the log of the length of the list.
  \item \textbf{Definition 16.} A conjunction decision list \(L_C\) is an ordered list of pairs \((C_1, \ell_1), (C_2, \ell_2), \ldots\) where each \(C_i\) is a conjunction, \(\ell_i \in \{0, 1\}\) is a label, and the final conjunction in the list accepts all inputs in the domain. For an input \(z\), the output \(L_C(z) = \ell_i\) where \(i\) is the first index for which \(C_i(z) = 1\). The cost of \(L_C\) is the maximum width of any conjunction in the list.
\end{itemize}
Note that the restriction on the final rectangle/conjunction is without loss of generality. The complexity measures $\text{DL}^{cc}(F)$ and $\text{DL}^{dt}(f)$ are the minimum cost of any rectangle/conjunction decision list computing $F$ or $f$, and the classes $\text{DL}^{cc}$ and $\text{DL}^{dt}$ contain those functions with complexity at most $\text{polylog}(n)$.

We now define $q$-alternating decision lists to have the additional restriction that the sequence of output labels $\ell_1, \ell_2, \ldots$ only flips between 0 and 1 at most $q$ times, and furthermore the last label is 0. This restriction partitions the list into contiguous levels where all labels in the same level are equal; without loss of generality the last level consists only of the final “catch-all” entry. For convenience, in the list entries we replace the labels with the level numbers themselves.

**Definition 17.** A $q$-alternating rectangle decision list $L_R$ is an ordered list of pairs $(R_1, \ell_1), (R_2, \ell_2), \ldots$ where each $R_i$ is a combinatorial rectangle, $\ell_i \in \{0, 1, \ldots, q\}$ is a level such that $\ell_i \geq \ell_{i+1}$ for all $i$, and the final rectangle in the list contains all inputs in the domain and is the only rectangle at level 0. For an input $(x,y)$, the output $L_R(x,y)$ is $\oplus(\ell_i)$ where $i$ is the first index for which $(x,y) \in R_i$. The cost of $L_R$ is the log of the length of the list.

**Definition 18.** A $q$-alternating conjunction decision list $L_C$ is an ordered list of pairs $(C_1, \ell_1), (C_2, \ell_2), \ldots$ where each $C_i$ is a conjunction, $\ell_i \in \{0, 1, \ldots, q\}$ is a level such that $\ell_i \geq \ell_{i+1}$ for all $i$, and the final conjunction in the list accepts all inputs in the domain and is the only conjunction at level 0. For an input $z$, the output $L_C(z)$ is $\oplus(\ell_i)$ where $i$ is the first index for which $C_i(z) = 1$. The cost of $L_C$ is the maximum width of any conjunction in the list.

The complexity measures $\text{DL}(q)^{cc}(F)$ and $\text{DL}(q)^{dt}(f)$ are the minimum cost of any $q$-alternating rectangle/conjunction decision list computing $F$ or $f$, and the classes $\text{DL}(q)^{cc}$ and $\text{DL}(q)^{dt}$ contain those functions with complexity at most $\text{polylog}(n)$.

It turns out that $q$-alternating decision lists are equivalent to $\text{NP}(q)$ in both communication and query complexity. As this follows almost immediately from the definition of $\Delta_q$, we omit the proof here.

**Lemma 19.** $\text{DL}(q)^{cc}(F) = \Theta(\text{NP}(q)^{cc}(F))$ and $\text{DL}(q)^{dt}(f) = \Theta(\text{NP}(q)^{dt}(f))$ for every constant $q$. Thus, $\text{DL}(q)^{cc} = \text{NP}(q)^{cc}$ and $\text{DL}(q)^{dt} = \text{NP}(q)^{dt}$ for partial functions.

This can be contrasted with the lemma from [10] stating that $\text{DL}^{cc} = \text{P}^{\text{NP}^{cc}}$ and $\text{DL}^{dt} = \text{P}^{\text{NP}^{dt}}$ for partial functions.

### 5.2 Query-to-communication lifting for $\text{NP}(q)$

The big-$O$ direction of Theorem 4.(i) follows immediately from the same fact for $\text{NP}$: for every $f$, $\text{NP}^{\text{cc}}(f \circ g^n) = \text{NP}^{\text{dt}}(f) \cdot O(\log n)$ holds by replacing each of the $n^{O(k)}$ DNFs with $m^k$ rectangles (each of which contains inputs where the gadget outputs satisfy the conjunction), for a total of $n^{O(k)}m^k = 2^{k \cdot O(\log n)}$ rectangles. In the rest of this section we prove the big-$\Omega$ direction. By Lemma 19 it suffices to show

$$\text{DL}(q)^{cc}(f \circ g^n) = \text{DL}(q)^{dt}(f) \cdot \Omega(\log n).$$

#### 5.2.1 Technical preliminaries

Our proof is closely related to the $\text{P}^{\text{NP}}$ lifting theorem of Gōös, Kamath, Pitassi, and Watson [10], so we start by recalling some definitions and lemmas that were used in that work. We will need to tweak some of the statements and parameters, though.
Define $G : [m]^n \times ([0,1]^m)^n \rightarrow \{0,1\}^n$ as $G := g^n$. This partitions the input domain into $2^n$ slices $G^{-1}(z) = \{(x,y) : g(x_i,y_i) = z_i \text{ for all } i \in [n]\}$, one for each $z \in \{0,1\}^n$. For a set $Z \subseteq \{0,1\}^n$, let $G^{-1}(Z) := \bigcup_{z \in Z} G^{-1}(z)$. Consider sets $A \subseteq [m]^n$ and $B \subseteq ([0,1]^m)^n$. For $I \subseteq [n]$, we let $A_I := \{x_i : x \in A\}$ and $B_I := \{y : y \in B\}$ be the projections onto the coordinates of $I$. The min-entropy of a random variable $x$ is $H_\infty(x) := \min_x \log(1/\Pr[x = x])$.

We say $A$ is $\delta$-dense if the uniform random variable $x$ over $A$ satisfies the following: for every nonempty $I \subseteq [n]$, $H_\infty(x_I) \geq \delta |I| \log m$ (that is, the min-entropy of the marginal distribution of $x$ on coordinates $I$ is at least a $\delta$ fraction of the maximum possible for a distribution over $[m]^I$). The deficiency of $B$ is $D_\infty(B) := mn - \log |B|$. 

**Lemma 20** ([10, Lemma 11]). If $A \subseteq [m]^n$ is $0.8$-dense and $B \subseteq ([0,1]^m)^n$ has deficiency at most $n^3$, then $G(A \times B) = \{0,1\}^n$, that is, for every $z \in \{0,1\}^n$ there are $x \in A$ and $y \in B$ with $G(x,y) = z$.

Here the density parameter is $\delta = 0.8$ and the deficiency is $D_\infty(B) \leq n^3$, instead of $\delta = 0.9$ and $D_\infty(B) \leq n^2$ as in the original. Lemma 20 still holds because our gadget size has increased: we use $m := n^{20}$, whereas [10] used $m := n^4$. This can be verified by a simple substitution in the proof.

The next lemma is altered somewhat from the original. For a proof, see the full version [27].

**Lemma 21** (A more general version of [10, Claim 12]). Let $X \subseteq [m]^n$ be $0.85$-dense. If $A' \subseteq X$ satisfies $|A'| \geq |X|/2^{k+1}$ then there exist an $I \subseteq [n]$ of size $|I| < 20(k + 1)/\log m$ and an $A \subseteq A'$ such that $A$ is fixed on coordinates $I$ and $0.8$-dense on all other coordinates.

### 5.2.2 The simulation

We exhibit an algorithm that takes a $q$-alternating rectangle decision list $L_R$ for $f \circ g^n$ of cost $k$, and converts it to a $q$-alternating conjunction decision list $L_C$ for $f$ of cost $O(k/\log n)$. The argument from [10] does exactly this except without preserving the bound on the number of alternations. In [10] the argument is formulated using a “dual” characterization of DL$^\text{st}$, but it has the effect of building $L_C$ in order, obtaining each conjunction by “extracting” it from one of the rectangles in $L_R$. The trouble is that the rectangles are not necessarily “extracted from” in order: after extracting a conjunction from some rectangle, the next conjunction that gets put in $L_C$ may be extracted from a rectangle that is earlier in $L_R$. Thus $L_C$ may end up with more alternations than $L_R$.

To fix this, we convert the argument to a “primal” form and argue that it still works when we force the rectangles to be extracted from in order. The high-level view is that we iterate through the rectangles of $L_R$ in order, and for each we extract as many conjunctions as we can until the rectangle becomes “exhausted”, at which time we remove the remaining “error” portion of the rectangle (by deleting few rows and columns) and move on to the next rectangle. With this modification, the rest of the technical details from [10] continue to work, and it now preserves the number of alternations.

At any step of this process, let $X \times Y$ be the remaining rows and columns (after having removed the error portion of all previous rectangles in $L_R$), and we let $Z \subseteq \{0,1\}^n$ be the remaining inputs to $f$ (which have not been accepted by any previous conjunctions we put in $L_C$). Suppose $(R_i, t_i)$ is our current entry in $L_R$. The goal is to find a subrectangle $A \times B \subseteq R_i \cap (X \times Y)$ that is “conjunction-like” in the sense that $G(A \times B)$ is exactly the inputs accepted by some small-width conjunction $C$, and such that among all remaining inputs $z \in Z$, $C$ only accepts those with $f(z) = \oplus(t_i)$. These properties would ensure it is safe to put $(C, t_i)$ next in $L_C$. 

---
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**ICALP 2020**
Algorithm 1  Simulation algorithm.

| In: $L_R = (R_1, \ell_1), \ldots, (R_{2^k}, \ell_{2^k})$ and $X \subseteq [m]^n$, $Y \subseteq \{0, 1\}^n$ |
| Out: $L_C$ |
| 1: initialize $X \leftarrow X$, $Y \leftarrow Y$, $Z \leftarrow$ domain of $f$, $L_C \leftarrow$ empty list |
| 2: for $i = 1$ to $2^k$ do |
| 3: while $Z \neq \emptyset$ do |
| 4: for each $x \in X$, let $Y_x := \{y \in Y : (x, y) \in R_i \cap G^{-1}(Z)\}$ |
| 5: let $A' := \{x \in X : |Y_x| \geq 2^{mn-n^*}\}$ |
| 6: if $|A'| \leq |X|/2^{k+1}$ then |
| 7: update $X \leftarrow X \setminus A'$ |
| 8: update $Y \leftarrow Y \setminus \bigcup_{x \in X \setminus A'} Y_x$ |
| 9: break out of inner loop |
| 10: else $|A'| > |X|/2^{k+1}$ |
| 11: let $A \subseteq A'$, $I \subseteq [n]$, $\alpha \in [m]^I$ be such that: |
| 12: $|I| = O(k/\log n)$, $A_I$ is fixed to $\alpha$, and $A_{[n] \setminus I}$ is 0.8-dense |
| 13: pick any $x' \in A$ and choose $\beta \in \{0, 1\}^J$ to maximize $\{|y \in Y_{x'} : y_I = \beta\}$ |
| 14: let $C$ be the conjunction $z_I = g'(\alpha, \beta)$ |
| 15: update $L_C$ by appending $(C, \ell_i)$ to it |
| 16: update $Z \leftarrow Z \setminus C^{-1}(1)$ |

Combining Lemma 20 and Lemma 21 (using $X = [m]^n$) suggests an approach for finding a conjunction-like subrectangle: If $A'$ is not too small, we can restrict it to $A$ that is fixed on few coordinates $I$ and dense on the rest (by Lemma 21). If $B$ is also not too small (low deficiency) and fixed on coordinates $I$, then $G(A \times B)$ is fixed on $I$ and takes on all possible values on the remaining coordinates (by Lemma 20, which still works with $[n] \setminus I$ in place of $[n]$). In other words, $G(A \times B) = C^{-1}(1)$ for a small-width conjunction $C$, as desired.

The other property we need to ensure is that if this $C$ is the first conjunction in $L_C$ to accept a particular $z$, then $f(z) = \oplus(\ell_i)$ (so $L_C$ is correct). This will follow if we know there is some $(x, y) \in G^{-1}(z)$ such that $R_i$ is the first rectangle in $L_R$ to contain $(x, y)$, as that guarantees $f(z) = f(G(x, y)) = (f \circ g^n)(x, y) = \oplus(\ell_i)$. It turns out this will hold automatically if $A \times B \subseteq R_i \cap (X \times Y)$, because $A \times B$ touches the slice of every $z$ that is accepted by $C$, and all inputs $(x, y) \in G^{-1}(Z)$ that were in some $R_j$ with $j < i$ have already been removed from $X \times Y$.

Our algorithm for building $L_C$ from $L_R$ is shown in Algorithm 1. It is described as starting from some arbitrary initial rectangle $X \times Y$. For the purpose of proving Theorem 4.(ii) we only need to take $X = [m]^n$ and $Y = \{0, 1\}^m$, but when we invoke this as a component in the proof of Theorem 4.(ii) we will need to start from some $X \times Y$ that is merely “dense × large” rather than the full input domain, so we state this more general version now.

Lemma 22. If $L_R$ computes $f \circ g^n$ on $X \times Y$ and has cost $k$, and if $X$ is 0.85-dense and $D\infty(Y) \leq n^4$, then $L_C$ produced by Algorithm 1 computes $f$ and has cost $O(k/\log n)$. Moreover, if $L_R$ is $q$-alternating then so is $L_C$.

Proof. To verify the cost, just note that lines 11 and 12 always succeed by Lemma 21 (since $X$ is 0.85-dense and $|A'| \geq |X|/2^{k+1}$), so when a conjunction is added to $L_C$ on lines 14 and 15, it has width $|I| < 20(k + 1)/\log n = O(k/\log n)$. On line 13, defining $B := \{y \in Y_{x'} : y_I = \beta\}$ we have $|B| \geq |Y_{x'}|/2^{|I|} \geq 2^{mn-n^*-m|I|} = 2^{m(n-|I|)-n^*}$ (since $x' \in A \subseteq A'$) and therefore
\(D_\infty(B_{[n] < I}) \leq n^4\) (relative to \(\{0,1\}^{|[n]| - J}\)). Thus by applying Lemma 20 to \(A_{[n] < I}\) (which is 0.8-dense) and \(B_{[n] < I}\) we have \(g_{[n] < I}(A_{[n] < I} \times B_{[n] < I}) = \{0,1\}^{n - |I|}\) and therefore \(G(A \times B) = C^{-1}(1)\). (Lemma 20 works with the same parameters even though the sets are now on fewer than \(n\) coordinates.)

The algorithm terminates because \(Z\) always shrinks on line 16: for any \(y \in B\) we have \(G(x', y) \subset Z\) (from the definition of \(Y_{x'}\) and \(C(G(x', y)) = 1\) (since \(x' = \alpha\) and \(y_f = \beta\) and thus \(G(x', y_f) = g^t(\alpha, \beta)\)).

The algorithm maintains the invariant that for all \(j < i\), \(R_j \cap (X \times Y) \cap G^{-1}(Z) = \emptyset\). This vacuously holds at the beginning, and is clearly maintained in the else case because \(i\) stays the same and nothing gets added to \(X, Y\), or \(Z\). Lines 7 and 8 maintain the invariant in the if case because the removed rows and columns cover all of \(R_i \cap (X \times Y) \cap G^{-1}(Z)\) and \(i\) goes up by 1.

Next we argue that when the algorithm terminates, \(Z\) must be empty. In each iteration of the outer loop, we throw out at most \(|X|/2^{k+1}\) rows and at most \(|X| \cdot 2^{mn-n^4} \leq m^n \cdot 2^{mn-n^4} \leq 2^{mn-n^3}/2^{k+1} \leq \|Y\|/2^{k+1}\) columns. (We throw out columns in \(Y_z\), for \(x \notin A'\), all of these \(Y_z\) had the property \(|Y_z| < 2^{mn-n^4}\), we do this for at most \(|X|\) values of \(x\), and \(n^4 - n \log m \geq n^3 + k + 1\).) Since the outer loop executes \(2^k\) times, by the end at most half the rows of \(X\) and half the columns of \(Y\) have been discarded, so \(|X| \geq |X|/2\) and \(|Y| \geq |Y|/2\). This means \(X\) is essentially as dense as \(X\) (only a \(-1\) loss in any \(H_\infty(x_i)\)) and \(Y\) is essentially as low-deficiency as \(Y\) (only a \(+1\) loss in \(D_\infty\)). Thus Lemma 20 (with a tiny perturbation of the parameters, which does not affect the result) shows that \(G(X \times Y) = \{0,1\}^n\). However, the last rectangle that is processed, \(R_{2^k}\), contains all of \(X \times Y\) by definition (since we assume \(L_R\) is correct on \(X \times Y\)). So, the invariant guarantees \((X \times Y) \cap G^{-1}(Z) = \emptyset\) at termination. This can only happen if \(G^{-1}(Z) = \emptyset\) and thus \(Z = \emptyset\) (since \(G(X \times Y) = \{0,1\}^n\)).

We now argue that \(L_C\) is correct. Consider any \(z\) in the domain of \(f\). Since \(Z\) is empty at termination, \(z\) must be accepted by some conjunction in \(L_C\). Let \((C, \ell_i)\) be the first entry such that \(C(z) = 1\), so \(z \in Z\) during the iteration of the inner loop when this entry was added. Since in this iteration we have \(G(A \times B) = C^{-1}(1)\) and \(z \in C^{-1}(1)\), there is some \((x, y) \in A \times B\) with \(G(x, y) = z\). Since \(A \times B \subseteq R_i\), we have \((x, y) \in R_i\). Since \(A \times B \subseteq X \times Y\), we have \((x, y) \in (X \times Y) \cap G^{-1}(Z)\) and thus \((x, y)\) cannot be in \(R_j\) for any \(j < i\) since \(R_j \cap (X \times Y) \cap G^{-1}(Z) = \emptyset\) by the invariant. In summary, \(R_i\) is the first rectangle in \(L_R\) that contains \((x, y)\). By correctness of \(L_R\) on \(X \times Y\), we have \(\oplus(\ell_i) = f \circ g^t(x, y) = f(G(x, y)) = f(z)\). Thus \(L_C\) also correctly outputs \(\oplus(\ell_i)\) on input \(z\).

The “moreover” part is straightforward to verify: the levels assigned to conjunctions in \(L_C\) come from the levels assigned to rectangles in \(L_R\) (namely \(\{0,\ldots,q\}\)), in the same order (which is non-increasing).
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Abstract
Let $H$ be a $t$-regular hypergraph on $n$ vertices and $m$ edges. Let $M$ be the $m \times n$ incidence matrix of $H$ and let us denote $\lambda = \max_{e \in E} \frac{1}{\|M_e\|}$. We show that the discrepancy of $H$ is $\Theta(\sqrt{t} + \lambda)$. As a corollary, this gives us that for every $t$, the discrepancy of a random $t$-regular hypergraph with $n$ vertices and $m \geq n$ edges is almost surely $O(\sqrt{t})$ as $n$ grows. The proof also gives a polynomial time algorithm that takes a hypergraph as input and outputs a coloring with the above guarantee.

1 Introduction

The main aim of this paper is to give a spectral condition that is sufficient for the discrepancy of a regular hypergraph to be small. This is proved via the partial coloring approach while using some combinatorial properties of the hypergraph that are given by this spectral condition. This immediately implies, via an old proof technique of Kahn and Szemerédi, that for random $t$-regular hypergraphs on $n$ vertices and $m \geq n$ edges is almost surely $O(\sqrt{t})$. Previously, a result of this form was proved by Ezra and Lovett [11] who show that the discrepancy of a random $t$-regular hypergraph on $n$ vertices and $m \geq n$ edges is $O(t \log t)$ almost surely as $t$ grows. More recently, Bansal and Meka [3] showed that for random $t$-regular hypergraphs on $n$ vertices and $m$ edges, the discrepancy is $O(\sqrt{t})$ almost surely provided $t = \Omega((\log \log m)^2)$. To state our result formally, we make some definitions.

Let $H = (V, E)$ be a hypergraph, with $V$ as the set of vertices, and $E \subseteq 2^V$ as the set of (hyper)edges. Let $X = \{\chi : V \to \{\pm 1\}\}$, be the set of $\pm 1$ colorings of $V$, and for $\chi \in X$, and $e \in E$, denote $\chi(e) := \sum_{v \in e} \chi(v)$. The discrepancy of $H$, denoted by $\text{disc}(H)$ is defined as:

$$\text{disc}(H) := \min_{\chi \in X} \max_{e \in E} |\chi(e)|.$$  

We call a hypergraph $t$-regular if every vertex is present in exactly $t$ hyperedges. These will be the main focus of this paper. For a hypergraph $H$, let $M = M(H)$ be the $|E| \times |V|$ incidence matrix of $H$, i.e., $M$ has rows indexed by $E$, columns indexed by $V$, and entries are $M(e, v) = 1$ if $v \in e$ and 0 otherwise. We will use $\| \cdot \|$ to denote the Euclidean norm throughout the paper. Our main result is the following:
Theorem 1. Let $H$ be a $t$-regular hypergraph on $n$ vertices and $m$ edges with $M$ as its incidence and let $\lambda = \max_{v \perp 1, \|v\|_1 = 1} \|Mv\|$. Then

$$\text{disc}(H) = O\left(\sqrt{t} + \lambda\right).$$

Moreover, there is an $\tilde{O}((\max\{n, m\})^7)$ time algorithm that takes the hypergraph $H$ as input and outputs the coloring with the above guarantee.

1.1 Background

The study of hypergraph discrepancy, which seems to have been first defined in a paper of Beck [4], has led to some very interesting results with diverse applications (see, for example [18, 9]). One of the most interesting open problems in discrepancy theory is what is commonly known as the Beck-Fiala conjecture, regarding the discrepancy of general $t$-regular hypergraphs.

Conjecture 2 (Beck-Fiala conjecture). For a $t$-regular hypergraph $H$, we have

$$\text{disc}(H) = O(\sqrt{t}).$$

Although this conjecture is usually stated for bounded degree hypergraphs (as opposed to regular ones), this is not really an issue. One can always add hyperedges containing just a single vertex and make it regular, which increases the discrepancy of the original hypergraph by at most one. Beck and Fiala [5] also proved that for any $t$-regular hypergraph $H$,

$$\text{disc}(H) \leq 2t - 1.$$  

This is more commonly known as the Beck-Fiala theorem. Essentially the same proof can be done a bit more carefully to get a bound of $2t - 3$ (see [6]). Given Conjecture 2, it is perhaps surprising that the best upper bound, due to Bukh [8], is “stuck at” $2t - \log^* t$ for large enough $t$.

It is possible that one of the reasons that the discrepancy upper bounds are so far away from the conjectured bound (assuming it’s true) is our inability to handle many “large” hyperedges. Indeed, if one is offered the restriction that each hyperedge is also of size $O(t)$ (regular and “almost uniform”), then a folklore argument using the Lovász Local Lemma shows that the discrepancy is bounded by $O(\sqrt{t \log t})$. The proof of Theorem 1 also relies on being able to avoid dealing with large edges (which are few, if any, in number).

1.2 Discrepancy in random settings

Motivated by the long-standing open problem of bounding discrepancy of general $t$-regular hypergraphs, Ezra and Lovett [11] initiated the study of discrepancy of random $t$-regular hypergraphs. By random $t$-regular hypergraph, we mean the hypergraph sampled by the following procedure: We fix $n$ vertices $V$ and $m$ (initially empty) hyperedges $E$. Each vertex in $V$ chooses $t$ (distinct) hyperedges in $E$ uniformly and independently to be a part of. They showed that if $m \geq n$, then the discrepancy of such a hypergraph is almost surely $O(\sqrt{t \log t})$ as $t$ grows. The proof idea is the following: First observe that most of the hyperedges have size $O(t)$. For the remaining large edges, one can delete one vertex from every hyperedge and make them pairwise disjoint. This allows one to apply a folklore Lovász Local Lemma based argument, but with a slight modification which makes sure that the large edges have discrepancy at most 2. More recently, Bansal and Meka [3] reduced the discrepancy bound to
$O(\sqrt{t})$ almost surely as long as $t = \Omega((\log \log n)^2)$ for all $m$ and $n$. A corollary of Theorem 1 states that one can get the bound of $O(\sqrt{t})$ for every (not necessarily growing) $t = t(n)$ as $n$ grows and $m \geq n$. More formally,

**Corollary 3.** There is an absolute constant $C > 0$ such that the following holds: Let $\mathcal{H}_t$ be a random $t$-regular hypergraph on $n$ vertices and $m \geq n$ hyperedges where $t = o(\sqrt{m})$. Then,

$$\mathbb{P}\left(\text{disc}(\mathcal{H}_t) \leq C\sqrt{t}\right) \geq 1 - o(1)$$

The theorem that implies Corollary 3 from Theorem 1 is the following:

**Theorem 4.** Let $M$ be the incidence matrix of a random $t$-regular set system on $n$ vertices, where $t = o(\sqrt{m})$, and $m \geq n$ edges. Then with probability at least $1 - n\Omega(1)$,

$$\max_{v \perp \mathbb{I}, ||v||=1} ||Mv|| = O\left(\sqrt{t}\right).$$

A couple of remarks here: First, observe that it suffices to prove Theorem 4 for $m = n$. Indeed, let $M$ and $N$ be random $m \times m$ and $m \times n$ random matrices ($m > n$) respectively distributed by choosing $t$ random 1’s in each column independently. Notice that the distribution of $N$ is exactly the same as that of the first $n$ columns of $M$. Then, setting $M_n$ to be the matrix consisting of the first $n$ columns of $M$, we observe that $\lambda(M_n) \leq \lambda(M)$. Second, we point out that $t = o(\sqrt{m})$ is just a limitation of the proof technique in [13] (also see [7]) that we use to prove this theorem. Although we believe that Theorem 4 should hold for all $t < m$, we do not make any attempt to verify this, especially since the result of Bansal and Meka [3] already takes care of the discrepancy of random hypergraphs in this case. Although many variations of Theorem 4 are known and standard, one needs to verify it for our setting too. It should come as no surprise that the proof follows that of Kahn and Szemerédi’s in [13], which is postponed to Section 3.2.

### 1.3 The partial coloring approach

Most of the bounds and algorithms on hypergraph discrepancy proceed via a partial coloring approach. In general, a partial coloring approach [4] works by coloring a fraction of the (still uncolored) vertices in each step, while ensuring that no edge has discrepancy more than the desired bound. Perhaps the most famous successful application of this is Spencer’s celebrated “six standard deviations” result [22], which gives a bound of $6\sqrt{n}$ for any hypergraph on $n$ vertices and $n$ edges. The original proof of Spencer was not algorithmic, i.e., it did not give an obvious way to take as input a hypergraph on $n$ vertices and $n$ edges, and efficiently output a coloring that achieves discrepancy $O(\sqrt{n})$. In fact, Alon and Spencer([1], §14.5) suggested that such an algorithm is not possible. However, this was shown to be incorrect by Bansal [2] who showed an efficient algorithm to do the same task. However, the analysis of this algorithm still relied on the (non-algorithmic) discrepancy bound of $6\sqrt{n}$. Later, Lovett and Meka [17] gave a “truly constructive” proof of the fact that the discrepancy is $O(\sqrt{n})$. This proof did not rely on any existing discrepancy bounds and the novel and simple analysis proved to be extremely influential. The proof of Theorem 1 will rely on a somewhat technical feature of the main partial coloring from this work. More recently, a result due to Rothvoss [21] gives a simpler proof of the same $O(\sqrt{n})$ bound, which is also constructive, and more general.

---

[13] is combination of two papers that prove the same result up to a constant factor: one by Friedman using the so-called trace method, and the other by Kahn and Szemerédi using a more combinatorial approach which is flexible enough to be easily adapted here.
1.4 Proof sketch

The proof of Theorem 1 is proved via the aforementioned partial coloring approach. The main source of inspiration is a later paper of Spencer [23], which computes the discrepancy of the projective plane (i.e., the hypergraph where the vertices are the points and the hyperedges are the lines of \( \mathrm{PG}(2, q) \)) up to a constant factor. A more general bound was also obtained by Matoušek [19], who upper bounds the discrepancy of set systems of bounded VC-dimension (note that the projective plane has VC-dimension 2).

We also use the aforementioned result of Lovett and Meka [17] heavily, in particular, the partial coloring theorem. Informally, this says that one can “color” roughly an \( \alpha \) fraction of the hypergraph with real numbers in \( [-1, 1] \) so that (1) at least half the vertices get colors 1 or \(-1\) and (2) every edge \( e \) has discrepancy \( O(\sqrt{e}) \). We now sketch the proof.

Consider the following “dream approach” using partial coloring: In every step, one colors an \( \alpha \) fraction of vertices. Suppose that at the start, every edge has size \( O(t) \) and that each step of partial coloring colors exactly an \( \alpha \) fraction of the remaining uncolored vertices (i.e., these vertices are colored from \( \{-1, 1\} \)). Then the discrepancy of an edge \( e \) is at most \( O(\sum \sqrt{\alpha^*|e|}) = O(\sqrt{t}) \). Of course, this is too much to hope for, since some edges can potentially be large, and more importantly, there is no guarantee on how much of each edge gets colored in this partial coloring procedure.

This is precisely where the spectral condition on \( M \) saves us. One can establish standard combinatorial “pseudorandomness” properties of \( H \) in terms of \( \lambda \). In particular, if \( \lambda \) is small, then an \( \alpha \) fraction of \( V(H) \) take up an \( \alpha \) fraction of most edges. This means, intuitively, that in the partial coloring approach, if one colors an \( \alpha \) fraction of the vertices, then most of the edge sizes will have also reduced by an \( \alpha \) fraction. The partial coloring method of Lovett and Meka (and, curiously, none of the older ones) also allows one to color in such a way that \( \Omega(n) \) edges can be made to have discrepancy zero in each step. This allows one to maintain that in every round of the partial coloring, the edges that don’t behave according to the “dream approach”, i.e., those that are too large (i.e., \( \Omega(t) \)) or don’t reduce by an \( \alpha \) fraction can be made to have discrepancy zero in the next step. Thus, most other edges reduce in size by an \( \alpha \) fraction. This lets one not have to deal with the discrepancy of these “bad” edges until they become small.

2 Proof of Theorem 1

2.1 Preliminaries and notation

We will need the aforementioned partial coloring theorem due to Lovett and Meka:

\[ \text{Theorem 5} \ (\cite{17}). \text{Given a family of sets } M_1, \ldots, M_m \subseteq [n], \text{ a vector } x_0 \in [-1, 1]^n, \text{ positive real numbers } c_1, \ldots, c_m \text{ such that } \sum_{i \in [m]} \exp \left( -c_i^2/16 \right) \leq n/16, \text{ and a real number } \delta \in [0, 1], \text{ there is a vector } x \in [-1, 1]^n \text{ such that:} \]

1. For all \( i \in [m] \), \( (x - x_0, \mathbb{1}_{M_i}) \leq c_i \sqrt{|M_i|} \).
2. \( |x_i| \geq 1 - \delta \) for at least \( n/2 \) values of \( i \).

Moreover, this vector \( x \) can be found in \( \tilde{O}((m + n)^3 \delta^{-2}) \) time.

Lovett and Meka initially gave a randomized algorithm for the above. It has since been made deterministic [16].
2.1.1 A technical remark

The reason we use the Lovett-Meka partial coloring, as opposed to Beck’s partial coloring is not just the algorithmic aspect that the former offers, but also because it also offers the technical condition:

$$\sum_{i \in [m]} \exp(-c_i^2/16) \leq n/16.$$ 

This means one can set $\Omega(n)$ edges to have discrepancy 0. To compare, we first state Beck’s partial coloring lemma (for reference, see [18]):

**Theorem 6** (Beck’s partial coloring lemma). Given a family of sets $M_1, \ldots, M_m \subseteq [n]$, and positive real numbers $c_1, \ldots, c_m$ such that $\sum_{i \in [m]} g(c_i) \leq n/5$, where

$$g(x) = \begin{cases} e^{-x^2/9} & x > 0.1 \\ \ln(1/x) & x \leq 0.1. \end{cases}$$

there is a vector $x \in \{-1, 0, 1\}^n$ such that:

1. For all $i \in [m]$, $\langle x, 1_{M_i} \rangle \leq c_i \sqrt{|M_i|}$.
2. $|x_i| = 1$ for at least $n/2$ values of $i$.

If one ignores the algorithmic aspect, Beck’s partial coloring, while assigning vertices to $\{-1, 1, 0\}$ (instead of $[-1, 1]$), thus making it a “partial coloring” in the true sense) only guarantees that $\Omega\left(\frac{n}{\log t}\right)$ edges can be made to have discrepancy 0. Although [17] did not really need this particular advantage, they do mention that this feature could potentially be useful elsewhere. This seemingly subtle advantage turns out to be crucial in the proof of Theorem 1, where we set $\Omega(n)$ edges (that will be called “bad” and “dormant” edges) to have discrepancy 0.

Henceforth, let $V$ and $E$ denote the vertices and edges of our hypergraph respectively. We will need a “pseudorandomness” lemma that informally states that an $\alpha$ fraction of vertices takes up around an $\alpha$ fraction of most edges:

**Lemma 7.** For any $S \subseteq V$ with $|S| = \alpha n$ where $\alpha \in (0, 1)$ and a positive real number $K$, there is a subset $E' \subseteq E$ of size at most $K^{-2} \cdot \alpha n$ such that for every $e \notin E'$, we have $||e \cap S| - \alpha |e|| \leq K\lambda$, where $\lambda = \max_{v \perp 1, \|v\|=1} \|Mv\|$. 

**Proof.** Consider a vector $v \in \mathbb{R}^n$ where $v(i) = 1 - \alpha$ for $i \in S$ and $-\alpha$ otherwise. Clearly, $v \in 1^\perp$ and so

$$\|Mv\|^2 \leq \lambda^2 \cdot \|v\|^2 = \lambda^2 \alpha(1 - \alpha)n. \quad (1)$$

On the other hand, $Mv(e) = (1 - \alpha)|e \cap S| - \alpha |e \setminus S| = |e \cap S| - \alpha |e|$, and so

$$\|Mv\|^2 = \sum_e (|e \cap S| - \alpha |e|)^2. \quad (2)$$

Putting (1) and (2) together, we get that there at most $K^{-2} \cdot \alpha n$ edges $e$ such that $||e \cap S| - \alpha |e|| \geq K\lambda$. 

匀
Since this proof is via partial coloring, let us use \( i \) to index the steps of the partial coloring. For a partial coloring \( \chi : V \to [-1, 1] \), we call the set of vertices \( u \) for which \( |\chi(u)| < 1 \) as uncolored. Let us use \( V^i \) to denote the still uncolored vertices at step \( i \) and for an edge \( e \in E \), let us denote \( e^i := e \cap V^i \). In every step, we invoke Theorem 5 setting \( \delta = \frac{1}{n} \) to get the partial coloring, so will have \( |V^i| \leq 2^{-i}n \). Let \( t' := \max\{t, \lambda\} \).\(^2\)

We call an edge dormant at step \( i \) if \( |e^i| > 100 t' \). Let us call an edge bad in step \( i \) if \( |e^i| > 2^{-i}t' \) and \( |\alpha - 2^{-i}t'| \geq 10 \lambda \). Edges that are neither dormant nor bad are called good. Finally, we say that \( e \) is dead in step \( i \) if \( |e^i| \leq 100 \lambda \).

Informally, the roles of these sets are as follows: In the partial coloring step \( i \), we ensure that an edge \( e \) edges only get nonzero discrepancy if it is good, i.e., if \( |e^i| \) is close to what is expected and is not too large. Even dead edges can be good or bad, and we will not distinguish them while coloring the vertices. However, in the analysis we will break the total discrepancy accumulated by \( e \) into two parts: Before it is dead and after. The main point is to bound the discrepancy gained before it becomes dead. After it becomes dead, we simply bound the discrepancy incurred since by its remaining size, i.e., at most \( 100 \lambda \).

First, we make two easy observations:

\[ \text{Claim 8. If } |V^i| = 2^{-i}n, \text{ then at step } i, \text{ the number of dormant edges is at most } \frac{1}{100}2^{-i}n. \]

**Proof.** This is just Markov’s inequality, using the fact that the average edge size is \( \frac{|V^i|}{m} \geq \frac{|V^i|}{m} \).

\[ \text{Claim 9. If } |V^i| = 2^{-i}n, \text{ then at step } i, \text{ the number of bad edges is at most } \frac{1}{100}2^{-i}n. \]

**Proof.** This is by setting \( K = 10 \) and \( \alpha = 2^{-i} \) in Lemma 7.

### 2.2 Partial coloring using Lemma 7

**Proof of Theorem 1.** Setting \( V^0 = V \), we proceed by partial coloring that colors exactly half the remaining uncolored vertices at each stage. For a step \( i \geq 0 \), suppose that \( |V^i| = 2^{-i}n \). We will describe a partial coloring given by \( \chi_i : V^i \to [-1, 1] \) that colors half the vertices of \( V^i \).

For \( \ell \geq 1 \), let \( A_\ell := \{e \in E \mid |e| \in [100 \cdot 2^{\ell}t', 100 \cdot 2^{\ell+1}t')\} \), and \( A_0 := \{e \in E \mid |e| < 200t'\} \).

Observe that the edges in \( A_\ell \) for \( \ell \geq 1 \) are either bad or dormant in steps \( i < \ell \). Also observe that \( |A_\ell| \leq \frac{2t'}{200}n \) for \( \ell \geq 1 \). Define constants \( \{c_e\}_{e \in E} \) as follows:

\[
    c_e = \begin{cases} 
        4\sqrt{2\ln \left(\frac{1}{|e^i|}\right)} & \text{if } e \in A_\ell \text{ for } \ell \geq 1 \text{ is good} \\
        4\sqrt{\ln \left(\frac{200t'}{2^{\ell}|e|}\right)} & \text{if } e \in A_0 \text{ is good} \\
        0 & \text{otherwise.} 
    \end{cases}
\]

\(^2\) In fact, we may assume w.l.o.g. that \( \lambda \leq s \) and so \( t' = t \) since in the other case, the Beck-Fiala Theorem gives us that the discrepancy is \( O(t') = O(\lambda) \). However, this is not needed and the techniques here also handle this case with this minor change.
Let $\mathcal{B} = \mathcal{B}^i$ and $\mathcal{D} = \mathcal{D}^i$ denote the bad and dormant edges respectively. For edges in $E \setminus A_0$, we have:

\[
\sum_{e \in E \setminus A_0} e^{-\frac{e^2}{2}} \leq \sum_{e \in E \setminus (\mathcal{B} \cup \mathcal{D} \cup A_0)} e^{-\frac{e^2}{2}} + |\mathcal{B}| + |\mathcal{D}|
\]

\[
\leq \sum_{1 \leq \ell \leq i} \sum_{e \in A_\ell} e^{2 \ln(2^{\ell+1})} + \frac{2^{-i}n}{50}
\]

\[
= \sum_{1 \leq \ell \leq i} |A_\ell| 2^{\ell+1} + \frac{2^{-i}n}{50}
\]

\[
\leq \frac{n}{100} \sum_{\ell \leq i} 2^{-i} \cdot 2^{\ell+2} + \frac{2^{-i}n}{50}
\]

\[
= \frac{2^{-i}n}{100} \sum_{\ell \leq i} 2^{\ell+1} + \frac{2^{-i}n}{50}
\]

\[
\leq \frac{2^{-i}n}{25}.
\]

The second inequality above follows from Claim 8 and Claim 9. For the other case, we have

\[
\sum_{e \in A_0} e^{-\frac{e^2}{2}} \leq \sum_{e \in A_0} e^{\ln\left(\frac{2^{-i}n}{200}\right)} = \frac{2^{-i}n}{200} \sum_{e \in E} |e| = \frac{2^{-i}n}{200}.
\]

Here we have used the fact that since the hypergraph is $t$-regular, we have $\sum_{e \in E} |e| = nt \leq nt'$. Putting these together, we have

\[
\sum_{e \in E} e^{-\frac{e^2}{2}} \leq \frac{2^{-i}n}{200} + \frac{2^{-i}n}{50} \leq \frac{|V^i|}{20}.
\]

Therefore, Theorem 5 guarantees that there is a fractional coloring $\chi_i : V^i \rightarrow [-1, 1]$ such that

1. $|\chi_i(v)| \geq 1 - \frac{1}{n}$ for at least half of $V^i$.
2. All the bad and dormant edges get discrepancy 0.
3. A good and live edge $e$ gets discrepancy at most $c \sqrt{|c^i|}$.

Finally, we pick an arbitrary subset of all the vertices $v$ such that $|\chi_i(v)| \geq 1 - \frac{1}{n}$ of size exactly $(1/2) \cdot |V^i|$ and round them to the nearest integer. It is easy to see that since every edge has size at most $n$, this rounding, over all the steps of the partial coloring adds discrepancy of at most 1 for every edge. This completes step $i$ of the partial coloring and we are left with $2^{-i+1}n$ uncolored vertices for the next step.

For an edge $e$, let $i$ be a round where $e$ had incurred non-zero discrepancy and $e^i$ was not dead. Since only good edges incur nonzero discrepancy, $|e^i| = 2^{-i} |e| \pm 10 \lambda$. Since $e$ is also not dead at step $i$, we must have that $|e^i| \geq 100 \lambda$. This gives us that $2^{-i} |e| \geq 90 \lambda$ and therefore $(1/2) \cdot 2^{-i} |e| \leq |e_i| \leq 2 \cdot 2^{-i} |e|$. So, if $e \in A_\ell$ where $\ell \geq 1$, the total discrepancy incurred by $e$ at step $i$ without the rounding step is at most

\[
4 \sqrt{2 \ln(1/2^{\ell-i})} e^i \leq 8 \sqrt{200 \ln(1/2^{\ell-i}) \cdot (2^{\ell-i}) \cdot t'}.
\]
Here, we have used the fact that \(|e| \leq 100 \cdot 2^{t+1} t'\). If \(e \in A_0\), the discrepancy incurred by \(e\) at step \(i\) without the rounding is at most
\[
4 \sqrt{2 \ln \left(\frac{200t'}{2^{-i}|e|}\right)} \ e^i \leq 8 \sqrt{200 \ln(1/2^{-i}) \cdot (2^{-i}) \cdot t'}.
\]
Therefore, the discrepancy of an edge \(e \in A_\ell\) for \(\ell \geq 0\) until it becomes dead is at most
\[
\sum_{i \geq \ell} 8 \sqrt{200 \ln(1/2^{\ell-i}) \cdot (2^{\ell-i}) \cdot t'} = O(\sqrt{t'}) = O(\sqrt{t} + \lambda).
\]
Here we have used the fact that \(t' = \max\{\ell, \lambda\}\). Finally, rounding the color of every vertex to its nearest integer increases the discrepancy by at most 1. When the edge becomes dead, we simply bound its discrepancy by its size \(O(\lambda)\).

It remains to check that each of the \(O(\log n)\) stages of partial coloring can be done in time \(\tilde{O}((m + n)^3 n^2)\), and the constants \(\{c_e\}_{e \in E}\) take \(\tilde{O}(mn)\) time to compute at each stage, thus establishing the algorithmic part.

\section{Proof of Theorem 4}

\subsection{A martingale inequality}

We will state a martingale inequality that we will use in the proof of Theorem 4. A sequence of random variables \(X_0, X_1, \ldots, X_n\) is a martingale with respect to another sequence of random variables \(Z_0, Z_1, \ldots, Z_n\) such that for all \(i \in [n-1]\), we have \(X_i = f_i(Z_1, \ldots, Z_i)\) for some function \(f_i\), and \(E[X_{i+1}|Z_1, \ldots, Z_i] = X_i\).

A martingale is said to have the \(C\)-bounded difference property if \(|X_{i+1} - X_i| \leq C\).

The variance of a martingale is the quantity:
\[
\sigma^2 = \sum_{i \in [n-1]} \sup_{Z_{i+1}, \ldots, Z_i} E[(X_{i+1} - X_i)^2|Z_1, \ldots, Z_i].
\]

We get good large deviation inequalities for martingales with bounded differences and variances (see, for example, [10], Theorem 6.3 and Theorem 6.5). For a martingale \(X_0, X_1, \ldots, X_n\) with respect to \(Z_0, Z_1, \ldots, Z_n\), with the \(C\)-bounded difference property and variance \(\sigma^2\), we have
\[
P(|X_n - X_0| \geq \lambda) \leq e^{-\frac{\lambda^2}{2(C^2 + \sigma^2)}}. \tag{3}
\]

\subsection{Proof of Theorem 4}

We shall now prove Theorem 4. Recall that we only need to prove the case where \(m = n\). As mentioned before, we adapt the proof technique of Kahn and Szemerédi for our random model (also see [7]). We have that the regularity is \(t \ll m^{1/2}\).

We shall prove that for every \(x\) and \(y\) such that \(\|x\| = \|y\| = 1\) and \(x \perp T\), we have that \(|y^T M x| \leq O(\sqrt{t})\). First, we “discretize” our problem by restricting \(x\) to belong to the \(\epsilon\)-net
\[
T := \left\{ x \in \left(\frac{\epsilon}{\sqrt{m}} \mathbb{Z}\right)^m \ | \ |x| \leq 1 \text{ and } x \perp T \right\}
\]
and \(y\) belonging to
\[
T' := \left\{ y \in \left(\frac{\epsilon}{\sqrt{m}} \mathbb{Z}\right)^m \ | \ |y| \leq 1 \right\}
\]
for a small enough constant \(\epsilon\).
Claim 10 ([13], Proposition 2.1). If for every \( x \in T \), and \( y \in T' \), we have that \( \|y' M x\| \leq \alpha \), then we have that for every \( z \in \mathbb{R}^m \) such that \( \|z\| = 1 \), we have that \( \|M z\| \leq (1 - 3\epsilon)^{-1} \alpha \).

Proof. Let \( z = \arg\max_{\|z\|=1} \|M z\| \). We shall use the fact that there are \( x \in T \), and \( y \in T' \) such that \( \|x - z\| \leq \epsilon \), and \( \|y - M z\| \leq \epsilon \). With this in mind, we have:

\[
\|M z\| = \frac{\langle M z, M z \rangle}{\|M z\|^2} = \langle y + w_1, M(x + w_2) \rangle
\]

\[
= y' M x + \langle w_1, M x \rangle + \langle y, M w_2 \rangle + \langle w_1, M w_2 \rangle.
\]

Where \( |w_1|, |w_2| \leq \epsilon \). We note that each of the terms \( \langle w_1, M x \rangle \) and \( \langle y, M w_2 \rangle \), and \( \langle w_1, M w_2 \rangle \) are upper bounded by \( \epsilon \|M z\| \), and \( (w_1, M w_2) \leq \epsilon^2 \|M z\| \). Combining this, and using the fact that \( \epsilon^2 \leq \epsilon \), we have

\[
\|M z\| \leq (1 - 3\epsilon)^{-1} y' M x \leq (1 - 3\epsilon)^{-1} \alpha.
\]

So now, will need to only union bound over \( T \cup T' \). It is not hard to see that each of these has size at most \( |T|, |T'| \leq (\frac{C_v}{\epsilon})^m \) for some absolute constant \( C_v \).

Indeed, we have:

\[
|T| \leq \left( \frac{\sqrt{m}}{\epsilon} \right)^m \text{Vol} \{ x \in \mathbb{R}^m \mid \|x\| \leq 1 + \epsilon \}
\]

\[
\leq \left( \frac{\sqrt{m}}{\epsilon} \right)^m \frac{1}{\sqrt{\pi m}} \left( \frac{2\pi e}{m} \right)^{m/2} (1 + \epsilon)^m
\]

for some constant \( C_v \).

We split the pairs \([m] \times [m] = L \cup \overline{L}\), where \( L := \{(u, v) \mid |x_u y_v| \geq \sqrt{1/m}\} \), which we will call “large entries” and write our quantity of interest:

\[
\sum_{(u,v)\in[m]\times[m]} x_u M_{u,v} y_v = \sum_{(u,v)\in L} x_u M_{u,v} y_v + \sum_{(u,v)\in \overline{L}} x_u M_{u,v} y_v.
\]

For the large entries: For a set of vertices \( A \subset [m] \) and a set of edges \( B \subset [m] \), let us denote \( I(A, B) \) to be the number of vertex-edge incidences in \( A \) and \( B \). Let us use \( \mu(A, B) := E[I(A, B)] \).

Lemma 11. There is a constant \( C \) such that, for every set \( A \) of vertices and every set \( B \) of hyperedges where \( |A| \leq |B| \), we have that with probability at least \( 1 - m^{-\Omega(1)} \), \( I := |I(A, B)| \) and \( \mu := \mu(A, B) \) satisfy at least one of the following:

1. \( I \leq C \mu \)
2. \( I \log(I/\mu) \leq C |B| \log (m/|B|) \).

This lemma is sufficient to show that the large pairs do not contribute too much, as shown by the following lemma, which is the main part of the proof of Kahn and Szemerédi.

Lemma 12 ([13], Lemma 2.6, [7], Lemma 17). If the conditions given in Lemma 11 are satisfied, then \( \sum_{(u,v)\in L} |x_u M_{u,v} y_v| = O(\sqrt{1}) \) for all \( x, y \in T \).

Notice that since we are bounding \( \sum_{(u,v)\in L} |x_u M_{u,v} y_v| = O(\sqrt{1}) \), which is much stronger than what we really need, it is okay to consider both \( x \) and \( y \) from \( T \).
Proof of Lemma 11. First, we observe that it is enough to consider $|B| \leq m/2$, since otherwise, $|I(A, B)| \leq d|A| \leq 2\mu(A, B)$. Let $B_i(a, b)$ denote the event that there is an $A$ of size $a$ and a $B$ of size $b$ which do not satisfy either of the conditions (with a fixed constant $C$ to be specified later) and $|I(A, B)| = i$. Before we prove the lemma, let us make some observations, which (in hindsight) help us compute the probabilities much easier. Let $A$ be a set of $a$ vertices and $B$ be a collection of $b$ edges, such that $a \leq b \leq m/2$.

The point here is that we basically want to evaluate the sum:

$$\mathbb{P}\left( \bigcup_{a,b,i} B_i(a, b) \right) \leq \sum_i \mathbb{P}\left( \bigcup_{a,b} B_i(a, b) \right)$$

$$= \sum_{i \leq \log^2 m} \mathbb{P}\left( \bigcup_{a,b} B_i(a, b) \right) + \sum_{i \geq \log^2 m} \mathbb{P}\left( \bigcup_{a,b} B_i(a, b) \right).$$

The first observation is that every term in the second sum is small. Towards this, we have the straightforward claim.

Claim 13. For a set of vertices $A$ and edges $B$ and a set of possible incidences $J \subset A \times B$, we have that $\mathbb{P}(I(A, B) = J) \leq \left( \frac{h}{m} \right)^{|J|}$.

Proof. W.L.O.G, let $A = \{1, \ldots, a\}$, and for $i \in A$, let $t_i = I\{i\}, B$. We have that:

$$\mathbb{P}(I(A, B) = J) = \prod_{i \in J} \frac{(m-t_i)}{m} \leq \prod_{i \in J} \frac{2(m-b)^{t_i} t_i!}{m^t} \leq \prod_{i \in J} \left( \frac{2t_i}{m} \right)^t \leq \left( \frac{2}{m} \right)^{|J|}. \quad \triangleright$$

Here, the first inequality uses the fact that $t = o(\sqrt{m})$. Therefore, we have:

$$\mathbb{P}(B_i(a, b)) \leq \binom{m}{a} \binom{m}{b} \left( \frac{2t}{m} \right)^i \leq \binom{m}{b} \left( \frac{2m}{b} \right)^i = \binom{m}{b} \left( \frac{m}{b} \right)^i \left( \frac{2}{e} \right)^i.$$

If $i \geq 2e\mu$ and $i \geq \log^2 m$, this probability is at most $2^{2m} \cdot 2^{-\log^2 m} \ll m^{-\Omega(\log m)}$. Thus

$$\sum_{i \geq \log^2 m} \mathbb{P}\left( \bigcup_{a,b} B_i(a, b) \right) \leq \sum_{a,b} \sum_{i \geq \log^2 m} \mathbb{P}(B_i(a, b)) \leq m^{-\Omega(\log m)}.$$

It remains to deal with the sum $\sum_{i \leq \log^2 m} \mathbb{P}(\bigcup_{a,b} B_i(a, b))$. For these summands, we have that if $|I(A, B)| \leq \log^2 m$ and $I \log(1/\mu) > Cb \log(m/b)$, then

$I \log m \geq I \log(1/\mu) > Cb \log(m/b) \geq Cb.$

and so $Cb \leq \log^3 m$. The first inequality above comes from the observation that $I \leq ab$ and so $I/\mu \leq m/t \leq m$. Now, using that $I \log m \geq Cb \log(m/\log^3 m)$, we have that $I \geq Cb/2$.

Therefore, we only need to evaluate the sum:

$$\sum_{i=Cb/2}^{\log^2 m} \mathbb{P}(B_i(a, b)) \leq \binom{m}{a} \binom{m}{b} \sum_{i=Cb/2}^{\log^2 m} \left( \frac{10et}{m} \right)^i \leq \binom{m}{b} \sum_{i=Cb/2}^{\log^2 m} \left( \frac{10e^2abt}{im} \right)^i \leq \log^2 m \left( \frac{em}{b} \right)^{2b} \left( \frac{20e^2at}{Cb^2} \right)^{Cb/2} \leq m^{2b-Cb/2} \left( \frac{20e^2}{Cb^2} \right)^{2b} \leq m^{2b-Cb/4} \left( \frac{20e^2}{Cb^2} \right)^{2b} \leq m^{-\Omega(b)}.$$

We have used the fact that $t = o(\sqrt{m})$, $b \geq a$ and $b \leq \log^3 m$. Thus union bounding over $\log^3 m$ many values of $a$ and $b$, we have $\sum_{a,b \leq \log^3 m} \sum_{i \leq \log^2 m} \mathbb{P}(\bigcup_{a,b} B_i(a, b)) = m^{-\Omega(1)}. \quad \blacksquare$
For the small entries: Bounding the contribution from the small entries is much easier. The analysis given here is slightly different to the one given in [13] and [7]. However, it does not make much of a difference, and is still, essentially, the same large deviation inequality. We will first compute the expected value of the quantity of interest using the following claim:

Claim 14. We have that:

\[
\left| \sum_{(u,v) \in L} x_u y_v \right| \leq \frac{m}{\sqrt{t}}
\]

Proof. Since \( \sum x_i = 0 \), we have \( \left( \sum x_i \right) \left( \sum y_i \right) = \sum_{(u,v) \in L} x_u y_v + \sum_{(u,v) \in \overline{L}} x_u y_v = 0 \) or

\[
\left| \sum_{(u,v) \in L} x_u y_v \right| = \left| \sum_{(u,v) \in \overline{L}} x_u y_v \right|
\]

To bound this, we note that

\[
1 = \left( \sum x_u^2 \right) \left( \sum y_u^2 \right) \geq \sum_{(u,v) \in L} x_u^2 y_u^2 \geq \frac{\sqrt{t}}{m} \left| \sum_{(u,v) \in L} x_u y_v \right| = \frac{\sqrt{t}}{m} \left| \sum_{(u,v) \in \overline{L}} x_u y_v \right|
\]

which gives us what we want. \( \square \)

Given Claim 14 above, we can easily compute the expectation:

\[
\mathbb{E} \left[ \sum_{(u,v) \in L} x_u M_{u,v} y_v \right] = \frac{1}{m} \sum_{(u,v) \in L} x_u y_v \in [-\sqrt{t}, \sqrt{t}].
\]

Claim 15. We have that with high probability, \( \sum_{(u,v) \in \overline{L}} x_u M_{u,v} y_v = O(\sqrt{t}) \).

Proof. We set up a martingale and use the method of bounded variances. Let us write the quantity that we wish to estimate as

\[
X := \sum_{(u,v) \in B} x_u M_{u,v} y_v.
\]

We imagine \( M \) being sampled one column at a time, and in each column, \( t \) entries are sampled. For column \( i \), let us denote these by \( e_{i,1}, \ldots, e_{i,t} \). Clearly, \( X = X(e_{i,1}, \ldots, e_{i,t}) \). Denote \( X_{i,j} := \mathbb{E}[X|e_{i,1}, \ldots, e_{i,j}] \). For distinct \( k, k' \in [m] \), it is easy to see that we have the “Lipschitz property”:

\[
|\mathbb{E}[X|e_{i,1}, \ldots, e_{i,j-1}, e_{i,j} = k] - \mathbb{E}[X|e_{i,1}, \ldots, e_{i,j-1}, e_{i,j} = k']| \leq |x_i y_k| + |x_i y_{k'}|.
\]

Therefore, we have a bounded difference property on \( |X_{i,j} - X_{i,j-1}| \) as follows:

\[
|X_{i,j} - X_{i,j-1}| = \left| \mathbb{E}[X|e_{i,1}, \ldots, e_{i,j-1}, e_{i,j}] \right|
\]

\[
- \frac{1}{m-j+1} \sum_{k' \in [m] \setminus \{e_{i,1}, \ldots, e_{i,j-1}\}} \mathbb{E}[X|e_{i,1}, \ldots, e_{i,j-1}, e_{i,j} = k']
\]

\[
\leq |x_{e_j}| |y_k| + \frac{1}{m-j+1} \sum_{k' \in [m] \setminus \{e_{i,1}, \ldots, e_{i,j-1}\}} \mathbb{I}((k', i) \in \overline{L}) |x_k' y_i|
\]
We will use that the above quantity is bounded by \( \frac{2\sigma^2}{m} \) since we only consider \(|x_{e,j}y_i|\) where \((e,j,i) \in \mathcal{L}\). However, another way to upper bound the above is by using

\[
\frac{1}{m - j + 1} \sum_{k' \in [m] \setminus \{e_1, \ldots, e_{j-1}\}} \mathbb{I}[\{k', i\} \in \mathcal{L}] |x_{k', y_i}|
\]

\[
\leq \frac{1}{m - j + 1} \sum_{k' \in [m] \setminus \{e_1, \ldots, e_{j-1}\}} |x_{k', y_i}|
\]

\[
\leq \frac{|y_i|}{n - j + 1} \sum_{k' \in [m]} |x_{k'}|
\]

\[
\leq \frac{2|y_i|}{\sqrt{m}}.
\]

Using this, we now compute the variance of the martingale:

\[
\text{Var}(X_{i,j} - X_{i,j-1}|e_1, \ldots, e_{j-1}) \leq \frac{1}{m - j + 1} \sum_{k \in [m]} \left( |x_{k,y_i}| + \frac{2|y_i|}{\sqrt{m}} \right)^2
\]

\[
\leq \frac{2}{m - j + 1} \sum_{k \in [m]} \left( |x_{k,y_i}|^2 + \frac{4y_i^2}{m} \right)
\]

\[
\leq \frac{10y_i^2}{m - j + 1}.
\]

Where the last inequality uses that \(\sum_k x_k^2 \leq 1\). Therefore, the variance of the martingale is at most \(\frac{10}{m-1} \sum_i y_i^2 \leq \frac{20n}{m} =: \sigma^2\). This is because \(\sum_i y_i^2 \leq 1\). Therefore, by the bounded variance martingale inequality (3), using \(|X_i - X_{i-1}| \leq \frac{2\sqrt{T}}{m} =: C\):

\[
\mathbb{P}(X \geq (D + 1)\sqrt{t}) \leq \exp \left\{ -\frac{D^2t}{2\sigma^2 + 10C/3} \right\} \leq \exp \left\{ -\frac{D^2t}{4u} \right\} \leq \exp \left\{ -\Omega(D^2m) \right\}.
\]

For a large enough constant \(D\), this lets us union bound over all \(x, y \in T\), whose number can be bounded by \(\left( \frac{Dk}{m} \right)^m\). \(\triangleright\)

4 Conclusion

We have given an upper bound on \(t\)-regular hypergraph discrepancy in terms of \(t\) and a spectral property of the incidence matrix. However, when one restricts attention to random \(t\)-regular hypergraphs, the \(O(\sqrt{T})\) bound is achieved only when \(m = \Omega(n)\). In the case where \(m = o(n)\), one can replace \(\lambda\) in Theorem 1 by \(\lambda'\) where

\[
\lambda'(\mathcal{H}) := \max_{U \subseteq V} \max_{\|v\|=1, \text{supp}(v) \subseteq U} \|Mv\|
\]

and the proof would remain the same. This is because using the partial coloring theorem (Theorem 5), one may assign colors to all but at most 16m vertices while maintaining that the discrepancy of every edge is 0. However, when \(\mathcal{H}\) is a random \(t\) regular hypergraph with \(n\) vertices and \(m = o(n)\) edges, we need not have \(\lambda'(\mathcal{H}) = O(\sqrt{T})\) (in fact, the guess would be \(O(\sqrt{n/m})\)). The problem is that Claim 15 (In Section 3.2) does not extend. However, in this regime, we believe that with high probability, the discrepancy is much lower than \(\sqrt{T}\) (in contrast to \(\lambda\) growing).
Recently, Franks and Saks [12] showed that for $n = \tilde{\Omega}(m^3)$, the discrepancy is $O(1)$ almost surely. Independently, Hoberg and Rothvoss [14] considered a different model of random hypergraphs with $n$ vertices and $m$ edges and each vertex-edge-incidence is an i.i.d. Ber($p$) random variable. They show that if $n = \Omega(m^2)$, the discrepancy is $O(1)$ almost surely. Both [12] and [14] used similar Fourier analytic techniques inspired by [15]. Moreover, it was an open question in [14] whether the hypergraph with i.i.d Ber($1/2$) incidences where $n = \Theta(m \log m)$ almost surely has discrepancy $O(1)$. This was shown to be true by the author [20].

We argue that this is an interesting regime for random regular hypergraphs, as this kind of discrepancy bound is not implied by the Beck-Fiala conjecture. The case where $n = \Omega(m \log m)$, is of particular interest, since we believe there is a phase transition for constant discrepancy at this point. On the one hand, we do not know if the discrepancy bound given by Corollary 3 is the truth, and on the other hand, we do not know if random regular hypergraphs with, for example, $n = \Theta(m^{1.5})$ almost surely has discrepancy $O(1)$. We conclude with a conjecture, building on an open problem in [12]:

**Conjecture 16.** There is an absolute constant $K > 0$ such that the following holds. Let $t > 0$ be any integer and $H$ be a random $t$-regular hypergraph on $n$ vertices and $K \frac{n}{\log n}$ edges. Then with high probability,

$$\text{disc}(H) = O(1).$$
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Abstract
In the dynamic range mode problem, we are given a sequence \( a \) of length bounded by \( N \) and asked to support element insertion, deletion, and queries for the most frequent element of a contiguous subsequence of \( a \). In this work, we devise a deterministic data structure that handles each operation in worst-case \( \tilde{O}(N^{0.655994}) \) time, thus breaking the \( O(N^{2/3}) \) per-operation time barrier for this problem. The data structure is achieved by combining the ideas in Williams and Xu (SODA 2020) for batch range mode with a novel data structure variant of the Min-Plus product.
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1 Introduction

Given a sequence of elements \( a_1, a_2, \ldots, a_n \), the dynamic range mode problem asks to support queries for the most frequent element in a specified subsequence \( a_i, a_{i+1}, \ldots, a_r \) while also supporting insertion or deletion of an element at a given index \( i \). The mode of a sequence of elements is one of the most basic data statistics, along with the median and the mean. It is frequently computed in data mining, information retrieval, and data analytics.

The range mode problem seeks to answer multiple queries on distinct intervals of the data sequence without having to recompute each answer from scratch. Its study in the data structure community has shown that the mode is a much more challenging data statistic to maintain than other natural range queries: while range sum, min or max, median, and majority all support linear space dynamic data structures with poly-logarithmic or better time per operation [22, 7, 16, 12, 10], the current fastest dynamic range mode data structure prior to this paper requires a stubborn \( O(n^{2/3}) \) time per operation [9]. Indeed, range mode is one of few remaining classical range queries to which our currently known algorithms may be far from optimal. As originally stated by Brodal et al. [4] and mentioned by Chan et al. [6] in 2011 and 2014, respectively, “The problem of finding the most frequent element within a given array range is still rather open.”

The current best conditional lower bound, by Chan et al. [6], reduces multiplication of two \( \sqrt{n} \times \sqrt{n} \) boolean matrices to \( n \) range mode queries on a fixed array of size \( O(n) \). This indicates that if the current algorithm for boolean matrix multiplication is optimal, then answering \( n \) range mode queries on an array of size \( O(n) \) cannot be performed in time better than \( O(n^{3/2-\epsilon}) \) time for \( \epsilon > 0 \) with combinatorial techniques, or \( O(n^{\omega/2-\epsilon}) \) time for \( \epsilon > 0 \) in general, where \( \omega < 2.373 \) [25, 13] is the square matrix multiplication exponent. This reduction can be strengthened for dynamic range mode by reducing from the online
matrix-vector multiplication problem [17]. Using $O(n)$ dynamic range mode operations on a sequence of length $O(n)$, we can multiply a $\sqrt{n} \times \sqrt{n}$ boolean matrix with $\sqrt{n}$ boolean vectors given one at a time. This indicates that a dynamic range mode data structure taking $O(n^{1/2-\epsilon})$ time per operation for $\epsilon > 0$ is not possible with current knowledge.

Previous attempts indicate the higher $O(n^{2/3})$ per operation cost as the bound to beat [6, 9]. Indeed, $\tilde{O}(n^{2/3})$ time per operation\(^1\) can be achieved with a variety of techniques, but crossing the $O(n^{2/3})$ barrier appears much harder.

Progress towards this goal has been established with the recent work of Williams and Xu [26]. They show that by appealing to Min-Plus product of structured matrices, range mode queries on an array of size $n$ can be answered in $\tilde{O}(n^{1.4854})$ time, thus beating the combinatorial lower bound for batch range mode. This result also shows a separation between batch range mode and dynamic range mode: while batch range mode can be completed in $O(n^{1/2-\epsilon})$ time per operation, such a result for dynamic range mode would imply a breakthrough in the online matrix-vector multiplication problem.

Range mode is not the first problem shown to be closely related to the Min-Plus product problem. It is well-known that the all-pairs shortest paths (APSP) problem is asymptotically equivalent to Min-Plus product [11], in the sense that a $T(n)$ time algorithm to compute the Min-Plus product of two $n \times n$ matrices implies an $O(T(n))$ time algorithm for APSP in $n$-node graphs and vice versa. Although it is not known how to perform Min-Plus product of two arbitrary $n \times n$ matrices in $O(n^{3-\epsilon})$ for $\epsilon > 0$, several problems reduce to Min-Plus products of matrices $A$ and $B$ which have nice structures that can be exploited. The simplest examples result by restricting edge weights in APSP problems [23, 24, 28, 5, 27]. Bringmann et al. [3] show Language Edit Distance, RNA-folding, and Optimum Stack Generation can be reduced to Min-Plus product where matrix $A$ has small difference between adjacent entries in each row and column. Finally, the recent work of Williams and Xu [26] reduces APSP in certain geometric graphs, batch range mode, and the maximum subarray problem with entries bounded by $O(n^{0.62})$ to a more general structured Min-Plus product, extending the result of Bringmann et al. All of the above structured Min-Plus products are solvable in truly subcubic $O(n^{3-\epsilon})$ time for $\epsilon > 0$, improving algorithms in the problems reduced to said product.

The connection and upper bound established by Williams and Xu [26] of batch range mode to Min-Plus product suggest other versions of the range mode problem may be amenable to similar improvements. In particular, the ability to efficiently compute a batch of range mode queries via reducing to a structured Min-Plus product suggests that one might be able to improve the update time of dynamic range mode in a similar way.

1.1 Our Results

In this paper, we break the $O(n^{2/3})$ time per operation barrier for dynamic range mode. We do so by adapting the result of Williams and Xu [26]. Specifically, we define the following new type of data structure problem on the Min-Plus product that can be applied to dynamic range mode, which may be of independent interest. Then we combine this data structure problem with the algorithm of Williams and Xu.

Problem 1 (Min-Plus-Query problem). During initialization, we are given two matrices $A, B$. For each query, we are given three parameters $i, j, S$, where $i, j$ are two integers, and $S$ is a set of integers. The query asks $\min_{k \in S} \{A_{i,k} + B_{k,j}\}$.

\(^1\) We use the $\tilde{O}(\cdot)$ notation to hide poly-logarithmic factors.
Our performance theorem is the following.

**Theorem 2.** There exists a deterministic data structure for dynamic range mode on a sequence $a_1, \ldots, a_n$ that supports query, insertion, and deletion in worst-case $\tilde{O}(N^{0.655994})$ time per operation, where $N$ is the maximum size of the sequence at any point in time. The space complexity of the data structure is $\tilde{O}(N^{1.327997})$.

Our result shows yet another application of the Min-Plus product to an independently-studied problem, ultimately showing a dependence of the complexity of dynamic range mode on the complexity of fast matrix multiplication. Further, in contrast to many other reductions to Min-Plus in which we must assume a structured input on the original problem [23, 24, 28, 5, 27, 26], our algorithm works on the fully general dynamic range mode problem. In this sense, our result is perhaps most directly comparable to the batch range mode reduction of Williams and Xu [26] and the Language Edit Distance, RNA-folding, and Optimum Stack Generation reductions of Bringmann et al. [3].

### 1.2 Discussion of Technical Difficulty

Despite the new $\tilde{O}(n^{1.4854})$ time algorithm for batch range mode [26], we cannot directly apply the result to dynamic range mode. The main issue is the element deletion operation. In the range mode algorithm of Williams and Xu (and in many other range mode algorithms), critical points are chosen evenly distributed in the array, and the algorithm precomputes the range mode of intervals between every pair of critical points. In [26], the improvement is achieved via a faster precomputation algorithm, which uses a Min-Plus product algorithm for structured matrices. However, if element deletion is allowed, the results stored in the precomputation will not be applicable. For example, an interval between two critical points could contain $x$ copies of element $a$, $x - 1$ copies of element $b$, and many other elements with frequencies less than $x - 1$. During precomputation, the range mode of this interval would be $a$. However, if we delete two copies of $a$, there is no easy way to determine that the mode of this interval has now changed to $b$.

We overcome this difficulty by introducing the Min-Plus-Query problem, as defined in Section 1.1. Intuitively, in the Min-Plus-Query problem, a large portion of the work of the Min-Plus product is put off until the query. It also supports more flexible queries. Using the Min-Plus-Query problem as a subroutine, we will be able to query the most frequent element excluding a set $S$ of forbidden elements. For instance, in the preceding example, we would be able to query the most frequent element that is not $a$. This is the main technical contribution of the paper.

Another major difference between our algorithm for dynamic range mode and the batch range mode algorithm of Williams and Xu [26] is the need for rectangular matrix multiplication. In our algorithm, we treat elements that appear more than about $N^{2/3}$ times differently from the rest (a similar treatment is given in the dynamic range mode algorithm of Hicham et al. [9]). However, the number of critical points we use is about $N^{1/3}$; thus the number of critical points and frequent elements differ. This contrasts with batch range mode, where elements that appear more than about $\sqrt{n}$ times are considered frequent and the number of critical points used coincides with the number of frequent elements. The consequence of this difference is that a rectangular matrix product is required for dynamic range mode, while a square matrix product sufficed in [26].
2 Related Work

The range mode problem was first studied formally by Krizanc et al. [18]. They study space-efficient data structures for static range mode, achieving a time-space tradeoff of $O(n^{2-2\epsilon})$ space and $O(n' \log n)$ query time for any $0 < \epsilon \leq 1/2$. They also give a solution occupying $O(n^2 \log \log n / \log n)$ space with $O(1)$ time per query.

Chan et al. [6] also study static range mode, focusing on linear space solutions. They achieve a linear space data structure supporting queries in $O(\sqrt{n})$ time via clever use of arrays, which can be improved to $O(\sqrt{n}/\log n)$ time via bit-packing tricks. Their paper also introduces the conditional lower bound which reduces multiplication of two $\sqrt{n} \times \sqrt{n}$ boolean matrices to $n$ range mode queries on an array of size $O(n)$. As mentioned, combined with the presumed hardness of the online matrix vector problem [17], this result indicates a dynamic range mode data structure must take greater than $O(n^{1/2-\epsilon})$ for $\epsilon > 0$ time per operation. Finally, Chan et al. [6] also give the first data structure for dynamic range mode. At linear space, their solution achieves $O(n^{3/4} \log n / \log \log n)$ worst-case time per query and $O(n^{3/4} \log \log n)$ amortized expected time update, and at $O(n^{4/3})$ space, their solution achieves $O(n^{2/3} \log n / \log \log n)$ worst-case time query and amortized expected update time.

Recently, Hicham et al. [9] improved the runtime of dynamic range mode to worst-case $O(n^{2/3})$ time per operation while simultaneously improving the space usage to linear. Prior to this paper, this result was the fastest data structure for dynamic range mode.

A cell-probe lower bound for static range mode has been devised by Greve et al. [15]. Their result states that any range mode data structure that uses $S$ memory cells of $w$-bit words needs $\Omega\left(\frac{\log n}{\log(\log(n/w))}\right)$ time to answer a query.

Via reduction to a structured Min-Plus product, Williams and Xu [26] recently showed that $n$ range mode queries on a fixed array of size $n$ can be answered in $\tilde{O}(n^{1.4854})$ time. Williams and Xu actually show how to compute the frequency of the mode for each query. We can adapt this method to find the element that is mode using the following binary search. For query $[l, r]$, we ask the frequency of the mode in range $[l, (l + r)/2]$. If it is the same, we repeat the search with right endpoint in range $[(l + r)/2, r]$; if it is not, we repeat the search with right endpoint in range $[l, (l + r)/2]$. Using this method, we can binary search until we determine when the frequency of the mode changes, thus finding the element that is mode in an additional $O(\log n)$ queries. The algorithm of Williams and Xu can also be used to speed up the preprocessing time of the $O(n)$ space, $O(\sqrt{n})$ query time static range mode data structure to $\tilde{O}(n^{1.4854})$ time.

Both static and dynamic range mode have been studied in approximate settings [2, 15, 8].

3 Preliminaries

We formally define the Min-Plus product problem and the dynamic range mode problem.

- **Problem 3 (Min-Plus product).** The Min-Plus product of an $m \times n$ matrix $A$ and an $n \times p$ matrix $B$ is the $m \times p$ matrix $C = A \ast B$ such that $C_{i,j} = \min_k \{A[i,k] + B[k,j]\}$.

- **Problem 4 (Dynamic Range Mode).** In the dynamic range mode problem, we are given an initially empty sequence and must support the following operations:
  - Insert an element at a given position of the sequence.
  - Delete one element of the sequence.
  - Query the most frequent element of any contiguous subsequence. If there are multiple answers, output any.

It is guaranteed that the size of the array does not exceed $N$ at any point in time.
We use $\omega$ to denote the square matrix multiplication exponent, i.e. the smallest real number such that two $n \times n$ matrices can be multiplied in $n^{\omega + o(1)}$ time. The current bound on $\omega$ is $2 \leq \omega < 2.373$ [13, 25]. In this work, we will use fast rectangular matrix multiplication. Analogous to the square case, we use $\omega(k)$ to denote the exponent of rectangular matrix multiplication, i.e., the smallest real number such that an $n \times n^k$ matrix and an $n^k \times n$ matrix can be multiplied in $n^{\omega(k) + o(1)}$ time. Le Gall and Urrutia [14] computed smallest upper bounds to date for various values of $k$. In this work, we are mostly interested in values of $\omega(k)$ listed in Figure 1.

<table>
<thead>
<tr>
<th>$k$</th>
<th>Upper Bound on $\omega(k)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.75</td>
<td>3.021591</td>
</tr>
<tr>
<td>2</td>
<td>3.251640</td>
</tr>
</tbody>
</table>

Figure 1 Upper bounds for the exponent of multiplying an $n \times n^k$ matrix and an $n^k \times n$ matrix [14].

It is known that the function $\omega(k)$ is convex for $k > 0$ (see e.g. [19], [20]), so we can use values of $\omega(p)$ and $\omega(q)$ to give upper bounds for $\omega(k)$ as long as $p \leq k \leq q$.

**Fact 5.** When $0 < p < k \leq q$, $\omega(k) \leq \frac{k-p}{q-p} \omega(q) + \frac{q-k}{q-p} \omega(p)$.

Combining Figure 1 and Fact 5, we obtain the following bound on $\omega(k)$ when $k \in [1.75, 2]$.

**Corollary 6.** When $1.75 \leq k \leq 2$, $\omega(k) \leq 0.920196k + 1.41125$.

## 4 Main Algorithm

A main technical component for our dynamic range mode algorithm is the use of the Min-Plus-Query problem, which is formally defined in Section 1. We are given two matrices $A, B$. For each query, we are given three parameters $i, j, S$, and we need to compute $\min_{k \in S} \{A_{i,k} + B_{k,j}\}$.

If we just use the Min-Plus-Query problem, we can only compute the frequency of the range mode. Although we can binary search for the most frequent element as described in Section 2, we are also able to return the witness from the Min-Plus-Query problem organically. This construction may be of independent interest.

**Problem 7 (Min-Plus-Query-Witness problem).** During initialization, we are given two matrices $A, B$. For each query, we are given three parameters $i, j, S$, where $i, j$ are two integers, and $S$ is a set of integers. We must output an index $k^* \notin S$ such that $A_{i,k^*} + B_{k^*,j} = \min_{k \notin S} \{A_{i,k} + B_{k,j}\}$.

If $A$ is an $n \times n^s$ matrix and $B$ is an $n^s \times n$ matrix, then the naive algorithm for Min-Plus-Query just enumerates all possible indices $k$ for each query, which takes $O(n^s)$ time per query. In order to get a faster algorithm for dynamic range mode, we need to achieve $O(n^{2s+\epsilon})$ preprocessing time and $O(n^{s-\epsilon} + |S|)$ query time, for some $\epsilon > 0$, where $A, B$ are some special matrices generated by the range mode instance. Specifically, matrix $B$ meets the following two properties:

1. Each row of $B$ is non-increasing;
2. The difference between the sum of elements in the $j$-th column and the sum of elements in the $(j+1)$-th column is at most $n^s$, for any $j$.

Williams and Xu [26] give a faster algorithm for multiplying an arbitrary matrix $A$ with such matrix $B$, which leads to a faster algorithm for static range mode. We will show that nontrivial data structures exist for the Min-Plus-Query problem for such input matrices $A$ and $B$. Such a data structure will lead to a faster algorithm for dynamic range mode.
In the following lemma, we show a data structure for the Min-Plus-Query problem when both input matrices have integer weights small in absolute value.

**Lemma 8.** Let $s \geq 1$ be a constant. Let $A$ and $B$ be two integer matrices of dimension $n \times n^s$ and $n^s \times n$, respectively, with entries in $\{-W, \ldots, W\} \cup \{\infty\}$ for some $W \geq 1$. Then we can solve the Min-Plus-Query problem of $A$ and $B$ in $\tilde{O}(Wn^w(s))$ preprocessing time and $\tilde{O}(|S|)$ query time. The space complexity is $\tilde{O}(Wn^2 + n^{1+\varepsilon})$.

**Proof.** The algorithm uses the idea by Alon, Galil and Margalit in [1], which computes the Min-Plus product of $A, B$ in $\tilde{O}(Wn^w(s))$ time.

In their algorithm, they first construct matrix $A'$ defined by

$$
A'_{i,k} = \begin{cases} 
(2^n + 1)A_{i,k} & \text{if } A_{i,k} \neq \infty, \\
0 & \text{otherwise.}
\end{cases}
$$

We can define $B'$ similarly. Then the product $A'B'$ captures some useful information about the Min-Plus product of $A$ and $B$. Namely, for each entry $(A'B')_{i,j}$, we can uniquely write it as $\sum_{t \geq 0} r_i^j (n^s + 1)^t$ for integers $0 \leq r_i^j \leq n^s$. Note that $r_i^j$ exactly equals the number of $k$ such that $A_{i,k} + B_{k,j} = t - 2W$. Thus, we can use $A'B'$ to compute the Min-Plus Product of $A$ and $B$.

In our algorithm, we use a range tree to maintain the sequence $r_i^j$ for each pair of $i,j$. The preprocessing takes $\tilde{O}(Wn^w(s))$ time, which is the time to compute $A'B'$ and the sequences $r_i^j$.

During each query, we are given $i,j,S$. We enumerate each $k \in S$, and decrement $r_i^j$ in the range tree if $A_{i,k} + B_{k,j} < \infty$. After we do this for every $k \in S$, we query the range tree for the smallest $t$ such that $r_i^j \neq 0$, so $t - 2W$ is the answer to the Min-Plus-Query query. After each query, we need to restore the values of $r_i^j$, which can also be done efficiently. The query time is $\tilde{O}(1)$ time. The space complexity should be clear from the algorithm.

In the previous lemma, the data structure only answers the Min-Plus-Query problem. In all subsequent lemmas, the data structure will be able to handle the Min-Plus-Query-Witness problem.

In the next lemma, we use Lemma 8 as a subroutine to show a data structure for the Min-Plus-Query-Witness problem when only matrix $A$ has small integer weights in absolute value.

**Lemma 9.** Let $s \geq 1$ be a constant. Let $A$ and $B$ be two integer matrices of dimension $n \times n^s$ and $n^s \times n$, respectively, where $A$ has entries in $\{-W, \ldots, W\} \cup \{\infty\}$ for some $W \geq 1$, and $B$ has arbitrary integer entries represented by polylog $n$ bit numbers. Then for every integer $1 \leq P \leq n^s$, we can solve the Min-Plus-Query-Witness problem of $A$ and $B$ in $O\left(\frac{W}{P}n^w(s)\right)$ preprocessing time and $O(|S| + P)$ query time. The space complexity is $\tilde{O}\left(\frac{Wn^{2+\varepsilon}}{P} + n^{1+2\varepsilon}\right)$.

**Proof.** For simplicity, assume $P$ is a factor of $n^s$. We sort each column of matrix $B$ and put entries whose rank is between $(\ell - 1)P + 1$ and $\ell P$ into the $\ell$-th bucket. We use $K_{j,\ell}$ to denote the set of row indices of entries in the $\ell$-th bucket of the column $j$. We use $L_{j,\ell}$ to denote the smallest entry value of the bucket $K_{j,\ell}$, and use $H_{j,\ell}$ to denote the largest entry value. Formally,

$$
L_{j,\ell} = \min_{k \in K_{j,\ell}} B_{k,j} \quad \text{and} \quad H_{j,\ell} = \max_{k \in K_{j,\ell}} B_{k,j}.
$$


For each \( \ell \in [n^\omega/P] \), we do the following\(^2\). We create an \( n^\omega \times n \) matrix \( B^\ell \) and initialize all its entries to \( \infty \). Then for each column \( j \), if \( H_{j,\ell} - L_{j,\ell} \leq 2W \) (we will call it a small bucket), we set \( B^\ell_{k,j} := B_{k,j} - L_{j,\ell} - W \) for all \( k \in K_{j,\ell} \). We will handle the case \( H_{j,\ell} - L_{j,\ell} > 2W \) (large bucket) later. Clearly, all entries in \( B^\ell \) have values in \( \{-W, \ldots, W\} \cup \{\infty\} \), so we can use the algorithm in Lemma 8 to preprocess \( A \) and \( B^\ell \) and store the data structure in \( D^\ell \). Also, for each pair \((i,j)\), we create a range tree \( T^i_{\small} \) on the sequence \((A \ast B^1)_{i,j}, \ldots, (A \ast B^\omega)_{i,j}\), which stores the optimal Min-Plus values when \( k \) is from a specific small bucket. This part takes \( \tilde{O}(\frac{n^\omega}{P} W n^\omega(\omega)) \) time.

The space complexity is \( \frac{P}{\omega} \) times more than the space complexity of Lemma 8, so space complexity of this part is \( \tilde{O}(W n^\omega(\omega) + \frac{n^{1+\omega}}{P}) \).

We also do the following preprocessing for buckets where \( H_{j,\ell} - L_{j,\ell} > 2W \). We first create a \( 0/1 \) matrix \( \tilde{A} \) where \( \tilde{A}_{i,k} = 1 \) if and only if \( A_{i,k} \neq \infty \). Then for each \( \ell \in [n^\omega/P] \), we create a \( 0/1 \) matrix \( \tilde{B}^\ell \) such that \( \tilde{B}^\ell_{k,j} = 1 \) if and only if \( k \in K_{j,\ell} \) and \( H_{j,\ell} - L_{j,\ell} > 2W \). Then we use fast matrix multiplication to compute the product \( \tilde{A} \tilde{B}^\ell \). If \( K_{j,\ell} \) is a large bucket, the \((i,j)\)-th entry of \( \tilde{A} \tilde{B}^\ell \) is the number of \( k \in K_{j,\ell} \) such that \( A_{i,k} < \infty \); if \( K_{j,\ell} \) is a small bucket, the \((i,j)\)-th entry is 0. For each pair \((i,j)\), we create a range tree \( T^i_{\large} \) on the sequence \((\tilde{A} \tilde{B}^1)_{i,j}, \ldots, (\tilde{A} \tilde{B}^\omega)_{i,j}\), which is dominated by the time for small buckets. The space complexity is also dominated by the data structures for small buckets.

Now we describe how to handle a query \((i,j,S)\). First consider small buckets. In \( O(|S|) \) time, we can compute the set of small buckets \( K_{j,\ell} \) that intersect with \( S \). For each such \( K_{j,\ell} \), we can query the data structure \( D^\ell \) with input \((i,j,S \cap K_{j,\ell})\) to get the optimum value when \( k \in K_{j,\ell} \). For each small bucket that intersects with \( S \), we can set its corresponding value in the range tree \( T^i_{\small} \) to \( \infty \), then we can compute the optimum value of all small buckets that do not intersect with \( S \) by querying the minimum value of the range tree \( T^i_{\small} \). After this query, we need to restore all values in the range tree. It takes \( \tilde{O}(|S|) \) time to handle small buckets on query.

Now consider large buckets. Intuitively, we want to enumerate indices in all large buckets \( K_{j,\ell} \) such that there exists an index \( k \in K_{j,\ell} \cap ([n]\setminus S) \) where \( A_{i,k} < \infty \). However, doing so would be prohibitively expensive. We will show that we only need two such buckets. Consider three large buckets \( l_1 < l_2 < l_3 \). Pick any \( k_1 \in T_{j,l_1}, k_3 \in T_{j,l_3} \) such that \( A_{i,k_1} < \infty \). Since

\[
A_{i,k_1} + B_{k_1,j} \leq W + L_{j,l_2} < W + H_{j,l_2} - 2W < A_{i,k_3} + B_{k_3,j},
\]

\( k_3 \) can never be the optimum. Thus, it suffices to find the smallest two buckets such that there exists an index \( k \in K_{j,\ell} \cap ([n]\setminus S) \) where \( A_{i,k} < \infty \), and then enumerate all indices in these two buckets. To find such two buckets, we can enumerate over all indices \( k \in S \), and if \( A_{i,k} < \infty \) we can decrement the corresponding value in the range tree \( T^i_{\large} \). Thus, we can compute the two smallest buckets by querying the two earliest nonzero values in the range tree. We also need to restore the range tree after the query. The range tree part takes \( \tilde{O}(|S|) \) time and scanning the two large buckets requires \( O(P) \) time. Thus, this step takes \( \tilde{O}(|S| + P) \) time.

At this point, we will know the bucket that contains the optimum index \( k^* \). Thus, we can iterate all indices in this bucket to actually get the witness for the Min-Plus-Query-Witness query. It takes \( O(P) \) time to do so.

In summary, the preprocessing query time, and space complexity meet the promise in the lemma statement.

\(^2\) We use \([n]\), with \( n \) integer, to denote the set \( \{1,2,\ldots,n\}\).
In the following lemma, we show a data structure for the Min-Plus-Query-Witness problem when the matrix $B$ has the bounded difference property, which means that nearby entries in each row have close values. The proof adapts the strategy of [26].

**Lemma 10.** Let $s \geq 1$ be a constant. Let $A$ be an $n \times n^s$ integer matrix, and let $B$ be an $n^s \times n$ integer matrix. It is guaranteed that there exists $1 \leq \Delta \leq \min\{n, W\}$, such that for every $k$, $|B_{k,j_1} - B_{k,j_2}| \leq W$ as long as $|j_1/\Delta| = |j_2/\Delta|$. Then for every $L = \Omega(\Delta)$, we can solve the Min-Plus-Query-Witness problem of $A$ and $B$ in $\tilde{O}(\Delta^2 n^s W n^{s(s)} + n^{2+s})$ preprocessing time and $\tilde{O}(L)$ query time, when $|S| < L$. The space complexity is $\tilde{O}(\Delta^2 W n^{s(s)} + \Delta^2 n^{s+s} \frac{1}{L} + n^{2+s})$.

**Proof.** Problems Step 1: Create an Estimation Matrix

First, we create a matrix $\hat{B}$, where $\hat{B}_{k,j} = B_{k,\lfloor j/\Delta \rfloor \Delta}$. By the property of matrix $B$, $|\hat{B}_{k,j} - B_{k,j}| \leq W$ for every $k, j$. For each pair $(i, j)$, we compute the $L$-th smallest value of $A_{i,k} + \hat{B}_{k,j}$ among all $1 \leq k \leq n^s$, and denote this value by $\hat{C}_{i,j}^L$. Notice that $\hat{C}_{i,j}^L = \tilde{C}_{i,j}^L$, so it suffices to compute $\hat{C}_{i,j}^L$ when $j$ is a multiple of $\Delta$, and we can infer other values correctly.

It takes $O(n^s)$ time to compute each $\hat{C}_{i,j}^L$, so this step takes $O(n^{s+s}/L)$ time.

If we similarly define $\tilde{C}_{i,j}^L$ as the $L$-th smallest value of $A_{i,k} + B_{k,j}$ among all $1 \leq k \leq n^s$, then $|\hat{C}_{i,j}^L - \tilde{C}_{i,j}^L| \leq W$ by the following claim, whose proof is omitted for space constraint.

**Claim.** Given two sequences $(a_k)_{k=1}^n$ and $(b_k)_{k=1}^n$ such that $|a_k - b_k| \leq W$, then the $L$-th smallest element of $a$ and the $L$-th smallest element of $b$ differ by at most $W$.

Also, in $\tilde{O}(n^{s+s}/\Delta)$ time, we can compute a sorted list $C_{i,j}^{small}$ of indices $k$ sorted by the value $A_{i,k} + B_{k,j} - \hat{C}_{i,j}^L$, for every $i$, and every $j$ that is a multiple of $\Delta$.

The space complexity in this step is not dominating.

**Preprocessing Step 2: Perform Calls to Lemma 9**

For some integer $\rho \geq 1$, we will perform $\rho$ rounds of the following algorithm. At the $r$-th round for some $1 \leq r \leq \rho$, we randomly sample $j^r \in [n]$, and let $A_r' := A_{i,k} + B_{k,j^r} - \hat{C}_{i,j^r}^L$, and $B_r' := B_{k,j^r} - B_{k,j^r}$. Clearly, $A_r' := A_{i,k} + B_{k,j} - \hat{C}_{i,j}^L$. For each pair $(i, k)$, we find the smallest $r$ such that $|A_{i,k}^r| \leq 3W$. We keep these entries as they are and replace all other entries by $\infty$. For every $(i,k)$, there exists at most one $r$ such that $A_r' = \infty$. Then we use Lemma 9 to preprocess $A'$ and $B'$ for every $1 \leq r \leq \rho$. Thus, this part takes $O(\rho W n^{s(s)} + \rho n^{2+s})$ time, for some integer $P$ to be determined later. Note that this parameter also affects the query time. This step stores $\rho$ copies of the data structure from Lemma 9, so the space complexity is $\tilde{O}(\rho W n^{s(s)} + \rho n^{2+s})$.

Note that this step is the only step that uses randomization. We can use the method of [26], Appendix A, to derandomize it. We omit the details for simplicity.

**Preprocessing Step 3: Handling Uncovered Pairs**

For a pair $(i, k)$, if $A_r' = \infty$ for any $r$, we call $(i, k)$ covered; otherwise, we call the pair $(i, k)$ uncovered. For each pair $(i, j)$, we enumerate all $k$ such that $|A_{i,k} + B_{k,j} - \hat{C}_{i,j}^L| \leq 2W$ and $(i, k)$ is uncovered. Notice that since $A_{i,k} + B_{k,j} - \hat{C}_{i,j}^L = A_{i,k} + \hat{B}_{k,j} - \hat{C}_{i,j}^L$, we only need to exhaustively enumerate all $k \in [n^s]$ when $j$ is a multiple of $\Delta$. Thus, if the total number of $(i, k, j)$ where $|A_{i,k} + B_{k,j} - \hat{C}_{i,j}^L| \leq 2W$ and $(i, k)$ is uncovered is $X$, then we can enumerate all such triples $(i, k, j)$ in $O(X + n^{2+s}/\Delta)$ time.

It remains to bound the total number of triples that satisfy the condition. Fix an arbitrary pair $(i, k)$, and suppose the number of $j$ such that $|A_{i,k} + B_{k,j} - \hat{C}_{i,j}^L| \leq 2W$ is at least $(10 + s)n \ln n/\rho$. Then with probability at least $1 - (1 - (10+s)\ln n/\rho)^\rho \geq 1 - \frac{1}{n^{10+s}}$, we pick a $j'$ where $|A_{i,k} + B_{k,j'} - \hat{C}_{i,j'}^L| \leq 2W$. Therefore,
which means $(i, k)$ is covered. Therefore, with high probability, all pairs of $(i, k)$ where the number of $j$ such that $|A_{i,k} + \hat{B}_{k,j} - \hat{C}_{i,j}^L| \leq 2W$ is at least $(10 + s)n \ln n/\rho$ will be covered. In other words, $X = O(n^{1+s} \cdot n \ln n/\rho) = \tilde{O}(n^{2+s}/\rho)$.

For each pair $(i, j)$, we only keep the $L$ values of $k$ that give the smallest values of $A_{i,k} + \hat{B}_{k,j}$. We call this list $L_{i,j}$, and denote $b^r$ as the result. The answer is given by the smallest value of $b^r + \hat{C}_{i,j}^L$ over all $r$. The witness is given by the data structure of Lemma 9.

Note that when querying $A^r$ and $B^r$, we only need to pass the set $\{k \in S : A_{i,k}^r \neq \infty\}$. For every $k \in S$, there is at most one $r$ such that $A_{i,k}^r \neq \infty$, so the total size of the sets passing to the data structure of Lemma 9 is $|S|$. Thus, this case takes $O(|S| + P\rho)$ time.

(ii) *uncovered.* There are still two possibilities to consider in this case.

- **Possibility I:** $A_{i,k^*} + \hat{B}_{k^*,j} - \hat{C}_{i,j}^L < -2W$. In this case,

$$A_{i,k^*} + \hat{B}_{k^*,j} \leq A_{i,k^*} + \hat{B}_{k^*,j} + W < \hat{C}_{i,j}^L - W,$$

so the optimum value is smaller than $\hat{C}_{i,j}^L$. By reading the list $L_{\text{small}}^{i,j/\Delta\Delta}$, we can effectively find all such $k$ where $A_{i,k} + \hat{B}_{k,j} - \hat{C}_{i,j}^L < -2W$ in time linear to the number of such $k$. The number of such $k$ is at most $L$, by the definition of $\hat{C}_{i,j}^L$. Thus, this part takes $O(L)$ time.

- **Possibility II:** $A_{i,k^*} + \hat{B}_{k^*,j} - \hat{C}_{i,j}^L \geq -2W$. In fact, in this case, we further have

$$A_{i,k^*} + \hat{B}_{k^*,j} - \hat{C}_{i,j}^L \leq A_{i,k^*} + \hat{B}_{k^*,j} - \hat{C}_{i,j}^L + 2W \leq 2W,$$

where $A_{i,k^*} + \hat{B}_{k^*,j} - \hat{C}_{i,j}^L \leq 0$ because $|S| < L$. Therefore, in this case, we have $|A_{i,k^*} + \hat{B}_{k^*,j} - \hat{C}_{i,j}^L| \leq 2W$, so we can enumerate all indices in $L_{\text{triple}}^{i,j}$ and take the best choice. This takes $O(L)$ time.

### Time and Space Complexity

In summary, the preprocessing time is

$$\tilde{O}\left(\frac{n^3}{\rho^2} W \|w\| + n^{2+s}/\Delta + n^{2+s}/\rho\right),$$

and the query time is $\tilde{O}(L + \rho P)$. To balance the terms, we can set $\rho = \Delta$ and $P = \frac{\Delta}{\rho}$ to achieve a $O(\Delta^2 \frac{2\rho}{\Delta} W \|w\| + \frac{\Delta^3}{2\rho^2})$ preprocessing time and a $O(L)$ query time. Note that since we need $P \geq 1$, we must have $L = \Omega(\Delta)$.
From the preprocessing steps, the space complexity is $\tilde{O}(\rho \frac{Wn^{2+s}}{L} + \rho \frac{n^{1+2s}}{P} + n^{2+s}/\rho)$.

Plugging in $\rho = \Delta$ and $P = \frac{L}{\Delta}$ reduces this to

$$\tilde{O} \left( \frac{\Delta^2 W n^{2+s}}{L} + \frac{\Delta^2 n^{1+2s}}{L} + \frac{n^{2+s}}{\Delta} \right),$$

as given in the statement of the lemma.

The next lemma is our last data structure for Min-Plus-Query-Witness problems.

**Lemma 11.** Let $s \geq 1$ be a constant. Let $A$ be an $n \times n^s$ integer matrix and $B$ be an $n^s \times n$ integer matrix. Suppose matrix $B$ satisfies

1. Each row of $B$ is non-increasing;
2. The difference between the sum of elements in the $j$-th column and the sum of elements in the $(j+1)$-th column is at most $n^s$, for any $j$.

Then for every positive integer $L = \Omega(n^{(s)\omega(s)} - 2)$, we can solve the Min-Plus-Query-Witness problem of $A$ and $B$ in $\tilde{O}(n^{2+s} + W^{(s)} L^{-\frac{1}{s}})$ preprocessing time and $\tilde{O}(L)$ query time, when $|S| < L$. The space complexity is $\tilde{O}(L^{-\frac{1}{s}} n^{\omega(s) + \frac{1}{s} \omega(s)} + L^{-\frac{2}{s}} n^{\frac{2+s}{s}} + \frac{\Delta}{\omega(s)} + L^{-\frac{1}{s}} n^{\frac{2+s}{s}} + \frac{\Delta}{\omega(s)})$.

**Proof.** Let $\Delta, W \geq 1$ be small polynomials in $n$ to be fixed later. Define $I(j)$ to be the interval $[j - \Delta + 1, j]$. Let $j'$ be any multiple of $\Delta$. By property 2 of matrix $B$, $\sum_{k=1}^{n^s} B_{k,j'} - \sum_{k=1}^{n^s} B_{k,j+1} \leq n^s$ for any $j \in I(j')$. Thus, we have

$$\sum_{j=1}^{n^s} B_{k,j'} - \sum_{j=1}^{n^s} B_{k,j} \leq \Delta n^s.$$  

By averaging, there are at most $\Delta n^s/W$ indices $k \in [n^s]$ such that $B_{k,j'} - B_{k,j} > W$. We create a new matrix $\hat{B}$, initially the same as matrix $B$. For each $k$ such that $B_{k,j'} - B_{k,j} > W$, and for each $j \in I(j')$, we set $\hat{B}_{k,j}$ as $M$, where $M$ is some large enough integer. After this replacement, $\hat{B}_{k,j'} - \hat{B}_{k,j} \leq W$ for any $k$ and any $j'$ multiple of $\Delta$. Also, since $\hat{B}_{k,j'} - \hat{B}_{k,j} \geq \hat{B}_{k,j} - \hat{B}_{k,j'}$ for any $j \in I(j')$, we have that $|\hat{B}_{k,j} - \hat{B}_{k,j'}| \leq W$ as long as $|j_2/j_1| = |j_2/j_1|$. Therefore, we can use Lemma 10 to preprocess $A$ and $\hat{B}$ in $O(\Delta^2 W n^{2+s} + \frac{n^{2+s}}{\Delta})$ time. The space complexity is $O(\Delta^2 W n^{2+s} + \Delta^2 n^{1+2s} + n^{2+s}/\Delta)$.

On the other hand, note that $\hat{B}$ differs with $B$ on at most $n^1 \Delta/W$ entries, so we need to do some extra preprocessing to handle those entries. For each pair $(i,j)$, we initialize a range tree $T^{(i,j)}$ whose elements are all $\infty$ (it takes $O(1)$ time to initialize each range tree if we implement it carefully). Then for every $k$ such that $B_{k,j} \neq \hat{B}_{k,j}$, we set the $k$-th element in $T^{(i,j)}$ as $A_{i,k} + B_{k,j}$. The total number of operations we perform in all the range trees are $O(n^{2+s}\Delta/W)$, so this part takes $\tilde{O}(n^{2+s}\Delta/W)$ time. The space complexity is also $\tilde{O}(n^{2+s}\Delta/W)$.

During a query $(S,i,j)$, we first query the data structure in Lemma 10 on matrix $A$ and $\hat{B}$ with parameters $(S,i,j)$. Then we query the minimum value from the range tree $T^{(i,j)}$ after setting all $A_{i,k} + B_{k,j}$ as $\infty$ for $k \in S$. Taking the minimum of these two queries gives the answer. The optimum index $k^*$ is either given by the data structure of Lemma 10 or can be obtained from the range tree.

Thus, the preprocessing time of the algorithm is

$$\tilde{O}(\Delta^2 n^s W n^{\omega(s)} + n^{2+s}/\Delta + n^{2+s}/\Delta/W),$$
Thus, there are at most 

\[ T \leq n^\frac{5}{2} \Delta^2. \]

Since we need \( \Delta \geq 1 \), we require that 
\[ L = \Omega(n^{\omega(s) - 2}). \]

In Lemma 10, we also requires that 
\[ L = \Omega(\Delta), \]
but this is always true when 
\[ L = \Omega(n^{\omega(s) - 2}). \]

By previous discussion, the space complexity is 
\[ \tilde{O}(T + n^\frac{5}{2})^2 + \frac{\Delta^2 n^\frac{5}{2}}{L} + \frac{5^2 n^\frac{5}{2}}{L} + n^2 + s\Delta/W). \]

Plugging in the value for \( \Delta \) and \( W \) simplifies the complexity to 
\[ \tilde{O}(L^{-5/2}n^{18/5} + s - 4\omega(s)/5 + L^{-3/5}n^{9/5} + 2s - 2\omega(s)/5 + L^{-1/5}n^{8/5} + s\omega(s)/5). \]

Finally, we can apply the data structure of Lemma 11 to prove Theorem 2.

**Proof of Theorem 2.** For clarity, we will use *element* to refer to a specific item \( a_i \) of the sequence and use *value* to refer to all elements of a given type. Given a pointer to an element of the sequence \( a_i \), we assume the ability to look up its index \( i \) in the sequence in \( \tilde{O}(1) \) time by storing all elements of the sequence in a balanced binary search tree with worst-case time guarantees (e.g. a red-black tree). Thus we can go from index \( i \) to element \( a_i \) and back via appropriate rank and select queries on the balanced binary search tree. We may also add or remove an element \( a_i \) from the sequence, and thus the binary search tree, in \( \tilde{O}(1) \) time.

Let \( T_1, T_2, T_3 \) be three parameters of the algorithm. Parameter \( T_1 \) is a threshold that controls the number of “frequent” colors, \( T_2 \) controls how frequently the data structure is rebuilt, and \( T_3 \) represents the size of blocks in the algorithm.

We call values that appear more than \( N/T_1 \) times frequent and all other values infrequent. Thus, there are at most \( T_1 \) frequent values at any point in time. Note that a fixed value can change from frequent to infrequent, or from infrequent to frequent, via a deletion or insertion.

**Infrequent Values**

First, we discuss how to handle infrequent values. We maintain \( \frac{N}{T_1} \) balanced search trees \( BST_1, \ldots, BST_\frac{N}{T_1} \). For balanced search tree \( BST_k \), we prepare the key/value pairs in the following way. Fix a given value of the sequence. Say all its occurrences are at indices \( i_1, i_2, \ldots, i_k \). Then we insert the key/value pairs \((i_x, i_{x+k-1})\) to \( BST_k \) for every \( 1 \leq x \leq t - k + 1 \). However, the indices themselves would need updating when sequence \( a \) is updated. Instead of inserting the indices themselves, we insert corresponding pointers to the nodes of the binary search tree that holds sequence \( a \). That way we can perform all comparisons using binary search tree operations in \( \tilde{O}(1) \) time, without needing to update indices when sequence \( a \) changes. We also augment each balanced search tree \( BST_i \) so that every subtree stores the smallest value \( y \) of any pair \((x, y)\) in the subtree. After an insertion or deletion, we need to update a total of \( O((\frac{N}{T_1})^2) \) pairs. Thus, we can maintain these balanced search trees in \( \tilde{O}((\frac{N}{T_1})^2) \) time per operation.

During a query \([l, r]\), we iterate through all the balanced search trees \( BST_1, \ldots, BST_\frac{N}{T_1} \). If there exists a pair \((i_1, i_2) \in BST_k \) such that \( l \leq i_1 \leq i_2 \leq r \), then the range mode is at least \( k \). Thus, if the range mode is an infrequent value, we can find its frequency and corresponding value by querying the balanced search trees. The query time is \( \tilde{O}(\frac{N}{T_1}) \), which is not the dominating term.

**Newly Modified Values**

We now consider how to handle frequent values. We handle newly modified values and unmodified values differently. We will rebuild our data structure after every \( T_2 \) operations, and call values that are inserted or deleted after the last rebuild newly modified values.

For every value, we maintain a balanced search tree of occurrences of this value in the sequence. It takes \( \tilde{O}(1) \) time per operation to maintain such balanced search trees. Thus, given an interval \([l, r]\), it takes \( \tilde{O}(1) \) time to query the number of occurrences of a particular
value in the interval. We use this method to query the number of occurrences of each newly modified value. Since there can be at most \( T_2 \) such values, this part takes \( \tilde{O}(T_2) \) time per operation.

Data Structure Rebuild

It remains to handle the frequent, not newly modified values during each rebuild. In this case, we will assume we can split the whole array roughly equally into a left half and right half. We can recursively build the data structure on these two halves so that we may assume a range mode query interval has left endpoint in the left half and right endpoint in the right half. The recursive construction adds only a poly-logarithmic factor to the complexity. We split the left half and the right half into consecutive segments of length at most \( T_3 \), so that there are \( O(N/T_3) \) segments. We call the segments \( P_1, P_2, \ldots, P_m \) in the left half and \( Q_1, Q_2, \ldots, Q_m \) in the right half, where segments with a smaller index are closer to the middle of the sequence.

Let \( v_1, v_2, \ldots, v_l \) be the frequent values during the rebuild. We create a matrix \( A \) such that \( A_{i,k} \) equals the negation of the number of occurrences of \( v_k \) in segments \( P_1, \ldots, P_i \); similarly, we create a matrix \( B \) such that \( B_{k,j} \) equals the negation of the number of occurrences of \( v_k \) in segments \( Q_1, \ldots, Q_j \). Note that the negation of the value \( A_{i,k} + B_{k,j} \) is the frequency of value \( v_k \) in the interval from \( P_i \) to \( Q_j \). It is not hard to verify that matrix \( B \) satisfies the requirement of Lemma 11. We take the negation here since Lemma 11 handles \( (\min,+)\)-product instead of \( (\max,+)\)-product. Then we use the preprocessing part of Lemma 11 with matrices \( A, B \), and \( L = T_2 \). If we let \( T_1 = N^{t_1}, T_2 = N^{t_2}, T_3 = N^{t_3} \), then in the notation of Lemma 11, \( n = m = O(N/T_3) = O(N^{1-t_3}) \) and \( n' = O(T_1) = O(N^{t_1}) \), so \( s = \frac{1}{1-t_3} \) and \( L = N^{t_2} \). Thus, by Lemma 11 the rebuild takes

\[
\tilde{O}(N^{(1-t_3)(\frac{3}{2} + \frac{t_1}{t_3}) + \frac{3t_1}{t_3} - \frac{t_2}{2}})
\]

time. Since we perform the rebuild every \( T_2 \) operations, the amortized cost of rebuild is

\[
\tilde{O}(N^{(1-t_3)(\frac{3}{2} + \frac{t_1}{t_3}) + \frac{3t_1}{t_3} - \frac{t_2}{2}})
\]

per operation.

Now we discuss how to handle queries for frequent, unmodified elements. For a query interval \([l, r]\), we find all the segments inside the interval \([l, r]\). The set of such segments must have the form \( P_1 \cup \cdots \cup P_i \cup Q_1 \cup \cdots \cup Q_j \) for some \( i, j \). We scan through all elements in \([l, r] \setminus (P_1 \cup \cdots \cup P_i \cup Q_1 \cup \cdots \cup Q_j)\), and use their frequency to update the answer. Since the size of segments is \( O(T_3) \), the time complexity to do so is \( \tilde{O}(T_3) \).

For the segments \( P_1, \ldots, P_i, Q_1, \ldots, Q_j \), we query the data structure in Lemma 11 with \( S \) being the set of newly modified elements. The answer will be the most frequent element in the interval from \( P_i \) to \( Q_j \) that is not newly modified. By Lemma 11 this takes \( O(L) = O(N^{t_2}) \) time per operation.

Time and Space Complexity

In summary, the amortized cost per operation is

\[
\tilde{O}(N^{2-2t_1} + N^{t_2} + N^{t_3} + N^{(1-t_3)(\frac{3}{2} + \frac{t_1}{t_3}) + \frac{3t_1}{t_3} - \frac{t_2}{2}}).
\]

To balance the terms, we set \( t_1 = 1 - \frac{t_2}{2} \), and \( t_3 = t_2 \). The time complexity thus becomes

\[
\tilde{O}(N^{t_2} + N^{(1-t_2)(\frac{3}{2} + \frac{3t_2}{2} - \frac{t_2}{2})})
\].
By observation, we can note that the optimum value of $\frac{1-t\frac{2}{3}}{1-t^2}$ lies in $[1.75, 2]$. Thus, we can plug in Corollary 6 and use $t_2 = 0.655994$ to balance the two terms. This gives an $\tilde{O}(N^{0.655994})$ amortized time per operation algorithm.

The space usage has two potential bottlenecks. The first is the space to store $\text{BST}_1, \ldots, \text{BST}_N$ for handling infrequent elements, which is $\tilde{O}(\frac{N^2}{T_1})$. The second is the space used by Lemma 11, which is $\tilde{O}(N^{-t_2/5}(1-t_3)(18/5 + 4\omega(s)/5) + N^{-t_2/5}N(1-t_3)(9/5 + 2s - 2\omega(s)/5) + N^{-t_2/5}N(1-t_3)(2s + \omega(s)/5))$.

By plugging in the values for $t_2, t_3$ and $s$, the space complexity becomes $\tilde{O}(N^{1.327997})$, with the $\tilde{O}(\frac{N^2}{T_1})$ term being the dominating term.

**Worst-Case Time Complexity**

By applying the global rebuilding of Overmars [21], we can achieve a worst-case time bound. The basic idea is that after $T_2$ operations, we don’t immediately rebuild the Min-Plus-Query-Witness data structure. Instead, we rebuild the data structure during the next $T_2$ operations, spreading the work evenly over each operation. To answer queries during these $T_2$ operations, we use the previous build of the Min-Plus-Query-Witness data structure. By this technique, the per-operation runtime can be made worst-case.

---
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1 Introduction

Graph modification problems are fundamental in algorithmic graph theory. Typically, such a problem is determined by a graph class \( \mathcal{G} \) and some prespecified set \( \mathcal{M} \) of local modifications, and the question is, given a graph \( G \) and an integer \( k \), whether it is possible to transform \( G \) to a graph in \( \mathcal{G} \) by applying \( k \) modification operations from \( \mathcal{M} \). A plethora of graph
problems can be formulated for different instantiations of $G$ and $M$. Applications span diverse topics such as computational biology, computer vision, machine learning, networking, and sociology [24]. As reported by Roded Sharan in [48], already in 1979, Garey and Johnson mentioned 18 different types of modification problems [25, Section A1.2]. For more on graph modification problems, see [9,24], as well as the running survey in [13]. In this paper we focus our attention on the vertex deletion operation. We say that a graph $G$ is a $k$-apex of a graph class $G$ if there is a set $S \subseteq V(G)$ of size at most $k$ such that the removal of $S$ from $G$ results in a graph in $G$. In other words, we consider the following meta-problem.

**Problem Statement:**

**Input:** A graph $G$ and a non-negative integer $k$.

**Question:** Find, if exists, a set $S \subseteq V(G)$ certifying that $G$ is a $k$-apex of $G$.

To illustrate the expressive power of **Vertex Deletion to** $G$, if $G$ is the class of edgeless (resp. acyclic, planar, bipartite, (proper) interval, chordal) graphs, we obtain the **Vertex Cover** (resp. **Feedback Vertex Set**, **Vertex Planarization**, **Odd Cycle Transversal**, (proper) **Interval Vertex Deletion**, **Chordal Vertex Deletion**) problem.

By the classical result of Lewis and Yannakakis [39], **Vertex Deletion to** $G$ is NP-hard for every non-trivial graph class $G$. To circumvent its intractability, we study it from the parameterized complexity point of view and we parameterize it by the number $k$ of vertex deletions. In this setting, the most desirable behavior is the existence of an algorithm running in time $f(k) \cdot n^{O(1)}$, where $f$ is a function depending only on $k$. Such an algorithm is called **fixed-parameter tractable**, or FPT-algorithm for short, and a parameterized problem admitting an FPT-algorithm is said to belong to the parameterized complexity class FPT. Also, the function $f$ is called **parametric dependence** of the corresponding FPT-algorithm, and the challenge is to design FPT-algorithms with small parametric dependencies [14,17,20,42].

Unfortunately, we cannot hope for the existence of FPT-algorithms for every graph class $G$. Indeed, the problem is W-hard $^1$ for some classes $G$ that are closed under induced subgraphs [40] or, even worse, NP-hard, for $k = 0$, for every class $G$ whose recognition problem is NP-hard, such as some classes closed under subgraphs or induced subgraphs (for instance 3-colorable graphs), edge contractions [11], or induced minors [18].

On the positive side, a very relevant subset of classes of graphs does allow for FPT-algorithms. These are classes $G$ that are closed under minors $^2$, or minor-closed. To see this, we define $G_k$ as the class of the $k$-apices of $G$, i.e., the yes-instances of **Vertex Deletion to** $G$, and observe that if $G$ is minor-closed then the same holds for $G_k$, for every $k$. This, in turn, implies that for every $k$, $G_k$ can be characterized by a set $F_k$ of minor-minimal graphs not in $G_k$; we call these graphs the obstructions of $G_k$ and we know that they are finite because of the Robertson and Seymour theorem [46]. In other words, we know that the obstruction set of $G_k$ is bounded by some function of $k$. Then one can decide whether a graph $G$ belongs to $G_k$ by checking whether $G$ excludes all members of the obstruction set of $G_k$, and this can be checked by using the FPT-algorithm in [45] (see also [19]).

As the Robertson and Seymour theorem [46] does not construct $F_k$, the aforementioned argument is not constructive, i.e., it is not able to construct the claimed FPT-algorithm. An important step towards the constructibility of such an FPT-algorithm was done by Adler et al. [2], who proved that the parametric dependence of the above FPT-algorithm is indeed a constructible function.

---

1  Implying that an FPT-algorithm would result in an unexpected complexity collapse; see [17].

2  A graph $H$ is a minor of a graph $G$ if it can be obtained from a subgraph of $G$ by contracting edges.
The task of specifying (or even optimizing) this parametric dependence for different instantiations of \( \mathcal{G} \) occupied a considerable part of research in parameterized algorithms. The most general result in this direction says that, for every \( t \), there is some \( c \) such that if the graphs in \( \mathcal{G} \) have treewidth at most \( t \), then \textsc{Vertex Deletion to} \( \mathcal{G} \) admits an FPT-algorithm that runs in \( c^k \cdot n^{O(1)} \) time \([22,34]\). Reducing the constant \( c \) in this running time has attracted research on particular problems such as \textsc{Vertex Cover} \([12]\) (with \( c = 1.2738 \)), \textsc{Feedback Vertex Set} \([36]\) (with \( c = 3.619 \)), \textsc{Apex-Pseudoforest} \([10]\) (with \( c = 3 \)), \textsc{Pathwidth 1 Vertex Deletion} (with \( c = 4.65 \)) \([15]\) (see also \([29]\) for further related results). The first step towards a parameterized algorithm for \textsc{Vertex Deletion} to \( \mathcal{G} \) for cases where \( \mathcal{G} \) has unbounded treewidth was done in \([41]\) and later in \([30]\) for the \textsc{Planarization} problem, and the best parameterized dependence for this problem is \( 2^{O(k \log k)} \cdot n \), achieved by Jansen et al. \([28]\). These results were later extended by Kociumaka and Marcin Pilipczuk \([37]\), who proved that if \( \mathcal{G}_g \) is the class of graphs of Euler genus at most \( g \), then \textsc{Vertex Deletion to} \( \mathcal{G}_g \) admits a \( 2^{O(n^c \log k)} \cdot n^{O(1)} \) step\(^n\) algorithm.

**Our results.** In this paper we give an explicit FPT-algorithm for \textsc{Vertex Deletion to} \( \mathcal{G} \) for every minor-closed graph class \( \mathcal{G} \). In particular, our main results are the following:

\( \blacktriangleright \) **Theorem 1.** If \( \mathcal{G} \) is a minor-closed graph class, then \textsc{Vertex Deletion to} \( \mathcal{G} \) admits an algorithm of time \( 2^{\text{poly}(k)} \cdot n^3 \), for some polynomial \( \text{poly} \) whose degree depends on \( \mathcal{G} \).

We say that a graph \( H \) is an apex graph if it is a 1-apex of the class of planar graphs.

\( \blacktriangleright \) **Theorem 2.** If \( \mathcal{G} \) is a minor-closed graph class excluding some apex graph, then \textsc{Vertex Deletion to} \( \mathcal{G} \) admits an algorithm of time \( 2^{\text{poly}(k)} \cdot n^2 \), for some polynomial \( \text{poly} \) whose degree depends on \( \mathcal{G} \).

Very recently, Fomin et al. \([23]\) gave an FPT-algorithm of \( O_{s,k}(n^4) \) time for the following problem: for a fixed finite family of graphs \( \mathcal{F} \), each on at most \( s \) vertices, decide whether an \( n \)-vertex input graph \( G \) contains a \( k \)-apex of the class of graphs that exclude the graphs in \( \mathcal{F} \) as topological minors\(^4\). For every graph \( H \), there is a finite set \( \mathcal{H} \) of graphs such that a graph \( G \) contains \( H \) as a minor if and only if \( G \) contains a graph in \( \mathcal{H} \) as a topological minor. Based on this observation, the result of Fomin et al. \([23]\) implies that for every minor-closed graph class \( \mathcal{G} \), \textsc{Vertex Deletion to} \( \mathcal{G} \) admits an \( O(h(k,s) \cdot n^4) \) time FPT-algorithm, where \( s \) is the maximum size of an obstruction of \( \mathcal{G} \). Notice that this implication is a solid improvement on \textsc{Vertex Deletion to} \( \mathcal{G} \) with respect to the result of \([2]\), where only the computability of \( h \) is proved. However, as mentioned in \([23]\), even for fixed values of \( s \), the dependence of \( h \) on \( k \) is humongous. Therefore, Theorem 1 can be seen as orthogonal to the result of \([23]\).

**Our techniques.** We provide here just a very succinct enumeration of the techniques that we use in order to achieve Theorem 1 and Theorem 2; a more detailed description with the corresponding definitions is provided, along with the algorithms, in the next sections.

Our starting point to prove Theorem 1 is to use the standard iterative compression technique of Reed et al. \([44]\). This allows us to assume that we have at hand a slightly too large set \( S \subseteq V(G) \) such that \( G \setminus S \in \mathcal{G} \). We then run the algorithm of Lemma 11 (whose proof uses \([1,3,31,43]\)) that either reports that we have a no-instance, or concludes that the

---

\(^3\) Given a tuple \( t = (x_1, \ldots, x_\ell) \in \mathbb{N}^\ell \) and two functions \( \chi, \psi : \mathbb{N} \to \mathbb{N} \). We write \( \chi(n) = O_\ell(\psi(n)) \) in order to denote that there exists a computable function \( \phi : \mathbb{N}^\ell \to \mathbb{N} \) such that \( \chi(n) = O(\phi(t) \cdot \psi(n)) \).

\(^4\) The definition is as minors, except that only edges incident to degree-two vertices are contracted.
treewidth of $G$ is polynomially bounded by $k$, or finds a large wall $R$ in $G$. In the second case, we use the main algorithmic result of Baste et al. [5] (Proposition 3) to solve the problem parameterized by treewidth, achieving the claimed running time. In the latter case, we apply Proposition 12 (whose proof uses [8,32,33]) to find in $R$ a large flat wall $W$ together with an apex set $A$. We find in $W$ a packing of an appropriate number of pairwise disjoint large enough subwalls. Two possible scenarios may occur. If the “interior” of each of these subwalls has enough neighbors in the set apex $S \cup A$, we apply a combinatorial result (Lemma 15) that guarantees that every possible solution should intersect $S \cup A$, and we can branch on it. On the other hand, if there exists a subwall whose interior $W$ has few neighbors in $S \cup A$, we argue that we can define from it a flat wall in which we can apply the irrelevant vertex technique of Robertson and Seymour [45] (Lemma 14). We stress that this flat subwall is not precisely a subwall of $W$ but a tiny “tilt” of a subwall of $W$, a new concept that is necessary for our proofs. The application of the irrelevant vertex technique requires a lot of technical care. For this, we use and enhance some of the ingredients introduced by Baste et al. [5].

In order to achieve the improved running time claimed in Theorem 2, we do not use iterative compression. Instead, we directly invoke Lemma 11. If the treewidth is small, we proceed as above. If a large wall is found, we apply Proposition 12 and we now distinguish two cases. If a large flat wall whose flaps have bounded treewidth is found, we find an irrelevant vertex using Lemma 14. Otherwise, inspired by an idea of Marx and Schlotter [41], we exploit the fact that $G$ excludes an apex graph, and we use flow techniques to either find a vertex that should belong to the solution, or to conclude that we are dealing with a no-instance.

**Organization.** We provide in Section 2 some definitions and preliminary results. In Section 3 we state several algorithmic and combinatorial results that will be used when finding an irrelevant vertex and when applying the branching argument discussed above. In Section 4 we present the algorithms claimed in Theorem 1 and Theorem 2. We conclude in Section 5 with some directions for further research. All the missing proofs are available in the full version of the paper [47].

## 2 Definitions and preliminary results

Before we explain our techniques, we give some necessary definitions. They concern fundamental tools from the Graph Minors series of Robertson and Seymour that are heavily used in our algorithms and proofs. But first, we restate the problem in a more convenient way.

### 2.1 Restating the problem

Let $\mathcal{F}$ be a finite non-empty collection of non-empty graphs. We use $\mathcal{F} \leq_m G$ to denote that some graph in $\mathcal{F}$ is a minor of $G$.

Let $\mathcal{G}$ be a minor-closed graph class and $\mathcal{F}$ be the set of its minor-obstructions. Clearly, **VERTEX DELETION TO $\mathcal{G}$** is the same problem as asking, given a graph $G$ and some $k \in \mathbb{N}$, whether $G$ contains a vertex set $S$ of at most $k$ vertices such that $\mathcal{F} \not\leq_m G \setminus S$. Following the terminology of [4–7,22,23,34,35], we call this problem **$\mathcal{F}$-M-DELETION**. In order to prove Theorem 1, we apply the iterative compression technique (introduced in [44]; see also [14]) and we give a $2^{O(k)} \cdot n^2$ time algorithm for the following problem.

**$\mathcal{F}$-M-DELETION-COMPRESSION**

**Input:** A graph $G$, a $k \in \mathbb{N}$, and a set $S$ of size $k + 1$ such that $\mathcal{F} \not\leq_m G \setminus S$.

**Objective:** Find, if exists, a set $S' \subseteq V(G)$ of size at most $k$ such that $\mathcal{F} \not\leq_m G \setminus S'$. 
Some conventions. In what follows we always denote by $\mathcal{F}$ the obstruction set of the minor-closed class $\mathcal{G}$ of the instantiation of VERTEX DELETION to $\mathcal{G}$ that we consider. Also, given a graph $G$, we define its apex number to be the smallest integer $a$ for which $G$ is an $a$-apex of the class of planar graphs. We define three constants depending on $\mathcal{F}$ that will be used throughout the paper whenever we consider such a collection $\mathcal{F}$. We define $a_\mathcal{F}$ as the minimum apex number of a graph in $\mathcal{F}$, we set $s_\mathcal{F} = \max\{|V(H)| \mid H \in \mathcal{F}\}$, and we set $\ell_\mathcal{F} = \max\{|E(H)| + |V(H)| \mid H \in \mathcal{F}\}$. We also agree that $n$ is the size of the input graph $G$.

We can always assume that $G$ has $O_s(n \cdot k)$ edges, otherwise we can directly conclude that $(G, k)$ is a no-instance (for this, use the fact that $\mathcal{F}$-minor free graphs are sparse [38,50])

We present here the main result of [5]. We will use this in order to solve $\mathcal{F}$-M-Deletion on instances of bounded treewidth.

Proposition 3. Let $\mathcal{F}$ be a finite collection of graphs. There exists an algorithm that given a triple $(G, \mathcal{F}, k)$ where $G$ is a graph on $n$ vertices and of treewidth at most $\mathcal{F}$, and $k$ is a non-negative integer, it outputs, if it exists, a vertex set $S$ of $G$ of size at most $k$ such that $\mathcal{F} \not\subseteq G \setminus S$. This algorithm runs in $2^{O_{\mathcal{F}, n}(\log \mathcal{F})} \cdot n$ time.

2.2 Definitions

We give here a minimal set of definitions and concepts that are necessary to support the description of our results. Some of them are given precisely, and for some of them we just provide enough intuition.

Renditions. Let $\Delta$ be a closed disk, i.e., a set homeomorphic to the set $\{(x, y) \in \mathbb{R}^2 \mid x^2 + y^2 \leq 1\}$. Given a subset $X$ of $\Delta$, we denote its closure by $\overline{X}$ and its boundary by $\text{bor}(X)$. A $\Delta$-painting is a pair $\Gamma = (U, N)$ where $N$ is a finite set of points of $\Delta$, $N \subseteq U \subseteq \Delta$, $U \setminus N$ has finitely many arcwise-connected components, called cells, such that, for every cell $c, \overline{c}$ is a closed disk, $\text{bor}(c) \cap \Delta \subseteq N$, and $|\text{bor}(c) \cap N| \leq 3$. We use the notation $U(\Gamma) := U$, $N(\Gamma) := N$ and denote the set of cells of $\Gamma$ by $C(\Gamma)$. Notice that, given a $\Delta$-painting $\Gamma$, the pair $(N(\Gamma), \{c \cap N \mid c \in C(\Gamma)\})$ is a hypergraph whose hyperedges have cardinality at most three, and $\Gamma$ can be seen as a plane embedding of this hypergraph in $\Delta$. Let $G$ be a graph, and let $\Omega$ be a cyclic permutation of a subset of $V(G)$ that we denote by $V(\Omega)$. By an $\Omega$-rendition of $G$ we mean a triple $(\Gamma, \sigma, \pi)$, where (a) $\Gamma$ is a $\Delta$-painting for some closed disk $\Delta$, (b) $\pi : N(\Gamma) \rightarrow V(G)$ is an injection, and (c) $\sigma$ assigns to each cell $c \in C(\Gamma)$ a subgraph $\sigma(c)$ of $G$, such that

1. $G = \bigcup_{c \in C(\Gamma)} \sigma(c)$,
2. for distinct $c, c' \in C(\Gamma)$, $\sigma(c)$ and $\sigma(c')$ are edge-disjoint,
3. for every cell $c \in C(\Gamma)$, $\pi(c \cap N) \subseteq V(\sigma(c))$,
4. for every cell $c \in C(\Gamma)$, $V(\sigma(c)) \cap \bigcup_{c' \in C(\Gamma) \setminus \{c\}} V(\sigma(c')) \subseteq \pi(c \cap N)$, and
5. $\pi(N(\Gamma) \cap \text{bor}(\Delta)) = V(\Omega)$, such that the points in $N(\Gamma) \cap \text{bor}(\Delta)$ appear in $\text{bor}(\Delta)$ in the same ordering as their images, via $\pi$, in $\Omega$.

We say that an $\Omega$-rendition $(\Gamma, \sigma, \pi)$ of $G$ is tight if the following conditions are satisfied:

1. For every $c \in C(\Gamma)$, the graph $\sigma(c) \setminus \pi(c \cap N)$, when non-null, is connected and the neighborhood of its vertex set in $G$ is $\pi(c \cap N)$.
2. For every $c \in C(\Gamma)$ there are $\pi(c \cap N)$ vertex-disjoint paths in $G$ from $\pi(c \cap N)$ to the set $V(\Omega)$.
3. If there are two points $x, y$ of $N$ such that $e = \{\pi(x), \pi(y)\} \in E(G)$, then there is a $c \in C(\Gamma)$ such that $\sigma(c)$ is the two-vertex connected graph $\{e, \{e\}\}$.

It is easy to see that given an $\Omega$-rendition of a graph $G$ where $V(\Omega)$ contains at least three vertices that are in a cycle of $G$, a tight $\Omega$-rendition of $G$ can be constructed in $O(n + m)$ steps.
Walls. We avoid here the detailed definition of an \(r\)-wall. As an intuitive alternative we provide the graph \(G\) in Figure 1 where an elementary \(7\)-wall \(\hat{W}\) is the graph with red and green vertices that has as edges the vertical and horizontal segments between a red and a green vertex. The \(7\)-wall \(W\) is the spanning subgraph of \(G\) that is a subdivision of \(\hat{W}\) with the black vertices as subdivision vertices. The pegs of \(\hat{W}\) are depicted by the squared vertices, while the corners of \(\hat{W}\) are the endpoints of the highest and the lowest horizontal path of \(\hat{W}\), depicted by the fat squared vertices (the corners are also pegs). Notice that a wall \(W\) can occur in several ways from the elementary wall \(\hat{W}\), depending on the way the vertices in the perimeter of \(\hat{W}\) are subdivided. Each of them gives a different selection \((P,C)\) of pegs and corners of \(W\). We insist that, for every \(r\)-wall, the number \(r\) is always odd: for this, whenever an \(r\)-wall appears with \(r\) even, we agree to round it up to the next odd \(r + 1\).

Flat walls. Given a graph \(G\), we say that a pair \((L,R) \in 2^V(G) \times 2^V(G)\) is a separation of \(G\) if \(L \cup R = V(G)\) and there is no edge in \(G\) between \(L \setminus R\) and \(R \setminus L\). An \(r\)-wall has a planar embedding where the boundary/ies of its external/internal face/es define its perimeter and its bricks. The center of the wall \(W\) is the path between a red and a green vertex depicted in the dashed red rectangle in Figure 1. Let \(G\) be a graph and let \(W\) be an \(r\)-wall of \(G\). We say that \(W\) is a flat \(r\)-wall of \(G\) if there is a separation \((X,Y)\) of \(G\) and a choice \((P,C)\) of pegs and corners for \(W\) such that:

- \(V(W) \subseteq Y\),
- \(P \subseteq X \cap Y \subseteq V(D(W))\), and
- if \(\Omega\) is the cyclic ordering of the vertices \(X \cap Y\) as they appear in \(D(W)\), then there exists an \(\Omega\)-rendition \((\Gamma,\sigma,\pi)\) of \(G[Y]\).

A subwall of \(W\) is every subgraph \(W'\) of \(W\) that is located “orthocanonically” in \(W\) and the wall \(W^{(r)}\) is the unique \(r\)-subwall of \(W\) with the same center as \(W\). A subwall is called internal if it does not intersect the perimeter of \(W\). In Figure 1, \(W\) contains only one internal \(5\)-subwall \(W'' = W^{(5)}\) and many internal \(3\)-subwalls, among them the wall \(W''' = W^{(3)}\) (depicted in blue). Of course, the graph \(G\) in Figure 1 contains also other walls as subgraphs such as the wall \(W''\) consisting of the purple, green, and blue edges.

Compass and flaps. Given a flat wall \(W\) of a graph \(G\) as above, we call \(G[Y]\) the compass of \(W\) in \(G\), denoted by \(\text{compass}(W)\). We call \((X,Y)\) the separation certifying the flat wall \(W\) and \(X \cap Y\) is called the frontier of \(W\). The ground set of \(W\) is \(\text{ground}(W) := \pi(N(\Gamma))\). We clarify that \(\text{ground}(W)\) may consist of vertices of the compass of \(W\) that are not necessarily vertices of \(W\) (this is not the case in the simple example of Figure 1). We also call the
graphs in $\text{flaps}(W) := \{\sigma(c) \mid c \in C(\Gamma)\}$ flaps of the wall $W$. For each flap $F \in \text{flaps}(W)$ we define its base as the set $\partial F := V(F) \cap \text{ground}(W)$. A flap $F \in \text{flaps}(W)$ is trivial if $|\partial F| = 2$ and it consists of one edge between the two vertices in $\partial F$. As an example, the wall $W''$ in Figure 1, formed by all the fat edges (purple, green, and blue), is a flat wall. The pegs are the diamond vertices, the corners are the fat diamond vertices, and the rendition has two types of flaps: those whose base has three vertices, that are inside the light-blue disks, and those that are trivial flaps and are the purple fat edges that are outside of the light-blue disks (see also Figure 2 for the rendition of $W''$). Notice that none of the internal subwalls of $W$ is a flat wall.

**Tilts.** Given a wall $W'$, we define its inpegs as the vertices of its perimeter that are incident to edges of $W$ that are not in its perimeter. The interior of $W'$ is the subgraph of $W'$ induced by the union $V(W' \setminus V(P))$ and its inpegs. We say that a wall $W''$ is a tilt of a wall $W'$ if $W''$ and $W'$ have identical interiors. For instance, in Figure 1 the wall $W''$ is a tilt of $W' = W^{(5)}$.

**Partially disk-embedded graphs.** We say that a graph $G$ is partially disk-embedded in some closed disk $\Delta$, if there is some subgraph $K$ of $G$ that is embedded in $\Delta$ such that $(V(G) \cap \Delta, V(G) \setminus \text{int}(\Delta))$ is a separation of $G$, where $\text{int}$ is used to denote the interior of a subset of the plane. From now on, we use the term partially $\Delta$-embedded graph $G$ to denote that a graph $G$ is partially disk-embedded in some closed disk $\Delta$. We call the graph $K = G \cap \Delta$ compass of the $\Delta$-embedded graph $G$ and we assume that $G$ is accompanied by an embedding of its compass in $\Delta$, that is the set $G \cap \Delta$. We say that $G$ is a $\Delta$-embedded graph if it is partially $\Delta$-embedded graph and $G \subseteq \Delta$ (the whole $G$ is embedded in $\Delta$).

**Levelings.** Let $W$ be a flat wall of a graph $G$. Following [5], we define the leveling of $W$ in $G$, denoted by $\tilde{W}$, as the bipartite graph where one part is the ground set of $W$, the other part is the set of flaps of $W$, and, given a pair $(v,F)$ in $\text{ground}(W) \times \text{flaps}(W)$, the set $\{v,F\}$ is an edge of $\tilde{W}$ if and only if $v \notin \partial F$. Again, keep in mind that $\tilde{W}$ may contain (many) vertices that are not in $W$. Notice that the incidence graph of the plane hypergraph $(N(\Gamma), \{c \cap N \mid c \in C(\Gamma)\})$ is isomorphic to $\tilde{W}$ via an isomorphism that extends $\pi$ and, moreover, bijectively corresponds cells to flaps. This permits us to treat $\tilde{W}$ as a $\Delta$-embedded graph where $\text{bor}(\Delta) \cap \tilde{W}$ is the frontier of $W$. We call the vertices of $\text{ground}(\tilde{W})$ (resp. $\text{flaps}(\tilde{W})$) ground-vertices (resp. flap-vertices) of $\tilde{W}$. See Figure 3 for an example of a leveling.
Recall that each edge \( e \) of \( \text{compass}(W) \) belongs to exactly one flap of \( W \). If both of the endpoints of \( e \) are in the boundary of this flap, then this flap should be a trivial one and we say that \( e \) is a short edge of \( \text{compass}(W) \). We define the graph \( W^* \) as the graph obtained from \( W \) if we subdivide once every short edge in \( W \). The next observation is a consequence of the following three facts: flap-vertices of \( \tilde{W} \) have degree at most three, all the vertices of a wall have degree at most three, and every separation \((A, B)\) of order at most three of a wall is trivial.

**Observation 4.** If \( W \) is a flat wall of a graph \( G \), then the leveling \( \tilde{W} \) of \( W \) in \( G \) contains a subgraph \( W_R \) that is isomorphic to some subdivision of \( W^* \) via an isomorphism that maps each ground vertex to itself. We call the graph \( W_R \) as in Observation 4 representation of the flat wall \( W \) in the \( \Delta \)-embedded graph \( \tilde{W} \), and therefore we can see it as a \( \Delta \)-embedded subgraph of \( \tilde{W} \).

We define the function \( \text{flaps} : \mathcal{C}(W) \to 2^{\text{flaps}(W)} \) so that, for each cycle \( C \) of \( W \), \( \text{flaps}(C) \) contains each flap \( F \) of \( W \) that, when seen as a flap-vertex of the \( \Delta \)-embedded graph \( \tilde{W} \), belongs to the closed disk bounded by \( C \). The following result is very similar to [33, Lemma 6.1]. The proof is strongly based on the notion of levelings.

**Lemma 5.** Let \( a, r, r' \in \mathbb{N} \), where \( r > r' \geq 3 \). Also, let \( G \) be a graph, let \((A, W)\) be an \((a, r)\)-apex wall pair of \( G \), and let \( W' \) be an internal \( r'\)-subwall of \( W \). Then \( W' \) has a tilt \( W'' \) such that \((A, W'')\) is an \((a, r')\)-apex wall pair of \( G \). Moreover,

1. the compass of \( W'' \) in \( G \setminus A \) is a subgraph of the compass of \( W \) in \( G \setminus A \) and
2. if \( P' \) is the perimeter of \( W' \), then the vertex set of the compass of \( W'' \) in \( G \setminus A \) is a subset of \( \bigcup \text{flaps}(P') \).

Moreover, given \( G, (A, W), \) and \( W' \), the \((a, r')\)-apex wall pair \((A, W'')\) can be constructed in \( \mathcal{O}(n) \) time.

From now on we refer to an \((A, W'')\) as in Lemma 5 as an \((a, r')\)-apex wall pair generated by the internal \( r'\)-subwall \( W' \) of \( W \) and we keep in mind that the compasses of all such flat walls \( W'' \) may differ only on their perimeter. The proof of Lemma 5 also implies the following.
Observation 6. Let $W$ be a flat wall of a graph $G$, and $W^R$ be the representation of $W$ in the leveling $\bar{W}$ of $W$ in $G$. Then for every internal subwall $\bar{W}'$ of $W^R$ there exist an internal subwall $W'$ of $W$ and a tilting $W''$ of $W'$ such that

- $\bar{W}'$ is the representation of $W'$ in the leveling $\bar{W}$ of $W$,
- $W''$ is a flat wall, and
- the vertex set of the compass of $W''$ in $G$ is a subset of $\bigcup_{P'} \text{flaps}(P')$, where $P'$ is the perimeter of $W'$.

Moreover, given $G$, $W$, and $\bar{W}$, the flat wall $W''$ can be constructed in $O(n)$ steps.

Boundaried graphs. Let $t \in \mathbb{N}$. A $t$-boundaried graph is a triple $G = (G,B,\rho)$ where $G$ is a graph, $B \subseteq V(G)$, $|B| = t$, and $\rho : B \to [t]$ is a bijection. We say that $G_1 = (G_1,B_1,\rho_1)$ and $G_2 = (G_2,B_2,\rho_2)$ are isomorphic if there is an isomorphism from $G_1$ to $G_2$ that extends the bijection $\rho_2^{-1} \circ \rho_1$. The triple $(G,B,\rho)$ is a boundaried graph if it is a $t$-boundaried graph for some $t \in \mathbb{N}$. As in [45], we define the detail of a boundaried graph $G = (G,B,\rho)$ as $\text{detail}(G) := \max\{|E(G)|,|V(G) \setminus B|\}$. We denote by $B^{(t)}$ the set of all (pairwise non-isomorphic) $t$-boundaried graphs. We also set $B = \bigcup_{t \in \mathbb{N}} B^{(t)}$.

Folios. We say that a $t$-boundaried graph $G_1 = (G_1,B_1,\rho_1)$ is a minor of a $t$-boundaried graph $G_2 = (G_2,B_2,\rho_2)$, denoted by $G_1 \preceq_m G_2$, if there is a sequence of removals of non-boundary vertices, edge removals, and edge contractions in $G_2$, disallowing contractions of edges with both endpoints in $B_2$, that transforms $G_2$ to a boundaried graph that is isomorphic to $G_1$ (during edge contractions, boundary vertices prevail). Note that this extends the usual definition of minors in graphs without boundary.

We say that $(M,T)$ is a tm-pair if $M$ is a graph, $T \subseteq V(M)$, and all vertices in $V(M) \setminus T$ have degree two. We denote by $\text{diss}(M,T)$ the graph obtained from $M$ by dissolving all vertices in $V(M) \setminus T$. A tm-pair of a graph $G$ is a tm-pair $(M,T)$ where if $M$ is a subgraph of $G$. We call the vertices in $T$ branch vertices of $(M,T)$.

If $M = (M,B,\rho) \in B$ and $T \subseteq V(M)$ with $B \subseteq T$, we call $(M,T)$ a btm-pair and we define $\text{diss}(M,T) = (\text{diss}(M,T),B,\rho)$. Note that we do not permit dissolution of boundary vertices, as we consider all of them to be branch vertices. If $G = (G,B,\rho)$ is a boundaried graph and $(M,T)$ is a tm-pair of $G$ where $B \subseteq T$, then we say that $(M,T)$, where $M = (M,B,\rho)$, is a btm-pair of $G = (G,B,\rho)$. Let $G_i = (G_i,B_i,\rho_i), i \in [2]$. We say that $G_1$ is a topological minor of $G_2$, denoted by $G_1 \preceq_{tm} G_2$, if $G_2$ has a btm-pair $(M,T)$ such that $\text{diss}(M,T)$ is isomorphic to $G_1$. We define the $\ell$-folio of $G = (G,B,\rho) \in B$ as $\ell$-folio$(G) = \{G' \in B | G' \preceq_{tm} G$ and $G'$ has detail at most $\ell\}$.

Homogeneous walls. Let $G$ be a graph and $W$ be a flat wall of $G$. Let also $(\Gamma,\sigma,\pi)$ be a rendition of the compass of $W$ in $G$. Recall that $\Gamma = (U,N)$ is a $\Delta$-painting for some closed disk $\Delta$. Given a flap $F$, we denote by $\Omega(F)$ the counter-clockwise ordering of the vertices of $\partial F$ as they appear in the corresponding cell of $C(\Gamma)$. Notice that as $|\partial F| \leq 3$, this cyclic ordering is significant only when $|\partial F| = 3$, in the sense that $(x_1,x_2,x_3)$ remains invariant under shifting, i.e., $(v_1,v_2,v_3) \equiv (v_2,v_3,v_1)$ but not under inversion, i.e., $(v_1,v_2,v_3) \not\equiv (v_3,v_2,v_1)$.

Given a graph $G$, we say that the pair $(A,W)$ is an $(r,a)$-apex wall pair of $G$ if $A$ is a subset of $a$ vertices from $G$ and $W$ is a flat $r$-wall of $G \setminus A$. Let $G$ be a graph and let $(A,W)$ be an $(a,r)$-apex wall pair of $G$. For each cell $F \in \text{flaps}(W)$ with $|F| = |\partial F|$, we fix $\rho_F : \partial F \to [a+1,a+|F|]$ such that $(\rho_F^{-1}(a+1),\ldots,\rho_F^{-1}(a+|F|)) \equiv (\sigma(r))$. We also fix a bijection $\rho_A : A \to [a]$. For each flap $F \in \text{flaps}(W)$, we define the boundaried graph $F^A := (G[A \cup F],A \cup \partial F,\rho_A \cup \rho_F)$ and we denote by $F^A$ the underlying graph of $F^A$. We call $F^A$ augmented flap of $(A,W)$. Notice that $G[V(\text{compass}(W)) \cup A] = \bigcup_{F \in \text{flaps}(W)} F^A$. 
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Given some \( \ell \in \mathbb{N} \), we say that two flaps \( F_1, F_2 \in \text{flaps}(W) \) are \((a, \ell)\)-equivalent, denoted by \( F_1 \sim_{a, \ell} F_2 \), if \( \ell \)-folio\((F^A_1) = \ell \)-folio\((F^A_2) \). For each \( F \in \text{flaps}(W) \), we define the \((a, \ell)\)-color of \( F \), denoted by \((a, \ell)\)-color\((F) \), as the equivalence class of \( \sim_{a, \ell} \) to which \( F^A \) belongs.

Let \( \hat{W} \) be the levelling of \( W \) in \( G \setminus A \) and let \( W^R \) be the representation of \( W \) in \( \hat{W} \). Recall that \( \hat{W} \) is a \( \Delta \)-embedded graph. For each cycle \( C \) of \( W \), we define the \((a, \ell)\)-palette of \( C \), denoted by \((a, \ell)\)-palette\((C) \), as the set of all the \((a, \ell)\)-colors of the flaps that appear as vertices of \( \hat{W} \) in the closed disk bounded by \( C^R \) in \( \Delta \) (recall that by \( C^R \) we denote the representation of \( C \) in \( \hat{W} \)).

Let \( a, \ell, r, q \in \mathbb{N} \), where \( r > q \geq 3 \) and let \((A, W)\) be an \((a, r)\)-apex wall pair of a graph \( G \). We say that \((A, W)\) is an \((\ell, q)\)-homogeneous \((a, r)\)-apex wall pair of \( G \) if every internal brick \( B \) of \( W \) that is not a brick of \( W^{(q)} \) has the same \((a, \ell)\)-palette (seen as a cycle of \( W \)). If we drop the demand that “\( B \) is not a brick of \( W^{(q)} \)” then we simply say that \((A, W)\) is an \( \ell\)-homogeneous \((a, r)\)-apex wall pair of \( G \).

The following observation is a consequence of the fact that, given a wall \( W \) and an internal subwall \( W' \) of \( W \), every internal brick of a tilt \( W'' \) of \( W' \) is also an internal brick of \( W \).

\[ \textbf{Observation 7.} \text{Let } a, \ell, r, r' \in \mathbb{N}, \text{ where } r > r' \geq 3. \text{ Also, let } G \text{ be a graph, let } (A, W) \text{ be an } (a, r) \text{-apex wall pair of } G, \text{ and let } W' \text{ be an internal } r' \text{-subwall of } W. \text{ If } (A, W) \text{ is } (\ell, q) \text{-homogeneous for some } \ell, q \in \mathbb{N} \text{ where } r > q \geq 3, \text{ then every } (a, r') \text{-apex wall pair } (A, W') \text{ generated by } W' \text{ is } (\ell, q) \text{-homogeneous.} \]

The following result is from [5, Lemma 4.3] and implies that if the wall of an apex wall pair is polynomially large on \( r \), then its compass contains a homogeneous flat \( r \)-wall.

\[ \textbf{Proposition 8.} \text{There is a function } f_1 : \mathbb{N}^3 \to \mathbb{N} \text{ such that if } \ell, r, a \in \mathbb{N}, \text{ where } r \geq 3, \text{ G is a graph, and } (A, W) \text{ is an } (a, f_1(\ell, r, a)) \text{-apex wall pair of } G, \text{ then } W \text{ has a } r \text{-subwall } W' \text{ such that every } (a, r) \text{-apex wall pair of } G \text{ that is generated by } W' \text{ is } \ell\text{-homogeneous. Moreover, it holds that } f_1(\ell, r, a) = O(r^{a-\epsilon}), \text{ for some constant } c_{a, \ell} \text{ depending on } a \text{ and } \ell. \]

We refer to the constant \( c_{a, \ell} \) of Proposition 8, when \( a = a' \) and \( \ell = \ell' \) as the \textit{palette-variety} of \( F \). This constant reflects the \textit{price of homogeneity}: the degree of the polynomial overhead that we need to pay in order to force homogeneity in a flat wall.

\[ \textbf{Treewidth.} \text{ A tree decomposition of a graph } G \text{ is a pair } (T, \chi) \text{ where } T \text{ is a tree and } \chi : V(T) \to 2^{V(G)} \text{ such that (1) } \bigcup_{t \in V(T)} \chi(t) = V(G), \text{ (2) for every edge } e \text{ of } G \text{ there is a } t \in V(T) \text{ such that } \chi(t) \text{ contains both endpoints of } e, \text{ and (3) for every } v \in V(G), \text{ the subgraph of } T \text{ induced by } \{ t \in V(T) \mid v \in \chi(t) \} \text{ is connected. The width of } (T, \chi) \text{ is defined as } w(T, \chi) := \max \{|\chi(t)| - 1 \mid t \in V(T)\}. \text{ The treewidth of } G \text{ is defined as } \text{tw}(G) := \min \{ w(T, \chi) \mid (T, \chi) \text{ is a tree decomposition of } G \}. \]

The following is the main result of [8]. We will use it to compute a tree decomposition of a graph of bounded treewidth.

\[ \textbf{Proposition 9.} \text{There is an algorithm that, given a graph } G \text{ on } n \text{ vertices and an integer } k, \text{ it outputs either a report that } \text{tw}(G) > k, \text{ or a tree decomposition of } G \text{ of width at most } 5k + 4. \text{ Moreover, this algorithm runs in } 2^{O(k)} \cdot n \text{ steps.} \]

The following result is derived from [1]. We will use it in order to find a wall in a bounded treewidth graph, given a tree decomposition of it.

\[ \textbf{Proposition 10.} \text{There is an algorithm that, given a graph } G \text{ on } m \text{ edges, a graph } H \text{ on } h \text{ edges without isolated vertices, and a tree decomposition of } G \text{ of width at most } k, \text{ it outputs, if it exists, a minor of } G \text{ isomorphic to } H. \text{ Moreover, this algorithm runs in } 2^{O(k \log k)} \cdot h^{O(k)} \cdot 2^{O(h)} \cdot m \text{ steps.} \]
3 Auxiliary algorithmic and combinatorial results

3.1 Two algorithmic results

We are now in position to state some results that will support our algorithms.

Lemma 11. There exist a function $f_2 : \mathbb{N} \to \mathbb{N}$ and an algorithm as follows:

**Find-Wall**($G, r, k$)

**Input:** A graph $G$, an odd $r \in \mathbb{N}_{\geq 3}$, and a $k \in \mathbb{N}$.

**Output:** One of the following:
- Either a report that $G$ has treewidth at most $f_2(s_F) \cdot r + k$, or
- an $r$-wall $W$ of $G$, or
- a report that $(G, k)$ is a no-instance of $\mathcal{F}$-$M$-DELETION.

Moreover, this algorithm runs in $2^{O_{s_F}(r^2 + (k + r) \log(k + r))} \cdot n$ steps.

The proof of Lemma 11 combines the algorithm of Perković and Reed in [43] for computing the treewidth of a graph, as well as the excellent analysis of the algorithm provided in [3]. We also use the upper bound for the treewidth of a graph, as well as the excellent analysis of the algorithm provided in [3].

The next result follows from [33, Theorem 1.9] and the proof of [32, Theorem 5.2].

Proposition 12. There are functions $f_3 : \mathbb{N} \to \mathbb{N}$, $f_4 : \mathbb{N} \to \mathbb{N}$ and an algorithm as follows:

**Clique-Or-Flat-Wall**($G, r, t, W$)

**Input:** A graph $G$ on $n$ vertices and $m$ edges, an odd integer $r \geq 3$, a $t \in \mathbb{N}_{\geq 1}$, and an $R$-wall $W$ in $G$, where $R = f_3(t) \cdot r$.

**Output:** Either a minor of $G$ isomorphic to $K_t$, or

1. a set $A \subseteq V(G)$ of size at most $12288t^{24}$,
2. a flat $r$-wall $\bar{W}$ of $G \setminus A$ such that $V(\bar{W}) \cap A = \emptyset$, and
3. a separation $(X, Y)$ of $G \setminus A$ that certifies that $\bar{W}$ is a flat wall and an $\Omega$-rendition of $G[Y]$ with flaps of treewidth at most $f_4(t) \cdot r$, where $\Omega$ is a cyclic ordering of $X \cap Y$ determined by the order on the perimeter of $\bar{W}$.

Moreover, this algorithm runs in $2^{O_{s_F}(r)}(m + n)$ time.

Proposition 12, without the bound on the treewidth of the flaps, has been proven in [33, Theorem 1.9]. However, in [33, Theorem 1.9] $\bar{W}$ is a tilt of some $r$-subwall of $W$ with a different function $f_3'$ for the relation between $R$ and $r$ and has running time $O(t^{24}(n + m))$.

In Proposition 12 the bound on the treewidth of the flaps is obtained if we plug [33, Theorem 1.9] in the proof of [32, Theorem 5.2], taking into account the linear dependence between $R$ and $r$. The parameterized dependence $2^{O_{s_F}(r)}$ of the algorithm follows because of the use of the linear FPT-approximation algorithm for treewidth in [8] so as to compute the tree decompositions of the flaps. Another stronger version of Proposition 12, where no $R$-wall $W$ is given in the input, appears in [23, Lemma 3.2], running in $2^{O_{s_F}(r^{24})} \cdot n \log^2 n$ time. We do not need this stronger version as, for our problem, the $R$-wall $W$ will be found by the algorithm of Lemma 11.

3.2 Finding an irrelevant vertex

The irrelevant vertex technique was introduced in [45] for providing an FPT-algorithm for the DISJOINT PATHS problem. Moreover, this technique has appeared to be quite versatile and is now a standard tool of parameterized algorithm design (see e.g., [14, 49]). The applicability of this technique for $\mathcal{F}$-$M$-DELETION is materialized by the algorithm of Lemma 14.
Given a graph $G$, a set $A \subseteq V(G)$, $|A| = a$, and an $r$-wall $W$ of $G$, we say that $(A, W)$ is an $(a, r)$-apex-wall pair if $W$ is a flat $r$-wall of $G \setminus A$.

**Lemma 13.** There is a function $f_5 : \mathbb{N}^4 \rightarrow \mathbb{N}$ such that if $a, \ell, q, k \in \mathbb{N}$, $q \geq 3$, $G$ is a graph, and $(A, W)$ is an $\ell$-homogeneous $(a, f_5(a, \ell, q, k))$-apex wall pair of $G$, then for every $(a, q)$-apex wall pair $(A, \hat{W})$ generated by $W^{(q)}$, it holds that $(G, k)$ and $(G \setminus V(\text{compass}(\hat{W})), k)$ are equivalent instances of $\mathcal{F}$-M-DELETION. Moreover, $f_6(a, \ell, q, k) = O(a, \ell, q, k).

**Sketch of the proof.** The proof considers $k + 1$ subwalls of $W$ which, in turn, generate $k + 1$ flat walls (by taking their tilts) whose compasses are all disjoint except at some territory $T$ of constant size containing the center of $W$ that is common for all these walls. If now $S$ is a solution to $\mathcal{F}$-M-DELETION for the instance $(G, k)$ then one, say $W_i$, of these $k + 1$ flat walls will have a compass that does not intersect $S$ (except from some constant size territory $T_i$ around the center of $W_i$ that contains $T$). We then claim that $S' = S \setminus T_i$ is a new solution of $\mathcal{F}$-M-DELETION that avoids the center of $W$. To prove that this is the case, we assume to the contrary that some graph $L$ in $\mathcal{F}$ appears as a minor in $G' = G \setminus S'$. But this means that part of the realization of $H$ in $G'$ meets some vertex in the center of $W$ and therefore it traverses compass$(W_i)$. We arrive to a contradiction by providing an alternative realization of $L$ that is routed away from $T_i$. For this rerouting we use the main combinatorial result of [5] that guarantees that there is a function $f_6 : \mathbb{N}^3 \rightarrow \mathbb{N}$ such that, for every $a, \ell, q \in \mathbb{N}$ and every graph $G$, if $(A, W)$ is an $(\ell, q)$-homogeneous $(a, f_6(a, \ell, q))$-apex wall pair of $G$, there is an $(a, q)$-apex wall pair of $G$ generated by $W^{(q)}$ whose compass is irrelevant. For this it is enough to pick $f_5(a, \ell, q, k) = O(k \cdot f_6(a, \ell, q) + q)$.

**Lemma 14.** There exist a function $f_7 : \mathbb{N}^4 \rightarrow \mathbb{N}$ and an algorithm with the following specifications:

**Find-Irrelevant-Wall**$(G, q, k, b, A, W)$

**Input:** A graph $G$ on $n$ vertices, two integers $k, q \in \mathbb{N}$, $a, b \in \mathbb{N} \geq 3$, and an $(a, f_7(a, \ell, b, k))$-apex wall pair $(A, W)$ of $G$ whose all flaps have treewidth at most $q$.

**Output:** A flat $b$-wall $\hat{W}$ of $G \setminus A$ such that $(G, k)$ and $(G \setminus V(\text{compass}(\hat{W})), k)$ are equivalent instances of $\mathcal{F}$-M-DELETION.

Moreover, $f_7(a, \ell, b, k) = O(a, \ell, (k + b)^{a, \ell, \log(k + b)})$ for some constant $c_{a, \ell, \log(k + b)}$ depending on $a$ and $\ell$. This algorithm runs in $2^{O_{\ell}(q \log q (k + b))} \cdot n$ time.

**Proof.** We set $f_7(a, \ell, b, k) := f_4(\ell, b, k)$, where $r = f_3(a, \ell, b, k)$. The algorithm considers each one of the $(f(a, \ell, b, k))$ internal $r$-subwalls $W'$ of $W$ and constructs an $(a, r)$-wall pair $(A, W'')$ generated by $W'$. This can be done in $O(n)$ time because of Lemma 5.

From Proposition 8 there is a choice of $W'$ such that $(A, W'')$ is $\ell$-homogeneous. To check whether $(A, W'')$ is $\ell$-homogeneous we do the following. Let $B$ be the set of all flaps of $W''$ that, when seen as flap vertices of $\hat{W}$, lie in the closed disk bounded by the representation of $B$ in $\hat{W}$, where $B$ is an internal brick of $W''$ that is not a brick of $W''(b)$. For every flap $F \in B$, we consider the boundary graph $F^A$. Using the fact that $\text{tw}(F^A) \leq q + a$, we apply the algorithm of Proposition 9 which outputs a tree decomposition of $F^A$ of width at most $(5(q + a) + 4$. Then by applying the algorithm of Proposition 10, we compute $\ell$-folio$(F'')$ in $2^{O_{\ell}(q \log q)}$ time. Then, it is easy to check in linear time whether $(A, W'')$ is $\ell$-homogeneous.

After we find $W''$, we again use Lemma 5 in order to construct a flat $b$-wall $\hat{W}$ of $G \setminus A$ generated by $W''(b)$. The algorithm outputs $\hat{W}$, and this is correct because of Lemma 13.
3.3 Combinatorial results for branching

We now give a combinatorial result that will justify a branching step of our algorithm, i.e., its recursive application on a set of \( O_s(k) \) vertices. Given a graph \( G \) and a set \( A \subseteq V(G) \), we say that a graph \( H \) is an \( A \)-fixed minor of \( G \) if \( H \) can be obtained from a subgraph \( G' \) of \( G \) where \( A \subseteq V(G') \), after contracting edges without endpoints in \( A \) (see Figure 4 for the definition of an \( r \)-grid and its central subgrids that we will need later). A graph \( H \) is an \( A \)-apex \( r \)-grid if it can be obtained by an \( r \)-grid \( \Gamma \) after adding a set \( A \) of new vertices and some edges between the vertices of \( A \) and \( V(\Gamma) \). We call \( \Gamma \) underlying grid of \( H \).

Next we identify a combinatorial structure that guarantees the existence of a set of \( q = O_s(k) \) vertices that intersects every solution \( S \) of \( F \)-M-Deletion on input \( (G,k) \).

This will permit branching on \( q \) simpler instances of the form \( (G',k-1) \).

Lemma 15. There exist three functions \( f_8,f_9,f_{10} : \mathbb{N}^2 \rightarrow \mathbb{N} \), such that if \( \mathcal{F} \) is a finite set of graphs, \( G \) is a graph, \( k \in \mathbb{N} \), and \( A \subseteq V(G) \), \( |A|= a_F \), such that \( G \) contains an \( A \)-fixed minor an \( A \)-apex \( f_8(s_F,k) \)-grid \( H \) where each vertex \( v \in A \) has at least \( f_9(s_F,k) \) neighbors in the central \( (f_8(s_F,k) = f_{10}(s_F,k)) \)-grid of \( H \setminus A \), then for every solution \( S \) of \( F \)-M-Deletion for the instance \( (G,k) \), it holds that \( S \cap A \neq \emptyset \). Moreover, \( f_8(s_F,k) = O_{s_F}(k^{3/2}) \), \( f_9(s_F,k) = O_{s_F}(k^3) \), and \( f_{10}(s_F,k) = O_{s_F}(k) \).

Canonical partitions. We define the canonical partition of an \( r \)-wall \( W \) to be a collection \( \mathcal{Q} = \{ Q_{\text{ext}}, Q_1, \ldots, Q_q \} \) of \( (r-2)^2 + 1 \) connected subgraphs of \( W \) such that their vertex sets form a partition of \( V(W) \) as indicated in Figure 5.
Let \((A, W)\) be an \((a, r)\)-apex wall pair of a graph \(G\) and let \(\hat{W}\) be the \(\Delta\)-embedded graph that is the leveling \(\hat{W}\) of \(W\) in \(G \setminus A\). Let also \(W^R\) be the representation of \(W\) in \(\hat{W}\). Consider a canonical partition \(Q\) of \(W^R\). We enhance the graphs of \(Q\) so to include in them all the vertices of \(\hat{W}\) by applying the following procedure. We set \(\hat{Q} := Q\) and, as long as there is a vertex \(x \in V(\hat{W}) \setminus V(\bigcup \hat{Q})^5\) that is adjacent to a vertex of a graph \(Q \in \hat{Q}\), update \(\hat{Q} := \hat{Q} \setminus \{Q\} \cup \{\hat{Q}\}\), where \(\hat{Q} = \hat{W}[\{x\} \cup V(Q)]\). We just defined a partition of the vertices of \(\hat{W}\) into subsets inducing connected graphs. We call such a partition canonical partition of \(\hat{W}\). Notice that a canonical partition of \(\hat{W}\) is not unique (since the sets in \(Q\) can be “expanded” arbitrarily when introducing the vertex \(x\)).

4 The algorithms

4.1 The general algorithm

\[\textbf{Lemma 16.}\] Let \(\mathcal{F}\) be a finite collection of graphs. There is an algorithm solving \(\mathcal{F}\)-\(M\)-Deletion-Compression in \(2^{O((k^2+2) \log k)} \cdot n^2\) time.

**Proof.** For simplicity, in this proof, we use \(c\) instead of \(c_{\mathcal{F}}\), \(s\) instead of \(s_{\mathcal{F}}\), \(\ell\) instead of \(\ell_{\mathcal{F}}\), \(a\) instead of \(a_{\mathcal{F}}\), and remember that \(\ell = O_4(1)\) and \(a = O_4(1)\). We set

\[
\begin{align*}
  b &= f_7(k, a, \ell) = O(k^c), \\
  x &= f_9(s, k), \\
  l &= (12288s^{24} + k + 1) \cdot x, \\
  m &= f_8(s, k), \\
  p &= f_{10}(s, k), \\
  h &= \max\{m - p, \sqrt{1 + 1} \cdot b\}, \\
  r &= h + p + 2, \\
  R &= f_3(s) \cdot r,
\end{align*}
\]

Recall that, in the definition of \(R\), the constant \(c\) is the palette-variety of \(\mathcal{F}\). We present the algorithm Solve-Compression, whose input is a quadruple \((G, k', k, S)\), where \(G\) is a graph, \(k'\) and \(k\) are non-negative integers where \(k' \leq k\), and \(S\) is a subset of \(V(G)\) such that \(|S| = k\) and \(\mathcal{F} \not\subseteq_m G \setminus S\). The algorithm returns, if it exists, a solution for \(\mathcal{F}\)-\(M\)-Deletion on \((G, k')\). Certainly, we may assume that \(k' \leq k\); otherwise, \(S\) is already a solution and we are done. The steps of the algorithm are the following:

**Step 1.** Run the algorithm Find-Wall of Lemma 11 with input \((G \setminus S, R, 0)\). This outputs, in \(2^{O((k^c+2) \log k)} \cdot n\) time, either a report that \(\mathrm{tw}(G \setminus S) \leq f_2(s) \cdot R\), or an \(R\)-wall \(W_0\) of \(G \setminus S\). Notice that Find-Wall\((G \setminus S, R, s)\) never outputs the third case, since \((G \setminus S, 0)\) is a yes-instance of \(\mathcal{F}\)-\(M\)-Deletion. In the first possible output, we know that \(\mathrm{tw}(G) \leq f_2(s) \cdot R + k = O_4(k^c+2)\), and we call the algorithm of Proposition 3 with input \((G, f_2(s) \cdot R + k, k')\) and return a correct answer in \(2^{O((k^c+2) \log k)} \cdot n\) steps. In the second possible output, the algorithm moves to the second step.

**Step 2.** Call Clique-Or-Flat-Wall of Proposition 12 on \((G \setminus S, r, s, W_0)\). Since \(\mathcal{F} \not\subseteq_m G \setminus S\) and \(\mathcal{F} \subseteq_m K_s\), the algorithm outputs, in time \(2^{O_r(r) \cdot (m + n)} = 2^{O_4(k^c+2)} \cdot n\), the following:

- A set \(A \subseteq V(G) \setminus S\) of size at most \(12288s^{24}\),
- a flat \(r\)-wall \(W\) of \(G \setminus (S \cup A)\) such that \(V(W) \cap A = \emptyset\), and
- a separation \((X, Y)\) of \(G \setminus A\) that certifies that \(W\) is a flat wall, and an \(\Omega\)-rendition of \(G[Y]\) with flaps of treewidth at most \(q = f_4(s) \cdot r\), where \(\Omega\) is a cyclic ordering of \(X \cup Y\) determined by the order on the outer cycle of \(W\).

Let \(\hat{W}\) be the leveling of \(W\) and let \(W^R\) be the representation of \(W\) in the \(\Delta\)-embedded graph \(\hat{W}\). \(\hat{W}\) and \(W^R\) can straightforwardly be constructed in \(O(n)\) steps using the \(\Omega\)-rendition of \(G[Y]\). Let also \(\hat{W} = (W^R)^{(r - p)}\), i.e., \(\hat{W}\) is the central \((r - p)\)-subwall of \(W^R\).

---

5 If \(S\) is a collection of objects where the operation \(\cup\) is defined, then we denote \(\bigcup S = \bigcup_{X \in S} X\).
Consider a family \( \mathcal{W} = \{W_1, \ldots, W_{l+1}\} \) of \( l + 1 \) internal \( b \)-subwalls of \( \tilde{W} \), such that if \( D_i \) is the closed disk in \( \Delta \) bounded by the perimeter, denoted by \( P_i \), of \( W_i \), then \( D_i \cap D_j = \emptyset \), for \( i \neq j \). We are allowed to do this since \( r - p - 2 \geq \lfloor \sqrt{1 + 1} \cdot b \rfloor \). By \( \text{flaps}(D_i) \) we denote all the flaps corresponding to flap-vertices of \( \tilde{W} \) that are inside \( D_i \) in the embedding of \( \tilde{W} \) in \( \Delta \). For every \( i \in [l + 1] \), we compute, in \( O(n) \) time, the set \( A_i = \{ v \in S \cup A \mid v \text{ is adjacent in } G \text{ to a vertex of } \bigcup \text{flaps}(D_i) \} \) and we proceed to the last step.

**Step 3.** The algorithm examines two cases:

**Case A:** For every \( i \in [l + 1] \), it holds that \( |A_i| > a \). In this case the algorithm recursively calls \( \text{Solve-Compression} \) with input \( (G \setminus x, k' - 1, |S \setminus x|, S \setminus x) \), for every \( x \in S \cup A \), and if one of these new instances is a \( \text{yes} \)-instance, certified by a set \( S \), then return \( S \cup \{x\} \), otherwise return that \( (G, k') \) is a \( \text{no} \)-instance.

We now prove that the above branching step of the algorithm is correct. Let \( \tilde{W} \) be the leveling of \( W \) in \( G \setminus (S \cup A) \). We define \( \tilde{G} \) as the graph obtained from \( G \setminus (S \cup A) \) if we remove all the vertices of the compass of \( \tilde{W} \) and take the union of the resulting graph with \( \tilde{W} \). Notice that \( \tilde{G} \) is partially \( \Delta \)-embedded in the sense that the part of \( G \) that is embedded in \( \Delta \) is \( \tilde{W} \). Notice that \( \tilde{G} \) is not necessarily a contraction of \( G \setminus (S \cup A) \), and this is because the trivial flaps appear in \( \tilde{W} \) as induced paths of length two instead of edges. Therefore, if \( \tilde{G} \) is the graph obtained from \( \tilde{G} \) after dissolving each flap-vertex corresponding to a trivial flap, then

- \( \tilde{G} \) is a contraction of \( G \setminus (S \cup A) \),
- \( \tilde{G} \) is a partially \( \Delta \)-embedded graph whose compass is a dissolution of \( \tilde{W} \), and
- \( \tilde{G} \) contains an \( r \)-wall \( \tilde{W} \) that is a dissolution of \( W^R \) and \( \tilde{W} \) is embedded in \( \Delta \) so that its perimeter is a dissolution of the perimeter of \( W^R \).

Consider a canonical partition \( \mathcal{Q} \) of \( \tilde{W} \). Let \( \mathcal{Q} \) be the collection of connected subgraphs of \( \tilde{G} \) that are obtained if we apply to the graphs in \( \tilde{Q} \) the same dissolutions that we used to transform \( \tilde{G} \) to \( G \) (we just take care that the edge contracted during each dissolusion has both endpoints in some bag). Moreover, we enhance \( \tilde{Q} \) by adding in its external bag all the vertices of \( \tilde{G} \) that are not points of \( \Delta \). Notice that the vertex sets of the graphs in this new \( \tilde{Q} \) define a partition of \( V(G) \). Let \( \tilde{G}^+ \) be the graph obtained if we apply in \( G \) the same contractions that transform \( G \setminus (S \cup A) \) to its contraction \( \tilde{G} \). Let \( a^* = |S \cup A| \leq 12288s^{24} + k + 1 \). We now construct a minor of \( \tilde{G}^+ \) by contracting all edges of each member of \( \tilde{Q} \) to a single vertex and removing the vertex to which the external bag was contracted. We denote the resulting graph by \( \tilde{G} \) and we observe that \( \tilde{G} \) contains as a spanning subgraph an \( S \cup A \)-apex \( (r - 2) \)-grid \( \Gamma \). Recall that \( \Gamma \) is a \( S \cup A \)-fixed minor of \( G \). Let \( \tilde{\Gamma} \) be the underlying grid of \( \Gamma \) and let \( \tilde{\Gamma}_1, \ldots, \tilde{\Gamma}_{l+1} \) be the “packing” of the \( h \)-central grid \( \tilde{\Gamma} \) of \( \tilde{\Gamma} \), corresponding to the walls in \( \tilde{W} \), where each \( \tilde{\Gamma}_i \) is a \( b \)-grid. We can assume the existence of this packing because \( h \geq \lfloor \sqrt{1 + 1} \cdot b \rfloor \). The initial assumption that \( |A_i| > a \), for \( i \in [l + 1] \), implies that \( \forall i \in [l + 1] \), there are more than \( a \) apices of \( \tilde{\Gamma}_i \) that are adjacent to vertices of \( \tilde{\Gamma}_i \).

For every \( v \in S \cup A \), let \( N_v \) be the set of neighbors of \( v \) in \( \tilde{\Gamma} \) and let \( \tilde{N} = \bigcup_{v \in S \cup A} N_v \). Let \( A^* \) be the set of vertices of \( S \cup A \) with \( |N_v| \geq x \). We claim that \( |A^*| \geq a \). Suppose to the contrary that \( |A^*| < a \). This implies that the vertices in \( (S \cup A) \setminus A^* \) are adjacent to at most \( x \cdot (|S \cup A| \setminus A^*) \leq l \) vertices in \( \tilde{N} \). This, in turn implies that there is an \( i \in [l + 1] \) such that there are no vertices in \( (S \cup A) \setminus A^* \) adjacent to vertices of \( \tilde{\Gamma}_i \). Thus, for this \( i \), there are at most \( a \) apex vertices of \( \tilde{G} \) that are adjacent to vertices of \( \tilde{\Gamma}_i \), a contradiction to the conclusion of the previous paragraph. We arbitrarily remove vertices from \( A^* \) so that \( |A^*| = a \).

Consider now the \( A^* \)-apex \( (r - 2) \)-grid \( H = \Gamma \setminus ((S \cup A) \setminus A^*) \), and as each vertex in \( A^* \) has at least \( x \) neighbors in \( V(\tilde{\Gamma}) \) and \( r - 2 \geq m \), Lemma 15 can be applied for \( k', A^*, H \). This implies that \( (G, k') \) is a \( \text{yes} \)-instance of \( F \)-M-DELETION if and only if there is some
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\[ v \in A^* \] such that \( (G \setminus v, k' - 1) \) is a yes-instance of \( F\text{-M-Deletion} \). This completes the correctness of the branching step in Case A.

**Case B:** there is an \( i \in [l + 1] \) such that \( |A_i| \leq a \). Since \( W_i \) is an internal \( b \)-subwall of \( W^R \), there is a subgraph of \( \text{compass}(W) \) that is a flat \( b \)-wall \( W''_i \) of \( G \setminus (S \cup A) \) such that the set of vertices of the compass of \( W''_i \) is a subset of \( \bigcup_i \text{flaps}(D_i) \) (as we argued in Subsection 3.2, \( W''_i \) is a tilt of the subwall of \( W \) represented by \( W_i \) and can be found in \( O(n) \) time). This implies that if \( A''_i \) is the set of vertices from \( S \cup A \) that are adjacent with vertices of the compass of \( W''_i \) in \( G \setminus (S \cup A) \), then \( A''_i \subseteq A_i \). Thus \( (A''_i, W''_i) \) is an \( (|A''_i|, b) \)-apex wall pair in \( G \).

We now apply \( \text{Find-Irrelevant-Wall} \) of Lemma 14 for \( (G, k, q, 3, A''_i, W''_i) \) and pick a vertex \( v \) in the center of the obtained 3-wall. According to Lemma 14, it holds that \( (G, k) \) and \( (G \setminus v, k) \) are equivalent instances of \( F\text{-M-Deletion} \), \( v \) can be detected in \( 2O_{s,t}(k \log k) \cdot n \) time, and the algorithm correctly calls recursively \( \text{Solve-Compression} \) with input \( (G \setminus v, k', k, S) \).

Recall that \( |S \cup A| \leq k + 1 + 12288s^{24} = O_s(k) \). Therefore, if \( T(n, k', k) \) is the running time of the above algorithm, then \( T(n, k', k) \leq 2^{O_s(k^{c+2})} \cdot n + \max \{T(n - 1, k', k), O_s(k) \cdot T(n, k - 1, k)\} \), which, given that \( k' \leq k \), implies that \( T(n, k', k) = 2^{O_s(k^{c+2})} \cdot n^2 \).

Notice now that the output of \( \text{Solve-Compression} \) on \( (G, k, k + 1, S) \) gives a solution for \( F\text{-M-Deletion-Compression} \) on this instance.

### 4.2 The apex-minor free case

In this subsection we prove that, in the case where \( a_F = 1 \), there is an algorithm that solves \( F\text{-M-Deletion} \) in time \( 2^{O_{s,t}(k^{2c+1})} \cdot n^2 \), where \( c = c_{a,F} \) and \( a = 12288(s_F)^{24} \). The existence of such an algorithm implies Theorem 2.

Let \( G \) be graph and let \( W \) be an \( r \)-wall in \( G \). The drop, denoted by \( D_{W'} \), of a \( q \)-subwall \( W' \) of \( W \), where \( q \leq r \), is defined as follows: Contract in \( G \) the perimeter of \( W \) to a single vertex \( v \). \( D_{W'} \) is the unique biconnected component of the resulting graph that contains the interior of \( W \). We call the vertex \( v \) the pole of the drop \( D_{W'} \).

#### The algorithm.

Our algorithm avoids iterative compression in the fashion that this is done by Marx and Schlotter in [41] for the \( \text{Planarization} \) problem. The algorithm has three main steps. We first set \( s = s_F \), \( a = 12288s^{24} \), \( b' = f_2(a, k, l_F) = O_s(k^{c+1+s_F}) \), and we define

\[
\begin{align*}
    b &= f_3(s) \cdot 2b' + 2 \\
    l &= f_9(s, k) \cdot k \\
    p &= f_{10}(s, k) \\
    h &= \max \{f_8(s, k) - p, b \cdot \sqrt{l + 1}\} \\
    r &= h + p + 2 \\
    R &= f_3(s) \cdot r + k = O_s(k^{c+1})
\end{align*}
\]

**Step 1.** Run the algorithm \( \text{Find-Wall} \) of Lemma 11 with input \( (G, R, k) \) and, in \( 2^{O_3(k^{2(c+1)})} \cdot n \) time, either report a no-answer, or conclude that \( tw(G) \leq f_3(s) \cdot R + k \) and solve \( F\text{-M-Deletion} \) in \( O(2^{O_3(k^{c+1})} \cdot \log k \cdot n) \) time using the algorithm of Proposition 3, or obtain an \( R \)-wall \( W^* \) of \( G \). In the third case, consider all the \( \binom{k}{b} = 2^{O_3(k^{c+1})} \) \( b \)-subwalls of \( W \) and for each one of them, say \( W' \), construct its drop \( D_{W'} \), consider in \( D_{W'} \) the central \( (b - 2) \)-subwall \( W' \) of \( W' \), and run the algorithm \( \text{Clique-Or-Flat-Wall} \) of Proposition 12 with input \( D_{W'}, 2b', s, \) and \( W' \). This takes time \( 2^{O_3(k^{c+1})} \cdot n \). If for some of these drops the result is an \( (|A'|, 2b') \)-apex wall pair \( (W'', A') \) where \( |A'| \leq a \) and its flaps have treewidth at most \( q = f_4(2b') \cdot r \), then apply Step 2, otherwise apply Step 3.

**Step 2.** Consider the leveling \( \tilde{W} \) of \( W'' \) and, in the representation \( W^R \) of \( W'' \) in \( \tilde{W} \), pick a \( b' \)-wall \( W' \) whose flap vertices do not correspond to a flap containing the pole of \( D_{W'} \). Then use \( \tilde{W} \) in order to find an \( (|A'|, b') \)-apex wall pair \( (W''', A') \) of \( D_{W'} \) whose
compass does not contain the pole of $D_{V'}$. Notice that $(A', W'')$ is also an $(|A'|, b')$-apex wall pair of $G$, therefore the algorithm can apply Find-Irrelevant-Vertex of Lemma 14 for $(G, k, q, 3, A', W'')$ and obtain, in $2^{O_s(k \log k)} \cdot n$ time, an “irrelevant” flat 3-wall and a vertex $v$ in its center such that $(G, k)$ and $(G \setminus v, k)$ are equivalent instances of $F$-M-Deletion. Then the algorithm runs recursively on the equivalent instance $(G \setminus v, k)$.

**Step 3.** Consider all the $(t_1) = 2^{O_s(k^e \log k)}$ $r$-subwalls of $W'$, and for each one $W'$ of them, consider its central $h$-subwall $W$ and compute the canonical partition $Q$ of $W$. Then for each internal bag $Q$ of $Q$ add a new vertex $v_Q$ and make it adjacent with all vertices in $Q$, then add a new vertex $x_{all}$ and make it adjacent with all $x_{Q}$’s, and in the resulting graph, for every vertex $y$ of $G$ that is not in the union of the internal bags of $Q$, check, in time $O(k \cdot m) = O_s(k \cdot n)$ (using standard flow techniques), if there are $f_0(s, k)$ internally vertex-disjoint paths from $x_{all}$ to $y$. If $y$ is indeed the case for some $y$, then $y$ should belong to every solution of $F$-M-Deletion for the instance $(G, k)$ and the algorithm runs recursively on the equivalent instance $(G \setminus y, k - 1)$. If no such $y$ exists, then report that $(G, k)$ is a no-instance of $F$-M-Deletion.

Notice that the third step of the algorithm, when applied takes time $2^{O_s(k^e \log k)} \cdot n^2$. However, it cannot be applied more than $k$ times during the course of the algorithm. As the first step runs in time $2^{O_s(k^{2c+1}) \log k \cdot n}$, and the second step runs in time $2^{O_s(k \log k)} \cdot n$, they may be applied at most $n$ times, and the claimed time complexity follows.

5 Concluding remarks

Limitations of the irrelevant vertex technique. An intriguing open question is whether Vertex Deletion to $\mathcal{G}$ admits an algorithm in time $2^{O_s(k^e)} \cdot n^{O(1)}$ for some universal constant $c$ (i.e., not depending on the class $\mathcal{G}$). Clearly, this is not the case of the algorithms of Theorem 1 and Theorem 2, running in time $2^{O_s(\log k) \cdot n}$ and $2^{O_s(\log k) \cdot n^2}$, respectively, where $c$ is the the palette-variety of the minor-obstruction set $\mathcal{F}$ of $\mathcal{G}$ which, from the corresponding proofs, is estimated to be $c = 2^{O(s_x \log s_x)}$ and $c = 2^{O(s_x \log s_x)}$, respectively (recall that $s_x$ is the maximum size of a minor-obstruction of $\mathcal{G}$). We tend to believe that this dependence is unavoidable if we want to use the irrelevant vertex technique, as it reflects the price of homogeneity, as we mentioned in the end of Subsection 2.2.

Having homogeneous walls is critical for the application of this technique when $\mathcal{G}$ is more general than surface embeddable graphs (in the bounded genus case, all subwalls are already homogeneous). Is there a way to prove that this behavior is unavoidable subject to some complexity assumption? An interesting result of this flavor concerning the existence of polynomial kernels for Vertex Deletion to $\mathcal{G}$ was given by Giannopoulou et al. [26] who proved that, even for minor-closed families $\mathcal{G}$ that exclude a planar graph, the dependence on $\mathcal{G}$ on the degree of the polynomial kernel, which exists because of [22], is unavoidable subject to reasonable complexity assumptions.

Variants. Our approach can be easily modified so to deal with several variants of the Vertex Deletion to $\mathcal{G}$ problem such as the annotated version of the problem where the input comes with a set of vertices that we are permitted to remove, the weighted version where the vertices carry positive weights, the counting version where we are asked to count the number of (minimal) solutions, or the colored version where the vertices of the input graph are partitioned into $k$ parts and we are requested to pick one vertex from each part. The details can be found in the full version of the paper [47].
Other modification operations. Another direction is to consider graph modification to a
minor-closed graph class for different modification operations. Our approach becomes just
simpler in the case where the modification operation is edge removal or edge contraction.
In these two cases, we immediately get rid of the branching part of our algorithms, and
only the irrelevant vertex part needs to be applied. Another challenge is to combine all
aforementioned modifications. This is more complicated (and tedious) but not more complex.
What is really more complex is to additionally consider edge additions. We leave it as an
open research challenge (a first step was done for the case of planar graphs [21]).

Lower bounds. Concerning lower bounds for Vertex Deletion to \( G \) under the Exponential
Time Hypothesis [27], we are not aware of any lower bound stronger than \( 2^{o(k)} \cdot n^{O(1)} \)
for any minor-closed class \( G \). This lower bound already applies when \( F = \{ K_2 \} \), i.e., for the
Vertex Cover problem [7,27].
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Abstract
We study complex zeros of the partition function of 2-spin systems, viewed as a multivariate polynomial in terms of the edge interaction parameters and the uniform external field. We obtain new zero-free regions in which all these parameters are complex-valued. Crucially based on the zero-freeness, we are able to extend the existence of correlation decay to these complex regions from real parameters. As a consequence, we obtain an FPTAS for computing the partition function of 2-spin systems on graphs of bounded degree for these parameter settings. We introduce the contraction property as a unified sufficient condition to devise FPTAS via either Weitz's algorithm or Barvinok's algorithm. Our main technical contribution is a very simple but general approach to extend any real parameter of which the 2-spin system exhibits correlation decay to its complex neighborhood where the partition function is zero-free and correlation decay still exists. This result formally establishes the inherent connection between two distinct notions of phase transition for 2-spin systems: the existence of correlation decay and the zero-freeness of the partition function via a unified perspective, contraction.
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1 Introduction
Spin systems originated from statistical physics to model interactions between neighbors on graphs. In this paper, we focus on 2-state spin (2-spin) systems. Such a system is specified by two edge interaction parameters $\beta$ and $\gamma$, and a uniform external field $\lambda$. An instance is a graph $G = (V, E)$. A configuration $\sigma$ is a mapping $\sigma : V \rightarrow \{+, -\}$ which assigns one of the two spins $+$ and $-$ to each vertex in $V$. The weight $w(\sigma)$ of a configuration $\sigma$ is given by $w(\sigma) = \beta^{m_+(\sigma)}\gamma^{m_-(-\sigma)}\lambda^{n_+(\sigma)}$, where $m_+(\sigma)$ denotes the number of $(+, +)$ edges under the configuration $\sigma$, $m_-(-\sigma)$ denotes the number of $(-, -)$ edges, and $n_+(\sigma)$ denotes the number of vertices assigned to spin $+$. The partition function $Z_G(\beta, \gamma, \lambda)$ is defined to be the sum of weights over all configurations, i.e.,
\[ Z_G(\beta, \gamma, \lambda) = \sum_{\sigma: V \rightarrow \{+,-\}} w(\sigma). \]

It is a sum-of-product computation. If a 2-spin system is restricted to graphs of degree bounded by \( \Delta \), we say such a system is \( \Delta \)-bounded.

In classical statistical mechanics the parameters \((\beta, \gamma, \lambda)\) are usually non-negative real numbers, and such 2-spin systems are divided into the \textit{ferromagnetic} case \((\beta \gamma > 1)\) and the \textit{antiferromagnetic} case \((\beta \gamma < 1)\). The case \(\beta \gamma = 1\) is degenerate. When \((\beta, \gamma, \lambda)\) are non-negative numbers and they are not all zero, the partition function can be viewed as the normalizing factor of the Gibbs distribution, which is the distribution where a configuration \(\sigma\) is drawn with probability \(\Pr_{G, \beta, \gamma, \lambda}(\sigma) = \frac{w(\sigma)}{Z_G(\beta, \gamma, \lambda)}\). However, it is meaningful to consider parameters of complex values. By analyzing the location of complex zeros of the partition function, the phenomenon of \textit{phase transitions} was discovered by statistical physicists. One of the first and also the best known result is the Lee-Yang theorem [21] for the Ising model, a special case of 2-spin systems. This result was later extended to more general models by several people [1, 34, 37, 29, 24]. In this paper, we view the partition function \(Z_G(\beta, \gamma, \lambda)\) as a \textit{multivariate} polynomial over these three \textit{complex} parameters \((\beta, \gamma, \lambda)\). We study the zeros of this polynomial and the relation to the approximation of the partition function.

Partition functions encode rich information about the macroscopic properties of 2-spin systems. They are not only of significance in statistical physics, but also are well-studied in computer science. Computing the partition function of 2-spin systems given an input graph \(G\) can be viewed as the most basic case of Counting Graph Homomorphisms (\#GH) [11, 5, 14, 8] and Counting Constraint Satisfaction Problems (\#CSP) [10, 9, 6, 12, 7], which are two very well studied frameworks for counting problems. Many natural combinatorial problems can be formulated as 2-spin systems. For example, when \(\beta = \gamma\), such a system is the famous Ising model. And when \(\beta = 0\) and \(\gamma = 1\), \(Z_G(0, 1, \lambda)\) is the independence polynomial of the graph \(G\) (also known as the hard-core model in statistical physics); it counts the number of independent sets of the graph \(G\) when \(\lambda = 1\).

**Related work**

For exact computation of \(Z_G(\beta, \gamma, \lambda)\), the problem is proved to be \#P-hard for all complex valued parameters but a few very restricted trivial settings [2, 8, 9]. So the main focus is to approximate \(Z_G(\beta, \gamma, \lambda)\). This is an area of active research, and many inspiring algorithms are developed. The pioneering algorithm developed by Jerrum and Sinclair gives a \textit{fully polynomial-time randomized approximation scheme} (FPRAS) for the ferromagnetic Ising model [19]. This FPRAS is based on the Markov Chain Monte Carlo (MCMC) method which devises approximation counting algorithms via random sampling. Later, it was extended to general ferromagnetic 2-spin systems [15, 26]. The MCMC method can only handle non-negative parameters as it is based on probabilistic sampling.

The \textit{correlation decay} method developed by Weitz [43] was originally used to devise \textit{deterministic fully polynomial-time approximation schemes} (FPTAS) for the hardcore model up to the uniqueness threshold of the infinite regular tree. It turns out to be a very powerful tool for devising FPTAS for antiferromagnetic 2-spin systems [44, 22, 23, 39]. Combining with hardness results [40, 13], an exact threshold of computational complexity transition of antiferromagnetic 2-spin systems is identified and the only remaining case is at the critical point. On the other hand, for ferromagnetic 2-spin systems, limited results [44, 17] have been obtained via the correlation decay method. Although correlation decay is usually analyzed
in 2-spin systems of non-negative parameters, it can be adapted to complex parameters. An FPTAS was obtained for the hard-core model in the Shearer’s region (a disc in the complex plane) via correlation decay in [18].

Recently, a new method developed by Barvinok [3], and extended by Patel and Regts [30] is the Taylor polynomial interpolation method that turns complex zero-free regions of the partition function into FPTAS of corresponding complex parameters. Suppose that the partition function \( Z_G(\beta, \gamma, \lambda) \) has no zero in a complex region containing an easy computing point, e.g., \( \lambda = 0 \). It turns out that, probably after a change of coordinates, \( \log Z_G(\beta, \gamma, \lambda) \) is well approximated in a slightly smaller region by a low degree Taylor polynomials which can be efficiently computed. This method connects the long-standing study of complex zeros to algorithmic studies of the partition function of physical systems. Motivated by this, more recently some complex zero-free regions have been obtained for hard-core models [4, 32], Ising models [27, 31], and general 2-spin systems [16].

Our contribution

In this paper, we obtain new zero-free regions of the partition function of 2-spin systems. Crucially based on the zero-freeness, we are able to extend the existence of correlation decay to these complex regions from real parameters. As a consequence, we obtain an FPTAS for computing the partition function of bounded 2-spin systems for these parameter settings. Our result gives the first zero-free regions in which all three parameters \((\beta, \gamma, \lambda)\) are complex-valued and new correlation decay results for bounded ferromagnetic 2-spin systems. Our main technical contribution is a very simple but general approach to extend any real parameter of which the bounded 2-spin system exhibits correlation decay to its complex neighborhood where the partition function is zero-free and correlation decay still exists. We show that for bounded 2-spin systems, the real contraction property that ensures correlation decay exists for certain real parameters directly implies the zero-freeness and the existence of correlation decay of corresponding complex neighborhoods.

We formally describe our main result. We use \( \zeta \in \mathbb{C}^3 \) to denote the parameter vector \((\beta, \gamma, \lambda)\). Since the case \( \beta = \gamma = 0 \) is trivial, by symmetry we always assume \( \gamma \neq 0 \).

\[\textbf{Theorem 1.} \text{ Fix } \Delta \in \mathbb{N}. \text{ If } \zeta_0 \in \mathbb{R}^3 \text{ satisfies real contraction for } \Delta, \text{ then there exists a } \delta > 0 \text{ such that for any } \zeta \in \mathbb{C}^3 \text{ where } \|\zeta - \zeta_0\|_{\infty} < \delta, \text{ we have }\]

- \( Z_G(\zeta) \neq 0 \) for every graph \( G \) of degree at most \( \Delta \);
- the \( \Delta \)-bounded 2-spin system specified by \( \zeta \) exhibits correlation decay.

As a consequence, there is an FPTAS for computing \( Z_G(\zeta) \).

This result formally establishes the inherent connection between two distinct notions of phase transition for bounded 2-spin systems: the existence of correlation decay and the zero-freeness of the partition function, via a unified perspective, contraction. The connection from the existence of correlation decay of real parameters to the zero-freeness of corresponding complex neighborhoods was already observed for the hard-core model [32] and the Ising model without external field [27]. In this paper, we extend it to general 2-spin systems, and furthermore we establish the connection from the zero-freeness of complex neighborhoods back to the existence of correlation decay of such complex regions.

Now, we give our zero-free regions. We first identify the sets of real parameters of which bounded 2-spin systems exhibit correlation decay.

---

1 See Definition 11. In many cases, the existence of correlation decay boils down to this property.
2 This is true even if \( G \) contains some vertices pinned by a feasible configuration (Definition 7).
Definition 2. Fix integer $\Delta \geq 3$. We define the following four real correlation decay sets.

1. $S^3_1 = \{ \zeta \in \mathbb{R}^3 | \Delta \beta < \sqrt{3}, \Delta \gamma > 0, \text{ and } \zeta \text{ is up-to-$\Delta$ unique (Definition 14)} \}$,
2. $S^3_2 = \{ \zeta \in \mathbb{R}^3 | \beta < 1, \beta > 0, \gamma > 0, \lambda > 0, \text{ and } \zeta \text{ is up-to-$\Delta$ unique (Definition 14)} \}$,
3. $S^3_3 = \{ \zeta \in \mathbb{R}^3 | \beta > 0, \gamma > 0, \lambda > 0, \text{ and } \zeta \text{ is up-to-$\Delta$ unique (Definition 14)} \}$,
4. and $S^3_4 = \{ \zeta \in \mathbb{R}^3 | \beta > 0, \gamma > 0, \lambda = 0, \text{ and } \zeta \text{ is up-to-$\Delta$ unique (Definition 14)} \}$

When context is clear, we omit the superscript $\Delta$.

The set $S^3_1$ was given in [44] and $S^3_2$ was given in [23]. To our best knowledge, $S^3_1$ and $S^3_2$ cover all non-negative parameters of which bounded 2-spin systems are known to exhibit correlation decay. The sets $S^3_3$ and $S^3_4$ are obtained in this paper. They give new correlation decay results and hence FPTAS for bounded ferromagnetic 2-spin systems. When $\beta < \gamma$ and $\lambda$ is sufficiently large, it is known that approximating the partition function of ferromagnetic 2-spin systems over general graphs is #BIS-hard [26]. Our result $S^3_3$ shows that there is an FPTAS for such a problem when restricted to graphs of bounded degree. When $\beta < 1 < \gamma$, the FPTAS obtained from $S^3_3$ is covered by [17].

Theorem 3. Fix integer $\Delta \geq 3$. For every $\zeta_0 \in S^3_i$ ($i \in [4]$), there exists a $\delta > 0$ such that for any $\zeta \in \mathbb{C}^3$ with $||\zeta - \zeta_0||_\infty < \delta$, we have $Z_G(\zeta) \neq 0$ for every graph $G$ of degree at most $\Delta$; $G$ may contain a feasible configuration.

Remark 4. The choice of $\delta$ does not depend on the size of the graph, only on $\Delta$ and $\zeta_0$.

Organization

This paper is organized as follows. In Section 2, we briefly describe Weitz’s algorithm [43]. We introduce real contraction as a sufficient condition for the existence of correlation decay of real parameters, and we show that sets $S^3_i$ ($i \in [4]$) satisfy it. In Section 3, we briefly describe Barvinok’s algorithm [3]. We introduce complex contraction as a generalization of real contraction, and we show that it gives a unified sufficient condition for both the zero-freeness of the partition function and the existence of correlation decay of complex parameters. Finally, in Section 4, we prove our main result that real contraction implies complex contraction. This finishes the proof of Theorem 3. We use the following diagram (Figure 1) to summarize our approach to establish the connection between correlation decay and zero-freeness. We expect it to be further explored for other models.

Independent work

After a preliminary version [36] of this manuscript was posted, we learned that based on similar ideas, Liu simplified the proofs of [32] and [27], and generalized them to antiferromagnetic Ising models ($\beta = \gamma < 1$) in chapter 3 of his Ph.D. thesis [25], where similar zero-freeness results (a complex neighborhood of $S^3_3$ restricted to $\beta = \gamma$) were obtained. We mention that by using the unique analytic continuation and the inverse function theorem, our main technical result (Theorem 24) is generic; it does not rely on a particularly chosen potential function. Thus, in our approach we can work with any existing potential function based on

---

3 Since we do not assume $\beta \leq \gamma$ or $\beta \geq \gamma$, $S^3_3$ and $S^3_4$ are essentially the same by swapping $\beta$ and $\gamma$ and replacing $\lambda$ with $1/\lambda$. However, if one restrict to $\beta \leq \gamma$, then $S^3_3$ is no longer the same as $S^3_4$.
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Figure 1 The structure of our approach.

argument for correlation decay even if the potential function does not have an explicit
expression, for instance, the one used in [23] when \( \beta \neq \gamma \). Furthermore, we mention also that
based on the zero-freeness, we obtain new correlation decay results for complex parameters
(Lemma 20). Note that Barvinok’s algorithm requires an entire region in which the partition
function is zero-free and there is an easy computing point in this region. However, our
correlation decay results show that one can always devise an FPTAS for these parameter
settings via Weitz’s algorithm, even if Barvinok’s algorithm fails.

2 Weitz’s Algorithm

In this section, we describe Weitz’s algorithm and introduce real contraction. We first
consider positive parameters \( \zeta \in \mathbb{R}_+^3 \). An obvious but important fact about \( \zeta \) being positive
is that \( Z_G(\zeta) \neq 0 \) for any graph \( G \). This is true even if \( G \) contains arbitrary number
of vertices pinned to spin + or −. Then, the partition function can be viewed as the normalizing
factor of the Gibbs distribution.

2.1 Notations and definitions

Let \( \zeta \in \mathbb{R}_+^3 \). We use \( p_v(\zeta) \) to denote the marginal probability of \( v \) being assigned to spin +
in the Gibbs distribution, i.e., \( p_v(\zeta) = \frac{Z_{G,\zeta}(\sigma)}{Z_G(\zeta)} \), where \( Z_{G,\zeta}(\sigma) \) is the contribution to \( Z_G(\zeta) \)
over all configurations with \( v \) being assigned to spin +. We know that \( p_v(\zeta) \) is well-defined
since \( Z_G(\zeta) \neq 0 \). (Later, we will extend the definition of \( p_v(\zeta) \) to complex parameters \( \zeta \).)

Let \( \sigma_\Lambda \in \{0,1\}^\Lambda \) be a configuration of some subset \( \Lambda \subseteq V \). We allow \( \Lambda \) to be the
empty set. We call vertices in \( \Lambda \) pinned and other vertices free. We use \( p^\Lambda_v(\zeta) \) to denote
the marginal probability of a free vertex \( v (v \notin \Lambda) \) being assigned to spin + conditioning
on the configuration \( \sigma_\Lambda \) of \( \Lambda \), i.e., \( p^\Lambda_v(\zeta) = \frac{Z_{G,\zeta}^\Lambda(\sigma_\Lambda)}{Z_G^\Lambda(\zeta)} \), where \( Z_{G,\zeta}^\Lambda(\sigma_\Lambda) \) is the weight over all
configurations where vertices in \( \Lambda \) are pinned by the configuration \( \sigma_\Lambda \), and \( Z_G^\Lambda(\zeta) \) is the
contribution to \( Z_G^\Lambda(\zeta) \) with \( v \) being assigned to spin +. Correspondingly, we can define
\( Z_{G,\zeta}^{\Lambda,\sigma_\Lambda}(\zeta) \). Let \( R^\Lambda_v(\zeta) := \frac{Z_{G,\zeta}^{\Lambda,\sigma_\Lambda}(\zeta)}{Z_{G,\zeta}^{\Lambda,\sigma_\Lambda}(\zeta)} = \frac{p^\Lambda_v(\zeta)}{1-p^\Lambda_v(\zeta)} \) be the ratio between the two probabilities
that the free vertex \( v \) is assigned to spin + and −, while imposing some condition \( \sigma_\Lambda \). Since
\( Z_G(\zeta) \neq 0 \) for any graph \( G \) with arbitrary number of pinned vertices, both \( p^\Lambda_v(\zeta) \) and
\( R^\Lambda_v(\zeta) \) are well-defined. When context is clear, we write \( p_v(\zeta) \), \( p^\Lambda_v(\zeta) \) and \( R^\Lambda_v(\zeta) \) as \( p_v \),
\( p^\Lambda_v \) and \( R^\Lambda_v \) for convenience.
Since computing the partition function of 2-spin systems is self-reducible, if one can compute \( p_v^\lambda \) for any vertex \( v \), then the partition function can be computed via telescoping [20]. The goal of Weitz’s algorithm is to estimate \( p_v^\lambda \), which is equivalent to estimating \( R_{T,v}^\lambda \).

For the case that the graph is a tree \( T \), \( R_{T,v}^\lambda \) can be computed by recursion. Suppose that a free vertex \( v \) has \( d \) children, and \( s_1 \) of them are pinned to +, \( s_2 \) are pinned to −, and \( k \) are free \((s_1 + s_2 + k = d)\). We denote these \( k \) free vertices by \( v_i (i \in [k]) \) and let \( T_i \) be the corresponding subtree rooted at \( v_i \). We use \( \sigma^\lambda \) to denote the configuration \( \sigma \) restricted to \( T_i \). Since all subtrees are independent, it is easy to get the following recurrence relation,

\[
R_{T,v}^\lambda = \frac{Z_{T,v}^{\sigma^\lambda,+}(\zeta)}{Z_{T,v}^{\sigma^\lambda,-}(\zeta)} = \frac{\lambda^{s_1 + s_2} \prod_{i=1}^{k} \left( \beta Z_{T_i,v_i}^{\sigma^\lambda,+}(\zeta) + \gamma Z_{T_i,v_i}^{\sigma^\lambda,-}(\zeta) \right)}{\lambda^{s_1 - s_2} \prod_{i=1}^{k} \left( Z_{T_i,v_i}^{\sigma^\lambda,+}(\zeta) + \gamma Z_{T_i,v_i}^{\sigma^\lambda,-}(\zeta) \right)} = \lambda^{s_1} \prod_{i=1}^{k} \left( \frac{\beta R_{T_i,v_i}^\lambda + 1}{R_{T_i,v_i}^\lambda + \gamma} \right).
\]

Definition 5 (Recursion function). Let \( s = (s_1, s_2, k) \in \mathbb{N}^3 \) (including 0). A recursion function \( F_s \) for 2-spin systems is defined to be

\[
F_s(\zeta, x) := \lambda^{s_1} \sum_{i=1}^{k} \left( \frac{\beta x_i + 1}{x_i + \gamma} \right),
\]

where \( \zeta = (\beta, \gamma, \lambda) \in \mathbb{C} \times (\mathbb{C} \setminus \{0\}) \times \mathbb{C} \) and \( x = (x_1, \ldots, x_k) \in (\mathbb{C} \setminus \{-\gamma\})^k \). We define \( F_s(\zeta, x) \) for fixed \( \zeta \) with \( \gamma \neq 0 \), and \( F_s(\zeta) := F_s(\zeta, x) \) for fixed \( x \).

Remark 6. Every recursion function is analytic on its domain.

For a general graph \( G \), Weitz reduced computing \( R_{G,v}^\lambda \) to that in a tree \( T \), called the self-avoiding walk (SAW) tree, and Weitz’s theorem [43] states that \( R_{G,v}^\lambda = R_{T,v}^\lambda \). (Please see [43], [17] or the full paper for more details.) We want to generalize Weitz’s theorem to complex parameters \( \zeta \in \mathbb{C}^3 \). First, we need to make sure that \( R_{G,v}^\lambda \) and \( p_v^\lambda \) are well-defined for any vertex \( v \notin \Lambda \). This requires that \( Z_G^\lambda(\zeta) \neq 0 \) for any graph \( G \) and any configuration \( \sigma_\Lambda \). Now, \( p_v^\lambda \) no longer has a probabilistic meaning. It is just a ratio of two complex numbers. However, one can easily observe that for some special parameters, there are trivial configurations such that \( Z_G^\lambda(\zeta) = 0 \). We will rule these cases out as they are infeasible.

Definition 7 (Feasible configuration). Let \( \zeta \in \mathbb{C}^3 \). Given a graph \( G = (V, E) \) of the 2-spin system specified by \( \zeta \), a configuration \( \sigma_\Lambda \) on some vertices \( \Lambda \subseteq V \) is feasible if

- \( \sigma_\Lambda \) does not assign any vertex in \( G \) to spin + when \( \lambda = 0 \), and
- \( \sigma_\Lambda \) does not assign any two adjacent vertices in \( G \) to spin + when \( \beta = 0 \).

Remark 8. Let \( \sigma_\Lambda \) be a feasible configuration. If we further pin one vertex \( v \notin \Lambda \) to spin −, and get the configuration \( \sigma_{\Lambda^v} \) on \( \Lambda^v = \Lambda \cup \{v\} \), then \( \sigma_{\Lambda^v} \) is still a feasible configuration. Thus, given \( \zeta \in \mathbb{C}^3 \), if \( Z_G^\lambda(\zeta) \neq 0 \) for any graph \( G \) and any arbitrary feasible configuration \( \sigma_\Lambda \) on \( G \), then both \( p_v^\lambda \) and \( R_{G,v}^\lambda \) are well-defined.

Given \( R_{G,v}^\lambda \) is well-defined for some \( \zeta \in \mathbb{C}^3 \), we can still compute it by recursion via SAW tree. We first consider the case that \( \lambda \neq 0 \). Let \( \sigma_\Lambda \) be a feasible configuration. It is easy to verify that the corresponding configuration on the SAW tree is also feasible and Weitz’s theorem still holds. For the case that \( \lambda = 0 \), it is obvious that \( R_{G,v}^\lambda \equiv 0 \) for any graph \( G \), any free vertex \( v \) and any feasible configuration \( \sigma_\Lambda \). This is equal to the value of recursion functions \( F_s(\zeta, x) \) at \( \lambda = 0 \). We agree that \( R_{G,v}^\lambda \) can be computed by recursion functions when \( \lambda = 0 \), although Weitz’s theorem does not hold for this case. For the case that \( \beta = 0 \), we have \( R_{G,v}^\lambda = 0 \) if one of the children of \( v \) is pinned to +. Then, we may view \( v \) as it is pinned to −. Thus, for \( \beta = 0 \), we only consider recursion functions \( F_s \) where \( s_1 = 0 \).
2.2 Correlation decay and real contraction

The SAW tree may be exponentially large in size of $G$. In order to get a polynomial time approximation algorithm, we may run the tree recursion at logarithmic depth and hence in polynomial time, and plug in some arbitrary values at the truncated boundary. We have the following notion of strong spatial mixing (SSM) to bound the error caused by arbitrary guesses. It was originally introduced for non-negative parameters. Here, we extend it to complex parameters.

▶ Definition 9 (Strong spatial mixing). A 2-spin system specified by $\zeta \in \mathbb{C}^3$ on a family $\mathcal{G}$ of graphs is said to exhibit strong spatial mixing if for any graph $G = (V,E) \in \mathcal{G}$, any $v \in V$, and any feasible configurations $\sigma_{\Lambda_1} \in \{0,1\}^{\Lambda_1}$ and $\tau_{\Lambda_2} \in \{0,1\}^{\Lambda_2}$ where $v \notin \Lambda_1 \cup \Lambda_2$, we have

1. $Z_G^\sigma_{\Lambda_1}(\zeta) \neq 0$ and $Z_G^\tau_{\Lambda_2}(\zeta) \neq 0$,
2. $|p^\sigma_{\Lambda_1} - p^\tau_{\Lambda_2}| \leq \exp(-\Omega(\text{dist}(v,S)))$.

Here, $S \subseteq \Lambda_1 \cup \Lambda_2$ is the subset on which $\sigma_{\Lambda_1}$ and $\tau_{\Lambda_2}$ differ (If a vertex $v$ is free in one configuration but pinned in the other, we say that these two configurations differ at $v$), and $\text{dist}_G(v,S)$ is the shortest distance from $v$ to any vertex in $S$.

▶ Remark 10. When $\zeta \in \mathbb{R}^3_+$, condition 1 is always satisfied. Condition 2 is a stronger form of SSM of real parameters (see Definition 5 of [23]). For real values, by monotonicity one need to consider only the case that $\Lambda_1 = \Lambda_2$ (the two configurations are on the same set of vertices). Here, we need to consider the case that $\Lambda_1 \neq \Lambda_2$. This is necessary to extend Weitz’s algorithm to complex parameters.

In statistical physics, SSM implies correlation decay. If SSM holds, then the error caused by arbitrary boundary guesses at logarithmic depth of the SAW tree is polynomially small. Hence, Weitz’s algorithm gives an FPTAS. A main technique that has been widely used to establish SSM is the potential method [33, 22, 23, 38, 17]. Instead of bounding the rate of decay of recursion functions directly, we use a potential function $\varphi(x)$ to map the original recursion to a new domain (See Figure 2 for the commutative diagram).

![Figure 2 Commutative diagram between $F$ and $F^\varphi$.](image)

Let $F_s(\zeta,y)$ be a recursion function ($s = (s_1, s_2, k) \in \mathbb{N}^3$). We use $F^\varphi_s(\zeta,x)$ to denote the composition $\varphi(F_s(\zeta,\varphi^{-1}(x)))$ where $y = \varphi^{-1}(x)$ denotes the vector $(\varphi^{-1}(x_1), \ldots, \varphi^{-1}(x_k))$. Correspondingly, we define $F^\varphi_{s,x}(x)$ for fixed $\zeta$, and $F^\varphi_{\zeta,x}(x)$ for fixed $x$. We will specify the domain on which $F^\varphi_s$ is well-defined per each $\varphi$ that will be used. For positive $\zeta$, a sufficient condition for the bounded 2-spin system of $\zeta$ exhibiting SSM is that there exists a “good” potential function $\varphi$ such that $F^\varphi_{\zeta,s}$ satisfies the following contraction property.
Definition 11 (Real contraction). Fix $\Delta \in \mathbb{N}$. We say that $\zeta \in \mathbb{R}^3$ satisfies real contraction for $\Delta$ if there is a real compact interval $J \subseteq \mathbb{R}$ where $\lambda \in J$, $-\gamma \notin J$ and $-1 \notin J$, and a real analytic function $\varphi : J \rightarrow I : x \mapsto \varphi(x)$ where $\varphi(x) \neq 0$ for all $x \in J$, such that
1. $F_{\zeta_a}(J^k) \subseteq J$ for every $s$ with $\|s\|_1 \leq \Delta$ and $-1 \notin F_{\zeta_a}(J^k)$ for every $s$ with $\|s\|_1 = \Delta$;
2. there exists $\eta > 0$ s.t. $\|\nabla F_{\zeta_a}(x)\|_1 \leq 1 - \eta$ for every $s$ with $\|s\|_1 \leq \Delta - 1$ and all $x \in I^k$.
We say $\varphi$ defined on $J$ is a good potential function for $\zeta$.

Remark 12. Since $\varphi$ is analytic and $\varphi'(x) \neq 0$ for all $x \in J$, the function $\varphi$ is invertible and the inverse $\varphi^{-1} : I \rightarrow J$ is also analytic by the inverse function theorem (Theorem 22). Also for every $s$ with $\|s\|_1 \leq \Delta - 1$, since $F_{\zeta_a}(J^k) \subseteq J$ and $-\gamma \notin J$, the function $F_{\zeta_a}(x)$ is analytic on $J^k$. Thus, $F_{\zeta_a}(x)$ is well-defined and analytic on $I^k$, and then $\nabla F_{\zeta_a}(x)$ is well-defined on $I^k$. Note that $I$ is also a real compact interval since $J$ is a real compact interval and $\varphi$ is a real analytic function.

Since $-1 \notin J$, $F_{\zeta_a}(J^k) \subseteq J$ implies that $-1 \notin F_{\zeta_a}(J^k)$. Thus, real contraction implies that $-1 \notin F_{\zeta_a}(J^k)$ for all $\|s\|_1 \leq \Delta$. The reason why we require $F_{\zeta_a}(J^k) \subseteq J$ for $\|s\|_1 \leq \Delta - 1$, but only require $-1 \notin F_{\zeta_a}(J^k)$ for $\|s\|_1 = \Delta$ is that in a tree of degree at most $\Delta$, only the root node may have $\Delta$ many children, while other nodes have at most $\Delta - 1$ many children.

Lemma 13. If $\zeta \in \mathbb{R}^3_+$ satisfies real contraction for $\Delta$, then the $\Delta$-bounded 2-spin system of $\zeta$ exhibits SSM. Thus there is an FPTAS for computing the partition function $Z_G(\zeta)$.

Proof. The proof directly follows from the argument of the potential method, see [23, 17]. The FPTAS follows from Weitz’s algorithm.

Now, we give the sets of non-negative parameters that satisfy real contraction.

Definition 14 (Uniqueness condition [23]). Let $\zeta \in \mathbb{R}^3$ be antiferromagnetic ($3\gamma < 1$) with $\beta \geq 0$, $\gamma > 0$ and $\lambda \geq 0$, and $f_{\delta}(x) = \lambda \left(\frac{\beta x + 1}{x + \gamma}\right)^d$. We say $\zeta$ is up-to-$\Delta$ unique, if $\lambda = 0$ or $\lambda > 0$ and there exists a constant $0 < c < 1$ such that for every integer $1 \leq d \leq \Delta - 1$,

$$|f_{\delta}(\hat{x}_d)| = \frac{d(1 - \beta \gamma)\hat{x}_d}{(\beta \hat{x}_d + 1)(\hat{x}_d + \gamma)} \leq c,$$

where $\hat{x}_d$ is the unique positive fixed point of the function $f_{\delta}(x)$.

Let $S^\Delta(i \in [4])$ be the correlation decay sets defined in Definition 2. The set $S^{\Delta}_1$ was given in [44] and $S^{\Delta}_2$ was given in [23]. Directly following their proofs, it is easy to verify that both sets satisfy real contraction. The sets $S^{\Delta}_3$ and $S^{\Delta}_4$ are obtained in this paper, and we show that they also satisfy real contraction.

Lemma 15. Fix $\Delta \geq 3$. For every $\zeta \in S^\Delta(i \in [4])$, it satisfies real contraction for $\Delta$.

Proof. We only give a proof for sets $S^\Delta_3$ and $S^\Delta_4$. For a proof of sets $S^\Delta_1$ and $S^\Delta_2$, please refer to the full paper. The case that $\lambda = 0$ is easy to check. We only consider that $\lambda \neq 0$.

Since $\beta \gamma > \frac{\beta x + 1}{x + \gamma} > 1$, we have $1/\gamma < \beta$. We pick the interval $J = [\lambda r^{\Delta - 1}, \lambda t^{\Delta - 1}]$ where $r = \min\{1, 1/\gamma\}$ and $t = \max\{1, \beta\}$, and the potential function $\varphi = \log(x)$. Clearly, $\varphi$ is analytic on $J$ and $\varphi'(x) \neq 0$ for all $x \in J$. Also, we know that $\lambda \in J$, $-\gamma \notin J$ and $-1 \notin J$, and $-1 \notin F_{\zeta_a}(J^k)$ for every $\|s\|_1 = \Delta$. Since $\beta > 0$ and $\gamma > 0$, for all $x > 0$,

$$r \leq \min\{\beta, 1/\gamma\} \leq \frac{\beta x + 1}{x + \gamma} \leq \max\{\beta, 1/\gamma\} \leq t.$$
Thus, for all $x \in J^k$,
\[
F_{\xi,s}(x) = \lambda z^{s_1} \gamma^{-s_2} \prod_{i=1}^{k} \left( \frac{\beta x_i + 1}{x_i + \gamma} \right) \in \left[ \lambda \|s_1\|, \lambda \|s_2\| \right] \subseteq \left[ \lambda^\Delta^{-1}, \lambda^\Delta^{-1} \right].
\]

Hence, $F_{\xi,s}(J^k) \subseteq J$ for every $\|s\|_1 \leq \Delta - 1$. Condition 1 of real contraction is satisfied.

Let $I = \varphi(J)$. Consider the gradient $\nabla F_{\xi,s}(x)$ for every $\|s\|_1 \leq \Delta - 1$ and all $x \in I^k$.

Note that $F''_{\xi,s}(x) = \log \lambda + s_1 \log \beta - s_2 \log \gamma + \sum_{i=1}^{k} \log \left( \frac{\beta x_i + 1}{x_i + \gamma} \right)$, and $e^{x_i} = \varphi^{-1}(x_i) \in J$ and $e^{-x_i} \in \left[ \frac{1}{x_i + \gamma}, \frac{1}{x_i + \gamma} \right]$ when $x_i \in I$.

If $\zeta \in \mathbb{S}^3$, then $(\Delta - 2)\beta \gamma - \Delta < \frac{\delta}{\lambda^\Delta}$. Thus,
\[
\left| \frac{\partial F^2_{\xi,s}}{\partial x_i} \right| = \frac{\beta \gamma - 1}{\beta \gamma - 1 - 1} \leq \frac{\beta \gamma - 1}{\lambda^\Delta + 1 + \beta \gamma} < \frac{\beta \gamma - 1}{(\Delta - 2)\beta \gamma - \Delta + 1 + \beta \gamma} = \frac{1}{\Delta - 1}.
\]

Otherwise, $\zeta \in \mathbb{S}^3$ and then $\lambda \beta \gamma - 1 (\delta - 2) \beta \gamma - \Delta$. Thus,
\[
\left| \frac{\partial F^2_{\xi,s}}{\partial x_i} \right| = \frac{\beta \gamma - 1}{\beta \gamma - 1 + 1} \leq \frac{\beta \gamma - 1}{\lambda^\Delta + 1 + \beta \gamma} < \frac{\beta \gamma - 1}{(\Delta - 2)\beta \gamma - \Delta + 1 + \beta \gamma} = \frac{1}{\Delta - 1}.
\]

Thus, in both cases, there exists some $\eta > 0$ such that $\left| \nabla F^2_{\xi,s}(x) \right| \leq 1 - \eta$ for every $\|s\|_1 \leq \Delta - 1$ and all $x \in I^k$. Condition 2 of real contraction is satisfied. \hfill \Box

In order to generalize the correlation decay technique to complex parameters, we need to ensure that the partition function is zero-free. Now, let us first take a detour to Barvinok’s algorithm which crucially relies on the zero-free regions of the partition function. After we carve out our new zero-free regions, we will come back to the existence of correlation decay of complex parameters.

### 3 Barvinok’s Algorithm

In this section, we describe Barvinok’s algorithm and introduce complex contraction. Let $I = [0, t]$ be a closed real interval. We define the $\delta$-strip of $I$ to be $\{z \in \mathbb{C} \mid |z - z_0| < \delta, z_0 \in I \}$, denoted by $I_\delta$. It is a complex neighborhood of $I$. Suppose a graph polynomial $P(z) = \sum_{i=0}^{n} a_i z^i$ of degree $n$ is zero-free in $I_\delta$. Barvinok’s method [3] roughly states that for any $z \in I_\delta$, $P(z)$ can be $(1 \pm \varepsilon)$-approximated using coefficients $a_0, \ldots, a_k$ for some $k = O(e^{\Theta(1/\delta) \log(n/\varepsilon)})$, via truncating the Taylor expansion of the logarithm of the polynomial. For the partition function of 2-spin systems, these coefficients can be computed in polynomial time [30, 28]. For the purpose of obtaining an FPTAS, we will view the partition function as a univariate polynomial $Z_{G,\beta,\gamma}(\lambda)$ in $\lambda$ and fix $\beta$ and $\gamma$. The following result is known.

\begin{lemma}
Fix $\beta, \gamma \in \mathbb{C}$ and $\Delta \in \mathbb{N}$. Let $G$ be a graph of degree at most $\Delta$. If $Z_{G,\beta,\gamma}(\lambda) \neq 0$ lies in a $\delta$-strip $I_\delta$ of $I = [0, t]$, then there is an FPTAS for computing $Z_{G,\beta,\gamma}(\lambda)$ for $\lambda \in I_\delta$.
\end{lemma}

\begin{proof}
This lemma is a generalization of Lemma 4 in [16], where $\beta$ and $\gamma$ are both real. The generalization to complex valued parameters directly follows from the argument in [28]. \hfill \Box
\end{proof}
3.1 Zero-freeness and complex contraction

With Lemma 16 in hand, the main effort is to obtain zero-free regions of the partition function. For this purpose, we will still view $Z_G(\zeta)$ as a multivariate polynomial in $(\beta, \gamma, \lambda)$. A main and widely used approach to obtain zero-free regions is the recursion method [41, 35, 4, 32, 27]. This method is related to the correlation decay method.

Assuming $Z^+_{G,v}(\zeta) \neq 0$ for some vertex $v$, then $Z_G(\zeta) \neq 0$ is equivalent to $R_{G,v} = \frac{Z^+_{G,v}(\zeta)}{Z^+_{G,v}(\zeta)} \neq -1$. As pointed above, the ratio $R_{G,v}$ can be computed by recursion via the SAW tree in which $v$ is the root. Roughly speaking, the key idea of the recursion method is to construct a contraction region $Q \subseteq \mathbb{C}$ where $\lambda \in Q$ and $-1 \notin Q$ such that for all recursion functions $F_{\zeta,s}$ with $||s||_1 \leq \Delta - 1$, $F_{\zeta,s}(Q^k) \subseteq Q$, and for all $F_{\zeta,s}$ with $||s||_1 = \Delta$, $-1 \notin F_{\zeta,s}(Q^k)$. This condition guarantees that with the initial value $R_{G,v} = \lambda$ where $v$ is a free leaf node in the SAW tree of which the degree is bounded by $\Delta$, the recursion will never achieve $-1$. Hence, we have $Z_G(\zeta) \neq 0$ by induction. Again, we may use a potential function $\varphi : Q \to P$ to change the domain, and we prove $F_{\zeta,s}(P^k) \subseteq P$.

Now, we introduce the following complex contraction property as a generalization of real contraction. This property gives a sufficient condition for the zero-freeness of the partition function.

**Definition 17 (Complex contraction).** Fix $\Delta \in \mathbb{N}$. We say that $\zeta \in \mathbb{C}^3$ satisfies complex contraction for $\Delta$ if there is a closed and bounded complex region $Q \subseteq \mathbb{C}$ where $\lambda \in Q$, $-\gamma \notin Q$ and $-1 \notin Q$, and an analytic and invertible function $\varphi : Q \to P$ where the inverse $\varphi^{-1} : P \to Q$ is also analytic and $P$ is convex, such that

1. $F_{\zeta,s}(Q^k) \subseteq Q$ for every $s$ with $||s||_1 \leq \Delta - 1$ and $-1 \notin F_{\zeta,s}(Q^k)$ for every $s$ with $||s||_1 = \Delta$;
2. there exists $\eta > 0$ s.t. $||\nabla F_{\zeta,s}(x)||_1 \leq 1 - \eta$ for every $s$ with $||s||_1 \leq \Delta - 1$ and all $x \in P^k$.

**Remark 18.** Similar to the remark of Definition 11, the function $F_{\zeta,s}(x)$ is well-defined and analytic on $P^k$. Here, we directly assume that the inverse $\varphi^{-1}$ is analytic instead of $\varphi^c(x) \neq 0$ for the sake of simplicity of our proof.

**Lemma 19.** If $\zeta \in \mathbb{C}^3$ satisfies complex contraction for $\Delta$, then $Z^+_{G}(\zeta) \neq 0$ for any graph $G$ of degree at most $\Delta$ and any feasible configuration $\sigma_A$.

Please refer to the full paper for a proof of Lemma 19. Such a proof only uses condition 1 of complex contraction. However, condition 2 combining with the zero-freeness result of Lemma 19 gives a sufficient condition for bounded 2-spin systems of complex parameters exhibiting correlation decay. This is a generalization of Lemma 13. Also, please refer to the full paper for a proof.

**Lemma 20.** If $\zeta \in \mathbb{C}^3$ satisfies complex contraction for $\Delta$, then the $\Delta$-bounded 2-spin system of $\zeta$ exhibits SSM. Thus, there is an FPTAS for computing $Z_G(\zeta)$ via Weitz’s algorithm.

4 From Real Contraction to Complex Contraction

In this section, we prove our main result. We first give some preliminaries in complex analysis. The main tools are the unique analytic continuation and the inverse function theorem. Here, we slightly modify the statements to fit for our settings. Please refer to [42] for the proofs.

**Theorem 21 (Unique analytic continuation).** Let $f(x)$ be a (real) analytic function defined on a compact real interval $I \subseteq \mathbb{R}$. Then, there exists a complex neighborhood $\tilde{I} \subseteq \mathbb{C}$ of $I$, and a (complex) analytic function $\tilde{f}(x)$ defined on $\tilde{I}$ such that $\tilde{f}(x) \equiv f(x)$ for all $x \in I$. Moreover, if there is another (complex) analytic function $\tilde{g}(x)$ also defined on $\tilde{I}$ such that $\tilde{g}(x) \equiv \tilde{f}(x)$ for all $x \in \tilde{I}$ and the measure $m(I) \neq 0$, then $\tilde{g}(x) \equiv \tilde{f}(x)$ for all $x \in \tilde{I}$. We call $\tilde{f}(x)$ the unique analytic continuation of $f(x)$ on $\tilde{I}$.
**Theorem 22** (Inverse function theorem). For a real analytic function \( \varphi \) defined on a real interval \( J \subseteq \mathbb{R} \), if \( \varphi'(x) \neq 0 \) for all \( x \in J \), then \( \varphi \) is invertible on \( J \) and the inverse \( \varphi^{-1} \) is also analytic on \( \varphi(J) \). For a complex analytic function \( \psi \) defined on \( U \subseteq \mathbb{C} \), if \( \psi'(z) \neq 0 \) for some \( z \in U \), then there exists a complex neighborhood \( D \) of \( z \) such that \( \psi \) is invertible on \( D \) and the inverse is also analytic.

Combining the above theorems, we have the following result.

**Lemma 23.** Let \( \varphi : J \to I \) be a real analytic function, and \( \varphi'(x) \neq 0 \) for all \( x \in J \) where \( J \) and \( I \) are real compact intervals. Then, there exists an analytic continuation \( \tilde{\varphi} \) on a complex neighborhood \( \tilde{J} \) of \( J \) such that \( \tilde{\varphi} \) is invertible on \( \tilde{J} \) and the inverse \( \tilde{\varphi}^{-1} \) is also analytic.

**Proof.** If \( m(J) = 0 \), i.e., \( J = \{x\} \), then by Theorem 21 there exists an analytic continuation \( \tilde{\varphi} \) of \( \varphi \). Since \( \tilde{\varphi}'(x) = \varphi'(x) \neq 0 \), by Theorem 22, there is a neighborhood of \( x \) on which \( \tilde{\varphi} \) is invertible and the inverse \( \tilde{\varphi}^{-1} \) is analytic.

Otherwise, \( m(J) \neq 0 \). Since \( \varphi(x) \) is analytic and \( \varphi'(x) \neq 0 \) for all \( x \in J \), the function \( \varphi \) is invertible and by Theorem 22, the inverse \( \varphi^{-1} : I \to J \) is analytic on \( I \). By Theorem 21, there exists an analytic continuation \( \tilde{\varphi}^{-1} \) of \( \varphi^{-1} \) defined on a neighborhood \( \tilde{I} \) of \( I \). Similarly, there exists an analytic continuation \( \tilde{\varphi} \) of \( \varphi \) defined on a neighborhood \( \tilde{J} \) of \( J \). We use \( \tilde{I} \) to denote the image \( \tilde{\varphi}(\tilde{J}) \). Since \( \tilde{\varphi} \) is analytic, by the open mapping theorem \( \tilde{I} \) is an open set in the complex plane. Clearly, we have \( \varphi(J) = J \subseteq \tilde{J} \). We can pick \( \tilde{J} \) small enough while still keeping \( J \subseteq \tilde{J} \) such that the image \( \tilde{I} = \tilde{\varphi}(\tilde{J}) \subseteq \tilde{I}_0 \) and still \( I \subseteq \tilde{I} \). Thus, the composition \( \tilde{\varphi}^{-1} \circ \tilde{\varphi} \) is a well-defined analytic function on \( \tilde{J} \). Clearly, we have that

\[
\tilde{\varphi}^{-1} \circ \tilde{\varphi}(x) = \varphi^{-1} \circ \varphi(x) \equiv x \text{ for all } x \in J.
\]

Since \( m(J) \neq 0 \), by Theorem 21, we have that \( \tilde{\varphi}^{-1} \circ \tilde{\varphi}(x) \equiv x \) for all \( x \in \tilde{J} \).

Thus, \( \tilde{\varphi} \) is invertible on \( \tilde{J} \) and the inverse \( \tilde{\varphi}^{-1} = \varphi^{-1} \) is analytic.

Now, we are ready to prove our main result.

**Theorem 24.** If \( \zeta_0 \) satisfies real contraction for \( \Delta \), then there exists a \( \delta > 0 \) such that for every \( \zeta \in \mathbb{C}^3 \) with \( \| \zeta - \zeta_0 \|_\infty < \delta \), \( \zeta \) satisfies complex contraction for \( \Delta \).

**Proof.** Let \( \varphi : J \to I \) be a good potential function for \( \zeta_0 \). By Definition 11 and Lemma 23, there exists a neighborhood \( \tilde{J} \) of \( J \) such that the analytic continuation \( \tilde{\varphi} : \tilde{J} \to \tilde{I} \) of \( \varphi \) on \( \tilde{J} \) is invertible. Here \( \tilde{I} = \tilde{\varphi}(\tilde{J}) \) is a neighborhood of \( I \), and the inverse \( \tilde{\varphi}^{-1} \) is also analytic on \( \tilde{I} \).

We use \( B_\delta := \{ z \in \mathbb{C}^3 \mid \| z - \zeta_0 \|_\infty < \delta \} \) to denote the 3-dimensional complex ball around \( \zeta_0 \) of radius \( \delta \) in terms of the infinity norm. Recall that we define \( I_\varepsilon = \{ z \in \mathbb{C} \mid |z - z_0| < \varepsilon, z_0 \in I \} \).

Given a set \( U \subseteq \mathbb{C}^k \), we use \( \overline{U} \) to denote its closure.

We first show that we can pick a pair of \( (\delta_1, \varepsilon_1) \) such that for every \( s \) with \( \| s \|_1 \leq \Delta - 1 \), the composition

\[
F^*_s(\zeta, x) = \tilde{\varphi}(F_s(\zeta, \tilde{\varphi}^{-1}(x)))
\]

is well-defined and analytic on \( B_{\delta_1} \times I_1^k \).

Given some \( s \) with \( \| s \|_1 \leq \Delta - 1 \), we consider the function \( F_s(\zeta, x) \). We know that it is analytic on a neighborhood of \( \{ \zeta_0 \} \times J^k \) and by real contraction we have \( F_s(\zeta_0, J^k) \subseteq J \).

Then, we can pick some \( \delta_s \) and a neighborhood \( J_s \) of \( J \) that are small enough such that \( F_s(\zeta_0, J_s) \subseteq J \). Then, let

\[
\delta_1 = \min_{\| s \|_1 \leq \Delta - 1} \{ \delta_s \} \quad \text{and} \quad \tilde{J}_1 = \bigcap_{\| s \|_1 \leq \Delta - 1} \tilde{J}_s.
\]
Since there is only a finite number of $s$ with $\|s\|_1 \leq \Delta - 1$, we have that $\delta_1 > 0$, and $\tilde{J}_1$ is open and it is a neighborhood of $J$. Then, $F_s(B_{\delta_1}, \tilde{J}_1) \subseteq \tilde{J}$ for every $s$ with $\|s\|_1 \leq \Delta - 1$. Since $\tilde{\varphi}^{-1}$ is analytic on $\tilde{I}$ and $\tilde{\varphi}^{-1}(I) = J$, similarly we can pick a small enough neighborhood $\tilde{I}_1$ of $I$ where $\tilde{I}_1 \subseteq \tilde{I}$ such that $\tilde{\varphi}^{-1}(\tilde{I}_1) \subseteq \tilde{J}_1$. For every $z_0 \in I$, we can pick an $\varepsilon_{z_0}$ such that the disc $B_{z_0, \varepsilon_{z_0}} := \{z \in \mathbb{C} \mid |z - z_0| < \varepsilon_{z_0}\}$ is in $\tilde{I}_1$. Recall that $I$ is a compact real interval, by the finite cover theorem, we can uniformly pick an $\varepsilon_1$ such that $I \subseteq I_{\varepsilon_1} \subseteq \tilde{I}_1$. Thus, $F^\sim_s(\zeta, x)$ is well-defined and analytic on $B_{\delta_1} \times I^k_{\varepsilon_1}$ for every $s$ with $\|s\|_1 \leq \Delta - 1$. In fact, $F^\sim_s$ is a (multivariate) analytic continuation of $F^\sim_s$. Since $I$ is a compact interval, in the following when we pick a neighborhood $\tilde{I}$ of $I$, without loss of generality, we may always pick $\tilde{I}$ as an $\varepsilon$-strip $I_{\varepsilon}$ of $I$.

Then, we show that we can pick a pair of $(\delta_2, \varepsilon_2)$ where $\delta_2 < \delta_1$ and $\varepsilon_2 < \varepsilon_1$, a constant $M > 0$ and a constant $\eta > 0$ such that for every $s$ with $\|s\|_1 \leq \Delta - 1$,

$$\|\nabla F^\sim_s(x)\|_1 \leq 1 - \eta \quad \text{and} \quad \|\nabla F^\sim_{x,s}(\zeta)\|_1 \leq M$$

for all $\zeta \in \overline{B_{\delta_1}}$ and all $x \in \overline{I^k_{\varepsilon_1}}$. By real contraction, there is an $\eta' > 0$ such that $\|\nabla F^\sim_{x,s}(s)\|_1 \leq 1 - \eta'$ for every $s$ with $\|s\|_1 \leq \Delta - 1$ and all $x \in I^k$. Given some $s$ with $\|s\|_1 \leq \Delta - 1$, since $F^\sim_s(\zeta, x)$ is analytic on $B_{\delta_1} \times I^k_{\varepsilon_1}$, by continuity we can pick some $\delta_s < \delta_1$ and $\varepsilon_s < \varepsilon_1$ such that $\|\nabla F^\sim_{x,s}(s)\|_1 \leq 1 - \frac{\eta'}{2}$ for all $\zeta \in \overline{B_{\delta_s}}$ and all $x \in \overline{I^k_{\varepsilon_s}}$. In addition, let

$$M_s = \sup_{\zeta \in \overline{B_{\delta_s}}, x \in \overline{I^k_{\varepsilon_s}}} \|\nabla F^\sim_{x,s}(\zeta)\|_1,$$

and we know that $M_s < +\infty$ since $F^\sim$ is analytic on $\overline{B_{\delta_s}} \times \overline{I^k_{\varepsilon_s}}$ which is closed and bounded. Finally, let

$$\eta = \frac{\eta'}{2}, \quad \delta_2 = \min_{\|s\|_1 \leq \Delta - 1} \{\delta_s\}, \quad \varepsilon_2 = \min_{\|s\|_1 \leq \Delta - 1} \{\varepsilon_s\}, \quad \text{and} \quad M = \max_{\|s\|_1 \leq \Delta - 1} \{M_s\}.$$

These choices will satisfy our requirement.

For the case that $\|s\|_1 = \Delta$, we show that we can pick a pair of $(\delta_3, \varepsilon_3)$ where $\delta_3 < \delta_1$ and $\varepsilon_3 < \varepsilon_1$ such that for every $s$ with $\|s\|_1 = \Delta$, we have $-1 \notin F_s(B_{\delta_1}, J^k_\Delta)$ where $J^k_\Delta = \tilde{\varphi}^{-1}(T^k_\Delta)$ is a closed neighborhood of $J$. Since $F_s$ is analytic, by real contraction, $-1 \notin F_{\zeta,0}(J^k)$ which is closed. Again by continuity we can pick some $(\delta_3, \varepsilon_3)$ that satisfy our requirement.

Since $\zeta_0 = (\beta_0, \gamma_0, \lambda_0)$ satisfies real contraction, we have $\lambda_0 \in J$, $-\gamma_0 \notin J$ and $-1 \notin J$. Recall that $J = \tilde{\varphi}^{-1}(I)$. Again, since $\tilde{\varphi}^{-1}$ is analytic, by continuity we can pick some $\varepsilon \leq \min\{\varepsilon_2, \varepsilon_3\}$ such that $\zeta_0 \in \tilde{\varphi}^{-1}(I_\varepsilon)$ (an open set), $-\gamma_0 \notin \tilde{\varphi}^{-1}(T^k_\varepsilon)$ (a closed set) and $-1 \notin \tilde{\varphi}^{-1}(T^k_\varepsilon)$. Moreover, we can pick some $\delta_4$ small enough such that the disc $B_{\lambda_0, \delta_4} := \{z \in \mathbb{C} \mid |z - \lambda_0| < \delta_4\}$ is in $\tilde{\varphi}^{-1}(I_\varepsilon)$ and the disc $B_{-\gamma_0, \delta_4} := \{z \in \mathbb{C} \mid |z - (-\gamma_0)| < \delta_4\}$ is disjoint with $\tilde{\varphi}^{-1}(T^k_\varepsilon)$. Let $P = T^k_\varepsilon$ and $Q = \tilde{\varphi}^{-1}(T^k_\varepsilon)$. Clearly, $P$ is convex. For every $\zeta$ with $\|\zeta - \zeta_0\|_\infty < \delta$, we have $\lambda \in Q$, $-\gamma \notin Q$ and $-1 \notin Q$. In addition, we know that $Q$ is closed and bounded since $P$ is closed and bounded and $\tilde{\varphi}^{-1}$ is analytic on $P$. Finally, let $\delta = \min\{\delta_2, \delta_3, \delta_4, \frac{\varepsilon}{M}\}$. We show that for every $s$ with $\|s\|_1 \leq \Delta - 1$, $F^\sim_s(B_\delta, P^k) \subseteq P$, which implies that $F_{\zeta,0}(B_\delta, Q^k) \subseteq Q$. 

Then via either Weitz’s or Barvinok’s algorithm, there is an FPTAS for computing any \( \zeta \). The second inequality above uses the fact that both \( G \) and \( \zeta \) are convex, which ensures that the line between \( \zeta_0 \) and \( \zeta \) is in \( B_\delta \) and the line between \( \zeta_0 \) and \( \zeta \) is in \( P^k \). By real contraction, we know that \( F_{x,s}(\zeta_0, x_0) \in I \) since \( x_0 \in I^k \). Thus, we have \( F_{x,s}(\zeta, x) \in P \). Thus, for every \( \zeta \) with \( \|\zeta - \zeta_0\|_\infty < \delta \), we have that \( \lambda \in Q, -\gamma \notin Q \) and \( -1 \notin Q \), and

1. \( F_{x,s}(Q^k) \subseteq Q \) for every \( s \) with \( \|s\|_1 \leq \Delta - 1 \) and \( -1 \notin F_{x,s}(Q^k) \) for every \( s \) with \( \|s\|_1 = \Delta \).
2. there exists \( \eta > 0 \) s.t. \( \|\nabla F_{\zeta_0,s}(x')\|_1 \leq 1 - \eta \) for every \( s \) with \( \|s\|_1 \leq \Delta - 1 \) and all \( x \in P^k \).

The function \( \tilde{\varphi} : Q \to P \) is a good potential function for \( \zeta \).

Combining Lemmas 15, 19, 20 and Theorem 24, we have the following result.

\( \triangleright \) **Theorem 25.** Fix \( \Delta \geq 3 \). For every \( \zeta_0 \in S^\Delta_i \) \((i \in [4])\), there exists a \( \delta > 0 \) such that for any \( \zeta \in C^3 \) where \( \|\zeta - \zeta_0\|_\infty < \delta \), we have

1. \( Z_G^\Delta(\zeta) \neq 0 \) for every graph \( G \) of degree at most \( \Delta \) and every feasible configuration \( \sigma_\Lambda \).
2. the \( \Delta \)-bounded 2-spin system specified by \( \zeta \) exhibits correlation decay.

Then via either Weitz’s or Barvinok’s algorithm, there is an FPTAS for computing \( Z_G(\zeta) \).

\( \triangleright \) **Remark 26.** The choice of \( \delta \) does not depend on the size of the graph, only on \( \Delta \) and \( \zeta_0 \).

In particular, let \( D \) be a compact set in \( S^\Delta_i \) for some \( i \in [4] \). Then there is a uniform \( \delta \) such that for all \( \zeta \) in a complex neighborhood of \( D_\delta \) of radius \( \delta \) around \( D \), i.e., \( \zeta \in D_\delta := \{z \in C^3 \mid \|z - z_0\|_\infty < \delta, z_0 \in D \}, Z_G(\zeta) \neq 0 \) for every graph \( G \) of degree at most \( \Delta \). In addition, in order to apply Barvinok’s algorithm, by Lemma 16, we need to make sure that the zero-free regions contain \( \lambda = 0 \) (an easy computing point). This is true for \( S^\Delta_1, S^\Delta_2 \) and \( S^\Delta_3 \). For parameters in \( S^\Delta_4 \), we will reduce the problem to a case in \( S^\Delta_3 \) by swapping \( \beta \) and \( \gamma \) and replacing \( \lambda \) by \( 1/\lambda \). Then, one can apply Barvinok’s algorithm.

---
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Abstract

Consider a distributed graph where each vertex holds one of two distinct opinions. In this paper, we are interested in synchronous voting processes where each vertex updates its opinion according to a predefined common local updating rule. For example, each vertex adopts the majority opinion among 1) itself and two randomly picked neighbors in best-of-two or 2) three randomly picked neighbors in best-of-three. Previous works intensively studied specific rules including best-of-two and best-of-three individually.

In this paper, we generalize and extend previous works of best-of-two and best-of-three on expander graphs by proposing a new model, quasi-majority functional voting. This new model contains best-of-two and best-of-three as special cases. We show that, on expander graphs with sufficiently large initial bias, any quasi-majority functional voting reaches consensus within $O(\log n)$ steps with high probability. Moreover, we show that, for any initial opinion configuration, any quasi-majority functional voting on expander graphs with higher expansion (e.g., Erdős-Rényi graph $G(n,p)$ with $p = \Omega(1/\sqrt{n})$) reaches consensus within $O(\log n)$ with high probability. Furthermore, we show that the consensus time is $O(\log n/\log k)$ of best-of-$(2k+1)$ for $k = o(n/\log n)$.

1 Introduction

Consider an undirected graph $G = (V,E)$ where each vertex $v \in V$ initially holds an opinion $\sigma \in \Sigma$ from a finite set $\Sigma$. In synchronous voting process (or simply, voting process), in each round, every vertex communicates with its neighbors and then all vertices simultaneously update their opinions according to a predefined protocol. The aim of the protocol is to reach a consensus configuration, i.e., a configuration where all vertices have the same opinion. Voting process has been extensively studied in several areas including biology, network analysis, physics and distributed computing [10, 32, 30, 22, 26, 2]. For example, in distributed computing, voting process plays an important role in the consensus problem [22, 26].

This paper is concerned with the consensus time of voting processes over binary opinions $\Sigma = \{0, 1\}$. Then voting processes have state space $2^V$. A state of $2^V$ is called a configuration. The consensus time is the number of steps needed to reach a consensus configuration. Henceforth, we are concerned with connected and nonbipartite graphs.
1.1 Previous works of specific updating rules

In pull voting, in each round, every vertex adopts the opinion of a randomly selected neighbor. This is one of the most basic voting process, which has been well explored in the past [33, 27, 14, 18, 8]. In particular, the expected consensus time of this process has been extensively studied in the literature. For example, Hassin and Peleg [27] showed that the expected consensus time is $O(n^3 \log n)$ for all non-bipartite graphs and all initial opinion configurations, where $n$ is the number of vertices. From the result of Cooper, Elsässer, Ono, and Radzik [14], it is known that on the complete graph $K_n$, the expected consensus time is $O(n)$ for any initial opinion configuration.

In best-of-two (a.k.a. 2-Choices), each vertex $v$ samples two random neighbors (with replacement) and, if both hold the same opinion, $v$ adopts the opinion. Otherwise, $v$ keeps its own opinion. Doerr, Goldberg, Minder, Sauerwald, and Scheideler [21] showed that, on the complete graph $K_n$, the consensus time of best-of-two is $O(\log n)$ with high probability$^1$ for an arbitrary initial opinion configuration. Since best-of-two is simple and is faster than pull voting on the complete graphs, this model gathers special attention in distributed computing and related area [25, 15, 16, 17, 19, 20, 37]. There is a line of works that study best-of-two on expander graphs [15, 16, 17], which we discuss later.

In best-of-three (a.k.a. 3-Majority), each vertex $v$ randomly selects three random neighbors (with replacement). Then, $v$ updates its opinion to match the majority among the three. It follows directly from Ghaffari and Lengler [25] that, on $K_n$ with any initial opinion configuration, the consensus time of best-of-three is $O(\log n)$ w.h.p. Kang and Rivera [28] considered the consensus time of best-of-three on graphs with large minimum degree starting from a random initial configuration. Shimizu and Shiraga [37] showed that, for any initial configurations, best-of-two and best-of-three reach consensus in $O(\log n)$ steps w.h.p. if the graph is an Erdős-Rényi graph $G(n, p)^2$ of $p = \Omega(1)$.

Best-of-$k$ ($k \geq 1$) is a generalization of pull voting, best-of-two and best-of-three. In each round, every vertex $v$ randomly selects $k$ neighbors (with replacement) and then if at least $\lceil k/2 \rceil + 1$ of them have the same opinion, the vertex $v$ adopts it. Note that the best-of-1 is equivalent to pull voting. Abdullah and Draief [1] studied a variant of best-of-$k$ ($k \geq 5$ is odd) on a specific class of sparse graphs that includes $n$-vertex random $d$-regular graphs$^3$ $G_{n,d}$ of $d = o(\sqrt{\log n})$ with a random initial configuration. To the best of our knowledge, best-of-$k$ has not been studied explicitly so far.

In Majority (a.k.a. local majority), each vertex $v$ updates its opinion to match the majority opinion among the neighbors. This simple model has been extensively studied in previous works [6, 9, 24, 34, 35, 40]. For example, Majority on certain families of graphs including the Erdős-Rényi random graph $G(n, p)$, random regular graphs [24] have been investigated. See [35] for further details.

Voting process on expander graphs

Expander graph gathers special attention in the context of Markov chains on graphs, yielding a wide range of theoretical applications. A graph $G$ is $\lambda$-expander if $\max\{|\lambda_2|, \ldots, |\lambda_n|\} \leq \lambda$, where $1 = \lambda_1 \geq \lambda_2 \geq \cdots \geq \lambda_n \geq -1$ are the eigenvalues of the transition matrix $P$ of the

---

$^1$ In this paper “with high probability” (w.h.p.) means probability at least $1 - n^{-c}$ for a constant $c > 0$.

$^2$ Recall that the Erdős-Rényi random graph $G(n, p)$ is a graph on $n$ vertices where each of possible $\binom{n}{2}$ vertex pairs forms an edge with probability $p$ independently.

$^3$ An $n$-vertex random $d$-regular graph $G_{n,d}$ is a graph selected uniformly at random from the set of all labelled $n$-vertex $d$-regular graphs.
We call the function (with self-loop), the functional voting with respect to updating function \( f \) respectively. In general, best-of-best-of-two, and best-of-three are functional votings with respect to updating function \( f \) since Definition 1.1. Let \( N \subseteq V \) be the set of vertices of opinion 0 and \( S \) be the set of vertices of opinion 1. Cooper, Elsässer, and Radzik [15] showed that, for any regular \( \lambda \)-expander graph, the consensus time is \( O(\log n) \) w.h.p. if \( |A| - |B| = \Omega(\lambda n) \). This result was improved by Cooper, Elsässer, Radzik, Rivera, and Shiraga [16]. Roughly speaking, they proved that, on \( \lambda \)-expander graphs, the consensus time is \( O(\log n) \) if \( d(A) - d(B) = \Omega(\lambda^2 d(V)) \), where \( d(S) = \sum_{v \in S} \deg(v) \) denotes the volume of \( S \subseteq V \). To the best of our knowledge, the worst case consensus time of best-of-\( k \) on expander graphs has not been studied.

1.2 Our model

In this paper, we propose a new class functional voting of voting process, which contains many known voting processes as a special case. Let \( A \subseteq V \) be the set of vertices of opinion 0 and \( A' \) be the set in the next round. Let \( B = V \setminus A \) and \( B' = V \setminus A' \). For \( v \in V \) and \( S \subseteq V \), let \( N(v) = \{ w \in V : \{ v, w \} \in E \} \) and \( \deg_S(v) = |N(v) \cap S| \).

Definition 1.1 (Functional voting). Let \( f : \mathbb{R} \to \mathbb{R} \) be a function satisfying \( f([0, 1]) = [0, 1] \) and \( f(0) = 0 \). A functional voting with respect to \( f \) is a synchronous voting process defined as

\[
\Pr[v \in A'] = f \left( \frac{\deg_A(v)}{\deg(v)} \right) \quad \text{if } v \in B,
\]

\[
\Pr[v \in B'] = f \left( \frac{\deg_B(v)}{\deg(v)} \right) \quad \text{if } v \in A.
\]

We call the function \( f \) a betrayal function and the function

\[
H_f(x) := x(1 - f(1 - x)) + (1 - x)f(x)
\]

an updating function.

Since \( f(0) = 0 \), consensus configurations are absorbing states. The intuition behind the updating function \( H_f \) is that, letting \( \alpha = |A|/n \) and \( \alpha' = |A'|/n \), on a complete graph \( K_n \) (with self-loop), the functional voting with respect to \( f \) satisfies \( E[\alpha'] = \frac{|A|}{n} \left( 1 - f \left( \frac{|B|}{n} \right) \right) + \frac{|B|}{n} f \left( \frac{|A|}{n} \right) = H_f(\alpha) \).

Functional voting contains many existing models as special cases. For example, pull voting, best-of-two, and best-of-three are functional votings with respect to \( x \), \( x^2 \) and \( 3x^2 - 2x^3 \), respectively. In general, best-of-\( k \) is a functional voting with respect to

\[
f_k(x) = \sum_{i=\lceil k/2 \rceil + 1}^{k} \binom{k}{i} x^i (1 - x)^{k-i}. \quad (1)
\]
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It is straightforward to check that $H_{f_k}(x) = f_k(x)$ if $k$ is odd and $H_{f_k}(x) = f_{k+1}(x)$ if $k$ is even. Majority is a functional voting with respect to

$$f(x) = \begin{cases} 0 & \text{if } x < \frac{1}{2}, \\ \frac{1}{2} & \text{if } x = \frac{1}{2}, \\ 1 & \text{if } x > \frac{1}{2} \end{cases}$$

if a vertex adopts the random opinion when it meets the tie.

Quasi-majority functional voting

In this paper, we focus on functional voting with respect to $f$ satisfying the following property.

Definition 1.2 (Quasi-majority). A function $f$ is quasi-majority if $f$ satisfies the following conditions.

(i) $f$ is $C^2$ (i.e., the derivatives $f'$ and $f''$ exist and they are continuous).

(ii) $0 < f(1/2) < 1$.

(iii) $H_f(x) < x$ whenever $x \in (0, 1/2)$.

(iv) $H_f'(1/2) > 1$.

(v) $H_f'(0) < 1$.

A voting process is a quasi-majority functional voting if it is a functional voting with respect to a quasi-majority function $f$.

Note that $H_f(x)$ is symmetric (i.e., $H_f(1 - x) = 1 - H_f(x)$) and thus the condition (iii) implies $H_f(x) > x$ for every $x \in (1/2, 1)$. Intuitively, the conditions (iii) to (v) ensure the drift towards consensus. The conditions (i) and (ii) are due to a technical reasons.

For each constant $k \geq 2$, best-of-$k$ is quasi-majority functional voting but pull voting and Majority are not. Indeed, if $H_{f_k}$ is the updating function of best-of-$k$, then $H_{f_{2\ell+1}}'(x) = (2\ell + 1)f'(x)^2(1 - x)^\ell$. It is straightforward to check that this function satisfies the conditions (iii) to (v) if $\ell \neq 0$ (pull-voting). See Figure 1 for depiction of the updating functions of pull voting, best-of-three and best-of-seven.

Figure 1 The updating functions $H_f(x)$ of pull voting (solid line), best-of-three (dashed line) and best-of-seven (dotted line). One can easily observe that best-of-three and best-of-seven are quasi-majority functional voting. Intuitively speaking, quasi-majority functional voting has an updating function $H_f$ with the property so-called “the rich get richer”, which coincides with Definition 1.2.
1.3 Our result

In this paper, we study the consensus time of quasi-majority functional voting on expander graphs\(^4\). Let \(T_{\text{cons}}(A)\) denote the consensus time starting from the initial configuration \(A \subseteq V\). For a graph \(G = (V, E)\), let \(\pi = (\pi(v))_{v \in V}\) denote the degree distribution defined as

\[
\pi(v) = \frac{\deg(v)}{2|E|}.
\]

(3)

Note that \(\sum_{v \in V} \pi(v) = 1\) holds. We denote by \(\|x\|_p := \left(\sum_{v \in V} |x_v|^p\right)^{1/p}\) the \(\ell^p\) norm of \(x \in \mathbb{R}^V\). For \(\pi \in [0, 1]^V\) and \(A \subseteq V\), let \(\pi(A) := \sum_{v \in A} \pi(v)\). Let

\[
\delta(A) := \pi(A) - \pi(V \setminus A) = 2\pi(A) - 1
\]

denote the bias between \(A\) and \(V \setminus A\).

\textbf{Theorem 1.3 (Main theorem).} Consider a quasi-majority functional voting with respect to \(f\) on an \(n\)-vertex \(\lambda\)-expander graph with degree distribution \(\pi\). Then, the following holds:

(i) Let \(C_1 > 0\) be an arbitrary constant and \(\varepsilon : \mathbb{N} \to \mathbb{R}\) be an arbitrary function satisfying \(\varepsilon(n) \to 0\) as \(n \to \infty\). Suppose that \(\lambda \leq C_1 n^{-1/4}\), \(\|\pi\|_2 \leq C_1 / \sqrt{n}\) and \(\|\pi\|_3 \leq \varepsilon / \sqrt{n}\).

Then, for any \(A \subseteq V\), \(T_{\text{cons}}(A) = O(\log n)\) w.h.p.

(ii) Let \(C_2\) be a positive constant depending only on \(f\). Suppose that \(\lambda \leq C_2\) and \(\|\pi\|_2 \leq C_2 / \sqrt{\log n}\). Then, for any \(A \subseteq V\) satisfying \(|\delta(A)| \geq C_2 \max\{\lambda^2, \|\pi\|_2 \sqrt{\log n}\}\), \(T_{\text{cons}}(A) = O(\log n)\) w.h.p.

The following result indicates that the consensus time of Theorem 1.3(i) is optimal up to a constant factor.

\textbf{Theorem 1.4 (Lower bound).} Under the same assumption of Theorem 1.3(i), \(T_{\text{cons}}(A) = \Omega(\log n)\) w.h.p. for some \(A \subseteq V\).

See the full version \[38\] for the proof of Theorem 1.4.

\textbf{Theorem 1.5 (Fast consensus for \(H_f'(0) = 0\).} Consider a quasi-majority functional voting with respect to \(f\) on an \(n\)-vertex \(\lambda\)-expander graph with degree distribution \(\pi\). Let \(C > 0\) be a constant depending only on \(f\). Suppose that \(H_f'(0) = 0\), \(\lambda \leq C\) and \(\|\pi\|_2 \leq C / \sqrt{\log n}\). Then, for any \(A \subseteq V\) satisfying \(|\delta(A)| \geq C \max\{\lambda^2, \|\pi\|_2 \sqrt{\log n}\}\), it holds w.h.p. that

\[
T_{\text{cons}}(A) = O \left( \frac{\log n \log \log n + \log |\delta(A)|}{\log \lambda^{-1}} + \frac{\log n}{\log(\|\pi\|_2 \sqrt{\log n})^{-1}} \right).
\]

For example, for each constant \(k \geq 2\), best-of-\(k\) is quasi-majority with \(H_f'(0) = 0\).

\textbf{Remark 1.6.} Roughly speaking, for \(p \geq 2\), \(\|\pi\|_p\) measures the imbalance of the degrees. For any graph, \(\|\pi\|_p \geq n^{-1+1/p}\) and the equality holds if and only if the graph is regular. For star graphs, we have \(\|\pi\|_p \approx 1\).

Results of best-of-\(k\):

Our results above do not explore Majority since it is not quasi-majority. A plausible approach is to consider best-of-\(k\) for \(k = k(n) = \omega(1)\) since each vertex is likely to choose the majority opinion if the number of neighbor sampling increases. Also, note that the betrayal function \(f_k\)

\(^4\) Throughout the paper, we consider sufficiently large \(n = |V|\).
of best-of-$k$ given in (1) converges to that of Majority (i.e., $f_k(x) \to f(x)$ as $k \to \infty$ for each $x \in [0, 1]$, where $f$ is the betrayal function (2) of Majority). On the other hand, if $k = O(1)$, there is a tremendous gap between best-of-$k$ and Majority: For any functional voting on the complete graph $K_n$, $T_{\text{cons}}(A) = \Omega(\log n)$ for some $A \subseteq V$ from Theorem 1.4. Majority on $K_n$ reaches the consensus in a single step if $|A| < |V \setminus A| - 1$. This motivates us to consider best-of-$k$ for $k = k(n) \to \infty$ as $n \to \infty$. For simplicity, we focus on best-of-$(2k + 1)$ and prove the following result (see the full version [38] for the proof).

**Theorem 1.7.** Let $k = k(n)$ be such that $k = \omega(1)$ and $k = o(n/\log n)$. Let $C$ be an arbitrary positive constant. Consider best-of-$(2k + 1)$ on an $n$-vertex $\lambda$-expander graph with degree distribution $\pi$ such that $\lambda \leq C k^{-1/2} n^{-1/4}$, $\|\pi\|_2 \leq C n^{-1/2}$ and $\|\pi\|_3 \leq C k^{-1/2} n^{-1/4}$. Then, $T_{\text{cons}}(A) = O\left(\frac{\log n}{\log k}\right)$ holds w.h.p. for any $A \subseteq V$.

### 1.4 Application

Here, we apply our main theorem to specific graphs and derive some useful results.

For any $p \geq (1 + \epsilon)\log n \over n$ for an arbitrary constant $\epsilon > 0$, $G(n, p)$ is connected and $O(1/\sqrt{np})$-expander w.h.p. [12, 23].

**Corollary 1.8.** Consider a best-of-$k$ on an Erdős–Rényi graph $G(n, p)$ for an arbitrary constant $k \geq 2$. Then, $T_{\text{cons}}(A)$ w.h.p. satisfies the following:

(i) Suppose that $p = \Omega(n^{-1/2})$. Then
  (a) for any $A \subseteq V$, $T_{\text{cons}}(A) = O(\log n)$ w.h.p.
  (b) for some $A \subseteq V$, $T_{\text{cons}}(A) = \Omega(\log n)$ w.h.p.

(ii) Suppose that $p \geq (1 + \epsilon)\log n \over n$ for an arbitrary constant $\epsilon > 0$. Then, for any $A \subseteq V$ satisfying $|\delta(A)| \geq C \max\left\{\frac{1}{np}, \sqrt{\frac{\log n}{n}}\right\}$, $T_{\text{cons}}(A) = O\left(\log \log n + \log |\delta(A)|^{-1} + \frac{\log n}{\log np}\right)$ w.h.p., where $C > 0$ is a constant depending only on $f$.

In Corollary 1.8(i), we stress that the worst-case consensus time on $G(n, p)$ was known for $p = \Omega(1)$ [37]. If $T_{\text{cons}}(A) = O(\log n \over \log 2)$ (or equivalently, $np = n^{\Omega(1/\log \log n)}$), Corollary 1.8(ii) implies $T_{\text{cons}}(A) = O(\log \log n + \log |\delta(A)|^{-1})$ w.h.p.

**Corollary 1.9.** Let $k = k(n)$ be such that $k = \omega(1)$ and $k = O(\sqrt{n})$. Consider best-of-$(2k + 1)$ on $G(n, p)$ for $p = \Omega(k/\sqrt{n})$. Then, for any $A \subseteq V$, $T_{\text{cons}}(A) = O\left(\frac{\log n}{\log k}\right)$ holds w.h.p.

From Corollary 1.9, best-of-$n'$ on $G(n, n^{-1/2 + \epsilon})$ for any constant $\epsilon \in (0, 1/2)$ reaches consensus in $O(1)$ steps. It is known that Majority on $G(n, Cn^{-1/2})$ satisfies $T_{\text{cons}}(A) \leq 4$ for large constant $C$ and random $A \subseteq V$ with constant probability [6].

For $3 \leq d \leq n/2$, $n$-vertex random $d$-regular graph $G_{n,d}$ is connected and $O(1/\sqrt{d})$-expander w.h.p. [13, 39].

**Corollary 1.10.** Consider a best-of-$k$ on an $n$-vertex random $d$-regular graph $G_{n,d}$ for an arbitrary constant $k \geq 2$. Then, $G_{n,d}$ w.h.p. satisfies the following:

(i) Suppose that $d = \Omega(n^{1/2})$ and $d \leq n/2$. Then,
  (a) for any $A \subseteq V$, $T_{\text{cons}}(A) = O(\log n)$ w.h.p.
  (b) for some $A \subseteq V$, $T_{\text{cons}}(A) = \Omega(\log n)$ w.h.p.

(ii) Suppose that $d \geq C$ and $d \leq n/2$ for a constant $C > 0$ depending only on $f$. Then, for any $A \subseteq V$ satisfying $|\delta(A)| \geq C \max\left\{\frac{1}{4}, \sqrt{\frac{\log n}{n}}\right\}$, it holds w.h.p. that $T_{\text{cons}}(A) = O\left(\log \log n + \log |\delta(A)|^{-1} + \frac{\log n}{\log d}\right)$. 

Corollary 1.11. Let $k = k(n)$ be such that $k = \omega(1)$ and $k = O(\sqrt{n})$. Consider best-of-(2$k + 1$) on an $n$-vertex random $d$-regular graph $G_{n,d}$ such that $d = \Omega(k\sqrt{n})$ and $d \leq n/2$. Then, for any $A \subseteq V$, $T_{\text{cons}}(A) = O\left(\frac{\log n}{\log k}\right)$ holds w.h.p.

See the full version [38] for other specific results and examples of quasi-majority functional voting.

1.5 Related work

In asynchronous voting process, in each round, a vertex is selected uniformly at random and only the selected vertex updates its opinion. Cooper and Rivera [18] introduced linear voting model. In this model, an opinion configuration is represented as a vector $v \in \Sigma^V$ and the vector $v$ updates according to the rule $v \leftarrow Mv$, where $M$ is a random matrix sampled from some probability space. This model captures a wide variety model including asynchronous push/pull voting and synchronous pull voting. Note that best-of-two and best-of-three are not included in linear voting model. Schoenebeck and Yu [36] proposed an asynchronous variant of our functional voting. The authors of [36] proved that, if the function $f$ is symmetric (i.e., $f(1 - x) = 1 - f(x)$), smooth and has “majority-like” property (i.e., $f(x) > x$ whenever $1/2 < x < 1$), then the expected consensus time is $O(n \log n)$ w.h.p. on $G(n, p)$ with $p = \Omega(1)$. This perspective has also been investigated in physics (see, e.g., [10]).

Several researchers have studied best-of-two and best-of-three on complete graphs initially involving $k \geq 2$ opinions [5, 4, 7, 25]. For example, the consensus time of best-of-three is $O(k \log n)$ if $k = O(n^{1/3}/\sqrt{\log n})$ [25]. Cooper, Radzik, Rivera, and Shiraga [17] considered best-of-two and best-of-three on regular expander graphs that hold more than two opinions.


2 Preliminary and technical result

2.1 Formal definition

Let $G = (V, E)$ be an undirected and connected graph. Let $P \in [0,1]^{V \times V}$ be the matrix defined as

$$P(u,v) := \frac{\mathbb{1}_{\{(u,v)\} \in E}}{\deg(u)} \quad \forall (u,v) \in V \times V \quad (4)$$

where $\mathbb{1}_Z$ denotes the indicator of an event $Z$. For $v \in V$ and $S \subseteq V$, we write $P(v,S) = \sum_{s \in S} P(v,s)$.

Now, let us describe the formal definition of functional voting. For a given $A \subseteq V$, let $(X_v)_{v \in V}$ be independent binary random variables defined as

$$\Pr[X_v = 1] = f(P(v,A)) \quad \text{if } v \in B; \quad \Pr[X_v = 0] = f(P(v,B)) \quad \text{if } v \in A, \quad (5)$$

where $B = V \setminus A$. For $A \subseteq V$ and $(X_v)$ above, define $A' = \{v \in V : X_v = 1\}$. Note that this definition coincides with Definition 1.1 since $P(v,A) = \frac{\deg_A(v)}{\deg(v)}$. Then, a functional voting is a Markov chain $A_0, A_1, \ldots$ where $A_{t+1} = (A_t)'$.

For $A \subseteq V$, let $T_{\text{cons}}(A)$ denote the consensus time of the functional voting starting from the initial configuration $A$. Formally, $T_{\text{cons}}(A)$ is the stopping time defined as

$$T_{\text{cons}}(A) := \min \{ t \geq 0 : A_t \in \{\emptyset, V\}, A_0 = A \}.$$
2.2 Technical background

Consider best-of-two on a complete graph \( K_n \) (with self loop on each vertex) with a current configuration \( A \subseteq V \). Let \( \alpha = |A|/n \). We have \( P(v, A) = \alpha \) for any \( v \in V \) and \( A \subseteq V \). Then, for any \( A \subseteq V \), \( E(\alpha') = H_f(\alpha) = 3\alpha^2 - 2\alpha^3 \). Thus, in each round, \( \alpha' = 3\alpha^2 - 2\alpha^3 + O(\sqrt{\log n/n}) \) holds w.h.p. from the Hoeffding bound. Therefore, the behavior of \( \alpha \) can be written as the iteration of applying \( H_f \).

The most technical part is the symmetry breaking at \( \alpha = 1/2 \). Note that \( H_f(1/2) = 1/2 \) and thus, the argument above does not work in the case of \( |\alpha - 1/2| = o(\sqrt{\log n/n}) \). To analyze this case, the authors of \([21, 11]\) proved the following technical lemma asserting that \( \alpha \) w.h.p. escapes from the area in \( O(\log n) \) rounds.

\[ \forall \text{Lemma 2.1 (Lemma 4.5 of [11] (informal)). For any constant } C, \text{ it holds w.h.p. that } |\alpha - 1/2| \geq C\sqrt{\log n/n} \text{ in } O(\log n) \text{ rounds (the hidden constant factor depends on } C \text{).} \]

(i) For any constant \( h \), there is a constant \( C_0 > 0 \) such that, if \( |\alpha - 1/2| = O(\sqrt{\log n/n}) \) then \( \Pr[|\alpha' - 1/2| > h/\sqrt{n}] \geq C_0. \)

(ii) If \( |\alpha - 1/2| = \Omega(\sqrt{\log n/n}) \) and \( |\alpha - 1/2| = \Theta(1/\sqrt{n}) \), \( \Pr[|\alpha' - 1/2| \leq (1 + \epsilon)|\alpha - 1/2|] \leq \exp(-\Theta((\alpha - 1/2)^2 n)) \) for some constant \( \epsilon > 0 \).

Intuitively speaking, the condition (ii) means that the bias \(|\alpha' - 1/2| \) is likely to be at least \((1 + \epsilon)|\alpha - 1/2| \) for some constant \( \epsilon > 0 \). The condition (ii) is easy to check using the Hoeffding bound. The condition (i) means that \( \alpha' \) has a fluctuation of size \( \Omega(1/\sqrt{n}) \) with a constant probability. We can check condition (i) using the Central Limit Theorem (the Berry-Esseen bound). The Central Limit Theorem implies that the normalized random variable \((\alpha' - E[\alpha'])/\sqrt{\text{Var}[\alpha']}\) converges to the standard normal distribution as \( n \to \infty \). In other words, \( \alpha' \) has a fluctuation of size \( \Theta(\sqrt{\text{Var}[\alpha']} \) with constant probability. Now, to verify the condition (i), we evaluate \( \text{Var}[\alpha'] \). On \( K_n \), it is easy to show that \( \text{Var}[\alpha'] = \Theta(1/n) \), which implies the condition (i).

The authors of \([16, 17]\) considered best-of-two on expander graphs. They focused on the behavior of \( \pi(A) \) instead of \( \alpha \). Roughly speaking, they proved that \( E[\pi(A') - 1/2] \geq (1 + \epsilon)(\pi(A) - 1/2) - O(\lambda^2) \). At the heart of the proof, they showed the following result.

\[ \forall \text{Lemma 2.2 (Special case of Lemma 3 of [17]). Consider a } \lambda \text{-expander graph with degree distribution } \pi. \text{ Then, for any } S \subseteq V, \sum_{v \in V} \pi(v) P(v, S)^2 - \pi(S)^2 \leq \lambda^2 \pi(S)(1 - \pi(S)). \]

Then, from the Hoeffding bound, we have \( E[\pi(A') - 1/2] \geq (1 + \epsilon)(\pi(A) - 1/2) - O(\lambda^2 + \|\pi\|_2\sqrt{\log n/n}) \). Thus, if the initial bias \( \pi(A) - 1/2 \) is \( \Omega(\max\{\lambda^2, \sqrt{\log n/n}\}) \), we can show that the consensus time is \( O(\log n) \).

Unfortunately, we cannot apply the same technique to estimate \( \text{Var}[\pi(A')] \) on expander graphs, and due to this reason, it seems difficult to estimate the worst-case consensus time on expander graphs. Actually, any previous works put assumptions on the initial bias due to the same reason. It should be noted that Lemma 2.1 is well-known in the literature. For example, Cruciani et al. \([20]\) used Lemma 2.1 from random initial configurations.

The technique of estimating \( E[\pi(A')] \) by Cooper et al. \([16, 17]\) is specialized in best-of-two. Thus, it is not straightforward to prove the estimation of \( E[\pi(A')] \) for voting processes other than best-of-two.

2.3 Our technical contribution

For simplicity, in this part, we focus on a quasi-majority functional voting with respect to a symmetric function \( f \) (i.e., \( f(1 - x) = 1 - f(x) \) for every \( x \in [0, 1] \)) on a \( \lambda \)-expander graph with degree distribution \( \pi \). For example, \( f(x) = 3x^2 - 2x^3 \) of best-of-three is a symmetric
function. Note that $f = H_f$ if $f$ is symmetric. Similar results mentioned in this subsection holds for non-symmetric $f$ (see Lemma 3.5 and 3.6 of the full version [38]). For a $C^2$ function $h : \mathbb{R} \rightarrow \mathbb{R}$, let

$$K_1(h) := \max_{x \in [0,1]} |h'(x)|, \quad K_2(h) := \max_{x \in [0,1]} |h''(x)|$$

be constants. The following technical result enables us to estimate $E[p(A')]$ and $\text{Var}[p(A')]$ of functional voting.

\textbf{Lemma 2.3.} Consider a functional voting with respect to a symmetric $C^2$ function $f$ on a $\lambda$-expander graph with degree distribution $\pi$. Let $g(x) := f(x)(1 - f(x))$. Then, for all $A \subseteq V,$

$$|E[p(A')] - H_f(\pi(A))| \leq \frac{K_2(f)}{2} \lambda^2 \pi(A)(1 - \pi(A)),$$

$$|\text{Var}[p(A')] - \|\pi\|_2^2 g(\pi(A))| \leq K_1(g) \lambda \sqrt{\pi(A)(1 - \pi(A))}\pi\|\pi\|_3^{\frac{1}{2}}.$$ 

Note that, if $f$ is symmetric, the corresponding functional voting satisfies that $\text{Pr}[v \in A'] = f(P(v, A))$ for any $v \in V$. Thus we have

$$E[p(A')] = \sum_{v \in V} \pi(v) f(P(v, A)), \quad \text{Var}[p(A')] = \sum_{v \in V} \pi(v)^2 g(P(v, A)).$$

To evaluate $E[p(A')]$ and $\text{Var}[p(A')]$ above, we prove the following key lemma that is a generalization of Lemma 2.2 and implies Lemma 2.3.

\textbf{Lemma 2.4 (Special case of Lemmas 3.2 and 3.3).} Consider a $\lambda$-expander graph with degree distribution $\pi$. Then, for any $S \subseteq V$ and any $C^2$ function $h : \mathbb{R} \rightarrow \mathbb{R}$,

$$\left| \sum_{v \in V} \pi(v) h(P(v, S)) - h(\pi(S)) \right| \leq \frac{K_2(h)}{2} \lambda^2 \pi(S)(1 - \pi(S)),$$

$$\left| \sum_{v \in V} \pi(v)^2 h(P(v, S)) - \|\pi\|_2^2 h(\pi(S)) \right| \leq K_1(h) \lambda \sqrt{\pi(S)(1 - \pi(S))}\pi\|\pi\|_3^{\frac{1}{2}}.$$ 

Non-symmetric functions

For general $f$, we prove the following.

\textbf{Lemma 2.5.} Consider a functional voting with respect to a $C^2$ function $f$ on a $\lambda$-expander graph. Let $g(x) := f(x)(1 - f(x))$. Then, for all $A \subseteq V$,

$$|E[p(A')] - H_f(\pi(A))| \leq K_2(f) \lambda ([2\pi(A) - 1 + \lambda] \pi(A)(1 - \pi(A)),$$

$$|\text{Var}[p(A')] - \|\pi\|_2^2 g\left(\frac{1}{2}\right)| \leq K_1(g) \left( \frac{1}{2} \|\pi\|_2^2 [2\pi(A) - 1] + 2\|\pi\|_3^{\frac{1}{2}} \lambda \sqrt{\pi(A)(1 - \pi(A))} \right).$$

We refer the proof of Lemma 2.5 to the full-version [38] due to the page limitation.

5 For example, for $f(x) = 3x^2 - 2x^3$ of best-of-three, $f''(x) = 6 - 12x$ and $K_2(f) = 6$. It should be noted that we deal with $f$ not depending on $G$ except for best-of-$k$ with $k = \omega(1)$. 
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2.4 Proof sketch of Theorem 1.3

We present proof sketch of Theorem 1.3(i). From the assumption of Theorem 1.3(i) and Lemma 2.3, if $|\pi(A) - 1/2| = o(1)$, we have $\text{Var}[\pi(A')] = \Theta(\|f\|_2^2 g(\pi(A))) = \Theta(\|f\|_2^2 g(1/2 + o(1))) = \Theta(1/n)$. Moreover, $E[\pi(A')] = H_f(\pi(A)) + O(\pi(A)/\sqrt{n})$ holds for any $A \subseteq V$. Hence, from the Hoeffding bound, $\pi(A') = H_f(\pi(A)) + O(\sqrt{\log n/n})$ holds w.h.p. for any $A \subseteq V$.

- If $|\pi(A) - 1/2| = O(\sqrt{\log n/n})$, we use Lemma 2.1 to obtain an $O(\log n)$ round symmetry breaking. In this phase, since $|\pi(A) - 1/2| = o(1)$, $\text{Var}[\pi(A') - 1/2] = \Theta(1/n)$. Then, from the Berry-Esseen bound, we can check the condition (i). To check the condition (ii), we invoke the condition $H_f(\pi(A)) + O(1/\sqrt{n}) = 1$. This enables us to evaluate the quasi-majority function. From Taylor’s theorem and the assumption of Lemma 2.1(ii) ($|\pi(A) - 1/2| = 1/2$), $E[\pi(A') - 1/2] = H_f(\pi(A)) - H_f(1/2) = O(1/\sqrt{n}) \approx (1 + \epsilon_1)\pi(A) - 1/2$ for some positive constant $\epsilon_1 > 0$. Note that $H_f(1/2) = 1/2$.

- If $C_1 \sqrt{\log n/n} \leq |\pi(A) - 1/2| \leq C_2$ for sufficiently large constant $C_1$ and some constant $C_2 > 0$, we use the Hoeffding bound and then obtain $\pi(A') - 1/2 \approx (1 + \epsilon_1)(\pi(A) - 1/2) - O(\sqrt{\log n/n}) \geq (1 + (\epsilon_1/2))(\pi(A) - 1/2)$ w.h.p. Hence, $O(\log n)$ rounds suffice to yield a constant bias. (Note that this argument holds when $|\pi(A) - 1/2| \leq C_2$ due to the remainder term of Taylor’s theorem.)

- If $C_3 \leq \pi(A) < 1/2$, it is straightforward to see that $\pi(A') = H_f(\pi(A)) + O(\sqrt{\log n/n}) \leq \pi(A) - \epsilon_2$ w.h.p. for some constant $\epsilon_2 > 0$. Note that we invoke the property that $H_f(x) < x$ whenever $0 < x < 1/2$.

- If $\pi(A) \leq C_3$ for sufficiently small constant $C_3$, we use the Markov inequality to show $\pi(A_t) = O(n^{-3})$ w.h.p. for some $t = O(\log n)$. Since $\pi(A) \geq 1/n^2$ whenever $A \neq \emptyset$, this implies that the consensus time is $O(\log n)$ w.h.p. Note that, since $H_f(0) < 1$, we have $E[\pi(A')] \leq H_f(\pi(A)) + O(\pi(A)/\sqrt{n}) \approx H_f(0)\pi(A) + O(\pi(A)/\sqrt{n}) \leq (1 - \epsilon_3)\pi(A)$ for some constant $\epsilon_3 > 0$.

In the proof of Theorem 1.7, we modify Lemma 2.1 and apply the same argument.

3 Reversible Markov chains and Proof of Lemma 2.4

In this section, we prove Lemma 2.4 by showing Lemmas 3.2 and 3.3, which are generalizations of Lemma 2.4 in terms of reversible Markov chain. This enables us to evaluate $E[\pi(A')]$ and $\text{Var}[\pi(A')]$ for functional voting with respect to a $C^2$ function $f$ (see the full version [38] for functional voting with respect to non-symmetric $f$).

3.1 Technical tools for reversible Markov chains

To begin with, we briefly summarize the notation of Markov chain, which we will use in this section$^6$. Let $V$ be a set of size $n$. A transition matrix $P$ over $V$ is a matrix $P \in [0,1]^{V \times V}$ satisfying $\sum_{v \in V} P(u,v) = 1$ for any $u \in V$. Let $\pi \in [0,1]^V$ denote the stationary distribution of $P$, i.e., a probability distribution satisfying $\pi P = \pi$. A transition matrix $P$ is reversible if $\pi(u)P(u,v) = \pi(v)P(v,u)$ for any $u, v \in V$. It is easy to check that the matrix (4) is

---

$^6$ For further detailed arguments about reversible Markov chains, see e.g., [29].
a reversible transition matrix and its stationary distribution is (3). Let \( \lambda_1 \geq \cdots \geq \lambda_n \) denote the eigenvalues of \( P \). If \( P \) is reversible, it is known that \( \lambda_i \in \mathbb{R} \) for all \( i \). Let \( \lambda = \max\{|\lambda_2|,|\lambda_n|\} \) be the second largest eigenvalue in absolute value\(^7\).

For a function \( h : \mathbb{R} \to \mathbb{R} \) and subsets \( S, T \subseteq V \), consider the quantity \( Q_h(S, T) \) defined as

\[
Q_h(S, T) := \sum_{v \in S} \pi(v)h(P(v, T)).
\]

(6)

The special case of \( h(x) = x \), that is, \( Q(S, T) := \sum_{v \in S} \pi(v)P(v, T) \), is well known as edge measure [29] or ergodic flow [3, 31]. Note that, for any reversible \( P \) and subsets \( S, T \subseteq V \), \( Q(S, T) = Q(T, S) \) holds. The following result is well known as a version of the expander mixing lemma.

Lemma 3.1 (See, e.g., p.163 of [29]). Suppose \( P \) is reversible. Then, for any \( S, T \subseteq V \),

\[
|Q(S, T) - \pi(S)\pi(T)| \leq \lambda \sqrt{\pi(S)\pi(T)(1 - \pi(S))(1 - \pi(T))}.
\]

We show the following lemma which gives a useful estimation of \( Q_h(S, T) \).

Lemma 3.2. Suppose \( P \) is reversible. Then, for any \( S, T \subseteq V \) and any \( C^2 \) function \( h : \mathbb{R} \to \mathbb{R} \),

\[
\left| Q_h(S, T) - \pi(S)h(\pi(T)) - h'(\pi(T))(Q(S, T) - \pi(S)\pi(T)) \right| \leq \frac{K_2(h)}{2}\lambda^2\pi(T)(1 - \pi(T)).
\]

Proof of Lemma 3.2. From Taylor’s theorem, it holds for any \( x, y \in [0, 1] \) that

\[
|h(x) - h(y) - h'(y)(x - y)| \leq \frac{K_2(h)}{2}(x - y)^2.
\]

Hence

\[
\left| Q_h(S, T) - \pi(S)h(\pi(T)) - h'(\pi(T))(Q(S, T) - \pi(S)\pi(T)) \right|
\]

\[
= \left| \sum_{v \in S} \pi(v)(h(P(v, T)) - \pi(T)) - h'(\pi(T))(P(v, T) - \pi(T)) \right|
\]

\[
\leq \sum_{v \in S} \pi(v)(h(P(v, T)) - \pi(T)) - h'(\pi(T))(P(v, T) - \pi(T))
\]

\[
\leq \sum_{v \in S} \pi(v)\frac{K_2(h)}{2}(P(v, T) - \pi(T))^2 \leq \frac{K_2(h)}{2}\sum_{v \in V} \pi(v)(P(v, T) - \pi(T))^2
\]

\[
\leq \frac{K_2(h)}{2}\lambda^2\pi(T)(1 - \pi(T)).
\]

The last inequality follows from Corollary A.2 of the full version [38].

Next, consider

\[
R_h(S, T) := \sum_{v \in S} \pi(v)^2h(P(v, T))
\]

(7)

for a function \( h : \mathbb{R} \to \mathbb{R} \) and \( S, T \subseteq V \). For notational convenience, for \( S \subseteq V \), let \( \pi_2(S) := \sum_{v \in S} \pi(v)^2 \). We show the following lemma that evaluates \( R_h(S, T) \).

---

\(^7\) If \( P \) is ergodic, i.e., for any \( u, v \in V \), there exists a \( t > 0 \) such that \( P^t(u, v) > 0 \) and \( \text{GCD}\{t > 0 : P^t(u, v) > 0, 1 > \lambda_2 \text{ and } \lambda_n < -1\} \). For example, the transition matrix of the simple random walk on a connected and non-bipartite graph is ergodic.
Lemma 3.3. Suppose that $P$ is reversible. Then, for any $S,T \subseteq V$ and any $C^2$ function $h : \mathbb{R} \to \mathbb{R}$,

$$\left| R_h(S,T) - \pi_2(S) h(\pi(T)) \right| \leq K_1(h) \|\pi\|_3^{3/2} \lambda \sqrt{\pi(T)(1 - \pi(T))}. $$

Proof. We first observe that

$$|h(x) - h(y)| \leq K_1(h)|x - y|$$

holds for any $x, y \in [0, 1]$ from Taylor’s theorem. Hence,

$$\begin{align*}
\left| R_h(S,T) - \pi_2(S) h(\pi(T)) \right| &= \left| \sum_{v \in S} \pi(v)^2 \left( h(P(v,T)) - h(\pi(T)) \right) \right| \\
&\leq \sum_{v \in S} \pi(v)^2 \left| h(P(v,T)) - h(\pi(T)) \right| \\
&\leq \sum_{v \in S} \pi(v)^2 K_1(h) \left| P(v,T) - \pi(T) \right| \\
&\leq K_1(h) \sum_{v \in V} \pi(v)^2 \left| P(v,T) - \pi(T) \right|.
\end{align*}$$

Then, applying the Cauchy-Schwarz inequality and Corollary A.2 of the full version [38],

$$\sum_{v \in V} \pi(v)^2 \left| P(v,T) - \pi(T) \right| \leq \left( \sum_{v \in V} \pi(v)^3 \right) \left( \sum_{v \in V} \pi(v) \left| P(v,T) - \pi(T) \right|^2 \right)^{1/2}$$

and we obtain the claim. \hfill \blacktriangleleft

Remark 3.4. The results of this paper can be extended to voting processes where the sampling probability is determined by a reversible transition matrix $P$. This includes voting processes on edge-weighted graphs $G = (V,E,w)$, where $w : E \to \mathbb{R}$ denotes an edge weight function. Consider the transition matrix $P$ defined as follows: $P(u,v) = w(\{u,v\})/\sum_{x:u,x \in E} w(\{u,x\})$ for $\{u,v\} \in E$ and $P(u,v) = 0$ for $\{u,v\} \notin E$. A weighted functional voting with respect to $f$ is determined by $\Pr[v \in A'] = f(P(v,B))$ and $\Pr[v \in B'] = f(P(v,A))$. For simplicity, in this paper, we do not explore the weighted variant and focus on the usual setting where $P$ is the matrix $(4)$ and its stationary distribution $\pi$ is $(3)$.

3.2 Proof of Lemma 2.4

For the first inequality, by substituting $V$ to $S$ of Lemma 3.2, we obtain

$$\left| Q_h(V,T) - h(\pi(T)) \right| \leq K_2(h) \lambda^2 \pi(T)(1 - \pi(T)).$$

Note that $Q(V,T) = Q(T,V) = \pi(T)$ from the reversibility of $P$. Similarly, we obtain the second inequality by substituting $V$ to $S$ of Lemma 3.3. \hfill \blacktriangleleft

4 Proofs of Theorems 1.3 and 1.5

Consider a quasi-majority functional voting with respect to $f$ on an $n$-vertex $\lambda$-expander graph with degree distribution $\pi$. Let $A_0, A_1, \ldots, \text{be the sequence given by the functional voting with initial configuration } A_0 \subseteq V$. Theorems 1.3 and 1.5 follow from the following lemma.
Consider a quasi-majority functional voting with respect to $f$ on an $n$-vertex $\lambda$-expander graph with degree distribution $\pi$. Let $c_{0}(f) := H_{f}'(1/2) - 1$, $c_{1}(f) := 1 - H_{f}'(0)$, and $K(f) := \max\{K_{2}(f), K_{2}(H_{f})\}$ be three positive constants depending only on $f$. Then, the following holds:

(I) Let $C > 0$ be an arbitrary constant and $\varepsilon : \mathbb{N} \rightarrow \mathbb{R}$ be an arbitrary function satisfying $\varepsilon(n) \rightarrow 0$ as $n \rightarrow \infty$. Suppose that $\lambda \leq C n^{-1/4}$, $\|\pi\|_{2} \leq C_{1}/\sqrt{n}$ and $\|\pi\|_{3} \leq \varepsilon/\sqrt{n}$. Then, for any $A_{0} \subseteq V$ such that $|\delta(A_{0})| \leq c_{1} \log n/\sqrt{n}$ for an arbitrary constant $c_{1} > 0$, $|\delta(A_{2})| \geq c_{1} \log n/\sqrt{n}$ within $t = O(\log n)$ steps w.h.p.

(II) Suppose that $\lambda \leq \frac{c_{0}(f)}{2K(f)}$. Then, for any $A_{0} \subseteq V$ s.t. $\frac{2\max\{K(f), \lambda\}}{c_{0}(f)} \max\{\lambda^{2}, \|\pi\|_{2}\sqrt{\log n}\}$ \begin{align*} \leq |\delta(A_{0})| \leq \frac{c_{0}(f)}{K(f)}, \quad |\delta(A_{2})| \geq \frac{c_{0}(f)}{K(f)} \end{align*} \begin{align*} \text{within } t = O(\log |\delta(A_{0})|^{-1}) \text{ steps w.h.p.} \end{align*}

(III) Let $c_{2}, c_{3}$ be two arbitrary constants satisfying $0 < c_{2} < c_{3} < 1/2$ and $\epsilon(f) := \min_{\pi \in c_{2}, c_{3}}(x - H_{f}(x))$ be a positive constant depending on $f, c_{2}, c_{3}$. Suppose that $\lambda \leq \frac{c_{0}(f)}{2K(f)}$ and $\|\pi\|_{2} \leq \frac{c_{0}(f)}{4\sqrt{\log n}}$. Then, for any $A_{0} \subseteq V$ satisfying $c_{2} \leq \pi(A_{0}) \leq c_{3}$, $\pi(A_{1}) \leq c_{2}$ within constant steps w.h.p.

(IV) Suppose that $\lambda \leq \frac{c_{0}(f)}{2K(f)}$ and $\|\pi\|_{2} \leq \frac{c_{0}(f)^{2}}{32K(f)\sqrt{\log n}}$. Then, for any $A_{0} \subseteq V$ satisfying $\pi(A_{0}) \leq \frac{c_{0}(f)}{32K(f)}$, $\pi(A_{1}) = 0$ within $t = O(\log n)$ steps w.h.p.

(V) Suppose that $H_{f}'(0) = 0$, $\lambda \leq \frac{1}{10K(f)}$ and $\|\pi\|_{2} \leq \frac{1}{64K(f)\sqrt{\log n}}$. Then, for any $A_{0} \subseteq V$ satisfying $\pi(A_{0}) \leq \frac{1}{\pi K(f)}$, it holds w.h.p. that $\pi(A_{1}) = 0$ within \begin{align*} t = O \left( \log \log n + \frac{n}{\log \lambda^{-1} + \log(\|\pi\|_{2}\sqrt{\log n})^{-1}} \right) \text{ steps.} \end{align*}

Proof of Theorem 1.3(ii). Since $\|\pi\|_{2} \geq 1/\sqrt{n}$, we have $|\delta(A_{0})| = \Omega(\sqrt{\log n/n})$. This implies that Phase (II) takes at most $O(\log n)$ steps. Thus, we obtain the claim since we can merge Phases (II) to (IV) by taking appropriate constants $c_{2}, c_{3}$ in Phase (III).

Proof of Theorem 1.3(i). Under the assumption of Theorem 1.3(i), for any positive constant $|C|$, a positive constant $C'$ exists such that $C(\lambda^{2} + \|\pi\|_{2}\sqrt{\log n}) \leq C' \log n/\sqrt{n}$. Thus, we can combine Phase (I) and Theorem 1.3(ii), and we obtain the claim.

Proof of Theorem 1.5. Combining Phases (II), (III) and (V), we obtain the claim.

In the rest of this section, we show Phases (I) to (V) of Lemma 4.1. For notational convenience, let \begin{align*} \alpha := \pi(A), \quad \alpha' := \pi(A'), \quad \alpha_{1} := \pi(A_{1}), \quad \delta := \delta(A) = 2\alpha - 1, \quad \delta' := \delta(A'), \quad \delta_{1} := \delta(A_{1}). \end{align*}

4.1 Phase (I): $0 \leq |\delta| \leq c_{1} \log n/\sqrt{n}$

We use the following lemma to show Lemma 4.1(1).

Lemma 4.2 (Lemma 4.5 of [11]). Consider a Markov chain $(X_{t})_{t=1}^{\infty}$ with finite state space $\Omega$ and a function $\Psi : \Omega \rightarrow \{0, \ldots, n\}$. Let $C_{3}$ be arbitrary constant and $m = C_{3}\sqrt{n}\log n$. Suppose that $\Omega$, $\Psi$ and $m$ satisfies the following conditions:

(i) For any positive constant $h$, there exists a positive constant $C_{1} < 1$ such that \begin{align*} \Pr \left[ \Psi(X_{t+1}) < h\sqrt{n} \mid \Psi(X_{t}) \leq m \right] < C_{1}. \end{align*}
Then, for any vertex \( \lambda \) and we obtain the claim. ▶

Note that the proofs of (I) and (II) of Lemma 4.1.

Let us first prove the following lemma concerning the growth rate of \( |\delta| \), which we will use in the proofs of (I) and (II) of Lemma 4.1.

**Lemma 4.3.** Consider a quasi-majority functional voting with respect to \( f \) on an \( n \)-vertex \( \lambda \)-expander graph with degree distribution \( \pi \). Let \( \epsilon_h(f) := H_f'(1/2) - 1 \) and \( K(f) := \max\{K_2(f), K_2(H_f)\} \) be positive constants depending only on \( f \). Suppose that \( \lambda \leq \frac{\epsilon_h(f)}{2K(f)} \).

Then, for any \( A \subseteq V \) satisfying \( 2K(f)\lambda^2 |\delta| \leq \epsilon_h(f) \),

\[
\Pr \left[ |\delta'| \leq \left(1 + \frac{\epsilon_h(f)}{8}\right) |\delta| \right] \leq 2 \exp \left( -\frac{\epsilon_h(f)^2 \delta^2}{128 \|\pi\|_2^2} \right).
\]

**Proof.** Combining Lemma 2.5 and Taylor’s theorem, we have

\[
\left| E[\delta'] - H_f' \left( \frac{1}{2} \right) \delta \right| = 2 \left| E[\alpha'] - \frac{1}{2} - H_f' \left( \frac{1}{2} \right) (\alpha - \frac{1}{2}) \right|
\]

\[
= 2 \left| E[\alpha'] - H_f(\alpha) + H_f(\alpha) - H_f' \left( \frac{1}{2} \right) (\alpha - \frac{1}{2}) \right|
\]

\[
\leq 2K_2(f)\lambda (|\delta| + \lambda) \alpha (1 - \alpha) + K_2(H_f) \left( \alpha - \frac{1}{2} \right)^2
\]

\[
\leq \left( \frac{K(f)}{2}\lambda + \frac{K(f)}{4} |\delta| \right) |\delta| + \frac{K(f)}{2} \lambda^2
\]  

(9)

Note that \( H_f'(1/2) = 1/2 \) from the definition. From assumptions of \( \lambda \leq \frac{\epsilon_h(f)}{2K(f)} \), \( |\delta| \leq \frac{\epsilon_h(f)}{K(f)} \) and \( \lambda^2 \leq \frac{\epsilon_h(f)}{2K(f)} |\delta| \), we have

\[
\left| H_f' \left( \frac{1}{2} \right) \delta \right| - |E[\delta']| \leq \left| H_f' \left( \frac{1}{2} \right) \delta - E[\delta'] \right| \leq \frac{3}{4} \epsilon_h(f) |\delta|.
\]

Hence, it holds that

\[
|E[\delta']| \geq \left| H_f' \left( \frac{1}{2} \right) \delta \right| - \frac{3}{4} \epsilon_h(f) |\delta| = (1 + \epsilon_h(f)) |\delta| - \frac{3}{4} \epsilon_h(f) |\delta| = \left(1 + \frac{\epsilon_h(f)}{4}\right) |\delta|.
\]

We observe that, for any \( \kappa > 0 \),

\[
\Pr \left[ |\delta'| \leq |E[\delta']| - \kappa \right] \leq 2 \exp \left( -\frac{\kappa^2}{2 \|\pi\|_2^2} \right)
\]  

(10)

from Corollary A.4 of the full version [38]. Note that \( \delta' = \sum_{v \in V} \pi(v)(2X_v - 1) \) for independent indicator random variables \((X_v)_{v \in V}\) (see (5) for the definition of \( X_v \)). Thus,

\[
\Pr \left[ \delta' \leq \left(1 + \frac{\epsilon_h(f)}{8}\right) |\delta| \right] = \Pr \left[ |\delta'| \leq \left(1 + \frac{\epsilon_h(f)}{4}\right) |\delta| - \frac{\epsilon_h(f)}{8} |\delta| \right]
\]

\[
\leq \Pr \left[ |\delta'| \leq |E[\delta']| - \frac{\epsilon_h(f)}{8} |\delta| \right] \leq 2 \exp \left( -\frac{\epsilon_h(f)^2 \delta^2}{128 \|\pi\|_2^2} \right)
\]

and we obtain the claim. ▶
Proof of Lemma 4.1(I). We check the conditions (i) and (ii) of Lemma 4.2 with letting $\Psi(A) = |n|\delta(A)|$ and $m = c_1\sqrt{n}\log n$.

Condition (i).\footnote{Note that $\epsilon_{\text{var}}(f) := f(1/2)(1 - f(1/2))$ is a positive constant depending only on $f$.} First, we show the following claim that evaluates $\text{Var}[\delta']$.

\begin{itemize}
\item \textbf{Claim 4.4.} Under the same assumption as Lemma 4.1(I),
\end{itemize}

$$
\frac{\epsilon_{\text{var}}(f)}{n} \leq \text{Var}[\delta'] \leq \frac{5C_2^2}{n}
$$

holds, where $\epsilon_{\text{var}}(f) = f(1/2)(1 - f(1/2))$ is a positive constant depending only on $f$.

Proof of the claim. From Lemma 2.5 and assumptions, we have

$$
\left| \text{Var}[\delta'] \right| \leq \left| \text{Var}[\alpha'] - \|\pi\|^2 \frac{1}{2} \right| \leq K_1(g) \left( \|\pi\|_2^2 \frac{\|\delta\|}{2} + \|\pi\|_3^2 \lambda \right)
$$

$$
\leq \frac{K_1(g)}{n} \left( C_2^2 \frac{\log n}{\sqrt{n}} + C_1 \epsilon_{\text{var}}(f) \right) = \frac{1}{n} o(1).
$$

Next, note that $\text{Var}[\delta'] = \text{Var}[2\alpha' - 1] = 4 \text{Var}[\alpha']$. Since $\|\pi\|_2^2 \geq 1/n$, we have

$$
\frac{\epsilon_{\text{var}}(f)}{n} \leq \frac{4\epsilon_{\text{var}}(f) - o(1)}{n} \leq \frac{4C_2^2 + o(1)}{n} \leq \frac{5C_2^2}{n}.
$$

From Corollary A.6 of the full version [38] with letting $Y = \pi(\nu)(2X - 1)$, we have

$$
\Pr \left[ |\delta'| \leq x \frac{\epsilon_{\text{var}}(f)}{n} \right] \leq \Pr \left[ |\delta'| \leq x \sqrt{\text{Var}[\delta']} \right] \leq \Phi(x) + 5.6\|\pi\|_3^3 \text{Var}[\delta']^{3/2}
$$

$$
\leq \Phi(x) + 5.6 \epsilon_{\text{var}}(f)^{3/2} \frac{n^{3/2}}{\epsilon_{\text{var}}(f)^{3/2}} = \Phi(x) + o(1)
$$

(11)

for any $x \in \mathbb{R}$, where $\Phi(x) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{x} e^{-y^2/2} dy$. Thus, for any constant $h > 0$, there exists some constant $C > 0$ such that $\Pr[\Psi(A') < h\sqrt{n} \mid \Psi(A) \leq m] < C$, which verifies the condition (i).

Condition (ii). Set $h = \frac{2K(f)}{\epsilon_{\text{var}}(f)} C_2^2$ and assume $h\sqrt{n} \leq \Psi(A) < m$. Then

$$
\frac{2K(f)}{\epsilon_{\text{var}}(f)} \lambda^2 n \leq \frac{2K(f)}{\epsilon_{\text{var}}(f)} C_2^2 \sqrt{n} = h\sqrt{n} \leq \Psi(A) \leq |\delta| n = o(n).
$$

Thus, we can apply Lemma 4.3 and positive constants $C, \gamma$ exist such that, for any $h\sqrt{n} \leq \Psi(A) \leq c_1\sqrt{n}\log n$, $\Pr[\Psi(A') < (1 + \gamma)\Psi(A)] < \exp \left( -C \frac{2\|\Psi(A)\|}{n} \right)$. Note that $\|\pi\|_2^2 = \Theta(1/n)$ from the assumption. Thus the condition (ii) holds and we can apply Lemma 4.2.

4.2 Phase (II): $\frac{2\max \{K(f), 8\}}{\epsilon_{\text{var}}(f)} \max \{ \lambda^2, \|\pi\|_2 \sqrt{\log n} \} \leq |\delta| \leq \epsilon_{\text{var}}(f) \frac{K(f)}{K(f)}$.

Proof of Lemma 4.1(II). Since $|\delta| \geq \frac{16}{\epsilon_{\text{var}}(f)} \|\pi\|_2 \sqrt{\log n}$ from assumptions, applying Lemma 4.3 yields $\Pr \left[ |\delta'| \leq \left( 1 + \frac{2\|\pi\|_2}{8} \right) |\delta| \right] \leq \frac{2}{n}$. Thus, it holds with probability larger than $(1 - 2/n^2)^t$ that $|\delta| \geq \left( 1 + \frac{2\|\pi\|_2}{8} \right)^t |\delta_0|$ and we obtain the claim by substituting $t = O(\log |\delta_0|^{-1})$.\footnote{Note that $|\delta_0| \leq \epsilon_{\text{var}}(f) K(f)/K(f)$ from the assumption (ii).}
4.3 Phase (III): $0 < c_2 \leq \alpha \leq c_3 < 1/2$

Proof of Lemma 4.1(III). We first observe that, for any $\kappa > 0$,
\[
\Pr \left[ |\alpha' - \mathbb{E}[\alpha']| \geq \kappa \|\pi\|_2 \sqrt{\log n} \right] \leq 2n^{-2\kappa}
\]
(12)
from the Hoeffding theorem. Note that $\alpha' = \sum_{v \in V} \pi(v)X_v$ for independent indicator random variables $(X_v)_{v \in V}$. Hence, applying Lemma 2.5 yields
\[
|\alpha' - H_f(\alpha)| \leq |\alpha' - \mathbb{E}[\alpha']| + |\mathbb{E}[\alpha'] - H_f(\alpha)| \leq \|\pi\|_2 \sqrt{\log n} + \frac{K(f)}{4}(\|\delta\| + \lambda)\lambda
\]
(13)
with probability larger than $1 - 2/n^2$. Then, for any $\alpha \in [c_2, c_3]$, it holds with probability larger than $1 - 2/n^2$ that
\[
\alpha' \leq H_f(\alpha) + \frac{K(f)}{2}\lambda + \|\pi\|_2 \sqrt{\log n} \leq \alpha - \epsilon(f) + \epsilon(f) + \frac{\epsilon(f)}{4} \leq \alpha - \frac{\epsilon(f)}{2}.
\]
Thus, for $\alpha_0 \in [c_2, c_3]$, $\alpha_t \leq c_2$ within $t = 2(c_3 - c_2)/\epsilon(f) = O(1)$ steps w.h.p.

4.4 Phase (IV): $0 \leq \alpha \leq \frac{\epsilon(f)}{8K(f)}$

We show the following lemma which is useful for proving (IV) and (V) of Lemma 4.1.

Lemma 4.5. Let $\epsilon \in (0, 1]$ be an arbitrary constant. Consider functional voting on an $n$-vertex connected graph with degree distribution $\pi$. Suppose that, for some $\alpha_* \in (0, 1]$ and $K \in [0, 1 - \epsilon]$, $\mathbb{E}[\alpha'] \leq K\alpha$ holds for any $A \subseteq V$ satisfying $\alpha \leq \alpha_*$ and $\|\pi\|_2 \leq \frac{\epsilon\alpha_*}{2\sqrt{\log n}}$.

Then, for any $A_0 \subseteq V$ satisfying $\alpha_0 \leq \alpha_*$, $\alpha_t = 0$ w.h.p. within $O \left( \frac{\log n}{\log K} \right)$ steps.

Proof. For any $\alpha \leq \alpha_*$, from (12) and assumptions of $\mathbb{E}[\alpha'] \leq \alpha$ and $\|\pi\|_2 \leq \frac{\epsilon\alpha_*}{2\sqrt{\log n}}$, it holds with probability larger than $1 - 2/n^4$ that
\[
\alpha' \leq \mathbb{E}[\alpha'] + 2\|\pi\|_2 \sqrt{\log n} \leq K\alpha + \epsilon\alpha_* \leq (1 - \epsilon)\alpha_* + \epsilon\alpha_* = \alpha_*.
\]
Thus, for any $\alpha_0 \leq \alpha_*$, we have
\[
\mathbb{E}[\alpha_t] = \sum_{x \leq \alpha_*} \mathbb{E}[\alpha_t | \alpha_{t-1} = x] \Pr[\alpha_{t-1} = x] + \sum_{x > \alpha_*} \mathbb{E}[\alpha_t | \alpha_{t-1} = x] \Pr[\alpha_{t-1} = x] \\
\leq \sum_{x \leq \alpha_*} Kx \Pr[\alpha_{t-1} = x] + \Pr[\alpha_{t-1} > \alpha_*] \leq K \mathbb{E}[\alpha_{t-1}] + \frac{2t}{n^4} \\
\leq \cdots \leq K^t \alpha_0 + \frac{2t^2}{n^4} \leq K^t + \frac{2t^2}{n^4}.
\]
This implies that, $\mathbb{E}[\alpha_t] = O(n^{-3})$ within $t = O \left( \frac{\log n}{\log K} \right)$ steps. Let $\pi_{\min} := \min_{v \in V} \pi(v) \geq 1/(2|E|) \geq 1/n^2$. We obtain the claim from the Markov inequality, which yields $\Pr[|\alpha_t = 0| = 1 - \Pr[|\alpha_t \geq \pi_{\min}] \geq 1 - \frac{\mathbb{E}[\alpha_t]}{\pi_{\min}} = 1 - O(1/n)$.

Proof of Lemma 4.1 of (IV). Combining Lemma 2.5 and Taylor’s theorem,
\[
|\mathbb{E}[\alpha'] - H'_f(0)\alpha| = |\mathbb{E}[\alpha'] - H_f(\alpha) + H_f(\alpha) - H_f(0) - H'_f(0)(\alpha - 0)| \\
\leq K_2(f)(\|\delta\| + \lambda)\alpha(1 - \alpha) + \frac{K_2(H_f)}{2} \alpha^2 \\
\leq 2K(f)\lambda + \frac{K(f)}{2} \alpha^2.
\]
(14)
Hence, for any $\alpha \leq \frac{c_{\epsilon}(f)}{2K(f)}$, we have $E[\alpha'] \leq \left(H'_f(0) + 2K(f)\alpha + \frac{K(\alpha)}{2}\right)\alpha \leq \left(1 - \frac{c_{\epsilon}(f)}{2}\right)\alpha$.

Letting $\epsilon = c_{\epsilon}(f)/2$, $K = 1 - c_{\epsilon}(f)/2$ and $\alpha_* = \frac{c_{\epsilon}(f)/8K(f)}{2\log n}$, from the assumption, $\|\pi\|_2 \leq \frac{c_{\epsilon}(f)/82K(f)}{2\log n}$. Thus, we can apply Lemma 4.5 and we obtain the claim. \hfill $\blacktriangle$

### 4.5 Phase (V): $H'_f(0) = 0$ and $0 \leq \alpha \leq \frac{1}{7K(f)}$

**Proof of Lemma 4.1(V).** In this case, from (14),

$$E[\alpha'] \leq 2K(f)\alpha + \frac{K(\alpha)}{2}\alpha^2. \tag{15}$$

We consider the following two cases.

**Case 1.** $\max \left\{ \lambda, \sqrt{\frac{\|\pi\|_2\sqrt{\log n}}{K(f)}} \right\} \leq \alpha \leq \frac{1}{7K(f)}$: In this case, combining (12) and (15), it holds with probability larger than $1 - 2/n^2$ that

$$\alpha' \leq \left(2K(f)\lambda + \frac{K(f)}{2} + \frac{\|\pi\|_2\sqrt{\log n}}{\alpha^2}\right)\alpha^2 \leq \frac{7K(\alpha)}{2}\alpha^2.$$

Applying this inequality iteratively, for any $\alpha_0 \leq 7K(f)^{-1}$,

$$\alpha_t \leq \frac{7K(f)}{2}\alpha_{t-1}^2 \leq \cdots \leq \frac{2}{7K(f)} \left(\frac{7K(f)}{2}\alpha_0\right)^{2^t} \leq \frac{2}{7K(f)^{2^{t}}},$$

holds with probability larger than $(1 - 2/n^2)^t$. This implies that, within $t = O(\log \log n)$ steps, $\alpha_t \leq \max \left\{ \lambda, \sqrt{\frac{\|\pi\|_2\sqrt{\log n}}{K(f)}} \right\}$ w.h.p. Note that $\max \left\{ \lambda, \sqrt{\frac{\|\pi\|_2\sqrt{\log n}}{K(f)}} \right\} \geq \sqrt{\frac{\|\pi\|_2\sqrt{\log n}}{K(f)}} \geq \sqrt{\frac{\log n}{nK(f)}}$ since $\|\pi\|_2^2 \geq 1/n$.

**Case 2.** $\alpha \leq \max \left\{ \lambda, \sqrt{\frac{\|\pi\|_2\sqrt{\log n}}{K(f)}} \right\}$: Set $\alpha_* = \max \left\{ \lambda, \sqrt{\frac{\|\pi\|_2\sqrt{\log n}}{K(f)}} \right\} \geq \sqrt{\frac{\|\pi\|_2\sqrt{\log n}}{K(f)}}$, $K = \frac{5K(f)}{2} + \frac{1}{2}\sqrt{K(f)\|\pi\|_2\sqrt{\log n}}$ and $\epsilon = 1/4$. Then, from $\lambda \leq \frac{1}{10K(f)}$ and $\|\pi\|_2 \leq \frac{1}{64K(f)\sqrt{\log n}}$, we have $K \leq 1 - \epsilon$,

$$\|\pi\|_2 \leq \frac{\sqrt{\|\pi\|_2^2}}{8\sqrt{K(f)\sqrt{\log n}}} = \frac{\sqrt{\|\pi\|_2\sqrt{\log n}}}{K(f)} \frac{\epsilon}{2\sqrt{\log n}} \leq \frac{\epsilon\alpha_*}{2\sqrt{\log n}}.$$

Thus, applying Lemma 4.5, we obtain the claim. \hfill $\blacktriangle$

### 5 Conclusion

In this paper we propose functional voting as a generalization of several known voting processes. We show that the consensus time is $O(\log n)$ for any quasi-majority functional voting on $O(n^{-1/2})$-expander graphs with balanced degree distributions. This result extends previous works concerning voting processes on expander graphs. Possible future direction of this work includes

1. Does $O(\log n)$ worst-case consensus time holds for quasi-majority functional voting on graphs with less expansion (i.e., $\lambda = \omega(n^{-1/2})$)?
2. Is there some relationship between best-of-$k$ and Majority?
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1 Introduction

Many problems in combinatorial optimization can be represented as a pair $(S, \varphi)$ where $S$ is a set of constraints and $\varphi$ is a function of the constraints that we would like to minimize. This class includes many problems that are NP-hard, even for the decision version of some problems where we would like to determine if $\varphi(S)$ is at most some constant $k$. For instance, let $S$ be constraints that say two nodes in a graph are connected by an edge (so $S$ can be thought of as a set of edges) and $\varphi$ be the chromatic number of a graph with those edges. Then it is NP-complete to determine if $\varphi(S) \leq 3$.

In this work, we consider a relaxation of the above hard class of problems by using the framework of property testing. Specifically, given a value parameter $k$ and distance parameter $\epsilon$, we wish to determine if $\varphi(S) \leq k$ or if $(S, \varphi)$ is $\epsilon$-far from $\varphi(S) \leq k$, where $\epsilon$-far means that at least $\epsilon |S|$ many of the constraints of $S$ need to be removed for $\varphi(S) \leq k$ to hold. We assume we have query access to the constraints and knowledge of $\varphi$ and our goal is to perform property testing while minimizing the number of constraints of $S$ we access.
Even under the property testing setting, this question is too broad. Therefore, we focus our attention to LP-Type Problems, formally described in Definition 1. Informally, these problems have an underlying geometrical structure, much like that of linear programs, which can be used to create efficient testing algorithms.

Our main result is a general algorithm that is able to perform property testing for any LP-Type problem with $O(\delta/\epsilon)$ queries where $\delta$ is the dimension of the LP-Type problem, formally defined in Section 2. In many cases, this bound is tight such as testing clusterability using one cluster considered in [1]. To the best of our knowledge, this is the first work that connects the area of LP-Type problems and property testing in a systematic way. The class of these problems is quite general and includes problems which have been previously studied individually in property testing, such as testing clusterability of points in [1], and newer testing problems, such as determining if a set of linear constraints is feasible or “far” from feasible. We also give a matching lower bound for many of these problems using geometric constructions. For a comprehensive overview of our contributions, see Section 2.2.

### 1.1 Related Work

Many problems in property testing can be modeled as a set of constraints and some optimization function over these constraints. These include well studied graph problems such as bipartiteness, expansion, $k$-colorability, and many other problems [14, 15, 16, 23]. This line of work was initiated by Goldreich and Ron and there are many results in the area of graph property testing. For more information about graph property testing, see [13] and the references within. Overall, these testing problems differ from our setting where our queries are essentially access to random constraints.

This model where queries are accesses to constraints have also been studied in the case where we wish to test properties of a metric space and queries are access to points (see [19, 1, 21]). There are instances of these problems that are also examples of LP-Type problems that we consider. For more information, see Section 2.2.

LP-Type problems have a rich literature and there have been many previous work on them, including general algorithms to solve LP-Type problems [25, 6, 26, 18]. The algorithms for these problems have runtimes that are generally linear in the number of constraints, but exponential in the dimension of the LP-Type problem (see Definition 3). This is in contrast to our testing algorithms that have no dependence on the number of constraints.

Furthermore, many properties of LP-Type problems have been generalized to a larger class of problems called violator spaces [11, 4]. We do not explicitly consider them here since these problems do not yield any additional interesting property testing applications but our results carry over to this setting in a straightforward manner.

There are previous works on geometric property testing, for example, testing convexity of point sets [7, 20], testing disjointness of geometric bodies [9], and testing properties of two dimensional images [22, 24, 2, 3]. While many of these work share the paradigm of “sample few objects and test” that is common among many property testers, including ours, the problems considered in these works are very different than the problems we focus on (see 2.2).

There is also existing work on property testing for constraint satisfaction problems (CSPs) where given an instance of a CSP, one is given query access to an assignment of the variables and the task is to determine if the assignment is “close” or “far” from satisfying the instance [5]. This is different than our setting where we wish to check if $\phi(S) \leq k$ where $\phi$ is a function of the constraints in $S$. 
The paper of Czumaj and Sohler cited in [8] is closest in spirit to our work, as it also introduces a framework for property testing for a general class of problems which they refer to as abstract combinatorial problems (ACPs). This class of problems are similar to LP-type problems as they both include a set of constraints and consider a restricted set of subsets called a basis (see Section 2 for a formal definition of LP-Type problems). Furthermore, [8] exploit the combinatorial structure of ACPs to develop testing algorithms, just as we do for LP-Type problems. However, there are some key differences between ACPs and LP-Type problems, such as the fact that LP-Type problems are equipped with a function $\phi$ that is optimized over a set of constraints. LP-Type problems also have a clean correspondence between dimension and the number of “violators” for a particular basis as formulated in Lemma 11 and Corollary 13, which lets us automatically translate between the dimension and the property testing query complexity.

In terms of concrete property testing problems, [8] also consider the smallest enclosing ball problem (see Section 2.2). We achieve a better query complexity bound than [8] for this problem, but it is important to note that the results of [8] also hold for the general problem of clustering with multiple balls while we only consider one ball. However, the rest of the problems considered in [8] do not overlap with the problems we present in this paper and furthermore, the problems we study are inherently geometric in nature. Lastly, while ACPs are the invention of the authors in [8], there exists rich literature for LP-Type problems outside of the domain of property testing.

Lastly, we note that using a few samples to determine information about your underlying data has also been studied in the PAC-learning literature. In that setting, the goal is to learn a classifier of your dataset and recently, the question of optimal sample complexity for PAC learning has been settled, see for instance [17]. The key differences between the PAC learning setting and our work is that our “datapoints” do not necessarily come with a label. For instance, the PAC learning framework would be valid in the example where we have labeled points in $\mathbb{R}^d$ and we wish to learn a separator from a family class such as balls. However, this framework would not apply if we wished to compute the smallest enclosing ball of the points. We do consider one instance where a PAC learning framework would apply and that is problem of property testing if a set of labeled points are linearly separable or far from it (for more information, see Section 2.2). In this example, a valid approach would be to use the PAC learning framework and learn a linear classifier. Instead of pursuing this route, we are able to cast this problem as an example of a LP-Type problem and achieve the optimal sample complexity using the theory we develop.

### 1.2 Organization

In Section 2, we formally define the class of LP-Type problems. In Section 2.2 we outline our contributions. In Section 3, we present our algorithms and prove their correctness and in Section 4, we apply our algorithm to specific LP-Type problems. Finally, we complement some of these problems with lower bounds in Section 5.

### 2 Preliminaries

#### 2.1 Notation and Definitions

We define LP-Type problems as well as some related concepts. These definitions are standard in the literature for LP-Type problems but we reproduce them below for the sake of completeness. For more information, see [26, 18, 12].
Definition 1 (LP-Type Problem). Let $S$ be a finite set and $\varphi$ be a function that maps subsets of $S$ to some value. We say $(S, \varphi)$ is a LP-Type problem if $\varphi$ satisfies the following two properties:

- **Monotonicity:** if $A \subseteq B \subseteq S$ then $\varphi(A) \leq \varphi(B)$
- **Locality:** For all $A \subseteq B \subseteq S$ and elements $x \in S$, if $\varphi(A) = \varphi(B) = \varphi(A \cup \{x\})$, then $\varphi(A) = \varphi(B \cup \{x\})$.

In general, one should think of $S$ as a set of constraints, and $\varphi$ as some objective function we wish to minimize (or equivalently, maximize) over these constraints. The canonical example of a LP-Type problem is a linear program where $S$ is a set of linear constraints and $\varphi$ is a linear functional.

Just as linear programs can be associated with a dimension, which is the number of variables, LP-Type problems in general also have a natural definition of dimension which influences the runtime of many algorithms for LP-Type problems as well as our algorithm for property testing. First, we must define the notion of a basis.

Definition 2 (Basis of LP-Type problems). Given an LP-Type problem, a basis $B \subseteq S$ is a set such that for all proper subsets $B' \subset B$, we have $\varphi(B') < \varphi(B)$.

Given the above definitions, we can now define the dimension of a LP-Type problem.

Definition 3 (Dimension of LP-Type problem). The dimension $\delta$ of an LP-Type problem is the largest possible size of a basis $B \subseteq S$. This is sometimes also called the combinatorial dimension.

There are many examples of well-studied LP-Type problems and in many of these cases explicit bounds, if not exact values, are known regarding their dimensions. For more information, see our contributions in Section 2.2. In general, the dimension of the problem tends to grow with the “difficulty” of solving it and for property testing, our query complexity bound is also a function of the dimension. We now formally define property testing for LP-Type problems.

Definition 4 (Property Testing of LP-Type problems). Given an LP-Type problem $(S, \varphi)$, a parameter $k$, a distance parameter $\epsilon$, and query access to the constraints in $S$, we wish to distinguish the following two cases:

- Output accept with probability at least $2/3$ if $\varphi(S) \leq k$ (Completeness Case)
- Output reject with probability at least $2/3$ if at least $\epsilon|S|$ constraints need to be removed from $S$ for $\varphi(S) \leq k$ to hold (Soundness Case).

Remark 5. We say that $S$ is $\epsilon$-far if it falls in the soundness case.

2.2 Our Contributions

The main contribution of this paper is a comprehensive algorithm for property testing of LP-Type problems with query complexity $O(\delta/\epsilon)$ where $\delta$ is the dimension of the LP-Type problem. Note that this bound is independent of the number of constraints which is $|S|$. Our algorithm is simple and proceeds by first sampling a small set of random constraints in $S$, constructing a partial solution, and “testing” this partial solution against few other randomly chosen constraints. The analysis that we reject in the $\epsilon$-far case (soundness) is straightforward. However, the main technical challenge lies in showing that our algorithm accepts in the completeness case. To do so, we use a “sampling” lemma which roughly says that for a randomly chosen subset $R$ of $S$ of a particular size (depending on the dimension $\delta$) and $x$ a randomly chosen element of $S \setminus R$, we have $\varphi(R) = \varphi(R \cup \{x\})$. Using this result, we show that we are likely to accept in the completeness case. For the full detailed analysis, see Section 3. All of our algorithms have two-sided error.
We highlight the power of our approach by considering the query complexity bounds that we get for a few selected problems. In many cases, we are also able to get matching lower bounds. More specifically, we obtain the following results as an application of our framework:

1. We consider the problem of determining if a set of linear inequalities in \( d \) variables is feasible (there exists a satisfying assignment) or if at least \( \epsilon \)-fraction of the constraints need to be removed for the set of constraints to be feasible. While this problem does not exactly fall under the LP-Type definition (since there is no optimization function), we modify our general algorithm slightly to give an algorithm with query complexity \( O(d/\epsilon) \). We also modify our approach for this problem to give a tolerant tester for linear program feasibility. This passes programs which are \( \epsilon/c \)-close to feasible for some fixed constant \( c > 1 \), and rejects those which are \( \epsilon \)-far from feasible. This tester also has query complexity \( O(d/\epsilon) \).

2. We study the problem of determining if a set of points in \( d \) dimensions labeled \{+1, -1\} is linearly separable or if at least \( \epsilon \)-fraction of the points need to be relabeled or removed for the points to be linearly separable. Using result 1 above, we directly get a query complexity bound of \( O(d/\epsilon) \). We also give a matching lower bound for this problem which implies a lower bound for result 1.

3. We obtain a result for property testing of many classical LP-Type problems. In particular, we consider the following problems:
   - Smallest enclosing ball: Accept if a set of points in \( \mathbb{R}^d \) can be covered by a ball of radius \( r \) and reject if at least \( \epsilon \)-fraction of the points need to be removed to be able to be covered by a ball of radius \( r \). This problem has been previously studied in [1]. We improve upon the upper bound obtained in this paper in the case of two-sided error by getting a tight query complexity of \( O(d/\epsilon) \) queries (also see point 4 below). Note that the algorithm in [1] has one sided error but has slightly worse query complexity.
   - Smallest intersecting ball: Accept if a set of closed convex bodies in \( \mathbb{R}^d \) can all be intersected by a ball of radius \( r \) and reject if at least \( \epsilon \)-fraction of the convex bodies need to be removed to be intersected by a ball of radius \( r \).
   - Smallest volume annulus: Accept if a set of points in \( \mathbb{R}^d \) can be enclosed in an annulus of volume \( V \) and reject if at least \( \epsilon \)-fraction of the points need to be removed to be enclosable by an annulus of volume \( V \).

In all these cases, it is known that the dimension of the LP-Type problem is linearly related to the dimension of the points in \( S \), so we get an upper bound of \( O(d/\epsilon) \) queries.

4. We get a matching lower bound of \( \Omega(d/\epsilon) \) queries for the smallest enclosing ball problem and the smallest intersecting ball problem. This provides a lower bound for the radius cost of clustering considered by Alon et al. in [1] in the case of 1 cluster.

**Remark 6.** Note that there are also many examples of LP-Type problems where the constraints in \( S \) describe points in dimension \( d \) but the dimension of the LP-Type problem is not a linear function of \( d \). For example, if \( \varphi(S) \) is the smallest ellipsoid that encloses the set of points in \( S \) which are in \( \mathbb{R}^d \), then \( (S, \varphi) \) has dimension \( O(d^2) \) as a LP-Type problem [12]. We did not explicitly highlight these problems but our approach also gives an upper bound on the query complexity for the property testing versions of these problems.

### 3 General Algorithm for Property Testing of LP-Type problems

We now present our general algorithm, LP-TYPE TESTER, for property testing of LP-Type problems as defined in Definition 4. Given a LP-Type problem \((S, \varphi)\), Our algorithm first samples a subset \( R \) of \( O(\delta/\epsilon) \) constraints from \( S \) where \( \delta \) is the dimension of the LP-Type
problem. It then calculates the value of $\varphi$ on the sampled subset. After this step, an additional $O(1/\epsilon)$ constraints are sampled randomly from $S$. If $\varphi(R \cup \{x\})$ differs from $\varphi(R)$ where $x$ is any of the additional random constraints, then our algorithm outputs reject. Otherwise, the algorithm outputs accept. We present our approach in Algorithm 1 along with our main theorem, Theorem 7 which proves the correctness of Algorithm 1.

Algorithm 1 LP-Type Tester.
\begin{algorithm}
\begin{algorithmic}
  \State \textbf{Input} : $\delta, \epsilon, k$, query access to constraints in $S$
  \State \textbf{Output} : accept or reject
  \State $r \leftarrow \lceil 10\delta/\epsilon \rceil$
  \State $R \leftarrow$ random sample of size $r$ of constraints from $S$.
  \State if $\varphi(R) > k$ then
  \State \quad Output reject and abort.
  \State for $2/\epsilon$ rounds do
  \State \quad $x \leftarrow$ uniformly random constraint of $S \setminus R$
  \State \quad if $\varphi(R \cup \{x\}) \neq \varphi(R)$ then
  \State \quad \quad Output reject and abort.
  \State Output accept.
\end{algorithmic}
\end{algorithm}

Theorem 7 (Correctness of LP-Type Tester). Given an LP-Type problem $(S, \varphi)$ of dimension $\delta$ and parameters $k$ and $\epsilon$, the following statements hold with probability at least $2/3$:

- **Completeness case:** LP-Type Tester outputs accept $\varphi(S) \leq k$.
- **Soundness Case:** LP-Type Tester outputs reject if at least $\epsilon |S|$ constraints need to be removed from $S$ for $\varphi(S) \leq k$ to hold.

Remark 8. Note that the query complexity of Algorithm 1 is $O(\delta/\epsilon)$ which is independent of $|S|$, the number of constraints.

3.1 Overview of the proof

To prove the correctness of LP-Type Tester, we analyze the completeness case and the soundness case separately. For the soundness case, we show that with sufficiently large probability, either $\varphi(R) > k$ or LP-Type Tester outputs reject during the second sampling phase where we sample an additional $O(1/\epsilon)$ constraints. To show this, we use the locality property of LP-Type problems (see Definition 1) to show that there must be “many” $x$ such that $\varphi(R \cup \{x\}) \neq \varphi(R)$. To analyze the completeness case, we use the Sampling Lemma, Lemma 11, to show that there are “few” $x$ such that $\varphi(R \cup \{x\}) \neq \varphi(R)$ so that Algorithm 1 outputs accept with sufficiently large probability.

Before we present the proof of Theorem 7, we present the Sampling Lemma as described above. This lemma has previously been used to study LP-Type problems. For completeness, we present a proof. For more information, see [26, 18, 11, 10]. Before we present the lemma, we introduce two new definitions.

Definition 9 (Violators and Extreme Elements). For a subset $R \subseteq S$, define the violators and extreme elements of $R$ as the following:

- Define the violators of $R$ as the set $V(R) = \{ s \in S \setminus R \mid \varphi(R \cup \{s\}) \neq \varphi(R) \}$.
- Define the extreme elements of $R$ as the set $X(R) = \{ s \in R \mid \varphi(R) \neq \varphi(R \setminus \{s\}) \}$.
Remark 10. Note that $s$ is a violator of $R$ if and only if $s$ is an extreme element of in $R \cup \{s\}$.

We now present the Sampling Lemma.

Lemma 11 (Sampling Lemma). Let $v_r = \mathbb{E}[|V(R)|]$ and $x_r = \mathbb{E}[|X(R)|]$ where both expectations are taken over the random subsets $R$ of $S$ which have size $r$. Suppose $|S| = n$. Then for $0 \leq r \leq n$, we have

$$\frac{v_r}{n - r} = \frac{x_{r+1}}{r + 1}.$$ 

Proof. Let $1\{\cdot\}$ denote an indicator variable. Note that

$$\binom{n}{r} v_r = \sum_{R \in \binom{S}{n}} \sum_{s \in S \setminus R} 1\{s \text{ is a violator of } R\} = \sum_{R \in \binom{S}{n}} \sum_{s \in S \setminus R} 1\{s \text{ is extreme for } R \cup \{s\}\} = \sum_{Q \in \binom{S \setminus (\binom{S}{n} \setminus R)}{n - r}} \sum_{s \in Q} 1\{s \text{ is extreme for } Q\} = \binom{n}{r+1} x_{r+1}.$$ 

The proof follows from the following calculation.

$$\frac{\binom{n}{r+1}}{\binom{n}{r}} = \frac{r!(n-r)!}{(r+1)!(n-r-1)!} = \frac{n - r}{r + 1}. \tag*{△}$$

Remark 12. Note that $(S, \varphi)$ does not need to be a LP-Type problem for the Sampling Lemma to hold true.

If $(S, \varphi)$ is a LP-Type problem, there is a direct relationship between the expected number of violators and the dimension of $(S, \varphi)$ as defined in 3. The following corollary also appears in many forms in literature (for instance [26, 18, 11, 4]) but we present its proof for completeness.

Corollary 13. Let $(S, \varphi)$ be a LP-Type problem of dimension $\delta$ and let $|S| = n$. If $R \subseteq S$ is subset of size $r$ chosen uniformly at random, then $v_r = \mathbb{E}[|V(R)|]$ satisfies

$$v_r \leq \frac{\delta(n - r)}{r + 1}.$$ 

Proof. We show that for any set $R \subseteq S$, we have $|X(R)| \leq \delta$. Then the corollary follows from Lemma 11. Let $R'$ be the smallest subset of $R$ such that $\varphi(R') = \varphi(R)$. We first claim that $V(R') = V(R)$. It is clear that $V(R) \subseteq V(R')$ by monotonicity (see Definition 1). For the other inclusion, consider $x \in V(R')$. If $x \notin V(R)$, we have $\varphi(R \cup \{x\}) = \varphi(R) = \varphi(R')$ so by locality, we have $\varphi(R') = \varphi(R' \cup \{x\})$ which contradicts the fact that $x \in V(R')$. Therefore, our claim holds true.

We now claim that $R'$ is a basis as defined in Definition 2. Suppose for the sake of contradiction that $R'$ is not a basis. Then there exists a $F \subset R'$ such that $\varphi(F) = \varphi(R')$. We now claim that $V(R') = V(F)$. It is clear that $V(R') \subseteq V(F)$. To show the other inclusion, let $x \in V(F)$. Then if $x$ was not a violator of $R'$, then $\varphi(R' \cup \{x\}) = \varphi(R') = \varphi(F)$ which would imply that $\varphi(F \cup \{x\}) = \varphi(F)$ by the locality property in Definition 1 which is false by definition. Hence, $V(F) = V(R') = V(R)$ which contradicts the minimality of $R'$. Therefore, $R'$ is a basis.

Finally, we claim that if $x \in X(R)$ then $x \in R'$. This must be true because otherwise, we have $R' \subseteq R \setminus \{x\} \subseteq R$ which results in a contradiction by monotonicity. Finally, since $X(R) \subseteq R'$ and $R'$ is a basis, it follows that $|X(R)| \leq \delta$, as desired. \tag*{△}
Remark 14. Corollary 13 holds for a larger class of problems than LP-Type problems called violator spaces ([11, 4]). However, we omitted this extra layer of abstraction since there are no additional natural property testing consequences from considering violator spaces over LP-Type problems.

Proof of Theorem 7. We first prove the soundness case. Consider the set $R$ that was randomly sampled in step 2 of LP-Type Tester. Assume that $\varphi(R) \leq k$ since this can only decrease the probability that our algorithm outputs reject. Now we claim that there must be at least $\epsilon |S|$ choices of $x$ in step 6 of LP-Type Tester that results in $\varphi(R \cup \{x\}) > \varphi(R)$ (so that we correctly output reject). To show this, note that if $\varphi(R) = \varphi(R \cup \{x\}) = \varphi(R \cup \{y\})$ for $x \neq y$ then by locality, it follows that $\varphi(R) = \varphi(R \cup \{x, y\})$. Therefore, if there are less than $\epsilon |S|$ choices of $x$ in step 6 of LP-Type Tester for some $R$ such that $\varphi(R \cup \{x\}) > \varphi(R)$, then we would have $\varphi(R \cup R') = \varphi(R) \leq k$ where $|R \cup R'| \geq (1 - \epsilon)|S|$ which would contradict our assumption that at least $\epsilon |S|$ constraints need to be removed from $S$ for $\varphi(S) \leq k$ to hold true. Therefore, the probability our algorithm does not output reject in any of the $2/\epsilon$ rounds is at most

$$(1 - \epsilon)^{2/\epsilon} \leq e^{-2} < \frac{1}{3}$$

which means that we output reject with probability at least $2/3$, as desired.

We now prove Theorem 7 for the completeness case. Let $v_r = E[|V(R)|]$. Since $r = |R| = 10\delta/\epsilon$, Corollary 13 gives us

$$v_r \leq \frac{\delta(|S| - r)}{r + 1} \leq \frac{\epsilon |S|}{10}.$$ 

Therefore in the completeness case, the probability that a randomly chosen $x$ satisfies $\varphi(R \cup \{x\}) \neq \varphi(R)$ is at most $\epsilon/10$. Since we choose $2/\epsilon$ random constraints, the probability we don’t find such a $x$ is at least

$$(1 - \epsilon/10)^{2/\epsilon} \geq 1 - \frac{2}{10} > \frac{2}{3}.$$ 

Therefore, LP-Type Tester outputs accept with probability at least $2/3$, as desired.

4 Property Testing Applications of LP-Type Tester

We now give applications of the framework we build in Section 3. We first consider the problem of testing feasibility of a set of linear inequalities. As a direct consequence, we can test if a set of labeled points can be linearly separable (either by linear hyperplanes or by functions that have a finite basis). These two applications will not be an immediate corollary of Theorem 7 since there is no objective function that we want to optimize, but our results follow from Theorem 7 with some slight modifications.

We then consider direct applications of Algorithm 1 to some canonical LP-Type problems such as the smallest enclosing ball. Theorem 7 gives direct upper bounds for property testing for these problems.

4.1 Testing Feasibility of a System of Linear Equations

We first begin by considering testing feasibility of a set of linear inequalities. Recall that in this problem, we have $n$ linear constraints in $\mathbb{R}^d$ (such as $x_1 + \cdots + x_d \leq 1$) and we want to distinguish the following two cases with probability at least $2/3$:
The system of linear inequalities can all be mutually satisfied, i.e., the system is feasible (Completeness Case).

At least $\epsilon|S|$ many of the constraints need to be removed (or flipped) for the system to be feasible (Soundness Case).

This is not exactly a LP-Type problem since we do not have an optimization function $\varphi$. We note that if $\varphi$ was an indicator function for a subset of constraints being feasible then $\varphi$ would break the locality condition in Definition 1. One way to see this is consider the case when $A$ is the single constraint that $y \geq 0$, $B$ is the set of two constraints $0 \leq y$ and $y \leq 1$, and $x$ is the additional constraint that $y \geq 2$. We can see that $A$, $B$, and $A \cup \{x\}$ are all feasible, but $B \cup \{x\}$ is not, contradicting locality. However, we perform a slight modification of Algorithm 1 to create a new algorithm for this problem.

Our algorithm for this testing problem, Linear Feasibility Tester, uses the fact that if we pick any arbitrary $x \in \mathbb{R}^d$, then $x$ will violate “many” of the linear constraints in $S$ in the completeness case. In the soundness case, we use ideas from LP-Type Tester and show that if we introduce an arbitrary linear optimization function (thus turning our problem into an instance of linear programming), then a solution that optimizes a small subset of the constraints will not violate “too many” of the other constraints. We present our algorithm below along with Theorem 15 that proves its correctness.

**Algorithm 2 Linear Feasibility Tester.**

Input : $d, \epsilon$, query access to constraints of $S$

Output : Accept or Reject

1. $r \leftarrow \lceil 10d/\epsilon \rceil$
2. $R \leftarrow$ random sample of size $r$ of constraints from $S$
3. Create the linear program $L$: $\max x_1$ subject to the constraints in $R$
4. $x \leftarrow$ solution of $L$
5. if $L$ is not feasible then
   6. Reject and abort
7. for $2/\epsilon$ rounds do
   8. $y \leftarrow$ uniformly random constraint of $S$
   9. if $x$ does not satisfy $y$ then
      10. Output reject and abort.
11. Output accept.

**Theorem 15** (Correctness of Linear Feasibility Tester). Given a set $S$ of linear inequalities in $\mathbb{R}^d$, the following statements hold with probability at least $2/3$:

- **Completeness case:** Linear Feasibility Tester outputs accept if there exists $x \in \mathbb{R}^d$ that satisfies all of the constraints in $S$.

- **Soundness Case:** Linear Feasibility Tester outputs reject if at least $\epsilon|S|$ constraints need to be removed from $S$ for $S$ to be feasible.

**Remark 16.** Note that the query complexity of Algorithm 1 is $O(d/\epsilon)$ which is independent of $|S|$, the number of constraints. Furthermore, the runtime is polynomial in $d/\epsilon$ since we are solving a linear programs in $d$ variables and $O(d/\epsilon)$ constraints.

**Proof.** The proof of the soundness case follows similarly to Theorem 7 using the fact that for any $x$, there are at least $\epsilon|S|$ constraints in $x$ such that $x$ violates these constraints. Then the probability that Linear Feasibility Tester outputs reject in this case can be calculated to be at least $2/3$ using the same bound as Eq. (1) in the proof of Theorem 7.
For the completeness case, we note that if we introduce the optimization function 
\( \varphi(S) = \max x_1 \) subject to the constraints in \( S \), then \((S, \varphi)\) is an LP-Type problem of
dimension \( d \) (assuming that the constraints are non degenerate which can be assumed by
perturbing the constraints and then taking the limit of the perturbation to 0. For more details,
see [6, 25]). Now let \( x \) be the solution to the linear program that we solved in Step 4 of
Linear Feasibility Tester. Using Corollary 13, we know that if \( |R| = 10[^{d/\epsilon}] \), then
the number of
\( \epsilon \)
constraints \( v_r \) in \( S \) that satisfy \( \varphi(R \cup \{y\}) \neq \varphi(R) \) is at most \( v_r \leq (|S|)(10d/\epsilon) = \epsilon|S|/10 \) in
expectation. Knowing that \( x \) not satisfying \( y \) implies that \( y \) is a violator of \( R \), the probability
that \( x \) does not satisfy a randomly chosen \( y \) is at most \( \epsilon/10 \). Thus, using the exact calculation
as in Eq.(2) of Theorem 7, we have that Linear Feasibility Tester outputs accept in
the completeness case with probability at least 2/3, as desired.

In Section 6 we give a tolerant tester for testing linear feasibility. A tolerant tester accepts
instances that are \( \epsilon \)-close and rejects instances that are \( c\epsilon \)-far for some constant \( c > 1 \).

4.2 Testing if Labeled Points can be Linearly Separated

As a direct consequence of the Theorem 15, we can test if a set of points in \( d \) dimensions
labeled \( \{+1, -1\} \) can be linearly separated. More formally, we have the following corollary.

**Corollary 17.** Given a set \( S \) of points in \( \mathbb{R}d \) with labels in \( \{+1, -1\} \), the following statements
hold with probability at least 2/3:

- **Completeness case:** Linear Feasibility Tester outputs accept if there exists a
hyperplane that separates the two sets of labeled points.
- **Soundness Case:** Linear Feasibility Tester outputs reject if at least \( \epsilon|S| \) points
need to be removed (or relabeled) for \( S \) to be linearly separable.

**Proof.** The proof follows directly from the fact that we can write a linear inequality that
represents a separating hyperplane. For example, if \( p \in S \) is labeled 1, we want to find \( x \)
such that \( p^T x \geq 1 \) and if \( p \) is labeled -1, we want to find \( x \) such that \( p^T x \leq -1 \).

We consider generalizations of this problem where we wish to separate labelled points by
arbitrary functions, rather than just linear hyperplanes. In Section 7 we address the issue of
separating using arbitrary functions when we know the basis of the functions, and the case
of multiple labels.

4.3 Upper Bounds for Canonical LP-Type Problems

We now give direct applications of LP-Type Tester to some canonical LP-Type problems. The
correctness of these applications follows directly from Theorem 7. Our list is not
exhaustive and we only consider some of the more well known LP-Type problems. In all of
the following problems, Theorem 7 tells us that the following statements hold with probability
at least 2/3:

- **LP-Type Tester** outputs accept if \( \varphi(S) \leq k \) (Completeness Case)
- **LP-Type Tester** outputs reject if at least \( \epsilon|S| \) constraints need to be removed from \( S \)
for \( \varphi(S) \leq k \) to hold (Soundness Case).

Our results are the following:

- **Smallest enclosing ball:** In this problem, \( \varphi(S) \) is the radius of the smallest enclosing ball
of a set of points \( S \) in \( \mathbb{R}d \). It is known that the dimension of this LP-Type problem is
\( d + 1 \) (see [12]) so we can test if \( \varphi(S) \leq k \) with query complexity \( O(d/\epsilon) \) queries.
Smallest intersecting ball: In this problem, $\varphi(S)$ is the smallest radius ball that intersects a set of closed convex bodies $S$ in $\mathbb{R}^d$. The dimension of this LP-Type problem is $O(d)$ ([12]) so we can test if $\varphi(S) \leq k$ with query complexity $O(d/\epsilon)$ queries.

Smallest volume annulus: In this problem, $\varphi(S)$ is the volume of the smallest annulus that contains a set of points $S$ in $\mathbb{R}^d$. Again, the dimension of this LP-Type problem is $O(d)$ ([12]) so we can test if $\varphi(S) \leq k$ with query complexity $O(d/\epsilon)$.

5 Lower Bounds

In this section, we give matching lower bounds for all the testing problems that we considered in Section 4.

5.1 Lower Bound for Testing Feasibility of Linear Constraints

Since linear separability is a special case of feasibility of linear constraints, we can lower bound the necessary query complexity of the latter by providing one for the former. In particular, we aim to show that $\Omega(d/\epsilon)$ queries are needed to determine if a set of points in $d$ dimensions is linearly separable. By the reduction of linear separability to feasibility of linear constraints, this implies that $\Omega(d/\epsilon)$ constraint queries are needed to test feasibility of a system of linear constraints, which matches our upper bound.

Our overall approach is to first introduce a set of $O(d)$ points in $\mathbb{R}^d$ that have the property that if we do not look at a large enough collection of these points, they can be separated by a hyperplane even with arbitrary labels. However, there will exist a labeling of all of the points such that “many” of the points will have to be removed or relabeled for this labeling to be separated. The existence of these points is given in Lemma 18 (and is inspired by the moment curve).

Then, repeating these points with carefully chosen multiplicities allows us to construct our set $S$ of points. Then a coupon collector argument gives us our desired lower bound on the query complexity. This argument is formalized in the proof of Theorem 19.

▶ Lemma 18. There exists a set $S$ of $3d+1$ points in $\mathbb{R}^d$ that satisfy the following conditions:

1. There exists a labeling of the points of $S$ such that at least $d$ points have to be relabeled for the points to be linearly separable.

2. Any subset of points of $S$ of size $d+1$ with arbitrary labels in $\{-1, 1\}$ is linearly separable.

Proof. We construct our set $S$ as follows. Let $x_i$ be the point $(i^1, \cdots, i^d) \in \mathbb{R}^d$ for $1 \leq i \leq 3d+1$ (note that this set of points is referred to as the moment curve). We prove the first claim using a standard relationship between the moment curve and polynomials. Assign the point $x_i$ to the label $(-1)^i$. Let $k$ be the number of relabeled points such that $S$ is linearly separable. Then there exists $w \in \mathbb{R}^d$ and $w_0 \in \mathbb{R}$ such that $\text{Sign}(x_i^T w + w_0)$ matches the label of every point $x_i \in S$. In other words, there exists a polynomial $P(x) = \sum_{j=0}^d c_j x^j$ such that $\text{Sign}(P(i))$ matches the label of $x_i$. Now note that if there are two consecutive indices $i$ and $i+1$ that have different labels, then $P$ must have a root in the interval $(i, i+1)$. Originally, there are $3d$ such alternating intervals. Now note that the relabeling of any point can decrease the total number of such alternating intervals by at most 2. Hence after $k$ relabelings, there must be at least $3d - 2k$ alternating intervals. However, since $P$ is a $d$ degree polynomial, it must have at most $d$ roots which means $3d - 2k \leq d$ and therefore, $k \geq d$, as desired.
We now prove the second claim. Let \( x_{a_1}, \cdots, x_{a_{d+1}} \) be a subset of \( d + 1 \) points of \( S \). Without loss of generality, suppose that \( a_1 < \cdots < a_{d+1} \). We now show that for every labeling of these \( d + 1 \) points, there exists a polynomial of degree \( d \) such that the sign of \( P(a_i) \) matches the label of \( x_{a_i} \). Towards this goal, pick \( t \) elements \( b_1, \cdots, b_t \) of the set \( \{a_2, \cdots, a_{d+1}\} \) where \( t \leq d \). Consider the \( t + 1 \) intervals

\[
[a_1, b_1], [b_1, b_2), \cdots, [b_{t-1}, b_t), [b_t, a_{d+1} + 1).
\]

We can then find a polynomial of degree \( d \) such that

- the sign of \( P \) is constant on \( I \cap \{a_1, a_2, \cdots, a_{d+1}\} \) where \( I \) is any of the \( t + 1 \) intervals above,
- the sign of \( P \) alternates between consecutive intervals.

This is possible since we are only specifying the value of \( P \) on \( d + 1 \) locations. Now the total number of labelings described by all possible choices of \( P \) is given by

\[
2^{\sum_{t=0}^d \binom{d}{t}} = 2^{d+1}
\]

where the factor of 2 comes from specifying the sign of \( P \) on the first interval. Note that \( 2^{d+1} \) is exactly the total number of different ways to label \( d + 1 \) points, which proves the second claim. ▶

With Lemma 18 on hand, we can prove our desired lower bound on the query complexity.

\textbf{Theorem 19.} Any algorithm that tests if a set \( S \) of labeled points in \( d \) dimensions can be linearly separated requires \( \Omega(d/\epsilon) \) queries.

\textbf{Proof.} Let \( |S| = n \). We create two families of \( n \) points in \( \mathbb{R}^d \) with a specific labeling such that any \( S \) from one family can be linearly separated while any \( S \) from the other family is \( \epsilon \)-far from being linearly separable. First, consider the set of \( 3d + 1 \) points supplied by Lemma 18 and the labeling from part 1 of the lemma. The first family \( \mathcal{F}_1 \) consists of picking a subset of \( d + 1 \) of these points (with the labeling above), repeating \( d \) of these points \( n \epsilon / d \) times, and repeating the remaining point \((1 - \epsilon)n \) times. The second family \( \mathcal{F}_2 \) (again with the same labeling) consists of picking all of the \( 3d + 1 \) points from Lemma 18, repeating some \( 3d \) of these points with multiplicity \( n \epsilon / (3d) \), and repeating the last point with multiplicity \((1 - \epsilon)n \).

By Lemma 18, we know that if \( S \) is from \( \mathcal{F}_1 \) then \( S \) is linearly separable while if \( S \) is from \( \mathcal{F}_2 \), then \( S \) is at least \( \epsilon / (3d) \cdot d = O(\epsilon) \)-far from separable. Any algorithm that queries points randomly must discover at least \( d + 1 \) unique points out of the points that were repeated \( n \epsilon / d \) times from any \( S \) in \( \mathcal{F}_2 \) to discover that this \( S \) is \( O(\epsilon) \)-far from separable (otherwise, the points look separable). Call points that are identical "groups". Now given a random point from \( S \), the probability of hitting any one group is \( \epsilon / (3d) \). Therefore by coupon collector, the expected number of queries required to hit at least \( d + 1 \) of these \( 3d \) groups is at least

\[
\frac{1}{\epsilon} \left( \frac{3d}{3d} + \frac{3d}{3d-1} + \cdots + \frac{3d}{3d-d} \right) = \frac{3d}{\epsilon} (H_{3d} - H_{2d-1}) = \Theta \left( \frac{d}{\epsilon} \right)
\]

As a corollary, we have the following lower bound as well. This is due to the reduction from linear separability to linear program feasibility from the proof of Corollary 17.

\textbf{Theorem 20.} Any algorithm that tests if \( n \) linear inequalities in \( d \) dimensions are feasible requires \( \Omega(d/\epsilon) \) queries.

We now give matching query complexity lower bounds for the LP-Type problems that we considered in Section 4.
5.2 Lower bound for Testing Smallest Enclosing Ball

We first give a lower bound for property testing the radius of the smallest enclosing ball of a set of points. Our approach is to first construct a set of points in $\mathbb{R}^j$, for any $j$, whose smallest enclosing ball can be calculated exactly. This set of points will have the property that a small enough subset of the points will have a significantly smaller enclosing ball. Therefore, if an algorithm does not query enough points, it will incorrectly believe that this set of points can be covered by a ball of small radius. Our construction for this case will be a regular simplex and explained below. First we prove an auxiliary lemma.

Lemma 21. The radius of the circumcircle of a unit simplex in $\mathbb{R}^j$ is $\sqrt{j}/(\sqrt{2(j + 1)})$.

Proof. Note that we can embed a regular $j$-simplex in $\mathbb{R}^{j+1}$ using the coordinates $\{e_i\}_{i=1}^{j+1}$ where $e_i$ is the all zero vector with a single 1 in the $i$th coordinate. This simplex has edge length $\sqrt{2}$ so we can scale appropriately to find the circumcircle of a unit simplex. Now the centroid of this simplex is easily seen to be located at $(1/(j + 1), \ldots, 1/(j + 1))$ which means that the circumcircle has radius

$$\sqrt{\left(1 - \frac{1}{j + 1}\right)^2 + \frac{j}{(j + 1)^2}} = \sqrt{\frac{j}{j + 1}}.$$

Now scaling by $1/\sqrt{2}$ gives us the desired value.

Theorem 22. Any algorithm that tests if a set of $n$ points in $\mathbb{R}^d$ can be enclosed by a ball of radius $k$, where $k$ is given, requires $\Omega(d/\epsilon)$ queries.

Proof. Let $k$ be fixed. We construct two families of points in $\mathbb{R}^{O(d)}$ such that any $S$ from one family can be enclosed by a ball of radius $k$ while any $S$ from the second family is $\epsilon$-far from being enclosed by a ball of radius $k$. Before constructing these families, we first pick $\ell$ such that the regular simplex of side length $\ell$ in $\mathbb{R}^{3d+1}$ has circumradius $k$.

Now to create the first family $F_1$, we first pick any $d + 1$ points of the regular simplex with side length $\ell$ in $\mathbb{R}^{3d+1}$. Then we repeat one of these points with multiplicity $(1 - \epsilon)n$ and we repeat the other $d$ points with multiplicity $ne/d$ each. To create the second family $F_2$, we pick a point of the regular simplex with side length $\ell$ in $\mathbb{R}^{3d+1}$, repeat it with multiplicity $(1 - \epsilon)n$, and repeat the other $3d$ points with multiplicity $ne/(3d)$. Finally, let $S$ be a set of $n$ points from $F_2$. From Lemma 21, we can check that the circumradius of a regular unit simplex is an increasing function of the dimension and that any subset of the vertices of a regular simplex is a regular simplex itself. Therefore, the smallest radius of the points in $S$ is much larger than $k$ and $S$ is $O(\epsilon)$-far from being encloseable by a ball of radius $k$. However, similar to the argument in Theorem 19, any algorithm that rejects $S$ must have discovered at least $d + 1$ distinct “groups” of repeated points. By the same coupon collector argument as in the proof of Theorem 19, we have that this task takes at least $\Omega(d/\epsilon)$ queries in expectation.

As a simple application of Theorem 22, we get the following lower bounds as well.

Corollary 23. Any algorithm for testing the smallest intersecting ball for $n$ convex bodies in $\mathbb{R}^d$ requires $\Omega(d/\epsilon)$ queries.

Proof. The proof follows from the fact that a set of singleton points is also a set of convex bodies. In this case, the smallest intersecting ball is equivalent to the smallest ball that encloses these points. Therefore, the same lower bound as in Theorem 22 holds.
We generalize our argument in Section 4.1 by giving a tolerant tester for testing feasibility of a system of linear constraints. In the tolerant version, we output accept if there only “few” constraints need to be removed for a set of linear inequalities to be feasible. More formally, we wish to distinguish the following two cases with probability at least $2/3$:

- At most $c\epsilon|S|$ many inequalities in $S$ need to be removed for $S$ (or flipped) for $S$ to be feasible, i.e., $S$ is $c\epsilon$-close to being feasible for some fixed positive $c < 1$ (Completeness Case).
- At least $\epsilon|S|$ many of the constraints need to be removed (or flipped) for the system to be feasible (Soundness Case).

Our approach is a slightly modified version of Linear Feasibility Tester, Algorithm 2, that we presented in Section 4.1. The challenge here is the completeness case where we must accept if we only have a “few” bad constraints. To accomplish this, we carefully select a solution to a small linear program that we run. For more details, see Algorithm 3. Our main theorem in this section, Theorem 24 shows that we can perform tolerant testing using the same query complexity we used for the non tolerant tester in Section 4.1, namely $O(d/\epsilon)$. However, as we will explain below, the running time of Algorithm 3, Tolerant Linear Feasibility Tester, is exponential in the running time of Algorithm 2. Our algorithm, Tolerant Linear Feasibility Tester, is presented below.

**Algorithm 3 Tolerant Linear Feasibility Tester.**

**Input** : $d, \epsilon$, query access to constraints of LP

**Output** : Accept or Reject

1. $r \leftarrow \lceil 10d/\epsilon \rceil$
2. $R \leftarrow$ random sample of size $r$ of constraints from $S$
3. $x \leftarrow$ solution of the largest subset $R'$ of $R$ such that the linear program $L$: max $x_1$
   subject to the constraints in $R'$ is feasible
4. if No $L$ is not feasible then
5.   Reject and abort
6. for $2/\epsilon$ rounds do
7.   $y \leftarrow$ uniformly random constraint of $S$
8.   if $x$ does not satisfy $y$ then
9.     Output reject and abort.
10. Output accept.

Unlike Linear Feasibility Tester where we run a linear program, we solve a slightly different program given in step 3 of Tolerant Linear Feasibility Tester. The step determines the largest feasible subset of these constraints. Note that this step is clearly exponential in the number of constraints (which is $O(d/\epsilon)$). Therefore, the overall runtime of Tolerant Linear Feasibility Tester will be exponential in the runtime of Linear Feasibility Tester. The correctness of Tolerant Linear Feasibility Tester is proven in Theorem 24.
**Theorem 24** (Correctness of Tolerant Linear Feasibility Tester). Given a set $S$ of linear inequalities in $\mathbb{R}^d$, there exists a constant $c < 1$ such that the following statements hold with probability at least $2/3$:

- **Completeness case:** Tolerant Linear Feasibility Tester outputs accept if there exists $x \in \mathbb{R}^d$ that satisfies $(1 - c\epsilon)|S|$ of the constraints in $S$.
- **Soundness Case:** Tolerant Linear Feasibility Tester outputs reject if at least $\epsilon|S|$ constraints need to be removed from $S$ for $S$ to be feasible.

**Remark 25.** Note that the query complexity of Algorithm 3 is $O(d/\epsilon)$ which is independent of $|S|$, the number of constraints.

**Proof.** Note that the proof of the soundness case is identical to the proof of the soundness case in Theorem 15 since for any $x$ we find in step 3 of Tolerant Linear Feasibility Tester, there exists at least $\epsilon|S|$ choices of $y$ in step 7 such that $x$ does not satisfy the constraint $y$. Then a similar calculation as in Eq. (1) implies that we reject with probability at least $\frac{2}{3}$.

We now focus on the completeness case where we know there is a subset of $(1 - c\epsilon)|S|$ constraints that are feasible. We call this the good set, and the rest, the bad set. Consider the sample $R$ from step 2 of Tolerant Linear Feasibility Tester. The expected number of constraints from the good set in $R$ is $(1 - c\epsilon)r$. This means at most $c\epsilon r$ constraints in $R$ come from the bad set in expectation. Hence with probability at least $9/10$, we know that the number of constraints from the bad set is at most $10c\epsilon r$ by Markov’s inequality, which means the number of constraints coming from the good set is at least $(1 - 10c\epsilon)r$. We condition on this event. Now note that one valid subset $R'$ to use in step 3 of Tolerant Linear Feasibility Tester is to take all the constraints coming from the good set only. This results in $|R'| \geq (1 - 10c\epsilon)$. Since we are maximizing $|R'|$, this means that at most $10c\epsilon r$ of the constraints coming from the good set that are in $R$ will not be included in $R'$. Thus, $x$ satisfies at least $(1 - 20c\epsilon)r$ constraints in the good set with probability at least $9/10$. Now we proceed similarly as the proof of Theorem 15. By Corollary 13, the probability that $x$ violates any other constraint in the good set is at most

$$\frac{d(n' - r + 1)}{n'(r - d)} \leq \frac{dn'}{10dn'/\epsilon} = \frac{\epsilon}{10}$$

where $n'$ is the size of the good set. Furthermore, $x$ can possibly violate any constraint in the bad set which means that the probability $x$ violates any other constraint is at most $\epsilon/10 + c\epsilon < \epsilon/6$ for sufficiently small $c$, i.e. $c < 1/15$. Then, the probability that we find such a constraint in $2/\epsilon$ rounds is at most

$$1 - \left(1 - \frac{\epsilon}{6}\right)^{2/\epsilon} \leq 1 - \left(1 - \frac{1}{3}\right) = \frac{1}{3}.$$ 

Therefore, we accept with probability at least 2/3, as desired. Note that we can take any $c < 1/15$ in the statement of the Theorem for instance. ▶

### 7 Separating Points with Arbitrary Functions and Multiple Labels

#### 7.1 Separating labeled points using arbitrary functions

We can generalize our result from Section 4.2 by separating labeled points using arbitrary functions: given a family of functions $F$, we can ask if there is a $f \in F$ such that $f(p) > 0$ for all points with a particular label and $f(p) < 0$ for all the points with the other label.
We now translate this problem to a setting with linear inequalities. Our approach is standard in machine learning and is known as feature maps. If the family $F$ has a finite basis $f_1, \ldots, f_k$, meaning that every $f \in F$ is a linear combination of $f_1, \ldots, f_k$, then we can create a system of linear inequalities as follows. For each point $p \in S$, we can make a new constraint which is $(f_1(p), \ldots, f_k(p))x \geq 1$ (note there that $x$ is a column vector of variables) if $p$ has one particular label or $\leq -1$ if $p$ has another label. Then this system of linear constraints is feasible if there are scalars $a_1, \ldots, a_k$ such that $\sum_i a_if_i(p) \geq 0$ for all $p$ with one label and $\sum_i a_if_i(p) \leq 0$ for all $p$ with the other label. Then our separating function is precisely $f = \sum_i a_if_i$. Note that in this formulation, we have $k$ variables. Thus, the query complexity is $O(k/\epsilon)$.

As an example, we consider the case that $F$ is the family of polynomials in $d$ variables with degree $\leq t$. The basis of this family is all the possible terms of the form $x_1^{t_1} \cdots x_d^{t_d}$ where the $t_i$ are non-negative and add to at most $t$. By a standard balls and bins argument, the number of these terms is $\binom{d+t}{t}$. For constant $t$, this is $O(d^t)$, which means that our system of linear constraints has $O(d^t)$ variables. Thus, the query complexity is $O(d^t/\epsilon)$.

### 7.2 Separating Points with Multiple Labels

Suppose that in Section 4.2, instead of assigning each point one of 2 labels, we instead choose to assign it one of $\ell \geq 2$ labels. One common interpretation of separability for this setup is to check if each of the $\binom{\ell}{2}$ pairs of label sets are separable. We modify our notion of $\epsilon$-far to reflect this.

\begin{definition}
$S$ is $\epsilon$-far from linearly separable if at least $\epsilon|S|$ many labels in $S$ have to be changed for $S$ to be separable.
\end{definition}

If such a data set is $\epsilon$-far from separable, then some subset with consisting of two labels must be $\epsilon/(\binom{\ell}{2})$-far from separable. As such, we can consider an algorithm that runs Algorithm \textsc{Linear Feasibility Tester} on each pair of labels with $\epsilon' = \epsilon/(\binom{\ell}{2})$ and outputs accept if all these tests output accept. We need to reduce the error probability for each pair such that the overall error probability of outputting the incorrect answer (acquired by a union bound) is still at most $1/3$. This can be done by using a stronger version of the original algorithm where we run it $O(\log \ell)$ times and taking the majority answer. By a standard Chernoff bound argument, the probability this process gives the wrong answer is at most say $1/\ell^3$. Thus, we can distinguish separability in this case by running this stronger version over all pairs of distinct labels, resulting in $O(\ell^2 \log \ell)$ instances of \textsc{Linear Feasibility Tester}, using $\epsilon' = \epsilon/(\binom{\ell}{2})$. So, the total query complexity will be $O(d\ell^4 \log \ell/\epsilon)$.

Additionally, the completeness case has error at most $\binom{\ell}{2}1/\ell^3 = o(1)$ by a Union Bound argument. Clearly, the soundness case has error at most $1/\ell^3$, since there is one pair of distinct labels which is $\epsilon'$-far from separable.
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Abstract

We study the problem of distributed task allocation in multi-agent systems. Suppose there is a collection of agents, a collection of tasks, and a demand vector, which specifies the number of agents required to perform each task. The goal of the agents is to cooperatively allocate themselves to the tasks to satisfy the demand vector. We study the dynamic version of the problem where the demand vector changes over time. Here, the goal is to minimize the switching cost, which is the number of agents that change tasks in response to a change in the demand vector. The switching cost is an important metric since changing tasks may incur significant overhead.

We study a mathematical formalization of the above problem introduced by Su, Su, Dornhaus, and Lynch [20], which can be reformulated as a question of finding a low distortion embedding from symmetric difference to Hamming distance. In this model it is trivial to prove that the switching cost is at least 2. We present the first non-trivial lower bounds for the switching cost, by giving lower bounds of 3 and 4 for different ranges of the parameters.

1 Introduction

Task allocation in multi-agent systems is a fundamental problem in distributed computing. Given a collection of tasks, a collection of task-performing agents, and a demand vector which specifies the number of agents required to perform each task, the agents must collectively allocate themselves to the tasks to satisfy the demand vector. This problem has been studied in a wide variety of settings. For example, agents may be identical or have differing abilities, agents may or may not be permitted to communicate with each other, agents may have limited memory or computational power, agents may be faulty, and agents may or may not have full information about the demand vector. See Georgiou and Shvartsman’s book [7] for a survey of the distributed task allocation literature. See also the more recent line of work by Dornhaus, Lynch and others on algorithms for task allocation in ant colonies [4, 20, 5, 17].

We consider the setting where the demand vector changes dynamically over time and agents must redistribute themselves among the tasks accordingly. We aim to minimize the switching cost, which is the number of agents that change tasks in response to a change in the demand vector. The switching cost is an important metric since changing tasks may incur significant overhead. Dynamic task allocation has been extensively studied in practical, heuristic, and experimental domains. For example, in swarm robotics, there is much
experimental work on heuristics for dynamic task allocation (see e.g. [10, 19, 13, 14, 11, 12]). Additionally, in insect biology it has been empirically observed that demands for tasks in ant colonies change over time based on environmental factors such as climate, season, food availability, and predation pressure [15]. Accordingly, there is a large body of biological work on developing hypotheses about how insects collectively perform task allocation in response to a changing environment (see surveys [1, 18]).

Despite the rich experimental literature, to the best of our knowledge there are only two works on dynamic distributed task allocation from a theoretical algorithmic perspective. Su, Su, Dornhaus, and Lynch [20] present and analyze gossip-based algorithms for dynamic task allocation in ant colonies. Radeva, Dornhaus, Lynch, Nagpal, and Su [17] analyze dynamic task allocation in ant colonies when the ants behave randomly and have limited information about the demand vector.

1.1 Problem Statement

We study the formalization of dynamic distributed task allocation introduced by Su, Su, Dornhaus, and Lynch [20].

Objective. Our goal is to minimize the switching cost, which is the number of agents that change tasks in response to a change in the demand vector.

Properties of agents.
1. the agents have complete information about the changing demand vector
2. the agents are heterogeneous
3. the agents cannot communicate
4. the agents are memoryless
The first two properties specify capabilities of the agents while the third and fourth properties specify restrictions on the agents. Although the exclusion of communication and memory may appear overly restrictive, our setting captures well-studied models of both collective insect behavior and swarm robotics, as outlined in Section 1.1.3.

From a mathematical perspective, our model captures the combinatorial aspects of dynamic distributed task allocation. In particular, as we show in Section 2, the problem can be reformulated as finding a low distortion embedding from symmetric difference to Hamming distance.

1.1.1 Formal statement

Formally, the problem is defined as follows. There are three positive integer parameters: \(n\) is the number of agents, \(k\) is the number of tasks, and \(D\) is the target maximum switching cost, which we define later. The goal is to define a set of \(n\) deterministic functions \(f_1^{n,k}, f_2^{n,k}, \ldots, f_n^{n,k}\), one for each agent, with the following properties.

- **Input:** For each agent \(a\), the function \(f_a^{n,k}\) takes as input a demand vector \(\vec{v} = \{v_1, v_2, \ldots, v_k\}\) where each \(v_i\) is a non-negative integer and \(\sum_i v_i = n\). Each \(v_i\) is the number of agents required for task \(i\), and the total number of agents required for tasks is exactly the total number of agents.

- **Output:** For each agent \(a\), the function \(f_a^{n,k}\) outputs some \(i \in [k]\). The output of \(f_a^{n,k}(\vec{v})\) is the task that agent \(a\) is assigned when the demand vector is \(\vec{v}\).
Demand satisfied: For all demand vectors \( \vec{v} \) and all tasks \( i \), we require that the number of agents \( a \) for which \( f_{n,k}^a(\vec{v}) = i \) is exactly \( v_i \). That is, the allocation of agents to tasks defined by the set of functions \( f_1^{n,k}, f_2^{n,k}, \ldots, f_n^{n,k} \) exactly satisfies the demand vector.

Switching cost satisfied: The switching cost of a pair \((\vec{v}, \vec{v}')\) of demand vectors is defined as the number of agents \( a \) for which \( f_{n,k}^a(\vec{v}) \neq f_{n,k}^a(\vec{v}') \); that is, the number of agents that switch tasks if the demand vector changes from \( \vec{v} \) to \( \vec{v}' \) (or from \( \vec{v}' \) to \( \vec{v} \)). We say that a pair of demand vectors \( \vec{v}, \vec{v}' \) are adjacent if \( |\vec{v} - \vec{v}'|_1 = 2 \); that is, if we can get from \( \vec{v} \) to \( \vec{v}' \) by moving exactly one unit of demand from one task to another. The maximum switching cost of a set of functions \( f_1^{n,k}, f_2^{n,k}, \ldots, f_n^{n,k} \) is defined as the maximum switching cost over all pairs of adjacent demand vectors; that is, the maximum number of agents that switch tasks in response to the movement of a single unit of demand from one task to another. We require that the maximum switching cost of \( f_1^{n,k}, f_2^{n,k}, \ldots, f_n^{n,k} \) is at most \( D \).

1.1.2 Remarks

- Remark 1. The problem statement only considers the switching cost of pairs of adjacent demand vectors. We observe that this also implies a bound on the switching cost of non-adjacent vectors: if every pair of adjacent demand vectors has switching cost at most \( D \), then every pair of demand vectors with \( \ell_1 \) distance \( d \) has switching cost at most \( D(d/2) \).

- Remark 2. The problem statement is consistent with the properties of the agents listed above. In particular, the agents have complete information about the changing demand vector because for each agent, the function \( f_a^{n,k} \) takes as input the current demand vector. The agents are heterogeneous because each agent \( a \) has a separate function \( f_a^{n,k} \). The agents have no communication or memory because the only input to each function \( f_a^{n,k} \) is the current demand vector.

- Remark 3. Forbidding communication among agents is crucial in the formulation of the problem, as otherwise the problem would be trivial. In particular, it would always be possible to achieve maximum switching cost 1: when the current demand vector changes to an adjacent demand vector, the agents simply reach consensus about which single agent will move.

1.1.3 Applications

1.1.3.1 Collective insect behavior

There are a number of hypotheses that attempt to explain the mechanism behind task allocation in ant colonies (see the survey [1]). One such hypothesis is the response threshold model, in which ants decide which task to perform based on individual preferences and environmental factors. Specifically, the model postulates that there is an environmental stimulus associated with each task, and each individual ant has an internal threshold for each task, whereby if the stimulus exceeds the threshold, then the ant performs that task. The response threshold model was introduced in the 70s and has been studied extensively since (for comprehensive background on this model see the survey [1] and the introduction of [6]).
Our setting captures the essence of the response threshold model since agents are permitted to behave based on individual preferences (property 2: agents are heterogeneous) and environmental factors (property 1: agents have complete information about the demand vector). We study whether models like the response threshold model can achieve low switching costs.

Inspired by collective insect behavior, researchers have also studied the response threshold model in the context of swarm robotics [2, 9, 22]. Our setting also relates more generally to swarm robotics:

### 1.1.3.2 Swarm robotics

There is a body of work in swarm robotics specifically concerned with property 3 of our setting: eliminating the need for communication (e.g. [21, 3, 8, 16]). In practice, communication among agents may be unfeasible or costly. In particular, it may be unfeasible to build a fast and reliable network infrastructure capable of dealing with delays and failures, especially in a remote location.

Regarding property 4 of our setting (the agents are memoryless), it may be desirable for robots in a swarm to not rely on memory. For example, if a robot fails and its memory is lost, we may wish to be able to introduce a new robot into the system to replace it.

Concretely, dynamic task allocation in swarm robotics may be applicable to disaster containment [16, 23], agricultural foraging, mining, drone package delivery, and environmental monitoring [19].

### 1.2 Past Work

Our problem was previously studied only by Su, Su, Dornhaus, and Lynch [20], who presented two upper bounds and a lower bound.

The first upper bound is a very simple set of functions $f^n_{1,k}, \ldots, f^n_{n,k}$ with maximum switching cost $k - 1$. Each agent has a unique ID in $[n]$ and the tasks are numbered from 1 to $k$. The functions $f^n_{1,k}, \ldots, f^n_{n,k}$ are defined so that for all demand vectors, the agents populate the tasks in order from 1 to $k$ in order of increasing agent ID. That is, for each agent $a$, $f^n_{a,k}$ is defined as the task $j$ such that $\sum_{i=0}^{j-1} d_i < \text{ID}(a)$ and $\sum_{i=0}^{j} d_i \geq \text{ID}(a)$. Starting with any demand vector, if one unit of demand is moved from task $i$ to task $j$, the switching cost is at most $|i - j|$ because at most one agent from each task numbered between $i$ and $j$ (including $i$ but not including $j$) shifts to a new task. Thus, the maximum switching cost is $k - 1$.

The lower bound of Su et al. is also very simple. It shows that there does not exist a set of functions $f^n_{1,k}, \ldots, f^n_{n,k}$ with maximum switching cost 1 for $n \geq 2$ and $k \geq 3$. Suppose for contradiction that there exists a set of functions $f^n_{1,k}, \ldots, f^n_{n,k}$ with maximum switching cost 1 for $n = 2$ and $k = 3$ (the argument can be easily generalized to higher $n$ and $k$).

Suppose the current demand vector is $[1, 1, 0]$, that is, one agent is required for each of tasks 1 and 2 while no agent is required for task 3. Suppose agents $a$ and $b$ are assigned to tasks 1 and 2, respectively, which we denote $[a, b, \emptyset]$. Now suppose the demand vector changes from $[1, 1, 0]$ to the adjacent demand vector $[1, 0, 1]$. Since the maximum switching cost is 1, only one agent moves, so agent $b$ moves to task 3, so we have $[a, \emptyset, b]$. Now suppose the demand vector changes from $[1, 0, 1]$ to the adjacent demand vector $[0, 1, 1]$. Again, since the maximum switching cost is 1, agent $a$ moves from task 1 to task 2 resulting in $[\emptyset, a, b]$. Now suppose the demand vector changes from $[0, 1, 1]$ to the adjacent demand vector $[1, 1, 0]$, which was the initial demand vector. Since the maximum switching cost is 1, agent $b$ moves from task 3 to task 1 resulting in $[b, a, \emptyset]$. 
The problem statement requires that the allocation of agents depends only on the current demand vector, so the allocation of agents for any given demand vector must be the same regardless of the history of changes to the demand vector. However, we have shown that the allocation of agents for \([1, 1, 0]\) was initially \([a, b, \emptyset]\) and is now \([b, a, \emptyset]\), a contradiction. Thus, the maximum switching cost is at least 2.

The second upper bound of Su et al. states that there exists a set of functions \(f_{1}^{n,k}, \ldots, f_{n}^{n,k}\) with maximum switching cost 2 if \(n \leq 6\) and \(k = 4\). They prove this result by exhaustively listing all 84 demand vectors along with the allocation of agents for each vector.

### 1.3 Our results

We initiate the study of non-trivial lower bounds for the switching cost. In particular, with the current results it is completely plausible that the maximum switching cost can always be upper bounded by 2, regardless of the number of tasks and agents. Our results show that this is not true and provide further evidence that the maximum switching cost grows with the number of tasks.

One might expect that the limitations on \(n\) and \(k\) in the second upper bound of Su et al. is due to the fact the space of demand vectors grows exponentially with \(n\) and \(k\) so their method of proof by exhaustive listing becomes unfeasible. However, our first result is that the second upper bound of Su et al. is actually tight with respect to \(k\). In particular, we show that achieving maximum switching cost 2 is impossible even for \(k = 5\) (for any \(n > 2\)).

**Theorem 4.** For \(n \geq 3\), \(k \geq 5\), every set of functions \(f_{1}^{n,k}, \ldots, f_{n}^{n,k}\) has maximum switching cost at least 3.

We then consider the next natural question: *For what values of \(n\) and \(k\) is it possible to achieve maximum switching cost 3?* Our second result is that maximum switching cost 3 is not always possible:

**Theorem 5.** There exist \(n\) and \(k\) such that every set of functions \(f_{1}^{n,k}, \ldots, f_{n}^{n,k}\) has maximum switching cost at least 4.

The value of \(k\) for Theorem 5 is an extremely large constant derived from hypergraph Ramsey numbers. Specifically, there exists a constant \(c\) so that Theorem 5 holds for \(n \geq 5\) and \(k \geq t_{n-1}(cn)\) where the tower function \(t_{j}(x)\) is defined by \(t_{1}(x) = x\) and \(t_{i+1}(x) = 2^{t_{i}(x)}\).

We remark that while our focus on small constant values of the switching cost may appear restrictive, functions with maximum switching cost 3 already have a highly non-trivial combinatorial structure.

### 1.4 Our techniques

We introduce two novel techniques, each tailored to a different parameter regime. One parameter regime is when \(n \ll k\) and the demand for each task is either 0 or 1. This regime seems to be the most natural for the goal of proving the highest possible lower bounds on the switching cost.

#### 1.4.1 The \(n \ll k\) regime

We develop a proof framework for the \(n \ll k\) regime and use it to prove Theorem 4 for \(n = 3\), \(k = 5\), and more importantly, to prove Theorem 5. We begin by supposing for contradiction that there exists a set of functions \(f_{1}^{n,k}, \ldots, f_{n}^{n,k}\) with switching cost 2 and 3,
respectively, and then reason about the structure of these functions. The main challenge in proving Theorem 5 as compared to Theorem 4 is that functions with switching cost 3 can have a much more involved combinatorial structure than functions with switching cost 2. In principle, our proof framework could also apply to higher switching costs, but at present it is unclear how exactly to implement it for this setting.

The first step in our proofs is to reformulate the problem as that of finding a low distortion embedding from symmetric difference to Hamming distance, which we describe in Section 2. This provides a cleaner way to reason about the problem in the $n \ll k$ parameter regime. Our proofs are written in the language of the problem reformulation, but here we will briefly describe our proof framework in the language of the original problem statement.

The simple upper bound of $k - 1$ described in Section 1.2 can be viewed as each agent having a “preference” for certain tasks. The main idea of our lower bound is to show that for any set of functions $f_{n,k}^1, \ldots, f_{n,k}^n$ with low switching cost, many agents must have a “preference” for certain tasks. More formally, we introduce the idea of a task being frozen to an agent. A task $t$ is frozen to agent $a$ if for every demand vector in a particular large set of demand vectors, agent $a$ is assigned to task $t$. Our framework has three steps:

- In step 1, we show roughly that in total, many tasks are frozen to some agent.
- In step 2, we show roughly that for many agents $a$, only few tasks are frozen to $a$.
- In step 3, we use a counting argument to derive a contradiction: we count a particular subset of frozen task/agent pairs in two different ways using steps 1 and 2, respectively.

The proof of Theorem 4 for $n = 3$ and $k = 5$ serves as a simple illustrative example of our proof framework, while the proof of Theorem 5 is more involved. In particular, in step 1 of the proof of Theorem 5, we derive multiple possible structures of frozen task/agent pairs. Then, we use Ramsey theory to show that there exists a collection of tasks that all obey only one of the possible structures. This allows us to reason about each of the possible structures independently in steps 2 and 3.

1.4.2 The remaining parameter regime

In the remaining parameter regime, we complete the proof of Theorem 4. In the previous parameter regime, we only addressed the $n = 3, k = 5$ case, and now we need to consider all larger values of $n$ and $k$. Extending to larger $k$ is trivial (we prove this formally in Section 4). However, it is not at all clear how to extend a lower bound to larger values of $n$. In particular, our proof framework from the $n \ll k$ regime immediately breaks down as $n$ grows.

The main challenge of handling large $n$ is that having an abundance of agents can actually allow more pairs of adjacent demand vectors to have switching cost 2, so it becomes more difficult to find a pair with switching cost greater than 2. To see this, consider the following example.

Consider the subset $S_i$ of demand vectors in which a particular task $i$ has an unconstrained amount of demand and each remaining task has demand at most $n/(k-1)$. We claim that there exists a set of functions $f_{n,k}^1, \ldots, f_{n,k}^n$ so that every pair of adjacent demand vectors from $S_i$ has switching cost 2. Divide the agents into $k - 1$ groups of $n/(k-1)$ agents each, and associate each task except $i$ to such a group of agents. We define the functions $f_{n,k}^1, \ldots, f_{n,k}^n$ so that given any demand vector in $S_i$, the set of agents assigned to each task except $i$ is simply a subset of the group of agents associated with that task (say, the subset of such agents with smallest ID). This is a valid assignment since the demand of each task except $i$ is at most the size of the group of agents associated with that task. The remaining agents are assigned to task $i$. Then, given a pair $(\vec{v}, \vec{v}')$ of adjacent demand vectors in $S_i$,
whose demands differ only for tasks $s$ and $t$, their switching cost is 2 because the only agents assigned to different tasks between $\vec v$ and $\vec v'$ are: one agent from each of the groups associated with tasks $s$ and $t$, respectively.

Because it is possible for many pairs of adjacent demand vectors to have switching cost 2, finding a pair of adjacent demand vectors with larger switching cost requires reasoning about a very precise set of demand vectors. To do this, we use roughly the following strategy. We identifying a task that serves the role of $i$ in the above example and then successively move demand out of task $i$ until task $i$ is empty and can thus no longer fill this role. At this point, we argue that we have reached a pair of adjacent demand vectors with switching cost more than 2.

\section{Problem reformulation}

\subsection{Notation}

Let $A$ and $B$ be multisets. The intersection of $A$ and $B$, denoted $A \cap B$, is the maximal multiset of elements that appear in both $A$ and $B$. For example, $\{a, a, b, b\} \cap \{a, b, b, c\} = \{a, b, b\}$. The symmetric difference between $A$ and $B$, denoted $A \oplus B$, is the multiset of elements in either $A$ or $B$ but not in their intersection. For example, $\{a, a, b, b\} \oplus \{a, b, b, c\} = \{a, c\}$ since we are left with $a$ after removing $\{a, b, b\}$ from $\{a, a, b, b\}$ and we are left with $c$ after removing $\{a, b, b\}$ from $a, b, b, c$.

A permutation of a multiset $A$ is simply a permutation of the elements of the multiset. For example, one permutation of $\{a, a, b\}$ is $aba$. We treat permutation as strings and perform string operations on them. For strings $X$ and $Y$ (which may be permutations), let $d(X, Y)$ denote the Hamming distance between $X$ and $Y$. For example, $d(aba, bca) = 2$.

\subsection{Problem statement}

Given positive integers $n$, $k$, and $D$, the goal is to find a function $\pi_{n,k}$ with the following properties.

\begin{itemize}
  \item Let $S_{n,k}$ be the set of all size $n$ multisets of $[k]$. The function $\pi_{n,k}$ takes as input a set $S \in S_{n,k}$ and outputs a permutation of $S$.
  \item We say that a pair $S, S' \in S_{n,k}$ has \emph{distortion} $D'$ with respect to $\pi_{n,k}$ if $|S \oplus S'| = 2$ and $d(\pi_{n,k}(S), \pi_{n,k}(S')) = D'$. In other words, a pair of multisets has distortion $D'$ if they have the \emph{smallest} possible symmetric distance but \emph{large} Hamming distance (at least $D'$).
  \item We say that $\pi_{n,k}$ has \emph{maximum distortion} $D'$ if the maximum distortion over all pairs $S, S' \in S_{n,k}$ with $|S \oplus S'| = 2$ is $D'$. We require that the function $\pi_{n,k}$ has maximum distortion at most $D$.
\end{itemize}

We are interested in the question of for which values of the parameters $n$, $k$, and $D$, there exists $\pi_{n,k}$ that satisfies the above properties. In particular, we aim to minimize the maximum distortion:

\boxed{\textbf{Question.} Given $n$ and $k$, what is the minimum possible maximum distortion over all functions $\pi_{n,k}$?}

In other words, the question is whether there exists a function $\pi_{n,k}$ such that every pair $S, S' \in S_{n,k}$ has distortion at least $D$. Our theorems are lower bounds, so we show that for every function $\pi_{n,k}$ there exists a pair $S, S' \in S_{n,k}$ with distortion at least $D$.  

2.3 Equivalence to original problem statement

We claim that the new problem statement from Section 2.2 is equivalent to the original problem statement from Section 1.1.

Claim 6. Given parameters $n$ and $k$ (the same for both problem statements) there exists a function $\pi_{n,k}$ with maximum distortion $D$ if and only if there exists a set of functions $f_1, \ldots, f_n$ with maximum switching cost $D$.

We describe the correspondence between the two problem statements:

- **Demand vector.** $S_{n,k}$ is the set of all possible demand vectors since a demand vector is simply a size $n$ multiset of the $k$ tasks. For example, the multiset $S = \{1,1,3\}$ is equivalent to the demand vector $\vec{v} = [2,0,1]$; both notations indicate that task 1 requires two units of demand, task 2 requires no demand, and task 3 requires one unit of demand.

- **Allocation of agents to tasks.** If $\vec{v}$ is the demand vector representing the multiset $S \in S_{n,k}$, a permutation $\pi_{n,k}(S)$ is an allocation $f_1, \ldots, f_n$ of agents to tasks so that $\pi_{n,k}(S)[i] = f_{\pi_{n,k}(i)}(\vec{v})$; that is, agent $i$ performs the task that is the $i^{th}$ element in the permutation $\pi_{n,k}(S)$. For example, $\pi_{n,k}(\{1,1,3\}) = 131$ is equivalent to the following: $f_1(2,0,1) = 1$, $f_2(2,0,1) = 3$, and $f_3(2,0,1) = 1$; both notations indicate that agents 1 and 3 both perform task 1, while agent 2 performs task 2.

- **Switching cost.** If $\vec{v}, \vec{v}'$ are the demand vectors representing the multisets $S, S' \in S_{n,k}$ respectively, the value $d(\pi_{n,k}(S), \pi_{n,k}(S'))$ is the switching cost because from the previous bullet point, $\pi_{n,k}(S)[i] \neq \pi_{n,k}(S')[i]$ if and only if $f_{\pi_{n,k}(i)}(\vec{v}) \neq f_{\pi_{n,k}(i)}(\vec{v}')$.

- **Adjacent demand vectors.** The set of all pairs $S, S' \in S_{n,k}$ such that $|S \oplus S'| = 2$ is the set of all pairs of adjacent demand vectors. This is because $|S \oplus S'| = 2$ means that starting from $S$, one can reach $S'$ by changing exactly one element in $S$ from some $i \in [k]$ to some $j \in [k]$. Equivalently, starting from the demand vector represented by $S$ and moving one unit of demand from task $i$ to task $j$ results in the demand vector represented by $S'$.

- **Maximum switching cost.** If $f_1, \ldots, f_n$ is the set of functions representing $\pi_{n,k}$, then $\pi_{n,k}$ has maximum distortion $D$ if and only if $f_1, \ldots, f_n$ has maximum switching cost $D$. This is because $S, S' \in S_{n,k}$ has distortion $D$ if and only if $|S \oplus S'| = 2$ and $d(\pi_{n,k}(S), \pi_{n,k}(S')) = D$ which is equivalent to saying that the demand vectors $\vec{v}$ and $\vec{v}'$ that represent $S$ and $S'$ are adjacent and have switching cost $D$.

2.4 Restatement of results

We restate Theorems 4 and 5 in the language of the problem restatement.

**Theorem 7 (Restatement of Theorem 4).** Let $n \geq 3$ and $k \geq 5$. Every function $\pi_{n,k}$ has maximum distortion at least 3.

**Theorem 8 (Restatement of Theorem 5).** There exist $n$ and $k$ so that every function $\pi_{n,k}$ has maximum distortion at least 4.

2.5 Example instance

To build intuition about the problem restatement, we provide a concrete example of a small instance of the problem. Suppose $n = 3$ and $k = 2$. For notational clarity, instead of denoting $|k| = \{0, 1\}$ we denote $|k| = \{a, b\}$. Then $S_{3,2}$ is the set of all size 3 multisets of $\{a, b\}$; that is, $S_{3,2} = \{(a, a, a), \{a, a, b\}, \{a, b, b\}, \{b, b, b\}\}$. $\pi_{3,2}$ is a function that maps each element of $S_{3,2}$ to a permutation of itself. For example, $\pi_{3,2}$ could be defined as follows:
\[ \pi_{3,2}(\{a, a, a\}) = aaa, \ \pi_{3,2}(\{a, a, b\}) = aba \ \pi_{3,2}(\{a, b, b\}) = bab, \ \pi_{3,2}(\{b, b, b\}) = bbb. \]

We are concerned with all pairs \(S, S' \in S_{1,2}\) such that \(|S \oplus S'| = 2\) (since the maximum distortion of \(\pi_{3,2}\) is defined in terms of only these pairs). In this example, the only such pairs are as follows:

\[ \{a, a, a\} \oplus \{a, a, b\} = 2, \ \{a, a, b\} \oplus \{a, b, b\} = 2, \ \{a, b, b\} \oplus \{b, b, b\} = 2. \]

For each such pair, we consider \(d(\pi_{3,2}(S), \pi_{3,2}(S'))\):

\[ d(aaa, aba) = 1, \ d(aba, bab) = 3, \ d(bab, bbb) = 1. \]

This particular choice of \(\pi_{3,2}\) has maximum distortion 3 (since the largest value in the above row is 3), however we could have chosen \(\pi_{3,2}\) with maximum distortion 1 (for example if \(\pi_{3,2}(\{a, b, b\}) = bba\) instead of \(bab\)).

3 The \(n \ll k\) regime

In this section we will prove Theorem 7 for \(n = 3, k = 5\), and Theorem 8. The proofs are written in the language of the problem reformulation from Section 2. For these proofs it will suffice to consider only the elements of \(S_{n,k}\) that are subsets of \([k]\), rather than multisets. This corresponds to the set of demand vectors where each task has demand either 0 or 1.

For the rest of this section we consider only subsets of \([k]\), rather than multisets.

We call each element of \([k]\) a character (e.g. in the above example instance, \(a\) and \(b\) are characters).

3.1 Proof framework

As described in Section 1.4, we develop a three-step proof framework for the \(n \ll k\) regime. Suppose we are trying to prove that every function \(\pi_{n,k}\) has maximum distortion at least \(D\) for a particular \(n\) and \(k\). We begin by supposing for contradiction that there exists \(\pi_{n,k}\) with maximum distortion less than \(D\). That is, we suppose that every pair \(S, S' \in S_{n,k}\) with \(|S \oplus S'| = 2\) has \(d(\pi_{n,k}(S), \pi_{n,k}(S')) < D\). Under the assumption that such a \(\pi_{n,k}\) exists, steps 1 and 2 of the framework show that \(\pi_{n,k}\) must obey a particular structure. For the remainder of this section, we drop the subscript of \(\pi\) since \(n\) and \(k\) are fixed.

**Notation.** For any set \(R \subseteq [k]\), let \(U_R\) be the set of all sets \(S \subseteq [k]\) such that \(R \subseteq S\) and \(|S| = |R| + 1\).

**Step 1: Structure of size \(n - 1\) sets**

We begin by fixing a size \(n - 1\) set \(R \subseteq [k]\). Now, consider \(U_R\) (defined above). We note that all pairs \(S, S' \in U_R\) are by definition such that \(|S \oplus S'| = 2\). Because we initially supposed that \(\pi\) has maximum distortion less than \(D\), we know that for all pairs \(S, S' \in U_R\), we have \(d(\pi(S), \pi(S')) < D\).

Then we prove a structural lemma which roughly says that many characters \(r \in R\) have a “preference” to be in a particular position in the permutations \(\pi(S)\) for \(S \in U_R\). We say that \(R\) i-freezes the character \(r\) if \(\pi(S)[i] = r\) for many \(S \in U_R\). Our structural lemma roughly says that for many characters \(r \in R\), there exists an index \(i \in [n]\) such that \(R\) i-freezes \(r\). In other words, for many \(S \in U_R\), the \(\pi(S)s\) agree on the position of many characters in the permutation.
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Step 2: Structure of size $n - 2$ sets

We begin by fixing a size $n - 2$ set $Q \subseteq [k]$. Now, consider $\mathcal{U}_Q$. We note that each $R \in \mathcal{U}_Q$ obeys the structural lemma from step 1; that is, for many characters $r \in R$, there exists an index $i \in [n]$ such that $R$ $i$-freezes $r$.

We prove a structural lemma which roughly says that the sets $P \in \mathcal{U}_Q$ are for the most part consistent about which characters they freeze to which index of the permutation. More specifically, for many characters $q \in Q$, for all pairs $P, P' \in \mathcal{U}_Q$, if $R$ $i$-freezes $r$ and $R'$ $j$-freezes $r$, then $i = j$.

Step 3: Counting argument

In step 3, we use a counting argument to derive a contradiction. For the proof of Theorem 7, a simple argument suffices. The idea is that step 1 shows that many characters are frozen overall while step 2 shows that each character can only be frozen to a single index. Then, the pigeonhole principle implies that more than one character is frozen to a single index, which helps to derive a contradiction.

For the proof of Theorem 8, it no longer suffices to just show that more than one character is frozen to a single index. Instead, we require a more sophisticated counting argument and a careful choice of what quantity to count. We end up counting the number of pairs $\pi$ such that

$$\pi(S \otimes S') = 3.$$

We prove a structural lemma which roughly says that the sets $P \in \mathcal{U}_Q$ are for the most part consistent about which characters they freeze to which index of the permutation. More specifically, for many characters $q \in Q$, for all pairs $P, P' \in \mathcal{U}_Q$, if $R$ $i$-freezes $r$ and $R'$ $j$-freezes $r$, then $i = j$.

3.2 Proof of Theorem 7 for $n = 3, k = 5$

In this section, we prove Theorem 7 for $n = 3, k = 5$, which serves as a simple illustrative example of our proof framework from Section 3.1.

**Theorem 9 (Special case of Theorem 7).** Every function $\pi_{3,5}$ has maximum distortion at least 3.

**Proof.** Suppose by way of contradiction that there is a function $\pi_{3,5}$ with maximum distortion at most 2. For the remainder of this section we omit the subscript of $\pi$ since $n = 3, k = 5$ are fixed. For clarity of notation, we let $\{a, b, c, d, e\}$ be the characters in $[k]$ for $k = 5$. Thus, we are considering the set of all $(\binom{5}{3}) = 10$ size 3 subsets of $\{a, b, c, d, e\}$. (Recall that we are only concerned with subsets, not multisets.)

**Step 1: Structure of size $n - 1$ sets.** We begin by fixing a set $\{x, y\} \subseteq \{a, b, c, d, e\}$ of size $n - 1 = 2$. Recall that $\mathcal{U}_{\{x, y\}}$ is the set of all size 3 sets $S$ such that $\{x, y\} \subseteq S \subseteq \{a, b, c, d, e\}$. For example, $\mathcal{U}_{\{a, b\}} = \{\{a, b, c\}, \{a, b, d\}, \{a, b, e\}\}$. We note that by definition all pairs $S, S' \in \mathcal{U}_{\{x, y\}}$ have $|S \oplus S'| = 2$. Thus, to find a pair with distortion 3 and thereby obtain a contradiction, it suffices to find a pair $S, S' \in \mathcal{U}_{\{x, y\}}$ with Hamming distance $d(\pi(S), \pi(S')) = 3$. Since $n = 3$, this means we are looking for permutations $\pi(S), \pi(S')$ that disagree about the position of all elements.

The following lemma says that $\pi$ places one of $x$ or $y$ at the same position for all $\pi(S)$ with $S \in \mathcal{U}_{\{x, y\}}$. For ease of notation, we give this phenomenon a name:

**Definition 10 (freeze).** We say that a pair $\{x, y\} \subseteq \{a, b, c, d, e\}$ $i$-freezes a character $p \in \{x, y\}$ if for all $S \in \mathcal{U}_{\{x, y\}}$, we have $\pi(S)[i] = p$. We simply say that $\{x, y\}$ freezes $p$ if $i$ is unspecified. Equivalently, we say that a character $p$ is $i$-frozen (or just frozen) by a pair.
Lemma 11. For every \( \{x, y\} \subseteq \{a, b, c, d, e\} \), there exists \( i \) so that \( \{x, y\} \) \( i \)-freezes either \( x \) or \( y \).

For example, one way that the pair \( \{a, b\} \) could satisfy Lemma 11 is if the permutations \( \pi(\{a, b, c\}) \), \( \pi(\{a, b, d\}) \), and \( \pi(\{a, b, e\}) \) all place the character \( a \) in the \( 0 \)th position. In this case, we would say that the pair \( \{a, b\} \) 0-freezes \( a \).

Proof of Lemma 11. Without loss of generality, consider \( \{x, y\} = \{a, b\} \). In this case, \( U_{\{x,y\}} = U_{\{a,b\}} = \{\{a, b, c\}, \{a, b, d\}, \{a, b, e\}\} \). Thus, we are trying to show that \( \{a, b, c\} \), \( \{a, b, d\} \), and \( \{a, b, e\} \) all agree on the position of either \( a \) or \( b \).

Suppose without loss of generality that \( \pi(\{a, b, c\}) = abc \). We first note that \( \pi(\{a, b, c\}) \) and \( \pi(\{a, b, d\}) \) must agree on the position of either \( a \) or \( b \) because otherwise we would have \( d(\pi(\{a, b, c\}), \pi(\{a, b, d\})) = 3 \) which would mean that \( \pi(\{a, b, c\}) \) and \( \pi(\{a, b, d\}) \) would have distortion 3, and we would have proved Theorem 9. Without loss of generality, suppose \( \pi(\{a, b, c\}) \) and \( \pi(\{a, b, d\}) \) agree on the position of \( a \); that is, \( \pi(\{a, b, d\}) \) is either \( a b d \) or \( a d b \).

By the same reasoning, \( \pi(\{a, b, e\}) \) and \( \pi(\{a, b, e\}) \) agree on the position of either \( a \) or \( b \), and \( \pi(\{a, b, d\}) \) and \( \pi(\{a, b, e\}) \) agree on the position of either \( a \) or \( b \). If \( \pi(\{a, b, e\}) \) agrees with either \( \pi(\{a, b, c\}) \) or \( \pi(\{a, b, d\}) \) on the position of \( a \), then it agrees with both (in which case we are done) since \( \pi(\{a, b, c\}) \) and \( \pi(\{a, b, d\}) \) agree on the position of \( a \), by the previous paragraph. Thus, the only option is that \( \pi(\{a, b, e\}) \) agrees with both \( \pi(\{a, b, c\}) \) and \( \pi(\{a, b, d\}) \) on the position of \( b \). This completes the proof.

Step 2: Structure of size \( n - 2 \) sets. Since \( n - 2 = 1 \), we begin by fixing a single element \( x \in \{a, b, c, d, e\} \). In the following lemma we prove that \( x \) cannot be frozen to two different indices.

Lemma 12. If a pair \( \{x, y\} \subseteq \{a, b, c, d, e\} \) \( i \)-freezes \( x \) and a pair \( \{x, z\} \subseteq \{a, b, c, d, e\} \) \( j \)-freezes \( x \) then \( i = j \).

Proof. Since \( \{x, y\} \) \( i \)-freezes \( x \), then in particular, \( \pi(\{x, y, z\})[i] = x \). Since \( \{x, z\} \) \( j \)-freezes \( x \), then in particular, \( \pi(\{x, y, z\})[j] = x \). A single character cannot be in multiple positions of the permutation \( \pi(\{x, y, z\}) \) so \( i = j \).

Step 3: Counting argument. Lemma 11 implies that for each character \( x \in \{a, b, c, d, e\} \) except for at most one, some pair \( \{x, y\} \) freezes \( x \). That is, at least 4 characters are frozen by some pair. However \( n = 3 \) so by the pigeonhole principle, two characters \( x, y \in \{a, b, c, d, e\} \) are frozen to the same index \( i \).

Fix \( x, y, \) and \( i \) and suppose \( x \) and \( y \) are each \( i \)-frozen. By Lemma 11, the pair \( \{x, y\} \) freezes either \( x \) or \( y \). Without loss of generality, say \( \{x, y\} \) freezes \( x \). By Lemma 12, since \( x \) is \( i \)-frozen by some pair, all pairs that freeze \( x \) must \( i \)-freeze \( x \). Thus, the pair \( \{x, y\} \) \( i \)-freezes \( x \).

Let \( \{y, z\} \subseteq \{a, b, c, d, e\} \) be a pair that \( i \)-freezes \( y \). Thus we have \( \pi(\{x, y, z\})[i] = y \). However, since \( \{x, y\} \) \( i \)-freezes \( x \), we also have \( \pi(\{x, y, z\})[i] = x \). This is a contradiction since \( \pi(\{x, y, z\})[i] \) cannot take on two different values.

We defer the proof of Theorem 8, which is the remainder of Section 3, to the full version.
4 The remaining parameter regime

Theorem 13 (restatement of Theorem 4). For \( n \geq 3, \ k \geq 5 \), every set of functions \( f_1^{n,k}, \ldots, f_n^{n,k} \) has maximum switching cost at least 3.

Remark. We note that the proof framework from Section 3 immediately breaks down if we try to apply it to Theorem 13 for all \( n, k \). For example, when \( n > k \), there are no size \( n \) subsets of \( [k] \) so we must instead consider size \( n \) multisets of \( [k] \). Even if we have the same setting of parameters as Theorem 7 but we are considering multisets, in step 1 of the proof framework Lemma 11 is no longer true. That is, it is not true that for all size 2 multisets \( \{x, y\} \) of \( [k] \), we have that \( \{x, y\} \) freezes either \( x \) or \( y \) for some \( i \). In particular, suppose \( \{x, y\} = \{a, a\} \). Then if it is possible that \( \pi(\{a, a, b\}) = aab, \pi(\{a, a, c\}) = aca \), and \( \pi(\{a, a, d\}) = daa \), in which case \( a \) is not frozen to any index. Since the proof framework from Section 3 no longer applies, we develop entirely new techniques in this section. (However we do use this proof framework to prove Theorem 8.)

For the rest of this section we will use the language of the original problem statement rather than that of the problem reformulation.

4.1 Preliminaries

To prove the Theorem 13, we need to show that Theorem 9 extends to larger \( k \) and \( n \). As noted in Section 1.4.2, extending to larger \( n \) is challenging, while extending to larger \( k \) is trivial, as shown in the following lemma.

Lemma 14. Fix \( n \) and \( k \). If there exists a set of functions \( f_1^{n,k}, \ldots, f_n^{n,k} \) with maximum switching cost \( D \), then for all \( k' < k \), there exists a set of functions \( g_1^{n,k'}, \ldots, g_n^{n,k'} \) with maximum switching cost \( D \).

Proof. For each demand vector \( \vec{v} \) with \( n \) agents and \( k \) tasks such that only the first \( k' \) entries of \( \vec{v} \) are non-zero, let \( \vec{v}' \) be the length \( k' \) vector consisting of only the first \( k' \) entries of \( \vec{v} \). We note that the set of all such vectors \( \vec{v}' \) is the set of all demand vectors for \( n \) agents and \( k' \) tasks. Set each \( g_1^{n,k'}(\vec{v}) = f_1^{n,k}(\vec{v}) \). Then the switching cost for any adjacent pair \((\vec{v}_1', \vec{v}_2')\) with respect to \( g_1^{n,k'}, \ldots, g_n^{n,k'} \) is equal to the switching cost of the corresponding adjacent pair \((\vec{v}_1, \vec{v}_2)\) with respect to \( f_1^{n,k}, \ldots, f_n^{n,k} \). Thus, the maximum switching cost of \( g_1^{n,k'}, \ldots, g_n^{n,k'} \) is equal to the maximum switching cost of \( f_1^{n,k}, \ldots, f_n^{n,k} \). \( \blacksquare \)

Notation. We say that an ordered pair of adjacent demand vectors \((\vec{v}_1, \vec{v}_2)\) is \((s, t)\)-adjacent if starting with \( \vec{v}_1 \) and moving exactly one unit of demand from task \( s \) to task \( t \) results in \( \vec{v}_2 \). We say that an agent \( a \) is \((i, j)\)-mobile with respect to an ordered pair of adjacent demand vectors \((\vec{v}_1, \vec{v}_2)\) if \( f_a^{n,k}(\vec{v}_1) = i, f_a^{n,k}(\vec{v}_2) = j \), and \( i \neq j \).

We note that if \((\vec{v}_1, \vec{v}_2)\) is \((s, t)\)-adjacent and has switching cost 2, then for some task \( i \), some agent \( a \) must be \((s, i)\)-mobile and another agent \( b \) must be \((i, t)\)-mobile. We say that \( i \) is the intermediate task with respect to \((\vec{v}_1, \vec{v}_2)\).

4.2 Proof overview

We begin by supposing for contradiction that there exists a set of functions \( f_1^{n,k}, \ldots, f_n^{n,k} \) with maximum switching cost 2, and then we prove a series of structural lemmas about such functions.
As previously mentioned, the main challenge of proving Lemma 13 is handling large $n$. To illustrate this challenge, we repeat the example from Section 1.4.2. This example shows that having large $n$ can allow more pairs of adjacent demand vectors to have switching cost 2, making it more difficult to find a pair with switching cost greater than 2.

Consider the subset $S_i$ of demand vectors in which a particular task $i$ has an unconstrained amount of demand and each remaining task has demand at most $n/(k-1)$. We claim that there exists a set of functions $f_1^{n,k}, \ldots, f_n^{n,k}$ so that every pair of adjacent demand vectors from $S_i$ has switching cost 2. Divide the agents into $k-1$ groups of $n/(k-1)$ agents each, and associate each task except $i$ to such a group of agents. We define the functions $f_1^{n,k}, \ldots, f_n^{n,k}$ so that given any demand vector in $S_i$, the set of agents assigned to each task except $i$ is simply a subset of the group of agents associated with that task (say, the subset of such agents with smallest ID). This is a valid assignment since the demand of each task except $i$ is at most the size of the group of agents associated with that task. The remaining agents are assigned to task $i$. Then, given a pair $(\vec{v}, \vec{v}')$ of adjacent demand vectors in $S_i$, whose demands differ only for tasks $s$ and $t$, their switching cost is 2 because the only agents assigned to different tasks between $\vec{v}$ and $\vec{v}'$ are: one agent from each of the groups associated with tasks $s$ and $t$, respectively.

To overcome the challenge illustrated by the above example, our general method is to identify a task that serves the role of task $i$ and then successively move demand out of task $i$ until task $i$ is empty, and thus can no longer serve its original role. We note that in the above example, the task $i$ serves as the intermediate task for all pairs of adjacent demand vectors from $S_i$. Thus, we will choose $i$ to be an intermediate task.

In particular, we show that there is a demand vector $\vec{v}$ so that we can identify tasks $i$ and $t$ with the following important property: if we start with $\vec{v}$ and move a unit of demand to task $t$ from any other task except $i$, the switching cost is 2 and the intermediate task is $i$.

Furthermore, we prove that if we start with demand vector $\vec{v}$ and move a unit of demand from task $i$ to task $t$ resulting in demand vector $\vec{v}_1$, then $t$ and $i$ have the important property from the previous paragraph with respect to $\vec{v}_1$. Applying this argument inductively, we show that no matter how many units of demand we successively move from $i$ to $t$, $i$ and $t$ still satisfy the important property with respect to the current demand vector.

We move demand from $i$ to $t$ until task $i$ is empty. Then, the final contradiction comes from the fact that if we now move a unit of demand from any non-$i$ task to $t$, then the important property implies that the switching cost is 2 and the intermediate task is $i$; however, $i$ is empty and an empty task cannot serve as an intermediate task.

We defer the proof of Theorem 13, which is the remainder of Section 4 to the full version.
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1 Introduction

Given a Boolean function $f : \{0,1\}^n \rightarrow \{0,1\}$, the degree (resp., modulo-$m$ degree), denoted as $\deg(f)$ (resp., $\deg_m(f)$), is the degree of the unique\(^1\) multilinear polynomial representation of $f$ over $\mathbb{R}$ (resp., $\mathbb{Z}_m$). These complexity measures and related notions have been studied extensively since the work of Minsky and Papert [23]. The polynomial representation of a Boolean function has found numerous applications in the study of query complexity (see e.g. [5]), communication complexity [4, 28, 31, 30, 29, 24, 10], learning theory [17, 20, 16, 25], explicit combinatorial constructions [13, 14, 11, 7], circuit lower bounds [33, 27, 1, 12] and coding theory [36, 37, 15, 21], etc.

In this paper, we focus on modulo-$m$ degree of Boolean functions. Throughout, all Boolean functions are assumed to be non-degenerate\(^2\), if not specifically mentioned. One of the complexity theoretic motivations of studying $\deg_m(f)$ is to understand the power of modular counting. For example, the famous Razborov–Smolensky polynomial method [27, 33] reduces the task of proving size lower bounds for $\text{AC}^0[p]$ circuits to proving a lower bound of approximate modulo-$p$ degree of the target Boolean function. However, this approach mainly works when $p$ is a prime.\(^3\) Another example, in which $m$ can be composite, is that a $(1/2 + o(1))$-inapproximability of a Boolean function $f$ by degree-$O(1)$ polynomials over $\mathbb{Z}_m$ implies that $f$ cannot be computed by $\text{MAJ}_{O(1)} \circ \text{MOD}_m \circ \text{AND}_{O(1)}$ circuits [1]. In general, it has been proved important to understand the computational power of polynomials over $\mathbb{Z}_m$ for general $m$.

Towards the complexity measure $\deg_m(f)$ itself, the case when $m$ is a prime has been studied a lot in previous works. For example, one natural question is whether $\deg_m(f)$ is polynomially related to $\deg(f)$ for general $m$, as other complexity measures like decision tree complexity $\text{D}(f)$ do? The answer is NO according to the parity function $\text{PARITY}(x) := \bigoplus_{i=1}^n x_i$. That is, $\deg_2(\text{PARITY}) = 1$ but $\deg(\text{PARITY}) = n$. Though this function works as a counterexample for the relationship between $\deg_2(f)$ and $\deg(f)$, it is still inspiring because its modulo-3 degree is large. By writing $\text{PARITY}$ as $\frac{1}{2} - \frac{1}{2} \prod_{i=1}^n (1 - 2x_i)$ and taking modulo 3, one can get $\deg_3(\text{PARITY}) = n$. Actually, Gopalan et al. [12] give the following relationship between the polynomial degrees modulo two different primes $p$ and $q$:

$\deg_q(f) \geq \frac{n}{\lceil \log_2 p \rceil \deg_p(f) p^{2\deg_p(f)}}$.

Daunting at the first glance, the inequality implies an essential fact that, as long as $\deg_p(f) = o(\log n)$, a lower bound of $\Omega(n^{1-o(1)})$ for $\deg_q(f)$ follows. Moreover, if $m$ has at least two different prime factors $p$ and $q$, then $\deg_m(f) \geq \max \{\deg_p(f), \deg_q(f)\} = \Omega(\log n)$.

Having negated the possibility for the case of prime $m$, it is natural to study the case of composite number. The systematic study of this case was initiated by Barrington et al. [3]. Alas, whether $\deg_m(f)$ is polynomially related to $\deg(f)$ is still a widely open problem. Though the case $m$ being a prime power is proved to be not true in Gopalan’s thesis [10], we are unable to find better separation between $\deg_m(f)$ and $\deg(f)$, for $m = pq$ with $p$ and $q$ being two distinct primes, than the quadratic one given by Li and Sun [19]. This leads to the following conjecture:

---

\(^1\) The existence and uniqueness are guaranteed by the Möbius inversion, see e.g. [12].

\(^2\) A Boolean function is called non-degenerate if it depends on all its $n$ variables.

\(^3\) It is a folklore that $\text{AC}^0[m] = \text{AC}^0[\text{rad}(m)]$, where $\text{rad}(m)$ is the square-free part of $m$. Therefore in fact we are able to handle $\text{AC}^0[q]$ circuits for any prime power $q$. 
**Conjecture 1.1.** Let $f$ be a Boolean function. If $m$ has at least two distinct prime factors, then

$$\deg(f) = O(\text{poly}(\deg_m(f))).$$

Towards this conjecture, the first step is to deal with symmetric Boolean functions. Lee et al. [18] proves that $2\deg_p(f)\deg_q(f) > n$ for any distinct primes $p, q$ and non-trivial symmetric Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$, implying the correctness of Conjecture 1.1 in symmetric cases. Li and Sun [19] improved their bound to $p\deg_p(f) + q\deg_q(f) > n$, which implies $\deg_{pq}(f) > \frac{n}{p+q}$. This is far from being tight; actually, as we will present later, the denominator $p + q$ can be reduced to 3.5.

On the tight lower bound of $\deg(f)$, Nisan and Szegedy [26] give the bound $\deg(f) \geq \log_2 n - O(\log \log n)$ as long as $f$ is non-degenerate. Very recently, this bound is improved to $\deg(f) \geq \log_2 n - O(1)$ by [6, 35], which is tight up to the additive $O(1)$-term by the address function. Gathen and Roche [34] show that $\deg(f) \geq \deg_{p(n)}(f) \geq p(n) - 1$ for any non-trivial symmetric Boolean function, where $p(n)$ is the largest prime below $n + 2$. (Notice that the module degree gives a lower bound on the degree.) Using the currently best result on prime gaps [2], this gives an $n - O(n^{0.525})$ lower bound. On the other side, Gathen and Roche give a polynomial family with $\deg(f) = n - 3$, and they propose Conjecture 1.2 below with a probabilistic heuristic argument:

**Conjecture 1.2.** For any non-trivial symmetric Boolean function $f : \{0, 1\}^n \rightarrow \{0, 1\}$,

$$\deg(f) \geq n - O(1).$$

**Our Results.** In this work, we prove the following four theorems, giving better lower bounds for $\deg_m(f)$. As we have already mentioned, the gap between $\deg(f)$ and $\deg_{p^k}(f)$ can be arbitrarily large. Nevertheless, we claim that $\deg_{p^k}(f)$ cannot be too small either. This begins with symmetric functions:

**Theorem 1.3.** For any prime $p$, positive integer $k$, and non-trivial symmetric function $f : \{0, 1\}^n \rightarrow \{0, 1\}$,

$$\deg_{p^k}(f) \geq (p - 1) \cdot k$$

when $n \geq (k - 1)\varphi(p^\mu) + p^\mu - 1 \in O(p^2k^2)$ where $\mu = \lfloor \log_p((p - 1)k - 1) \rfloor$. The bound $(p - 1) \cdot k$ is tight.

The proof of Theorem 1.3 is centered around Mahler expansion [22], which has been deemed useful in several fields of study, from analytic functions to combinatorics. Wilson [36] studied Mahler coefficients and related degree to period of symmetric functions. However, by introducing some more insights, we are able to give a stronger analysis to settle this case once for all. To be a bit more concrete, our argument (i) introduces the base-$p$ period to replace normal period, and then (ii) spans every symmetric functions into two fashions, by $\text{MOD}$s or binomials, and then (iii) introduces Mahler coefficient matrix and determines its kernel.

In addition, Theorem 1.3 can be extended to non-degenerate Boolean functions. We achieve this by showing that one can embed an $\omega(1)$-size non-trivial symmetric Boolean function into any non-degenerate functions by applying Erdős–Rado Theorem from Ramsey theory. This leads to the same tight bound, provided that the input size is sufficiently large.

---

*We note that a similar embedding argument has appeared before in [1].*
Theorem 1.4. For any prime \( p \), positive integer \( k \), and non-degenerate function \( f : \{0,1\}^n \to \{0,1\} \) with sufficiently large \( n \),

\[
\deg_{p^k}(f) \geq (p - 1) \cdot k.
\]

The bound \((p - 1) \cdot k\) is tight.

Now turn to the case of non-prime-power composite \( m \). The following theorem provides a lower bound on \( \deg_m(f) \).

Theorem 1.5. For any composite number \( m \) with at least two different prime factors \( p, q \) and any non-trivial symmetric Boolean function \( f : \{0,1\}^n \to \{0,1\} \),

\[
\deg_m(f) \geq \frac{1}{2} + \frac{1}{p-1} + \frac{1}{q-1} \cdot n.
\]

Note that this bound approaches \( n/2 \) when \( p \) and \( q \) become larger and larger. It improves the \( n/(p+q) \) bound in [19]. To prove this theorem, we show a stronger version of Theorem 1.3 for \( k = 1 \), which requires a more elaborate analysis. Then we utilizes Periodicity Lemma [9] to obtain the desired lower bound.

On the other hand, the next theorem shows that the bound in Theorem 1.5 cannot be larger than \((1 + o(1))n/2\):

Theorem 1.6. Let \( m \) be a square-free composite number. There exists a symmetric Boolean function \( f : \{0,1\}^n \to \{0,1\} \) with arbitrarily large \( n \), such that \( \deg_m(f) \leq n/2 + o_m(n) \).

Organization. In Section 2, we give necessary definitions and concepts. Then we give the proofs of Theorem 1.3 and Theorem 1.4 respectively in Section 3.1 and Section 3.2. In Section 4.2 we prove Theorem 1.5, and in Section 4.3 we prove Theorem 1.6. Finally, we conclude the paper in Section 5.

2 Preliminaries

We denote \( \{1,2,\ldots,n\} \) as \([n]\) throughout this paper. \( \varphi(\cdot) \) denotes Euler’s totient function. Notation \( \log^{\circ k}(n) \) is defined as \( \log \log \cdots \log_n \), and \( \log^\ast(n) \) is for the iterated logarithm, that is, \( \min\{k : \log^{\circ k}(n) \leq 1\} \).

2.1 Basics of Boolean Functions

An \( n \)-bit Boolean function \( f(x) \) is a mapping from \( \{0,1\}^n \) to \( \{0,1\} \). Sometimes we write \( x \) to indicate the \( n \)-dimensional 0-1 vector corresponding to string \( x \in \{0,1\}^n \). The following operation will be frequently used: Suppose \( x \in \{0,1\}^n \) is a (input) string, and \( S \subseteq [n] \) is a set of indices. Denote the string obtained by flipping all bits in \( x \) whose indices are in \( S \) as \( x \oplus S \). As a common practice, \( x \oplus \{i\} \) is abbreviated as \( x \oplus i \).

\footnote{The subscript “m” in the \( o(\cdot) \) notation means that the hidden factor depends on \( m \).}
Here we list some subclasses of Boolean functions, which we will frequently deal with later:

- A Boolean function is called non-trivial if it is not a constant.
- A Boolean function is called non-degenerate if its value depends on all input bits. In other words, there does not exist such \( t \) that, for every \( x \in \{0,1\}^n \) the equality \( f(x) = f(x^{\oplus t}) \) holds. Such bit, if exists, is also known as dumb bit.
- A Boolean function is called symmetric, if \( f(x) = f(y) \) for any \( x, y \) satisfying \( |x| = |y| \). Here \(|x|\) denotes the Hamming weight of \( x \), i.e., number of 1’s.

There exists a unique polynomial representing \( f \) over \( \mathbb{Z}_m \) or \( \mathbb{Z} \). More formally:

**Fact 2.1.** For any Boolean function \( f : \{0,1\}^n \to \{0,1\} \), the unique polynomial

\[
\sum_{a \in \{0,1\}^n} f(a) \prod_{i=1}^n ((2a_i - 1)x_i + 1 - a_i) =: \sum_{S \subseteq [n]} c_S \prod_{i \in S} x_i
\]

represents \( f \) over \( \mathbb{Z} \). On top of this, the polynomial \( \sum_{S \subseteq [n]} (c_S \mod m) \prod_{i \in S} x_i \) represents \( f \) over \( \mathbb{Z}_m \).

**Definition 2.2.** The degree (resp., modulo-\( m \) degree) of a Boolean function \( f \), denoted by \( \deg(f) \) (resp., \( \deg_{\mathbb{Z}_m}(f) \)), is the degree of the polynomial representing \( f \) over \( \mathbb{Z} \) (resp., \( \mathbb{Z}_m \)).

This measure has some simple but useful properties. The following fact is a consequence of the Chinese Remainder Theorem; see [19, Fact 5].

**Fact 2.3.** Suppose \( f : \{0,1\}^n \to \{0,1\} \) is a Boolean function, and \( m, m' \) are coprime. Then \( \deg_{\mathbb{Z}/m'}(f) = \max \{ \deg_{\mathbb{Z}/m}(f), \deg_{\mathbb{Z}/m'}(f) \} \).

With some input bits fixed, the degree of a Boolean function may decrease. This can be easily derived by substituting those variables with their values. More formally, we define the restriction of Boolean functions and restate this fact below.

**Definition 2.4 (Restriction).** Suppose \( f : \{0,1\}^n \to \{0,1\} \) is a Boolean function, \( S \subseteq [n] \) is a set of indices, and there is a mapping \( \sigma : [n] \setminus S \to \{0,1\} \). For every \( i \notin S \), fix the \( i \)-th bit in the input of \( f \) to be \( \sigma(i) \) to obtain a new Boolean function with input size \( |S| \). We call it the restriction of \( f \) over \( \sigma \), denoted as \( f|_{\sigma} \).

**Fact 2.5.** Suppose \( f : \{0,1\}^n \to \{0,1\} \) is a Boolean function. For any integer \( m \geq 2 \) and restriction \( f|_{\sigma} \), we have \( \deg_{\mathbb{Z}/m}(f \upharpoonright \sigma) \geq \deg_{\mathbb{Z}/m}(f|_{\sigma}) \).

A common complexity measure, the sensitivity, will be used in Section 3.2. Simon gave a lower bound on this measure [32].

**Definition 2.6 (Sensitivity).** Given a Boolean function \( f : \{0,1\}^n \to \{0,1\} \) and an input \( x \), we say bit \( i \) is sensitive if \( f(x) \neq f(x^{\oplus i}) \). The sensitivity of \( f \) on input \( x \) is \( s(f,x) := \{|i : i \in [n], f(x) \neq f(x^{\oplus i})\}| \). The sensitivity of \( f \) is then defined as \( s(f) := \max_x s(f,x) \).

**Theorem 2.7 ([32]).** For any non-degenerate Boolean function \( f : \{0,1\}^n \to \{0,1\} \), we have

\[
s(f) \geq \frac{1}{2} \log n - \frac{1}{2} \log \log n + \frac{1}{2}.
\]
2.2 Periodicity and Mahler Expansion

We consider symmetric Boolean functions in this section. For a symmetric function \( f : \{0,1\}^n \rightarrow \{0,1\} \), clearly there exists a unique \( F : \{0,\ldots,n\} \rightarrow \{0,1\} \), called the univariate version of \( f \), such that \( f(x) = F(|x|) \) for every \( x \). We call \( f \) (and \( F \)) \( \ell \)-periodic, if \( F(a) = F(b) \) for any \( 0 \leq a, b \leq n \) satisfying \( \ell \mid a - b \). For example, \( f \) is trivially \( \ell \)-periodic for any \( \ell > n \). We are also interested in integer power period length. Hence we introduce the following definition.

- **Definition 2.8 (Base-\( m \) period).** Assume \( f : \{0,1\}^n \rightarrow \{0,1\} \) is a symmetric Boolean function. The base-\( m \) period is the minimum \( \ell \) such that \( \ell \) is a power of \( m \), and \( f \) is \( \ell \)-periodic. Denote it as \( \pi_m(f) \).

Here are some concrete examples for a clearer illustration.

- The not-all-equal NAE function is defined as \( \text{NAE}_n(x_1, \ldots, x_n) := \prod[i,j \text{ s.t. } x_i \neq x_j] \). Then \( \pi_3(\text{NAE}_3) = 3 \) while \( \pi_3(\text{NAE}_4) = 9 \). That is, \( \pi_m(f) \) may be larger than \( n \).
- If \( f \) is a trivial function, then \( \pi_3(f) = 1 \).

One may write \( F \) as a univariate polynomial over \( \mathbb{Q} \), but it will not always induce a polynomial when we move to work on \( \mathbb{Z}_m \), like what \( f \) does. Fortunately, the following representation, also known as Mahler expansion [36], serves the purpose similar to polynomial representation.

- **Theorem 2.9 (Mahler expansion).** Assume that \( f : \{0,1\}^n \rightarrow \{0,1\} \) is a symmetric Boolean function, and \( F \) is the corresponding univariate version. Let \( d := \max\{n, m - 1\} \). Then there exists a unique sequence \( \alpha_0, \alpha_1, \ldots, \alpha_d \in \mathbb{Z}_m \) such that
  \[
  \sum_{j=0}^{d} \alpha_j \binom{t}{j} = \begin{cases} 
  F(t), & 0 \leq t \leq n; \\
  0, & n < m - 1 \text{ and } n < t < m.
  \end{cases}
  \]

We call \( \sum_{j=0}^{d} \alpha_j \binom{t}{j} \) the Mahler expansion of \( F \) over \( \mathbb{Z}_m \), and \( \alpha_j \) the \( j \)-th Mahler coefficient.

There are some connections between polynomial degree and Mahler expansion. Over ring \( \mathbb{Z}_m \), let \( d^* := \max\{\ell : \alpha_\ell \equiv 0 \pmod{m} \} \). If we only take 0-th to \( d^* \)-th terms in the Mahler expansion to get \( \tilde{F}(t) = \sum_{j=0}^{d^*} \alpha_j \binom{t}{j} \), then \( \tilde{F}(|x|) = F(|x|) \) for all \( x \in \{0,1\}^n \), which implies

- **Fact 2.10.** \( \deg_m(f) = \max\{\ell : \alpha_\ell \equiv 0 \pmod{m} \} \).

**Remark.** The fact above does not hold if we take away the condition \( \ell \leq n \). The next example shows that on \( \mathbb{Z}_m \), the existence of high-order non-zero Mahler coefficient does not imply high degree, if the input length is too short.

- **Example 2.11.** Let \( n = 2 \) and \( f(x) = -x_0x_1 + x_0 + x_1 = x_0 \lor x_1 \). On \( \mathbb{Z}_5 \), one can verify its Mahler expansion is
  \[
  f(x) = \binom{|x|}{1} + 4 \binom{|x|}{2} + 2 \binom{|x|}{4}.
  \]
  But \( \deg_5(f) = 2 \).

This phenomenon does not come from nowhere; intuitively speaking, in the Mahler expansion over \( \mathbb{Z}_m \), one may need to imitate Lagrange-style interpolation for \( |x| > n \), and hence introduce some high-order terms. (Although \( |x| \) can never be above \( n \), we need to utilize \( \text{MOD} \) functions later in this paper, which requires \( F(t) \) to be zero for \( n < t < m \).)
Wilson [36] showed the following result about the degree and Mahler expansion of symmetric Boolean functions, given the base-$p$ period.

**Theorem 2.12 ([36, Lemma 1]).** Let $p$ be a prime, and $t, k$ be positive integers. Assume $f : \{0, 1\}^n \rightarrow \{0, 1\}$ is a symmetric Boolean function, and $\{\alpha_t\}$ are its Mahler coefficients over $\mathbb{Z}_p$. If $f$ is $p^t$-periodic, then

$$\deg_{p^t}(f) \leq (k - 1) \cdot \varphi(p^t) + p^t - 1.$$ 

In addition, for any positive integer $j$ and $\ell \geq j \cdot \varphi(p^t) + p^t$, we have $\alpha_\ell \equiv 0 \pmod{p^t}$.

### 2.3 MOD and Its Mahler Expansion over $\mathbb{Z}_p$

We first look into the Mahler expansion of weight modular functions. This special case is illuminating in our later proofs. The MOD function is defined as

$$\text{MOD}_n^c(x) := \left[ |x| \equiv c \pmod{m} \right] \in \{0, 1\},$$

where $n \geq m - 1$ denotes the length of input $x$, and $\left[ \cdot \right]$ is the indicator function. The following theorem gives the degree of $\text{MOD}_n^{0,p^t}$.

**Theorem 2.13 ([36, Theorem 10]).** Let $p$ be a prime, and $t, k$ be positive integers. Denote $d := (k - 1) \cdot \varphi(p^t) + p^t - 1$. Then for any $n \geq d$, we have

$$\deg_{p^t}(\text{MOD}_n^{0,p^t}) = d.$$ 

In fact, we can achieve a more general result by further analysis. Fix $n$, $p$, $t$ and $k$. Notate the Mahler coefficient of $\text{MOD}_n^{a,p^t}$ over $\mathbb{Z}_p$ as $\alpha_t^{(a,p^t)}$, i.e., $\text{MOD}_n^{a,p^t}(x) = \sum_{j=0}^{d} \alpha_j^{(a,p^t)} \binom{|x| - a}{j}$. Moreover, $\text{MOD}_n^{a,p^t}$ can also be represented with $\alpha_t^{(0,p^t)}$ as

$$\text{MOD}_n^{a,p^t}(x) = \sum_{j=0}^{d} \alpha_j^{(0,p^t)} \binom{|x| - a}{j}.$$ 

Then expand each $\binom{|x|-a}{j}$ by Vandermonde convolution to get

$$\alpha_t^{(a,p^t)} = \sum_{i=0}^{d-\ell} \binom{-a}{i} \alpha_{i+\ell}^{(0,p^t)}. \quad (1)$$

Specially, by setting $\ell = d$, we get $\alpha_d^{(0,p^t)} = \alpha_d^{(0,p^t)}$. This equation generalizes the theorem to all remainders.

**Corollary 2.14.** Let $p$ be a prime, and $t$ and $k$ be positive integers. Denote $d := (k - 1) \cdot \varphi(p^t) + p^t - 1$. For any $n \geq d$ and $0 \leq a < p^t$, we have

$$\deg_{p^t}(\text{MOD}_n^{a,p^t}) = d.$$ 

### 3 Lower Bound of $\deg_{p^t}(f)$

By identifying the degree of $\text{MOD}_n^{i,p^t}$ over $\mathbb{Z}_p$, we show that the degree of all $p^t$-periodic functions is constantly small since they can be spanned by $\{\text{MOD}_n^{i,p^t}\}_{i=0}^{p^t-1}$. In Section 3.1, we prove that the degree of any $p^t$-periodic (but not $p^{t-1}$-periodic) function will not decrease too much from $(k - 1) \cdot \varphi(p^t) + p^t - 1$ during the spanning, despite the cancellation of the high-order coefficients. By a Ramsey-type argument in Section 3.2, we further extend our lower bound to all non-degenerate Boolean function with sufficiently many input bits.
3.1 Symmetric Functions – Proof of Theorem 1.3

We begin with the periodicity of symmetric Boolean functions with low degree. In our proof, the following Lucas’s Theorem is important.

**Theorem 3.1 (Lucas).** Let $n, m \in \mathbb{N}$, and $p$ be a prime. Assume in base $p$, $n$ and $m$ can be represented as $n = (a_n a_{n-1} \cdots a_0)_p$ and $m = (m_m m_{m-1} \cdots m_0)_p$ (the number with fewer digits are padded with 0). Then

$$
\left( \frac{n}{m} \right) \equiv \left( \frac{n_v}{m_v} \right) \left( \frac{n_{v-1}}{m_{v-1}} \right) \cdots \left( \frac{n_0}{m_0} \right) \pmod{p}.
$$

The next lemma indicates the periodicity of symmetric Boolean functions with low degree.

**Lemma 3.2.** Let $f : \{0, 1\}^n \to \{0, 1\}$ be a symmetric Boolean function. For prime $p$ and positive integers $t$ and $k$, if $\deg_{p^k}(f) \leq p^t - 1$, then $f$ is $p^t$-periodic.

**Proof.** Denote $d := \deg_{p^k}(f)$, and suppose $\alpha_{ij}$ are the Mahler coefficients of $f$ over ring $\mathbb{Z}_{p^k}$, i.e., $f(x) = \sum_{j=0}^d \alpha_j (x_j^p) \mod p^k$. According to Lucas’s Theorem, if $a \equiv b \pmod{p^t}$, then for any $0 \leq j \leq p^t - 1$, we have $\binom{a}{j} \equiv \binom{b}{j} \pmod{p}$. Here, $a_i$ (resp. $b_i$) is the representation of $a$ (resp. $b$) in the base $p$. Note that $j_i = 0$ for any $i \geq t$. Hence $\binom{a}{j} \equiv \binom{b}{j} \pmod{p}$. For the same reason, $\binom{a}{j} \equiv \binom{b}{j} \pmod{p}$. In addition, $a$’s last $t$ digits are the same as $b$’s last $t$ digits. Thus $\sum_{j=0}^d \alpha_j (x_j^p) \mod p = \sum_{j=0}^d \alpha_j (x_j^p) \mod p$. By the definition that $f(x) \in \{0, 1\}$, we get $\sum_{j=0}^d \alpha_j (x_j^p) \mod p = \sum_{j=0}^d \alpha_j (x_j^p) \mod p^k$. \hfill \Box

Next, provided $\pi_p(f)$, we give some lower bounds on the degree by the following two lemmas, conditioned on that $n$ is large enough. Together with the lemma above we lead to a contradiction, and our theorem follows eventually. Before continuing, notice again that the value $f(x)$ is related only to the Hamming weight of $x$, and thus $f(x) = \sum_{0 \leq i \leq n : F(i) = 1} \MOD_n^{i,n+1}(x)$. Specially, if $f(x)$ is $t$-periodic, then we can write $f(x)$ as $f(x) = \sum_{0 \leq i \leq n : F(i) = 1} \MOD_n^{i,t}(x)$ and apply Corollary 2.14.

**Lemma 3.3.** Assume $p$ is a prime, and $f : \{0, 1\}^n \to \{0, 1\}$ is a symmetric Boolean function of period $p$. If for some positive integer $k$, it holds that $n \geq (p - 1) \cdot k$, then

$$
\deg_{p^k}(f) = (p - 1) \cdot k.
$$

**Proof.** Expand $f(x)$ to get $\sum_{0 \leq i \leq p^t - 1 : F(i) = 1} \MOD_n^{i,p^i}(x)$. According to Corollary 2.14, the degree of each term in the summation is $\deg_{p^k}(\MOD_n^{i,p^i}) = (p - 1) \cdot k = d$. On the other hand, Section 2.3 says the coefficient of degree $d$ term is identical in the polynomial of every MOD. As $f(x)$ is non-trivial, the number of terms in the summation, denoted as $N$, is neither 0 nor $p$. Therefore, the degree $d$ term in $f(x)$ has coefficient $N \cdot \alpha_d^{(0,p)} \neq 0 \pmod{p}$, implying $\deg_{p^k}(f) = d$ as desired. \hfill \Box

**Lemma 3.4.** Assume $p$ is a prime, and $f : \{0, 1\}^n \to \{0, 1\}$ is a symmetric Boolean function with $\pi_p(f) = p^t$. Here $t \geq 1$ and $n \geq (k - 1) \cdot \varphi(p^t) + p^t - 1$. Then

$$
\deg_{p^k}(f) \geq (k - 2) \cdot \varphi(p^t) + p^t.
$$

**Proof.** Consider over the ring $\mathbb{Z}_{p^k}$. Let $d := (k - 1) \cdot \varphi(p^t) + p^t - 1$. Provided $p^t$, we abbreviate $\alpha^{(i,p^t)}_t$, the $t$-th Mahler coefficients of $\MOD_n^{i,p^t}$, as $\alpha^{(i,p^t)}_t$ for convenience. According to Corollary 2.14, we have $\deg_{p^k}(\MOD_n^{i,p^t}) = d$. 
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We claim when \(d - \varphi(p^i) + 1 \leq \ell \leq d\). All these \(\tilde{\alpha}_{d}^{(i)}\) forms the matrix

\[
S := \begin{bmatrix}
\tilde{\alpha}_{d}^{(0)} & \ldots & \tilde{\alpha}_{d}^{(p^i - 1)} \\
\vdots & \ddots & \vdots \\
\tilde{\alpha}_{d - \varphi(p^i) + 1}^{(0)} & \ldots & \tilde{\alpha}_{d - \varphi(p^i) + 1}^{(p^i - 1)}
\end{bmatrix} \in \mathbb{F}_p^{\varphi(p^i) \times p^i}.
\]

Take its first \(\varphi(p^i)\) columns to get a square matrix

\[
S' := \begin{bmatrix}
\tilde{\alpha}_{d}^{(0)} & \ldots & \tilde{\alpha}_{d}^{(\varphi(p^i) - 1)} \\
\vdots & \ddots & \vdots \\
\tilde{\alpha}_{d - \varphi(p^i) + 1}^{(0)} & \ldots & \tilde{\alpha}_{d - \varphi(p^i) + 1}^{(\varphi(p^i) - 1)}
\end{bmatrix}.
\]

When \(d - \varphi(p^i) + 1 \leq \ell \leq d\), divide both sides of Equation (1) by \(p^k - 2\) and take the remainder modulo \(p\) to get

\[
\tilde{\alpha}_{d}^{(a)} = \sum_{j=0}^{d-\ell} \binom{-a}{j} \tilde{\alpha}_{d+j \ell}^{(0)},
\]

which leads to the following decomposition of matrix \(S'\):

\[
S' = \begin{bmatrix}
\tilde{\alpha}_{d}^{(0)} & \ldots & \tilde{\alpha}_{d}^{(\varphi(p^i) - 1)} \\
\vdots & \ddots & \vdots \\
\tilde{\alpha}_{d - \varphi(p^i) + 1}^{(0)} & \ldots & \tilde{\alpha}_{d}^{(\varphi(p^i) - 1)}
\end{bmatrix} \begin{bmatrix}
\binom{0}{0} & \ldots & \binom{1 - \varphi(p^i)}{0} \\
\vdots & \ddots & \vdots \\
\binom{\varphi(p^i) - 1}{0} & \ldots & \binom{1 - \varphi(p^i)}{\varphi(p^i) - 1}
\end{bmatrix} =: T \cdot C.
\]

As \(\tilde{\alpha}_{d}^{(0)} \neq 0\), the first matrix has determinant \(\det(T) \neq 0\). The latter one, consisting of binomial coefficients, is also invertible. We will prove this fact later. Eventually, \(\text{rank}(S') = \varphi(p^i)\), so the kernel of \(S\) has dimension \(\dim \ker S = (p^i) - \varphi(p^i) = p^i - 1\).

On one hand, because \(f(x)\) is \(p^i\)-periodic, we can expand it by \(\{\text{MOD}_n^i p^{i-1}\}_{j=0}^{p^i-1}\) with coefficients \(w_j\).

\[
f(x) = \sum_{j=0}^{p^i-1} w_j \text{MOD}_n^i p^{i-1}(x) = \sum_{j=0}^{p^i-1} \left( w_j \sum_{\ell=0}^{d} \alpha_{d}^{(j)} \left( \left\lfloor \frac{|x|}{\ell} \right\rfloor \right) \right) = \sum_{\ell=0}^{d} \left( \sum_{j=0}^{p^i-1} w_j \alpha_{d}^{(j)} \left( \left\lfloor \frac{|x|}{\ell} \right\rfloor \right) \right).
\]

On the other hand, \(\text{MOD}_n^i p^{i-1}\) can also be spanned by \(\{\text{MOD}_n^i p^{i-1}\}_j\). In other words, assume \(w_j^{(i)} := \mathbb{I}[i \equiv j \mod (p^{i-1})]\), then

\[
\text{MOD}_n^i p^{i-1} = \sum_{j=0}^{p^i-1} w_j^{(i)} \text{MOD}_n^i p^{i-1} = \sum_{\ell=0}^{d} \left( \sum_{j=0}^{p^i-1} w_j^{(i)} \alpha_{d}^{(j)} \left( \left\lfloor \frac{|x|}{\ell} \right\rfloor \right) \right).
\]

We claim \(\deg_x (\text{MOD}_n^i p^{i-1}) \leq d - \varphi(p^i)\), and because \(n \geq d\), the coefficients of highest \(\varphi(p^i)\) terms in its Mahler expansion (i.e., from degree \(d - \varphi(p^i) + 1\) to degree \(d\)) are all zero. This is due to Corollary 2.14, where we have
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\[
\deg_{p^k}(\text{MOD}_{n}^{i,p^k-1}) = (k-1)\varphi(p^k-1) + p^k-1 - 1
\]
\[
= p^k - 2 \left((k-1)(p-1) + p\right) - 1
\]
\[
\leq p^k - 2 \left((k-1)(p^2 - p) + p\right) - 1
\]
\[
= d - \varphi(p^k).
\]

Further, if we set column vector \( \mathbf{w}^{(i)} = \left(w_0^{(i)}, ..., w_{p^k-1}^{(i)}\right)^\top \) where \( 0 \leq i \leq p^k - 1 \), then the above fact, together with Equation (3), indicates the following equation:

\[
\mathbf{S}\mathbf{w}^{(i)} = \left[ \sum_{j=0}^{p^k-1} w_j^{(i)} u_{d-j}^{(i)} , \sum_{j=0}^{p^k-1} w_j^{(i)} u_{d-j-1}^{(i)} , ..., \sum_{j=0}^{p^k-1} w_j^{(i)} u_{d-\varphi(p^k)-1}^{(i)} \right]^\top = 0.
\]

One can verify that \( \{ \mathbf{w}^{(0)}, ..., \mathbf{w}^{(p^k-1)} \} \) is linear independent, and therefore they form a base of the kernel of \( \mathbf{S} \) i.e., \( \text{ker} \mathbf{S} = \text{span} \{ \mathbf{w}^{(0)}, ..., \mathbf{w}^{(p^k-1)} \} \).

However, \( f(x) \) is not \( p^k \)-periodic because \( \pi_p(f) = p^k \). This means \( f(x) \) cannot be written as the sum of some MOD\(_n^{p^k-1} \). Thus \( \mathbf{w} := (w_0, ..., w_{p^k-1})^{\top} \notin \text{span} \{ \mathbf{w}^{(0)}, ..., \mathbf{w}^{(p^k-1)} \} \) i.e., \( \mathbf{S}\mathbf{w} \neq 0 \). This leads to the existence of \( D \in [d-\varphi(p^k) + 1, d] \) such that \( \sum_{j=0}^{p^k-1} w_j^{(i)} u_{d-j}^{(i)} \neq 0 \).

Namely, the degree \( D \) term in Equation (2) exists as desired. \( \blacktriangleleft \)

To finish the proof of this lemma, we show that the matrix \( \mathbf{C} \) is invertible, due to the following proposition.

**Proposition 3.5.** \( \det(\mathbf{C}) = \pm 1 \).

**Proof.** In fact,

\[
\mathbf{C} = \text{diag}\{1, -1, 1, -1, ... (-1)^{m-1}\}
\]

where \( m := \varphi(p^k) \). Denote the second matrix as \( \mathbf{C}' \). Take Row \( m \) of \( \mathbf{C}' \) and subtract Row \( m - 1 \) from it. Then take Row \( m - 1 \) and subtract Row \( m - 2 \) from it. \( \cdots \) Take Row 3 and subtract Row 2 from it. Then \( \mathbf{C}' \) has been transformed to

\[
\begin{bmatrix}
1 & 1 & \binom{1}{1} & \cdots & \binom{m-2}{m-2} \\
0 & \binom{0}{1} & \binom{2}{1} & \cdots & \binom{m-2}{m-2} \\
0 & 0 & \binom{2}{2} & \cdots & \binom{m-3}{m-3} \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & \binom{m-1}{0} & \cdots & \binom{2m-4}{m-3}
\end{bmatrix}
\]

Keep repeating this step, and \( \mathbf{C}' \) will be transformed into an upper triangular matrix, whose diagonal elements are all 1. \( \blacktriangleleft \)

Now we are ready to prove Theorem 1.3.
**Proof of Theorem 1.3.** Note that Lemma 3.3 provides tight instances, so below we are going to prove the inequality.

Assume towards contradiction that there exists \( f : \{0,1\}^n \to \{0,1\} \) satisfying \( \deg_{p^k}(f) < (p - 1) \cdot k \), and \( n \geq (k - 1) \cdot \varphi(p^\mu) + p^\mu - 1 \) where \( \mu = \lceil \log_p((p - 1)k - 1) \rceil \). Lemma 3.2 tells us that \( f \) is \( p^\mu \)-periodic. The non-triviality of \( f \) indicates that there exists \( 1 \leq t \leq \mu \) such that \( \pi_p(f) = p^t \).

If \( t = 1 \), then according to Lemma 3.3 we have \( \deg_{p^k}(f) = (p - 1) \cdot k \). If \( t \geq 2 \), then Lemma 3.4 indicates

\[
\deg_{p^k}(f) \geq (k - 2) \cdot \varphi(p^t) + p^t \\
\geq (k - 2) \cdot \varphi(p^2) + p^2 \\
= k \cdot (p - 1)^2 + 2p - p^2 + (p - 1) \cdot k \\
\geq (p - 1)^2 + 2p - p^2 + (p - 1) \cdot k \\
> (p - 1) \cdot k.
\]

Both cases lead to contradiction.

### 3.2 Non-degenerate Functions – Proof of Theorem 1.4

For the general non-degenerate case, our key idea is to embed a symmetric Boolean function into it, and then apply Theorem 1.3. The following lemma is crucial.

**Lemma 3.6.** There exists a monotone increasing function \( r(n) = \omega(1) \) such that the following holds. Let \( f : \{0,1\}^n \to \{0,1\} \) be a non-degenerate Boolean function. Then there exists a set of indices \( S \subseteq [n] \) with \( |S| \geq r(n) \), and a mapping \( \sigma : [n] \setminus S \to \{0,1\} \) such that \( f|_\sigma \) is a non-trivial symmetric Boolean function.

Generally speaking, with this lemma in hand, every \( h(n) \) lower bound on complexity measure of symmetric functions that is monotone decreasing w.r.t. restriction (e.g., Fact 2.5) can yield an \( h(r(n)) \) lower bound on that of all non-degenerate functions. In the setting of modulo-\( p^k \) degree, the bound \( h(n) \) is a constant function (when \( n \) is large than some threshold), so we can get the same bound, except that the threshold for \( n \) blows up. However, as indicated by our proof, the function \( r(n) \) grows extraordinary slow (approximately the square root of iterated logarithm of \( n \)).

First, let us see how to utilize this lemma in proving Theorem 1.4.

**Proof of Theorem 1.4.** As long as Lemma 3.6 holds, by Fact 2.5 and Theorem 1.3, if \( n \geq r^{-1}((k - 1) \cdot \varphi(p^\mu) + p^\mu - 1) \), then \( \deg_{p^k}(f) \geq (p - 1) \cdot k \), deriving the desired lower bound. In addition, any symmetric function with period \( p \) (and input long enough) still serves as an instance with \( \deg_{p^k}(f) = (p - 1) \cdot k \).

In the rest part of this section we prove Lemma 3.6.

For convenience, we introduce the following notation. If \( x_i = 1 \) for every \( i \in S \subseteq [n] \), then define \( \text{DOWN}(S, x, k) := \{ x^{x_T^T} | T \subseteq S, |T| = k \} \). Intuitively speaking, it is the set of strings obtained by flipping \( k \) bits, whose indices are in \( S \), of \( x \) from 1 to 0.

According to Theorem 2.7, there exists \( \tilde{x} \) such that \( s(f, \tilde{x}) = \Omega(\log n) \). Without loss of generality we assume the set \( \{ i \in [n] : \tilde{x}_i = 1, f(\tilde{x}) \neq f(\tilde{x}^{x_i}) \} \), defined as \( S_0 \), is of cardinality \( \Omega(\log n) \). Recursively define \( S_t \) to be the largest set satisfying the following two conditions:
- \( S_t \subseteq S_{t-1} \).
- The value \( f(y) \) are identical for any \( y \in \text{DOWN}(S_t, \tilde{x}, t) \).
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We then make the following claim, and prove it.

\begin{itemize}
  \item Claim 3.7.
      \[ |S_t| = \Omega \left( \log^{o(t-1)}(|S_{t-1}|) \right). \]
\end{itemize}


\begin{itemize}
  \item Definition 3.8 (k-Uniform Hypergraph Ramsey Number). Suppose $V$ is a set of vertices, and all size-$k$ subsets of $V$ forms $\mathcal{F}_k(V)$. If $E \subseteq \mathcal{F}_k(V)$, then we call $(V, E)$ as a $k$-uniform hypergraph of order $|V|$. Naturally, we call $(V, \mathcal{F}_k(V))$ a complete $k$-uniform hypergraph.

If the following property holds for complete $k$-uniform hypergraph of order $M$ but not $M-1$, then $r_k(s, t) := M$ is called the $k$-uniform hypergraph Ramsey number: color every $k$-hyperedge red or blue arbitrarily, then there must exist a complete red hyper-subgraph of order $s$, or a complete blue hyper-subgraph of order $t$.
\end{itemize}

\begin{itemize}
  \item Theorem 3.9 ([8]). $r_2(s, t) \leq \binom{s+t-2}{t-1}$ and
      \[ r_k(s, t) \leq 2^{\binom{r_{k-1}(s-1,t-1)}{k-1}}, \quad (k > 2). \]

This theorem implies the following fact: if we color $k$-uniform hypergraph of order $n$ with two colors, then there exists a monochromatic clique of size $\Omega(\log^kn(n))$.
\end{itemize}

Proof of Claim 3.7. Construct the following complete $t$-uniform hypergraph. The vertex set is $S_{t-1}$. For any $x \in \text{DOWN}(S_{t-1}, \bar{x}, t)$, we color the hyperedge $\{i : x_i \neq \bar{x}_i\}$ with red if $f(x) = 1$, or blue otherwise. Take the largest monochromatic clique and suppose its vertex set is $S$. According to Theorem 3.9, $|S| = \Omega(\log^kn(n))$. Furthermore, the monochromaticity implies the value $f(z)$ is identical for any $z \in \text{DOWN}(S, \bar{x}, t)$. Hence $S$ satisfies the desired conditions where our claim follows immediately.

With the help of the claim and notations above, we can complete our proof of Lemma 3.6.

\begin{itemize}
  \item Proof of Lemma 3.6. By invoking Claim 3.7 iteratively,
      \[ |S_t| \geq Z \cdot \log^{o(t-1)/2+1}(n), \]
      where $Z$ is a positive constant irrelevant to $n$. Take $t' = t'(n) := \lfloor \sqrt{\log^2n-2} \rfloor$. Then $(t'-1)t'/2 + 1 < \log^*n$ and $|S_{t'}| = \omega(1)$. In addition, define
      \[ r = r(n) := \min \left\{ Z \cdot \log^{o(t'(t'-1)/2+1)}(n), t'(n) \right\} = \omega(1). \]

Then we have $r(n) \leq |S_{r(n)}|$. This is because
      \begin{itemize}
        \item if $t'(n) \leq Z \cdot \log^{o(t'(t'-1)/2+1)}(n)$, then we have $r(n) = t'(n) \leq Z \cdot \log^{o(r(r-1)/2+1)}(n) \leq \lfloor S_{r(n)} \rfloor$;
        \item if $t'(n) > Z \cdot \log^{o(t'(t'-1)/2+1)}(n)$, then $t'(n) > r(n)$, so $r(n) = Z \cdot \log^{o(t'(t'-1)/2+1)}(n) \leq Z \cdot \log^{o(r(r-1)/2+1)}(n) \leq \lfloor S_{r(n)} \rfloor$.
      \end{itemize}

Now take a size $r(n)$ subset $T$ of $S_{r(n)}$ arbitrarily. Define the mapping $\sigma : [n] \setminus T \rightarrow \{0, 1\}$ such that $\sigma(i) = \bar{x}_i$. Restrict $f$ over $\sigma$ to obtain a new function $g := f|_{\sigma}$. We will prove $g$ is symmetric and non-trivial, and then the lemma follows immediately.
Symmetric. Assume \( x, y \in \{0,1\}^{r(n)} \) such that \( |x| = |y| \). Define \( x' \) (resp. \( y' \)) to be the string of size \( n \) obtained from \( x \) (resp. \( y \)) and \( \sigma \). Recall the definition of \( S_{r(n)} \). That is, for any \( i \in S_{r(n)} \), it holds that \( \tilde{x}_i = 1 \). Therefore,

\[
x', y' \in \text{DOWN}(S_{r(n)}, \tilde{x}, |x|) \subseteq \text{DOWN}(S_{r(n)}, \tilde{x}, |x|).
\]

By definition of \( \text{DOWN} \), we have \( f(x') = f(y') \) i.e., \( g(x) = g(y) \).

Non-trivial. Assume \( z, w \in \{0,1\}^{r(n)} \) such that \( |z| = 0 \) and \( |w| = 1 \). We define \( z' \) and \( w' \) similarly to \( x' \) and \( y' \). Suppose \( z' = w' \oplus e_i \). As \( i \in T \subseteq S_0 \), the \( i \)-th bit is sensitive. Therefore, \( f(z') \neq f(w') \) i.e., \( g(z) \neq g(w) \).

4 Lower Bounds of \( \deg_{pq}(f) \) for Symmetric Functions

We first go further with the analysis of Mahler coefficients of \( \text{MOD} \) functions, then prove Theorem 1.5 in Section 4.2, and give an instance in Section 4.3, showing one can never improve the constant factor \( 1/2 \).

4.1 More Analyses of \( \text{MOD} \) and Its Mahler Coefficients

Let \( p \) be a prime and \( t \) be a positive integer. Consider over the ring \( \mathbb{Z}_p \). Recall the notation \( \alpha_{t}^{(a,p^t)} \): it is the \( \ell \)-th Mahler coefficient of \( \text{MOD}_n^{a,p^t} \). Since \( \deg_p(\text{MOD}_n^{a,p^t}) = p^t - 1 \), the following \( p^t \times p^t \) matrix collects all the coefficients of \( \text{MOD}_n^{a,p^t} \):

\[
A_{p^t} := \begin{bmatrix}
\alpha_0^{(0,p)} & \cdots & \alpha_0^{(p^t-1,p)} \\
\vdots & \ddots & \vdots \\
\alpha_{p-1}^{(0,p)} & \cdots & \alpha_{p-1}^{(p^t-1,p)}
\end{bmatrix}.
\]

In fact,

\[
(A_{p^t})_{i,j} = \alpha_{t}^{(j,p^t)} = \binom{p^t - 1 - j}{p^t - 1 - i}.
\]

This is because

\[
\sum_{i=0}^{p^t-1} \binom{p^t - 1 - j}{p^t - 1 - i} \equiv \binom{p^t - 1 - j + |x|}{p^t - 1} = \begin{cases} 1 & \text{if } |x| \equiv j \pmod{p^t}, \\ 0 & \text{otherwise}, \end{cases} \tag{4}
\]

by Vandermonde’s convolution.

The matrix \( A_{p^t} \) has many elegant properties. For example, the following one shows the relationship between \( A_{p^t} \) and \( A_p \). We use \( \otimes \) to denote matrix tensor product.

- **Proposition 4.1.** On the ring \( \mathbb{Z}_p \),

\[
A_{p^t} = A_p^\otimes := A_p \otimes A_p \otimes \cdots \otimes A_p.
\]

**Proof.** Let \( i_\ell \) and \( j_\ell \) be the representation of \( i \) and \( j \) in base \( p \). Then by Lucas’s Theorem,

\[
\binom{p^t - 1 - j}{p^t - 1 - i} \equiv \prod_{\ell=0}^{t-1} \binom{p - 1 - j_\ell}{p - 1 - i_\ell} \equiv \prod_{\ell=0}^{t-1} \binom{p - 1 - j_\ell}{p - 1 - i_\ell} \equiv \prod_{\ell=0}^{t-1} (A_p)_{i_\ell,j_\ell} \pmod{p}. \]
Below we give another observation, which assists with our proof of Theorem 1.5.

**Lemma 4.2.** Suppose $p$ is a prime, and $n < p - 1$ is a positive integer. Then for any $v \in \{0, 1\}^p$ satisfying $v_i \neq v_j$ for some $0 \leq i < j \leq n$, there exists $\lfloor n/2 \rfloor + 1 \leq \ell \leq n$ such that $(A_p v)_\ell \neq 0$.

Our proof of Lemma 4.2 utilizes the following proposition on another binomial coefficient matrix.

**Proposition 4.3.** For any prime $p$, integers $j, k$ with $j + k < p$ and distinct $a_0, \ldots, a_k \in \mathbb{F}_p$ satisfying $a_0, \ldots, a_k \geq j$, the matrix

$$
\begin{pmatrix}
\binom{a_0}{j} & \cdots & \binom{a_k}{j}
\end{pmatrix}
\begin{pmatrix}
\binom{a_0}{j+1} & \cdots & \binom{a_k}{j+1}
\vdots & \ddots & \vdots
\binom{a_0}{j+k} & \cdots & \binom{a_k}{j+k}
\end{pmatrix}
$$

is invertible over $\mathbb{F}_p$.

**Proof.** One can verify that

$$
\text{diag}\left\{ \binom{j+0}{0}, \ldots, \binom{j+k}{k} \right\}, S = \begin{pmatrix}
\binom{a_0}{j} & \cdots & \binom{a_k}{j}
\vdots & \ddots & \vdots
\binom{a_0}{j+k} & \cdots & \binom{a_k}{j+k}
\end{pmatrix}
= \begin{pmatrix}
(a_0-j)^0 & \cdots & (a_k-j)^0
\vdots & \ddots & \vdots
(a_0-j)^k & \cdots & (a_k-j)^k
\end{pmatrix},
$$

where $S$ is the second Stirling number matrix, i.e., $S_{ij} = \binom{j}{i}$, and the notation $x^y$ stands for the falling factorial power $x(x-1) \cdots (x-y+1)$. The Vandermonde matrix on the R.H.S. is also invertible because $a_0, \ldots, a_k$ are distinct.

**Proof of Lemma 4.2.** Assume towards contradiction that there exists some $v$ satisfying the condition, but $(A_p v)_\ell = 0$ for all $\lfloor n/2 \rfloor + 1 \leq \ell \leq n$. In other words, if we take row $\lceil n/2 \rceil + 1$ to $n$ and column 0 to $n$ from $A_p$ to get another $\lfloor n/2 \rfloor \times (n+1)$ matrix $B$ i.e.,

$$
B := \begin{pmatrix}
p^{-1-0} & p^{-1-1} & \cdots & p^{-1-n} \\
p^{-1-1} & p^{-1-1} & \cdots & p^{-1-n} \\
\vdots & \vdots & \ddots & \vdots \\
p^{-1-n} & p^{-1-n} & \cdots & p^{-1-n}
\end{pmatrix},
$$

then $B v' = 0$ where $v' = \{v_0, \ldots, v_n\}^T$. (This is because $(A_p)_{i,j} = (p^{-1-j}) = 0$ for all $\lfloor n/2 \rfloor + 1 \leq i \leq n$ and $n + 1 \leq j \leq p - 1$.)

Next, for any $t \in \lfloor \lfloor n/2 \rfloor + 1, n \rfloor$, the sum of row $t$ is $(p^{-1-0}) + (p^{-1-1}) + \cdots + (p^{-1-n}) = (p^{-t}) \equiv 0$ (mod $p$). Therefore $B 1 = 0$, so we can assume the number of 1’s in $v'$ is no more than $\lfloor n/2 \rfloor$, without loss of generality. (Otherwise, subtract $v'$ from 1.) This means that we can take $s \leq \lfloor n/2 \rfloor$ column vectors of $B$, the summation of which is 0, and furthermore, the last $s$ dimensions of these vectors form a singular matrix with form $B'_{s} = (p^{-1-n_s+1+1})$. However, by flipping it upside down and applying Proposition 4.3, this matrix is invertible.

### 4.2 Proof of Theorem 1.5

Our proof requires the following two lemmas. The first one is often referred to as Periodicity Lemma. It says any function with coprime periods is constant, if the domain is large enough.
Lemma 4.4 (Periodicity Lemma, [9]). Let $g$ be an $a$-periodic and $b$-periodic function on domain $\{0, 1, \ldots, n\}$ with $\gcd(a, b) = 1$ and $n \geq a + b - 2$. Then $g$ is a constant function.

The next one can be regarded as a stronger version of Theorem 1.3 with $k = 1$.

Lemma 4.5. Assume $p$ is a prime. For any non-trivial symmetric $f : \{0, 1\}^n \to \{0, 1\}$,
\[
\deg_p(f) \geq \min \left\{ \frac{n}{2}, \left( 1 - \frac{1}{p} \right) \pi_p(f) \right\}.
\]

Note that the base-$p$ period appears explicitly in the lower bound. This allows us to apply Lemma 4.4. We prove Theorem 1.5 first.

Proof of Theorem 1.5. If $\max\{\deg_p(f), \deg_q(f)\} \geq \frac{n}{2}$, the theorem then follows naturally. Otherwise, according to Fact 2.3 and Lemma 4.5, we have
\[
\deg_m(f) \geq \deg_p(f) = \max\{\deg_p(f), \deg_q(f)\} \geq \max \left\{ \left( 1 - \frac{1}{p} \right) \pi_p(f), \left( 1 - \frac{1}{q} \right) \pi_q(f) \right\}.
\]

(5)

On the other hand, the non-triviality of $f(x)$ implies $\pi_p(f) + \pi_q(f) > n + 2$ owing to Lemma 4.4. The last term in Inequality (5) is $\geq \frac{n+2}{p+q} > \frac{n}{2}$, and hence the theorem is also true.

It remains to show why Lemma 4.5 is true.

Proof of Lemma 4.5. Consider over the ring $\mathbb{Z}_p$. Suppose $\pi_p(f) = p^t$. We write $f(x)$ as we did in Equation (2), and let $\alpha_t$ be the $\ell$-th Mahler coefficient of $f(x)$. Then $\sum_{j=0}^{p^t-1} w_j \alpha_t^{(j, p^t)} = \alpha_t$, or
\[
\alpha = A_{p^t} w
\]

if we set $w := (w_0, \ldots, w_{p^t-1})^\top$ and $\alpha := (\alpha_0, \ldots, \alpha_{p^t-1})^\top$.

Divide $w$ and $\alpha$ into blocks of length $p^t-1$ as $w = (w^{(0)}, \ldots, w^{(p^t-1)})^\top$ and $\alpha = (\alpha^{(0)}, \ldots, \alpha^{(0)})^\top$, where $w^{(i)} \in \{0, 1\}^{p^t-1}, \alpha^{(i)} \in \mathbb{F}_p^{p^t-1}$. By Proposition 4.1, we have
\[
\alpha^{(i)} = A_{p^t-1} \sum_{j=0}^{p^t-1} \left( (A_p)^{i,j} w^{(j)} \right).
\]

(7)

Consider two cases. One deals with the case $\pi_p(f) = p^t < n$, where we show $\deg_p(f) > \frac{n-1}{p} \cdot \pi_p(f)$; another deals with $\pi_p(f) \geq n$, where we can obtain $\deg_p(f) \geq n/2$.

Case 1 ($p^t < n$). First, assume $\alpha^{(p^t-1)} = 0$. Note that $A_{p^t-1}$ is full-rank according to Proposition 4.3, which allows Equation (7) to be transformed into
\[
A_{p^t-1}^{-1} \alpha^{(p^t-1)} = \sum_{j=0}^{p^t-1} \left( (A_p)^{p^t-1,j} w^{(j)} \right).
\]

Since $(A_p)_{p^t-1,j} = 1$, we have $\sum_{j=0}^{p^t-1} w^{(j)} = 0$. This implies $w^{(0)} = \cdots = w^{(p^t-1)}$ as $w^{(i)} \in \{0, 1\}^{p^t-1}$, and further, $f(x)$ becomes $p^t$-periodic, conflicting with $\pi_p(f) = p^t$. Eventually, we have $\alpha^{(p^t-1)} \neq 0$. Because $n > p^t$, the highest non-zero Mahler coefficient indicates the degree of $f$ (see the remark below Fact 2.10), and then $\deg_p(f) > (p^t - 1) = \frac{n-1}{p} \cdot \pi_p(f)$.
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**Case II ($p^t \geq n$).** By Equation (6),
\[
(I_p \otimes (A_{p^{t-1}})^{-1}) A_{p^t} w = (I_p \otimes (A_{p^{t-1}})^{-1}) \alpha.
\]
Therefore, the R.H.S. of (8) is just
\[
(I_p \otimes (A_{p^{t-1}})^{-1}) \alpha = \left[ (A_{p^{t-1} (p-1)} - 1) \alpha^{(0)} \right]:= \left[ \beta^{(0)} \right].
\]
The L.H.S. of (8) can be written as
\[
(I_p \otimes (A_{p^{t-1}})^{-1}) A_{p^t} w = (I_p \otimes (A_{p^{t-1}})^{-1}) (A_p \otimes A_{p^{t-1}}) w
= (I_p A_p) \otimes ((A_{p^{t-1}})^{-1} A_{p^{t-1}}) w
= (A_p \otimes I_{p^{t-1}}) w.
\]
Therefore,
\[
(A_p \otimes I_{p^{t-1}}) w = (\beta^{(0)}, \ldots, \beta^{(p-1)})^T.
\]
For $0 \leq j < p^t - 1$ we define
\[
\tilde{\beta}^{(j)} := \left( \beta^{(0)}_j, \ldots, \beta^{(p-1)}_j \right)^T 	ext{ and } \tilde{w}^{(j)} := \left( w^{(0)}_j, \ldots, w^{(p-1)}_j \right)^T.
\]
Intuitively, vectors with tildes here contain entries taken from the original vector with stride $p^t - 1$. Then Equation (9) implies
\[
A_p \tilde{w}^{(j)} = \tilde{\beta}^{(j)}.
\]
Let $n' = \lceil (n+1)/p^t \rceil - 1$, $n'' = \lceil (n+1)/p^t \rceil - 1$, and $m' = n \mod p^t - 1$. Consider the following two subcases:

**Subcase II-1.** Suppose there exists $\ell \leq m'$ and $i, j \in [0, n'']$ such that $\tilde{w}^{(i)}_i \neq \tilde{w}^{(j)}_j$.
According to Lemma 4.2, there exists $i' \in [[n''/2] + 1, n'']$ satisfying $0 \neq (A_p \tilde{w}^{(i')})_i = \tilde{\beta}^{(i')} = \beta^{(i')}$. Because $A_{p^{t-1}}$ is invertible, we have $\alpha^{(i')} = A_{p^{t-1}} \beta^{(i')} \neq 0$. What’s more,
- if $i' < n''$ and recall Fact 2.10, we have $\deg_p(f) \geq (\lceil n''/2 \rceil - 1) \cdot p^t - 1 \geq n/2$;
- if $i' = n''$, we select the minimum $\ell$ such that $\tilde{\beta}^{(i')}_{\ell} \neq 0$. Due to the fact $(A_{p^{t-1}})_{\ell,j} = p^{t-1} - 1 \cdot \frac{j}{\ell} = 0$ when $j > \ell$, it follows that
\[
\alpha^{(i')}_{\ell} = \sum_{j=0}^{\ell} (A_{p^{t-1}})_{\ell,j} \tilde{\beta}^{(i')}_{\ell} = (A_{p^{t-1}})_{\ell,j} \tilde{\beta}^{(i')}_{\ell} \neq 0.
\]
Eventually $\deg_p(f) \geq n'' \cdot p^t - 1 \geq n/2$.

**Subcase II-2.** Otherwise, there exists a minimum $\ell \in [m' + 1, p^t - 1]$ and $i, j \in [0, n']$ such that $\tilde{w}^{(i)}_i \neq \tilde{w}^{(j)}_j$ as $f(x)$ is non-trivial. The same argument shows that there exists $i' \in [[n'/2] + 1, n']$ satisfying $\tilde{\beta}^{(i')}_{i'} \neq 0$. In addition, the condition $\tilde{w}^{(i')}_{i'} = \ldots = \tilde{w}^{(i')}_{\ell'}$ for all $\ell' < \ell$ implies
\[
\beta^{(i')}_{\ell'} = \tilde{\beta}^{(i')}_{\ell'} = \sum_{j=0}^{p^t - 1} (A_{p^{t-1}})_{\ell,j} \tilde{w}^{(i')}_{\ell'} = \tilde{w}^{(i')}_{\ell'} \cdot \sum_{j=0}^{p^t - 1} \left( \frac{p^t - 1}{p^t - 1 - j'} \right) = \tilde{w}^{(i')}_{\ell'} \cdot \left( \frac{p}{p - i'} \right) = 0.
\]
Hence, by imitating (10) we can obtain $\alpha^{(i')}_{\ell} \neq 0$, which leads to $\deg_p(f) \geq [n'/2] \cdot p^t - 1 + m' + 1 \geq n/2$. \(\blacksquare\)
4.3 Proof of Theorem 1.6

We will later apply the following lemma about Diophantine approximation, which is an immediate corollary of Kronecker’s Theorem.

Lemma 4.6. Suppose real numbers $a_1, \ldots, a_k$ satisfy that $1, a_1, \ldots, a_k$ are linearly independent over $\mathbb{Q}$. Then, for any $\varepsilon > 0$, there exist infinitely many positive integers $\ell$ such that $\ell a_i \mod 1 \in (1 - \varepsilon, 1)$ for each $i = 1, \ldots, k$.

Now we prove Theorem 1.6.

Proof of Theorem 1.6. Write $m = p_1 p_2 \cdots p_k$ for $p_i$ being primes. Choose a prime $q$ different from all $p_i$. Fix an arbitrary $\varepsilon > 0$. Let $a_i = \log q / \log p_i$ for $i = 1, \ldots, k$. Then $1, a_1, \ldots, a_k$ are linearly independent over $\mathbb{Q}$, otherwise a nontrivial linear relation can be exponentiated to contradict the unique factorization theorem over $\mathbb{Z}^+$. Applying Lemma 4.6 we get infinitely many $\ell$ that satisfy the condition $\ell \cdot \log q / \log p_i \mod 1 \in (1 - \varepsilon, 1)$, which implies $p_i^{\ell r_i} / q^\ell \in (1, p_i^{\varepsilon})$ where $r_i = \lceil \ell \log q / \log p_i \rceil$.

Now, choose a sufficiently large $\ell$, let $n = 2q^\ell$ and define $f : \{0, 1\}^n \to \{0, 1\}$ by $f(x) = \mathbb{I}(|x| = q^\ell)$. Then $f$ is $p_i^{\ell r_i}$-periodic since $p_i^{\ell r_i} > q^\ell$. Therefore $\deg_{p_i}(f) \leq p_i^{\ell r_i} - 1$ by Theorem 2.12. Thus,

$$\deg_m(f) \leq \max_{1 \leq i \leq k} \{ p_i^{r_i} \} \leq \frac{n}{2} \max_{1 \leq i \leq k} \{ p_i^{\varepsilon} \}.$$ 

The theorem follows by letting $\varepsilon \to 0$.

5 Conclusion

In a nutshell, we explore and exploit the matrices consisting of Mahler coefficients of the MOD function, serving as a significant extension of Wilson’s arguments. This approach fully characterizes the modulo degree of Boolean functions when the base is prime or prime power, and provides good lower bounds for the composite case with the help of periodicity lemma. In addition, we also show a practical way to generalize properties of symmetric functions to non-degenerate ones by a Ramsey-type argument.

Nevertheless, there is still ample room for further discussion. First and foremost, we conjecture that the constant factor in Theorem 1.5 can be improved to $1/2$ in correspondence with Theorem 1.6. Moreover, an anonymous reviewer also raises a good question with regard to Theorem 1.4: Could the extraordinary large prerequisite $n \geq \text{tower}(\text{poly}(p, k))$ (which is implicit in the proof) be improved to something like $n \geq \exp(\text{poly}(p, k))$? We also wonder if it is possible to embed other kinds of functions to derive similar results. Above all, both Conjecture 1.1 and Conjecture 1.2 remain open.
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Abstract
We show the existence of an exact mimicking network of \( k^{O(\log k)} \) edges for minimum multicuts over a set of terminals in an undirected graph, where \( k \) is the total capacity of the terminals. Furthermore, if Small Set Expansion has an approximation algorithm with a ratio slightly better than \( \Theta(\log n) \), then a mimicking network of quasipolynomial size can be computed in polynomial time. As a consequence of the latter, several problems would have quasipolynomial kernels, including Edge Multiway Cut, Group Feedback Edge Set for an arbitrary group, 0-Extension for integer-weighted metrics, and Edge Multicut parameterized by the solution and the number of cut requests. The result works via a combination of the matroid-based irrelevant edge approach used in the kernel for s-Multiway Cut with a recursive decomposition and sparsification of the graph along sparse cuts. The main technical contribution is a matroid-based marking procedure that we can show will mark all non-irrelevant edges, assuming that the graph is sufficiently densely connected. The only part of the result that is not currently constructive and polynomial-time computable is the detection of such sparse cuts.

This is the first progress on the kernelization of Multiway Cut problems since the kernel for s-Multiway Cut for constant value of \( s \) (Kratsch and Wahlström, FOCS 2012).
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1 Introduction

Graph separation questions are home to some of the most intriguing open questions in theoretical computer science. In approximation algorithms, the well-known unique games conjecture (UGC) has been central to the area for close to two decades, and is closely related to graph separation problems. Even more directly, the small set expansion hypothesis, proposed by Raghavendra and Steurer [31], roughly states that it is NP-hard to approximate the small set expansion problem (SSE) up to a constant factor, where SSE is the problem of finding a small-sized set in a graph with minimum expansion. (More precise statements are given in Section 2.2.) Despite significant research, the best result available in polynomial time is an \( O(\log n) \)-approximation due to Räcke [30].

Another interesting notion from parameterized complexity is kernelization. Informally, a kernelization algorithm is a procedure that takes an input of a parameterized, usually NP-hard problem and reduces it to an equivalent instance of size bounded in the parameter, e.g., by discarding irrelevant parts of the input or transforming some part of the input into a smaller object with equivalent behaviour. For example, the seminal Nemhauser-Trotter theorem on the half-integrality of Vertex Cover [27] implies that an instance of Vertex Cover can be reduced to have at most \( 2k \) vertices, where \( k \) is the bound given on the
solution size. On the flip side, Fortnow and Santhanam [10] and Bodlaender et al. [3] gave a framework to exclude the existence of a kernel of any polynomial size, under a standard complexity-theoretic conjecture. An extensive collection of upper and lower bounds for kernelization exists (see, e.g., the recent book of Fomin et al. [9]), but a handful of central “hard questions” remain unanswered. One of the most notorious is MULTIWAY CUT.

Let \( G = (V,E) \) be a graph and \( T \subseteq V \) a set of terminals in \( G \). An \((edge)\) multiway cut for \( T \) in \( G \) is a set of edges \( X \subseteq E \) such that no two terminals are connected in \( G - X \), and MULTIWAY CUT is the problem of finding a multiway cut of at most \( k \) edges, given a parameter \( k \). The problem is FPT [24] and NP-hard for \( |T| \geq 3 \) [6]. Using methods from matroid theory, Kratsch and Wahlström [17] were able to show that if \( |T| \leq s \), then MULTIWAY CUT has a kernel with \( O(k^{s+1}) \) vertices, hence the problem has a polynomial kernel for every constant \( s \). However, if \( |T| \) is unbounded, the only known size bound for a kernel is \( 2^{O(k)} \), following from the FPT algorithm [24], and the question of whether MULTIWAY CUT has a polynomial kernel in the general case is completely open.

We show a connection between kernelization of MULTIWAY CUT-type problems and approximation algorithms for SMALL SET EXPANSION. Specifically, we show the existence of a kind of mimicking network for the problem, of size quasipolynomial in \( k \); and if SSE has approximation algorithms slightly better than current state of the art, then it can be computed in polynomial time and MULTIWAY CUT has a quasipolynomial kernel.

1.1 Mimicking networks and multiway cut sparsifiers

Although kernelization is most commonly described in terms of polynomial-time preprocessing as above, there is also a clear connection with succinct information representation. For example, consider a graph \( G = (V,E) \) with a set of \( k \) terminals \( T \subseteq V \). The pair \((G,T)\) is referred to as a terminal network. A mimicking network for \((G,T)\) is a graph \( G' = (V',E') \) with \( T \subseteq V' \) such that for any sets \( A, B \subseteq T \), the min-cut between \( A \) and \( B \) in \( G \) and \( G' \) have the same value. A mimicking network of size bounded in \( k \) always exists, but the size of \( G' \) can be significant. The best known general upper bound is double-exponential in \( k \) [12, 15], and there is an exponential lower bound [20]. Better bounds are known for special graph classes, but even for planar graphs the best possible general bound has \( 2^{\Omega(k)} \) vertices [20, 14] (see also recent improvements by Krauthgamer and Rika [19]).

A related notion is cut sparsifiers, which solve the same task up to some approximation factor \( q \geq 1 \) [26, 21], typically \( q = \omega(1) \) in the general case. We focus on mimicking networks; see Krauthgamer and Rika [19] for an overview of cut sparsifiers.

However, if we include the capacity of the set of terminals in the bound (and if edges have integer capacity), then significantly stronger results are possible. Chuzhoy [4] showed that if the total capacity of \( T \) is \( \text{cap}_G(T) = \sum_{t \in T} d(t) = k \), then there exists an \( O(1) \)-approximate cut sparsifier of size \( O(k^3) \). Kratsch and Wahlström [17] sharpened this to an exact mimicking network with \( O(k^3) \) edges, which furthermore can be computed in randomized polynomial time. This is particularly remarkable given that the network has to replicate the exact cut-value for exponentially many pairs \((A,B)\). The network can be constructed via contractions on \( G \).\(^1\) This built on an earlier result that used linear representations of matroids to encode the sizes of all \((A,B)\)-min cuts into an object using \( \tilde{O}(k^3) \) bits of space [18], although this earlier version did not produce an explicit graph, i.e., not a mimicking network.

\(^1\) The results of [17] are phrased in terms of vertex cuts, but the above follows easily from [17].
These results had significant consequences for kernelization. The succinct representation in [18] was used to produce a (randomized) polynomial kernel for the Odd Cycle Transversal problem, thereby solving a notorious open problem in parameterized complexity [18]; and the mimicking network of [17] brought further (randomized) polynomial kernels for a range of problems, in particular including Almost 2-SAT, i.e., the problem of satisfying all but at most $k$ clauses of a given 2-CNF formula.

Similar methods are relevant for the question of separating a set of terminals into more than two parts. Let $(G, T)$ be a terminal network, and let $T = T_1 \cup \ldots \cup T_s$ be a partition of $T$. A multiway cut for $T$ is a set of edges $X \subseteq E(G)$ such that $G - X$ contains no path between any pair of terminals $t \in T_i$ and $t' \in T_j$ for $t, t' \notin X$ and $i \neq j$. Let us define a multi-cut-mimicking network for $(G, T)$ as a terminal network $(G', T')$ where $T' \subseteq V(G')$ and for every partition $T = T_1 \cup \ldots \cup T_s$ of $T$, the size of a minimum multiway cut for $T$ is identical in $G$ and $G'$. (The term multi-cut-mimicking, as opposed to multiway cut-mimicking, is justified; see Section 2.1.) The minimum size of a multi-cut-mimicking network, in terms of $k = \text{cap}_G(T)$, appears to lie at the core of the difficulty of the question of a polynomial kernelization of Multiway Cut. The kernel for $s$-Multiway Cut mentioned above builds on the computation of a mimicking network of size $O(k^{\varepsilon+1})$ for partitions of $T$ into at most $s$ parts [17]. The kernel for $s$-Multiway Cut then essentially follows from considering the partition $T = \{t_1\} \cup \ldots \cup \{t_s\}$ of a set $T$ of $|T| = s$ terminals (along with known reduction rules bounding $\text{cap}_G(T)$). We are not aware of any non-trivial lower bounds on the size of a multi-cut-mimicking network in terms of $k$; it seems completely consistent with known bounds that every terminal network $(G, T)$ would have a multi-cut-mimicking network of size $\text{poly}(k)$, even for partitions into an unbounded number of sets.

In this paper, we show that any terminal network $(G, T)$ with $\text{cap}_G(T) = k$ admits a multi-cut-mimicking network $(G', T')$ where $|V(G')| = k^{O(\log k)}$; and furthermore, such a network could be computed in randomized polynomial time, given a polynomial number of queries to a sufficiently good approximation algorithm for a graph separation problem similar to Small Set Expansion. We also see a tradeoff between the quality of the approximation algorithm and the size of $(G', T)$. In particular, if Small Set Expansion has an approximation algorithm with a ratio of $o(n, k) = \log^{1-\varepsilon} n \cdot \log^{O(1)} k$ for some $\varepsilon > 0$, where $k$ is the number of edges cut in the optimal solution, then $(G', T)$ can be computed efficiently, with $|V(G')|$ being quasipolynomial in $k$. Such an algorithm goes beyond the bounds of what is currently known – namely, a ratio of $O(\log n)$ due to Räcke [30], improved for certain regimes by Bansal et al. [2] – but does not appear to be excluded by any established hardness conjecture. We also consider the existence result very interesting in its own right, and invite further study of capacity-based bounds for multicut-mimicking networks; in particular, whether a poly$(k)$-sized multi-cut-mimicking network always exists. The results strongly suggest the existence of a quasipolynomial kernel for Edge Multiway Cut.

Flow sparsifiers. Finally, similarly to cut sparsifiers, there is a notion of a flow sparsifier of a terminal network $(G, T)$. Here the goal is to approximately preserve the minimum congestion for any multicommodity flow on $(G, T)$. Chuzhoy [4] showed flow sparsifiers with quality $O(1)$ and with $k^{O(\log \log k)}$ vertices, where $k$ is the total terminal capacity; for further results on achievable bounds for flow sparsifiers, see [1, 7]. However, the notion is incomparable to multicut-mimicking networks, because even an exact flow sparsifier would be subject to the corresponding multicommodity flow-multicut approximation gap, which is $\Theta(\log k)$ in the worst case [11].

Further related work. The general approach of decomposing a graph along sparse cuts is well established; cf. Räcke [29] and follow-up work. For further applications of matroid tools to kernelization, see Hols and Kratsch [13], Kratsch [16], and Reidl and Wahlström [32].
1.2 Our results

More formally, we have the following.

**Theorem 1.** Let $A$ be an approximation algorithm for SMALL SET EXPANSION with an approximation ratio of $\alpha(n, k) = O(\log^{1-\varepsilon} n \log^d k)$, where $\varepsilon > 0$, $d = O(1)$, and $k$ is the number of edges cut in the optimal solution. Let $(G, T)$ be a terminal network with $\text{cap}_G(T) = k$. Then there is a set $Z \subseteq E(G)$ with $|Z| = kO(\alpha(n, k) \log k)$ such that for every partition $T = T_1 \cup \ldots \cup T_s$ of $T$, there is a minimum multiway cut $X$ for $T$ such that $X \subseteq Z$. Furthermore, $Z$ can be computed in randomized polynomial time using calls to $A$.

The precise requirement for the approximation algorithm is slightly relaxed from the above. We refer to the precise algorithm we need as a sublogarithmic terminal expansion tester; see Definition 5. Simplifying the statement a bit gives us the following.

**Corollary 2.** Let $(G, T)$ be a terminal network with $\text{cap}_G(T) = k$. The following holds.

1. There is a multicut-mimicking network for $(G, T)$ with $kO(\log k)$ edges.
2. If there is a sublogarithmic terminal expansion tester – in particular, if SMALL SET EXPANSION has an approximation ratio as in Theorem 1 – then a multicut-mimicking network of size quasipolynomial in $k$ can be computed in randomized polynomial time.

This would give us the following selection of conditional breakthrough results in kernelization. We refer to previous kernelization work [17, 32] for the necessary definitions.

**Corollary 3.** If there is a sublogarithmic terminal expansion tester, then the following problems have randomized quasipolynomial kernels.

1. **Edge Multiway Cut** parameterized by solution size.
2. **Edge Multicut** parameterized by the solution size and the number of cut requests.
3. **Group Feedback Edge Set** parameterized by solution size, for any group.
4. **Subset Feedback Edge Set** with undeletable edges, parameterized by solution size.
5. **0-Extension** for integer-weighted graphs, parameterized by solution cost.

Preliminaries. A parameterized problem is a decision problem where inputs are given as pairs $I = (X, k)$, where $k$ is the parameter. A polynomial kernelization is a polynomial-time procedure that maps an instance $(X, k)$ to an instance $(X', k')$ where $(X, k)$ is positive if and only if $(X', k')$ is positive, and $|X'|, k' \leq g(k)$ for some function $g(k)$ referred to as the size of the kernel. A problem has a polynomial kernel if it has a kernel where $g(k) = kO(1)$. We extend this to discuss quasipolynomial kernels, which is the case that $g(k) = k^{\log^{O(1)}}$.

We use standard terminology from graph theory and parameterized complexity; see, e.g., [5, 9] for references.

2 Terminal separation notions

For a graph $G = (V, E)$ and sets $A, B \subseteq V$, we let $E_G(A, B) = \{uw \in E \mid u \in A, v \in B\}$. As shorthand for $S \subseteq V$ we also write $E(S) = E(S, S)$, $\partial_G(S) = E_G(S, V \setminus S)$, and $\delta_G(S) = |\partial_G(S)|$. The total capacity of a set of vertices $S$ in a graph $G$ is $\text{cap}_G(S) := \sum_{v \in S} d(v)$. In all cases, we may omit the index $G$ if understood from context.
2.1 Multicut-mimicking networks

Let $G = (V, E)$ be a graph and $T \subseteq V$ a set of terminals with $\text{cap}_G(T) = k$. An (edge) \text{multiway cut} for $T$ in $G$ is a set of edges $X \subseteq E$ such that no two vertices in $T$ are connected in $G - X$. More generally, let $T = \{T_1, \ldots, T_r\}$ be a partition of $T$. Then an (edge) \text{multiway cut} for $T$ in $G$ is a set of edges $X \subseteq E$ such that in $G - X$ every connected component contains terminals from at most one part of $T$. Hence a multiway cut for $(G, T)$ is equivalent to a multiway cut for $(G, \{\{t\} \mid t \in T\})$. Furthermore, let $R \subseteq \binom{V}{2}$ be a set of pairs over $T$, referred to as \text{cut requests}. A \text{multicut} for $R$ in $G$ is a set of edges $X \subseteq E$ such that every connected component in $G - X$ contains at most one member of every pair $\{u, v\} \in R$. A minimum \text{multicut} for $R$ in $G$ is a multicut for $R$ in $G$ of minimum cardinality. Similarly, a minimum \text{multiway cut} for $T$ in $G$ is a multiway cut for $T$ in $G$ of minimum cardinality.

We define a \text{multicut-mimicking network} for $T$ in $G$ as a graph $G' = (V', E')$ such that $T \subseteq V'$ and such that for every set of cut requests $R \subseteq \binom{V}{2}$, the size of a minimum multicut for $R$ is equal in $G$ and in $G'$. We observe that this is equivalent to preserving the sizes of minimum multiway cuts over all partitions of $T$.

\begin{proposition}[$\star^2$] A graph $G'$ with $T \subseteq V(G')$ is a multicut-mimicking network for $T$ in $G$ if and only if, for every partition $T'$ of $T$, the size of a minimum multiway cut for $T'$ is equal in $G$ and in $G'$.
\end{proposition}

As a slightly sharper notion, a \text{multicut-covering set} for $(G, T)$ is a set $Z \subseteq E(G)$ such that for every set of cut requests $R \subseteq \binom{V}{2}$, there is a minimum multicut $X$ for $R$ in $G$ such that $X \subseteq Z$. Note that a multicut-covering set $Z$ is essentially equivalent to a multicut-mimicking network formed by contraction (contracting all edges of $E(G) \setminus Z$). Our main result in this paper is the existence of a multicut-covering set of size quasipolynomial in $k = \text{cap}(T)$ in any undirected graph $G$. Furthermore, such a set can be computed in polynomial time, subject to the existence of certain approximation algorithms that we will make precise later in this section. The term is a generalization of a \text{cut-covering set}, used in previous work [17].

2.2 Graph separation algorithms

The central technical approximation assumption needed in this paper is the following. For a graph $G$ with a set of terminals $T$, define the $T$-capacity of $S$ in $G$ as $\text{cap}_T(S) = \text{cap}_G(T \cap S) + \delta_G(S)$. Then we define the following notion.

\begin{definition}[Sublogarithmic terminal expansion tester] Let $(G, T)$ be a terminal network with $\text{cap}_G(T) = k$. A terminal polynomial expansion tester (with approximation ratio $\alpha$) is a (possibly randomized) algorithm that, given as input $(G, T)$ and an integer $c \in \mathbb{N}$, with $c = \Omega(\log k)$, does one of the following.
\begin{enumerate}
  \item Either returns a set $S \subseteq V$ such that $N_G[S] \neq V(G)$ and $\text{cap}_T(S) < |S|^{1/c}$.
  \item or guarantees that for every set $S$ with $\emptyset \subset (S \cap T) \subset T$ and $|S| \leq |V(G)|/2$ we have $\text{cap}_T(S) \geq |S|^{1/c}/\alpha$.
\end{enumerate}

A sublogarithmic terminal expansion tester is a terminal polynomial expansion tester with an approximation ratio $\alpha = O(\log^{-\varepsilon} n \log^{O(1)} k)$ for some $\varepsilon > 0$. We say that $(G, T)$ is $(\alpha, c)$-dense if case 2 above applies, i.e., for every set $S$ with $S \cap T \notin \{\emptyset, T\}$ and $|S| \leq |V(G)|/2$ we have $\text{cap}_T(S) \geq |S|^{1/c}/\alpha$.
\end{definition}

\footnote{Proofs marked with $\star$ are found in the full version of the paper}
The conditions can be relaxed somewhat. It is sufficient if the algorithm works with parameters \( c = \Omega(\alpha \log k) \). It is also possible to put a lower bound on the size of sets \( S \) for which the guarantee needs to apply. However, these relaxed assumptions do not seem to make a difference for any algorithms we are aware of for the problem.

We note that such an algorithm would follow from a slightly improved approximation algorithm for \textsc{Small Set Expansion}. Let \( G = (V, E) \) be a graph and \( S \subseteq V \) a set of vertices. The \textit{edge expansion} of \( S \) is \( \Phi(S) := \frac{\delta(S)}{|S|} \). For a real number \( \rho \in (0, 1/2) \), one also defines the \textit{small set expansion} \( \Phi_\rho(G) := \min_{S \subseteq V, |S| \leq \rho n} \Phi(S) \). In particular, for a value \( s \in [n/2] \), \( \Phi_{s/n}(G) \) denotes the worst (i.e., minimum) expansion among subsets of \( G \) of size at most \( s \). A sufficiently good approximation algorithm for \textsc{Small Set Expansion} implies a sublogarithmic terminal expansion tester, as follows.

\begin{lemma} (★). Assume that \textsc{Small Set Expansion} has a bicriteria approximation algorithm that on input \((G, \rho)\) returns a set \( S \) with \(|S| \leq \beta \rho n \) and \( \Phi(S) \leq \alpha \cdot \Phi_\rho \), for some \( \alpha, \beta \geq 1 \). If \( \alpha \beta = O(\log^{1-\epsilon} n \log O(1/n \cdot \Phi_\rho)) \), for some \( \epsilon > 0 \), then there is a sublogarithmic terminal expansion tester with ratio \( \Theta(\alpha \beta) \) (with \( n \cdot \Phi_\rho \) replaced by \( k \)).
\end{lemma}

Existing approximation algorithms do not meet this threshold; the best known results are an \( O(\log n) \)-approximation due to Räcke [30] and a bicriteria algorithm of Bansal et al. [2] which achieves a ratio of \( O(\sqrt{\log n \log(1/p)}) \). Unfortunately, the latter improvement is insufficient to make the analysis in the next section work. However, it seems clear that no existing hardness conjecture could possibly rule out the existence of such an algorithm. Furthermore, testing for \( (\alpha, c) \)-denseness when \( c = \Omega(\alpha \log k) \) corresponds to looking for significantly worse expanding sets than the regime usually focused on in the approximation literature. Hence we proceed with conditional results in the rest of the paper.

## 3 Multicut-covering sets

We now present the main result of the paper, namely the existence of quasipolynomial multicut-mimicking networks for terminal networks \((G, T)\), and the conditional efficient computability of such objects given a sublogarithmic terminal expansion tester.

At a high level, the process works through recursive decomposition of the graph \( G \) across very sparse cuts, treating each piece \( G[S] \) of the recursion as a new instance of multicut-covering set computation, where the edges of \( \partial(S) \) are considered as additional terminals. The process repeatedly finds a single edge \( e \in E(G) \) with a guarantee that for every set of cut requests \( R \subseteq \left( \frac{1}{4} \right) \) there is a minimum multicut \( X \) for \( R \) in \( G \) such that \( e \notin X \). We may then contract the edge \( e \) and repeat the process. Thus the end product is a multicut-mimicking network, and the edges that survive until the end of the process form a multicut-covering set.

In somewhat more detail, the process uses a novel variant of the representative sets approach, which was previously used in the kernel for \textsc{s-Multiway Cut} [17]. Refer to an edge \( e \) as essential for \( R \), for some \( R \subseteq \left( \frac{1}{4} \right) \), if every minimum multicut for \( R \) in \( G \) contains \( e \), and essential for \((G, T)\) if it is essential for \( R \) for some \( R \subseteq \left( \frac{1}{4} \right) \). We use a representative sets approach to return a set of at most \( k^c \) edges which is guaranteed to contain every essential edge, if \((G, T)\) is already \((\alpha, c)\)-dense, for an appropriate value \( c = \Theta(\alpha \log k) \). On the other hand, if \((G, T)\) is not \((\alpha, c)\)-dense, then (by careful choice of parameters) we can identify a cut through \( G \) which is sufficiently sparse that we can reduce the size of one side of this cut via a recursive call. This gives a tradeoff between the size of the resulting multicut-covering set and the denseness-guarantee we may assume through the approximation algorithm. The threshold for feasibility for this tradeoff is precisely the existence of a sublogarithmic terminal expansion tester.
3.1 Recursive replacement

We now present the recursive decomposition step in detail. Let \((G, T)\) be a terminal network with \(\text{cap}_G(T) = k\). For a set \(S \subseteq V\), we define the graph \(G_S = G[N_G[S]] - E(S)\), i.e., \(G_S\) equals the graph \(G[S]\) with the edges of \(\partial(S)\) added back in. We also denote \(T(S) = (T \cap S) \cup N_G(S)\) as the terminals of \(S\). Under these definitions, the \(T\)-capacity of \(S\) in \(G\) has two equivalent definitions as \(\text{cap}_T(S) = \text{cap}_{G_S}(T(S)) = \text{cap}_G(T \cap S) + \delta_G(S)\).

The recursive instance at \(S\) consists of the terminal network \((G_S, T(S))\). This is the basis of our recursive replacement procedure. Indeed, we show the following. Note that we consider \(E(G_S) \subseteq E(G)\) in the following.

- **Lemma 7.** Let \((G_S, T(S))\) be the recursive instance at \(S\) for some \(S \subseteq V(G)\). Let \(Z_S\) be a multicut-covering set for \((G_S, T(S))\) and let \(e \in E(G_S) \setminus Z_S\). Then \(e\) is not essential for \((G, T)\).

Let us also briefly note the formal correctness of contracting a non-essential edge.

- **Proposition 8.** Let \(e \in E(G)\) be a non-essential edge. Then for every \(X \subseteq E(G)\) with \(e \notin X\), and every partition \(T\) of \(X\), \(X\) is a multiway cut for \(T\) in \(G\) if and only if it is a multiway cut for \(T\) in \(G/e\). Furthermore, \(G/e\) is a multicut-mimicking network for \((G, T)\), and any multicut-covering set \(Z \subseteq E(G/e)\) for \((G/e, T)\) is also multicut-covering for \((G, T)\).

The process now works as follows. Recall that \((G, T)\) is \((\alpha, c)\)-dense if \(\text{cap}_T(S) \geq |S|^{1/c}/\alpha\) for every set \(S\) with \(S \cap T \neq \emptyset\) and \(|S| \leq |V|/2\). The main technical result is a marking process that marks all essential edges for \((G, T)\) on the condition that \((G, T)\) is \((\alpha, c)\)-dense, and which marks at most \(k^c\) edges in total. In such a case, we are clearly allowed to select and contract any unmarked edge of \(G\). Now, assume that \((G, T)\) is not \((\alpha, c)\)-dense. Then by definition there exists a set \(S \subseteq V\) such that \(\text{cap}_T(S) < |S|^{1/c}/\alpha\). If we can detect a set \(S\) such that \(\text{cap}_T(S) < |S|^{1/c}\), then we can recursively compute a multicut-covering set \(Z_S\) for \((G_S, T(S))\), consisting of at most \(\text{cap}_T(S)^c < |S|\) edges. By the above, we may again select any single edge \(e \in E(G_S) \setminus Z_S\) and contract \(e\) in \(G\). In either case, we replace \(G\) by a strictly smaller graph until \(|E(G)| \leq k^c\), at which point we are done.

The two ingredients in the above are the marking process for \((\alpha, c)\)-dense graphs, which we present next, and the ability to distinguish the two cases, which is precisely the assumption of the existence of a sublogarithmic terminal expansion tester.

3.2 The \((\alpha, c)\)-dense case

Let us now focus on the marking procedure. Let a terminal network \((G, T)\) with \(\text{cap}_G(T) = k\) and an integer \(c\) be given, and assume that \(c = \Omega(\alpha \log k)\) for some \(\alpha\). We show a process that marks a set of at most \(k^c\) edges that contains every essential edge, assuming that \((G, T)\) is \((\alpha, c)\)-dense. (A more precise bound on the relationship between \(c\) and \(\alpha\) is given later, but the constant factors involved are not important to our main result.)

We will prove the following result. The proof takes up the rest of the subsection.

- **Lemma 9.** Assume that \((G, T)\) is \((\alpha, c)\)-dense where \(c = \Omega(\alpha \log k)\). A multicut-covering set \(Z \subseteq E(G)\) of size less than \(k^c\) can be computed in randomized polynomial time.

The basis is the following. If \((G, T)\) is \((\alpha, c)\)-dense then for every partition \(T\) of \(T\), every minimum multiway cut \(X\) for \(T\), and every connected component \(H\) of \(G - X\) except possibly the largest one, it holds that \(\text{cap}_T(V(H)) \geq |V(H)|^{1/c}/\alpha\). We also have

\[
\sum_{H \in G - X} \text{cap}_T(V(H)) = \text{cap}_G(T) + 2|X| < 3k,
\]
where the sum ranges over connected components \( H \). This implies restrictions on the possible sizes of components of \( G - X \), which will help in the marking process (as we shall see). Essentially, if too many components are too large, then the above sum will exceed \( 3k \) and we can conclude non-optimality of the corresponding multiway cut.

Finally, let us eliminate a silly edge case to assume \( c \leq k \).

\[ \text{Lemma 10 (\star).} \text{ If } c > k \text{ then a multicut-covering set of at most } k^c \text{ edges can be marked deterministically.} \]

### 3.2.1 Matroid constructions

Before we show the marking procedure, we need some additional preliminaries. We refer to Oxley [28] and Marx [25] for further relevant background on matroids.

A matroid is a pair \( M = (E, \mathcal{I}) \) where \( \mathcal{I} \subseteq 2^E \) is the independent sets of \( M \), subject to the following axioms.

1. \( \emptyset \in \mathcal{I} \);
2. if \( B \in \mathcal{I} \) and \( A \subseteq B \) then \( A \in \mathcal{I} \); and
3. if \( A, B \in \mathcal{I} \) with \( |B| > |A| \) then there exists an element \( x \in B \setminus A \) such that \( A + x \in \mathcal{I} \).

A basis of \( M \) is a maximum independent set of \( M \); the rank of \( M \) is the size of a basis.

Let \( A \) be a matrix, and let \( E \) label the columns of \( A \). The column matroid of \( A \) is the matroid \( M = (E, \mathcal{I}) \) where \( S \in \mathcal{I} \) for \( S \subseteq E \) if and only if \( S \) is linearly independent. A matrix \( A \) represents a matroid \( M \) if \( M \) is isomorphic to the column matroid of \( A \). We refer to \( A \) as a linear representation of \( M \).

We need three classes of matroids to build from. First, for a set \( E \), the uniform matroid over \( E \) of rank \( r \) is the matroid \( U(E, r) := (E, \{ S \subseteq E \mid |S| \leq r \}) \). Uniform matroids are representable over any sufficiently large field.

The second class is a truncated graphic matroid. Given a graph \( G = (E, V) \), the graphic matroid of \( G \) is the matroid \( M(G) = (E, \mathcal{I}) \) where a set \( F \subseteq E \) is independent if and only if \( F \) is the edge set of a forest in \( G \). Graphic matroids can be deterministically represented over all fields. The \( r \)-truncation of a matroid \( M = (E, \mathcal{I}) \) for some \( r \in \mathbb{N} \) is the matroid \( M' = (E, \mathcal{I}') \) where \( S \in \mathcal{I}' \) if and only if \( S \in \mathcal{I} \) and \( |S| \leq r \). Given a linear representation of \( M \), over some field \( F \), a truncation of \( M \) can be computed in randomized polynomial time, possibly by moving to an extension field of \( F \) [25]. There are also methods for doing this deterministically [22], but the basic randomized form will suffice for us.

The final class is more involved. Let \( D = (V, A) \) be a directed graph and \( S \subseteq V \) a set of source vertices. A set \( T \subseteq V \) is linked to \( S \) in \( D \) if there are \( |T| \) pairwise vertex-disjoint paths starting in \( S \) and ending in \( T \). Let \( U \subseteq V \). Then \( M(D, S, U) = (U, \{ T \subseteq U \mid T \text{ is linked to } S \text{ in } D \}) \) defines a matroid over \( U \), referred to as a gammoid. Note that by Menger’s theorem, a set \( T \) is dependent in \( M \) if and only if there is an \( (S, T) \)-vertex cut in \( D \) of cardinality less than \( |T| \) (where the cut is allowed to overlap \( S \) and \( T \)). Like uniform matroids, gammoids are representable over any sufficiently large field, and a representation can be computed in randomized polynomial time [28, 25]. We will work over a variant of gammoids we refer to as edge-cut gammoids, which are defined as gammoids, except in terms of edge cuts instead of vertex cuts. Informally, for a graph \( G = (V, E) \) and a set of source vertices \( S \subseteq V \), the edge-cut gammoid of \( (G, S) \) is a matroid on a ground set of edges, where a set \( F \) of edges is independent if and only if it can be linked to \( S \) via pairwise edge-disjoint paths. However, we also need to introduce the “edge version” of sink-only copies of vertices, as used in previous work [17]. That is, we introduce a second set \( E' = \{ e' \mid e \in E \} \) containing copies of edges \( e \in E \) which can only be used as the endpoints of linkages, not as initial or intermediate edges.
More formally, for a graph $G = (V, E)$ and a set of source vertices $S \subseteq E$ we perform the following transformation.

1. Subdivide every edge $e \in E$ by a new vertex $z_e$.
2. Let $p = \text{cap}_G(S)$. Inflate every vertex $v \in V$ into a twin class of $p + 1$ vertices (but do not inflate vertices $z_e$ introduced in the previous step).
3. Replace every edge $uv$ in the resulting graph by the two directed edges $(u, v)$, $(v, u)$, creating a directed graph $D_G$.
4. For every edge $e = uv \in E$, introduce a further new vertex $z'_e$, and create directed edges $(u, z'_e)$ and $(v, z'_e)$ for every copy $u$, $v$ in $D_G$ of the vertices $u$, $v$ of $G$.

Slightly abusing notation, we let $E$ refer to the vertices $z_e$ in $D_G$, and we let $E'$ refer to the vertices $z'_e$ in $D_G$. The edge-cut gammoid of $(G, S)$ is the gammoid $(D_G, \partial(S), E \cup E')$. Let us observe the resulting notion of independence.

\[\text{Proposition 11.}\] Let $G = (V, E)$ and $S \subseteq V$ be given. Let $M = (E \cup E', \mathcal{I})$ be the edge-cut gammoid of $(G, S)$. Let $X \subseteq E \cup E'$ be given, and let $F = (X \cap E) \cup \{e \mid e' \in F \cap E'\}$. Then $X$ is independent in $M$ if and only if there exists a set $\mathcal{P}$ of $|X|$ paths linking $X$ to $S$, where paths are pairwise edge-disjoint except that if $\{e, e'\} \subseteq X$ for some edge $e$, then two distinct paths in $\mathcal{P}$ end in $e$.

We let $U(E, p)$ denote the uniform matroid of rank $p$ on ground set $E(G)$, $M_G(p)$ the $p$-truncated graphic matroid of $G$, and $M(T)$ the edge-cut gammoid of $(G, T)$.

If $M_1 = (E_1, \mathcal{I}_1)$ and $M_2 = (E_2, \mathcal{I}_2)$ are two matroids with $E_1 \cap E_2 = \emptyset$, then their disjoint union is the matroid $M_1 \uplus M_2 = (E_1 \cup E_2, \{I_1 \cup I_2 \mid I_1 \in \mathcal{I}_1, I_2 \in \mathcal{I}_2\})$. If $M_1$ and $M_2$ are represented by matrices $A_1$ and $A_2$ over the same field, then $M_1 \uplus M_2$ is represented by the matrix $A = \begin{pmatrix} A_1 & 0 \\ 0 & A_2 \end{pmatrix}$. We will define matroids $M$ as the disjoint union over several copies of the base matroids $M(T)$, $M_G(p)$ and $U(E, p)$ defined above. In such a case, we refer to the individual base matroids making up $M$ as the layers of $M$.

**Representative sets**

Our main technical tool is the representative sets lemma, due to Lovász [23] and Marx [25]. This result has been important in FPT algorithms [25, 8] and has been central to the previous kernelization algorithms for cut problems, including variants of MULTIWAY CUT [17]. We also introduce some further notions.

\[\text{Definition 12.}\] Let $M = (E, \mathcal{I})$ be a matroid and $X, Y \in \mathcal{I}$. We say that $Y$ extends $X$ in $M$ if $r(X \cup Y) = |X| + |Y|$, or equivalently, if $X \cap Y = \emptyset$ and $X \cup Y \in \mathcal{I}$. Furthermore, let $c = O(1)$ be a constant and let $\mathcal{Y} \subseteq \binom{E}{c}$. We say that a set $\hat{Y} \subseteq \mathcal{Y}$ represents $\mathcal{Y}$ in $M$ if the following holds: For every $X \in \mathcal{I}$ for which there exists some $\hat{Y} \in \mathcal{Y}$ such that $Y$ extends $X$ in $M$, then there exists some $Y' \in \hat{Y}$ such that $Y'$ extends $X$ in $M$.

\[\text{Lemma 13 \,(representative sets lemma [23, 25]).}\] Let $M = (E, \mathcal{I})$ be a linear matroid represented by a matrix $A$ of rank $r + s$, and let $\mathcal{Y} \subseteq \binom{E}{c}$ be a collection of independent sets of $M$, where $s = O(1)$. In time polynomial in the size of $A$ and the size of $\mathcal{Y}$, we can compute a set $\hat{\mathcal{Y}} \subseteq \mathcal{Y}$ of size at most $\binom{c + s}{s}$ which represents $\mathcal{Y}$ in $M$.

We will use the following product form of the representative sets lemma, with stronger specialized bounds. Assume that the rank of $M$ is $r = r_1 + \ldots + r_c$, where $r_i$ is the rank of layer $i$ of $M$. Then Lemma 13 gives a bound on $|\hat{\mathcal{Y}}|$ as $\Theta((r_1 + \ldots + r_c)^c)$, but the following bound is significantly better when the layers of $M$ have different rank.
Lemma 14 ([17]). Let $M = (E, I)$ be a linear matroid, given as the disjoint union of $c$ matroids $M_i = (E_i, I_i)$, where $M_i$ has rank $r_i$. Let $Y \subseteq \binom{E}{r}$ be such that every set $Y \in \mathcal{Y}$ contains precisely one member in each layer $M_i$ of $M$. Then the representative set $\mathcal{Y} \subseteq \mathcal{Y}$ computed by the representative sets lemma will have $|\mathcal{Y}| \leq \prod_{i=1}^c r_i$.

3.2.2 The marking process

We are now ready to present the marking process.

Let $r = c - 2$. We define a process that marks edges of $G$ in $r$ passes, where each pass is a call to the representative sets lemma with a different matroid construction. Specifically, for each $i \in [r]$, define the following. The matroid $M_i$ is the disjoint union of $i$ copies of the edge-cut gammoid $M(T)$, one copy of $M_G(k^{t-1})$, and one copy of $U(E, k)$, where for $i = r$ we simply skip the copy of $M_G(k^0)$. We refer to the first $i$ layers in $M_i$ as the gammoid layers and the remaining as the additional layers. Note that a linear representation of $M_i$ over some common field $\mathbb{F}$ can be computed in randomized polynomial time, since every layer of $M_i$ can be represented over any sufficiently large field.

For each edge $e \in E$, let $t_i(e)$ be the set that contains a copy of $z'_e$ in every gammoid layer, and a copy of $e$ in every additional layer. Let $E_i = \{t_i(e) \mid e \in E\}$. For each pass $i \in [r]$, we compute a representative set $\hat{E}_i \subseteq E_i$ in the matroid $M_i$, and let $Z_i \subseteq E$ be the set of edges represented in $\hat{E}_i$. Let $Z = Z_1 \cup \ldots \cup Z_r$. We consider an edge $e \in E$ marked if $e \in Z$. We finish the description by observing the bound on the number of marked edges.

Lemma 15. The total number of marked edges is at most $rk^{r+1} < k^c$.

Proof. By the product form of the representative sets lemma, $|Z_i| \leq k^{r+1}$ for every $i \in [r]$.

Our main correctness condition for the marking is as follows. Consider a partition $\mathcal{T}$ of $T$ and a corresponding minimum multiway cut $X \subseteq E$. Note that $|X| \leq k$ since $E(T, V)$ is a multiway cut for every partition. Say that $X$ is $p$-way plus $q$ if the $p$ largest connected components of $G - X$ together cover all but $q$ of the vertices. Say that $X$ is covered if all edges essential for $\mathcal{T}$ are marked. We then have the following.

Lemma 16 (⋆). If $X$ is $p$-way plus $k^{r-p}$ for $p \in [r]$, then $X$ is covered in pass $p$ above.

Proof sketch. We define a set $F_c$ such that $t_p(f)$ extends $F_c$ if and only if $f = e$. By the existence of the set $F_c$, we then have a guarantee that $e \in Z_p$. To construct $F_c$, we follow [17] in the first $p$ layers by letting $F_c$ contain $X \cup \partial(T_i)$, where $T_i$ is the set of vertices of $T$ contained in the $i$th largest layer, thereby “blocking out” any edge contained in the $p$ largest components from extending $F_c$. We use the two additional layers to block out edges containing in small components, respectively edges of $X - e$. Then by construction $t_p(f)$ fails to extend $F_c$ for every edge $f \neq e$. Furthermore, as in [17], we show that $t_p(e)$ extends $F_c$: if $t_p(e)$ fails to extend $F_c$ in a gammoid layer, then this yields a “pushed solution” $X_2$ which is a minimum multiway cut for $\mathcal{T}$ with $e \notin X_2$, contradicting that $e$ is essential for $\mathcal{T}$. In the additional layers, the argument for why $e$ extends $F_c$ is trivial.

3.2.3 Correctness

We now argue that if $(G, T)$ is $(\alpha, c)$-dense for $c = \Omega(\alpha \log k)$ then every partition of $T$ has a minimum multiway cut that is $p$-way plus $k^{r-p}$ for some $p \in [r]$. For this, assume for a contradiction that for some partition $\mathcal{T}$ of $T$ the minimum multiway cut $X$ of $\mathcal{T}$ is not covered in any of the above passes. We will derive that $|X| > k$, contradicting that $X$ is minimum. Assume that $G - X$ has $p$ components, and let $n_1 \geq \ldots \geq n_p$ be the number of vertices in each component, sorted by size. The converse to Lemma 16 is the following.
Corollary 17. If $X$ is not covered, then for every $i \in [r]$ it holds that $\sum_{j=1}^{p} n_{j} > k^{r-i}$.

For $i \in [r]$, let us write $n_{\geq i} = \sum_{j=i}^{p} n_{j}$. Hence for each $i \in [r]$, $n_{\geq i} > k^{r-i}$.

Now, refer as previously to the vertex sets of the connected components of $G - X$ in order as $V_{1}, \ldots, V_{p}$, where $|V_{i}| = n_{i}, i \in [p]$. By the density assumption, for every $i \geq 2$, $\text{cap}_{T}(V_{i}) \geq n_{i}^{1/c}/\alpha$. On the other hand, as previously noted, if $X$ is minimum we have

$$\sum_{i=1}^{p} \text{cap}_{T}(V_{i}) = \sum_{i=1}^{p} (\text{cap}_{G}(T \cap V_{i}) + \delta(V_{i})) = k + 2|X| \leq 3k.$$  

It now remains to estimate the value of the following system:

$$\min \sum_{i=2}^{p} n_{i}^{1/c}/\alpha$$

s.t. $\sum_{j=i+1}^{p} n_{j} > k^{r-i} \quad \forall i \in [r]$

$$\sum_{i=1}^{p} n_{i} = n$$

$$n_{1} \geq \ldots \geq n_{p} \geq 0$$

If we can determine that this value is greater than $3k$, then we will have derived a contradiction, showing that the cut $X$ is covered. This is somewhat intricate, but not very difficult.

Lemma 18 (★). There is a $c = \Theta(\alpha \log k)$ such that the following holds: If $(G, T)$ is $(\alpha, c)$-dense, and if $X$ is a multicut for some partition $T$ of $T$ such that $X$ is not covered, then $|X| > k$.

Proof sketch. Through concavity, one can show that the worst-case component sizes (i.e., the distribution $n_{i}$ for which the system above achieves its minimum value) is when $n_{i} = k^{r-i+1}(1 - o(1))$ for every $i \geq 2$. The value of the system then becomes a geometric sum with ratio $k^{1/c} = 2^{\Theta(1/\alpha)}$, hence the total contribution is $\Theta((1/\alpha)k/(k^{1/c} - 1))$. Computing the asymptotics of the contributing factor $k^{1/c} - 1$ shows that it defeats $1/\alpha$, and establishes the result.

3.3 Completing the result

By the above, every terminal network $(G, T)$ that is $(\alpha, c)$-dense for some $c = \Theta(\alpha \log k)$ has a multicut-covering set of at most $k^{c}$ edges, which can be computed in randomized polynomial time. We extend the result to any $(G, T)$, using a sublogarithmic terminal expansion tester.

Theorem 19 (Theorem 1 restated). Let $A$ be a sublogarithmic terminal expansion tester with ratio $\alpha(n, k)$. Let $(G, T)$ be a terminal network with $\text{cap}_{G}(T) = k$. There is a multicut-covering set $Z \subseteq E(G)$ with $|Z| \leq k^{O(\alpha(n, k) \log k)}$, which furthermore can be computed in randomized polynomial time using calls to $A$.

Proof. Set $c = \Theta(\alpha \log k)$ as in Lemma 18. If $|E(G)| < k^{c}$ then return $Z = E(G)$, otherwise call $A$ on $(G, T, c)$. If $(G, T)$ is $(\alpha, c)$-dense, then Lemma 9 applies and we are done. Otherwise, let $S \subseteq V(G)$ be the set returned by $A$, and let $k_{S} = \text{cap}_{T}(S)$. Let $(G_{S}, T(S))$ be the recursive instance at $S$, and note that $|V(G_{S})| = |N_{G}[S]| < |V|$ and $|S| > k_{S}^{c}$ by definition of $A$. We may now proceed by induction on $|V|$ and assume that we can compute a multicut-covering set $Z_{S} \subseteq E(G_{S})$ of size $|Z_{S}| < k_{S}^{c}$. To eliminate a corner case, if there is a vertex $v \in V(G_{S})$ with $v \notin T(S)$ and $d_{G_{S}}(v) \leq 2$, then delete $v$ if $v$ is a leaf, otherwise contract one edge incident with $v$. Note that since $v \notin T(S)$ we have $d_{G}(v) = d_{G_{S}}(v)$ and $v \notin T$, hence these reduction rules are clearly correct. If this rule does not apply, there must be some edge $e \in E(G_{S}) \setminus Z_{S}$, and by construction $e$ corresponds directly to an edge in $G$. Hence by
Prop. 8 we may contract \( e \) in \( G \) and repeat. This yields a graph \( G' \) with \( |V(G')| < |V| \), hence by induction we can create a multicut-covering set \( Z \) for \( G' \), which is also a multicut-covering set of \( G \) by Prop. 8. Hence we can compute a multicut-covering set \( Z \) with \( |Z| < k^c \).  

We observe the following consequences.

\textbf{Corollary 20.} Let \((G,T)\) be a terminal network with \( \capp_G(T) = k \). The following holds.
1. There is a multicut-mimicking network for \((G,T)\) with \( k^{O(\log k)} \) edges.
2. If there is a sublogarithmic terminal expansion tester — in particular, if \textsc{Small Set Expansion} has an approximation ratio as in Theorem 19 — then a multicut-mimicking network of size quasipolynomial in \( k \) can be computed in randomized polynomial time.

\textbf{Proof.} The first is immediate using \( \alpha(n,k) = 1 \). For the second, all that remains is to clean up the value \( |Z| \). For this, let \( \alpha(n,k) \leq \log^{1-\varepsilon} n \log^d k \) and \( c = bo \log k \), for some bounded values \( b,d \), and first assume that \( |Z| \geq |V(G)| = n \). Then

\[
\begin{align*}
  n &\leq |Z| < k^{bo \log k} \\
  \log n &\leq bo \log^2 k \\
  \log n &< b \log^{1-\varepsilon} n \log^{d+2} k \\
  \log^{\varepsilon} n &< b \log^{d+2} k \\
  \log n &< (b \log^{d+2} k)^{1/\varepsilon},
\end{align*}
\]

hence \( |Z| \leq k^{log^{O(1)} k} \), as promised. Otherwise, we contract all edges not present in \( Z \) and compute a new multicut-covering set \( Z' \) for the new system \((G',T)\). Eventually, this process halts, and at this point we will have a multicut-covering set \( Z \) with \( |Z| \leq k^{log^{O(1)} k} \) for some graph \( G'' \) created by contractions from \( G \), and by Prop. 8 this set \( Z \) is also a multicut-covering set for \((G,T)\). ▶

\section{3.4 Kernelization extensions and consequences}

As noted, we get the following consequences.

\textbf{Corollary 21 (★).} If there is a sublogarithmic terminal expansion tester, then the following problems have randomized quasipolynomial kernels.
1. \textsc{Edge Multiway Cut} parameterized by solution size.
2. \textsc{Edge Multicut} parameterized by the solution size and the number of cut requests.
3. \textsc{Group Feedback Edge Set} parameterized by solution size, for any group.
4. \textsc{Subset Feedback Edge Set} with undeletable edges, parameterized by solution size.
5. \textsc{0-Extension} for integer-weighted graphs, parameterized by solution cost.

Finally, as in [32], the latter result extends to “0-Extension sparsifiers” which hold independent of the choice of metric. Let us briefly recall some details. An instance of 0-Extension can be defined as a terminal network \((G,T)\), a metric \( \mu : D \times D \to \mathbb{R}^+ \) for some label set \( D \), and a partial labelling \( \tau : T \to D \). The goal is to find \( \lambda : V(G) \to D \) extending \( \tau \), to minimize the cost \( \sum_{uv \in E(G)} \mu(\lambda(u), \lambda(v)) \). We note that the “kernel” in the previous result can be constructed without needing access to \( \mu \) or \( \tau \), i.e., it is valid for every metric \( \mu \) and every partial labelling \( \tau \).

\textbf{Theorem 22 (★).} Let \( G = (V,E) \) be an undirected, unweighted graph and \( T \subseteq V \) a set of terminals, \( |T| = r \). For any integer \( p \in \mathbb{N} \), let \( k = p + r \); there exists a set \( Z \subseteq E \) with \( |Z| = k^{O(\log k)} \) such that the following holds. For any metric \( \mu : D \times D \to \mathbb{R}^+ \) and any labelling \( \tau : T \to D \), if there exists a labelling \( \lambda : V \to D \) extending \( \tau \) where \( \lambda(u) \neq \lambda(v) \) for at most \( p \) edges \( uv \in E \), then there exists such a labelling \( \lambda \), of minimum cost among all such labellings, such that \( \lambda(u) = \lambda(v) \) for every edge \( uv \in E \setminus Z \).
4 Discussion

We defined the notion of a multicut-mimicking network, and showed that every terminal network \((G, T)\) with \(k = \text{cap}_G(T)\) admits one of size \(kO(\log k)\), which furthermore may be computable in randomized polynomial time, subject to the precise approximation guarantees available for a restricted variant of Small Set Expansion. The mimicking network can be constructed via contractions on \(G\), i.e., it simply consists of a set of edges which form a multicut-covering set. As a consequence of such a result, a range of parameterized problems, starting from Edge Multiway Cut, would have quasipolynomial kernels. Unfortunately, the approximation guarantee required for this latter result appears to go just below the range of available guarantees from the literature.

A natural question is whether an appropriate approximation algorithm can be constructed. We note that an approximation ratio of \(\text{polylog}(k)\) for Small Set Expansion is sufficient, where \(k = \delta(S)\) is the number of edges cut in the optimal solution \(S\). We are not aware of approximation ratios in term of this parameter having been investigated. Also note that it is sufficient if the approximation algorithm has a running time quasipolynomial in \(k\) (but polynomial in \(n\)).

Another question is whether the existence of a polynomial-sized multicut-mimicking network can be established. Can such a result be excluded, even for the apparently more demanding situation of sparsifiers for 0-Extension instances (as in Theorem 22)? We also have not investigated the vertex-deletion versions of these problems, which seem likely to bring significant additional difficulty (if such a generalization is possible).

In either case, the existence of a quasipolynomial multicut-covering set appears to rule out any possibility of a lower bound against the kernelizability of Edge Multiway Cut for any size better than quasipolynomial, given the nature of the lower bound results against kernelization. We hope, therefore (but dare not explicitly conjecture) that Edge Multiway Cut and related problems have quasipolynomial (randomized) kernels or better, unconditionally.
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Abstract

Goldmann and Russell (2002) initiated the study of the complexity of the equation satisfiability problem in finite groups by showing that it is in $P$ for nilpotent groups while it is $NP$-complete for non-solvable groups. Since then, several results have appeared showing that the problem can be solved in polynomial time in certain solvable groups of Fitting length two. In this work, we present the first lower bounds for the equation satisfiability problem in finite solvable groups: under the assumption of the exponential time hypothesis, we show that it cannot be in $P$ for any group of Fitting length at least four and for certain groups of Fitting length three. Moreover, the same hardness result applies to the equation identity problem.

1 Introduction

The study of equations over algebraic structures has a long history in mathematics. Some of the first explicit decidability results in group theory are due to Makanin [33], who showed that equations over free groups are decidable. Subsequently several other decidability and undecidability results as well as complexity results on equations over infinite groups emerged (see [11, 14, 32, 37] for a random selection). For a fixed group $G$, the equation satisfiability problem EQN-SAT is as follows: given an expression $\alpha \in (G \cup \mathcal{X} \cup \mathcal{X}^{-1})^*$ where $\mathcal{X}$ is some set of variables, the question is whether there exists some assignment $\sigma : \mathcal{X} \rightarrow G$ such that $\sigma(\alpha) = 1$ (here $\sigma$ is extended to expressions in the natural way – $\mathcal{X}^{-1}$ is a disjoint copy of $\mathcal{X}$ representing the inverses of $\mathcal{X}$). Likewise EQN-ID is the problem, given an expression, decide whether it evaluates to 1 under all assignments.

Henceforth, all groups we consider are finite. In this case, equation satisfiability and related questions are clearly decidable by an exhaustive search. Still the complexity is an interesting topic of research: its study has been initiated by Goldmann and Russell [15], who showed that satisfiability of systems of equations can be decided in $P$ if and only if the group is abelian (assuming $P \neq NP$) – otherwise, the problem is $NP$-complete. They also obtained...
some results for single equations: EQN-SAT is NP-complete for non-solvable groups, while for nilpotent groups it is in P. This left the case of solvable but non-nilpotent groups open. Indeed, Burris and Lawrence raised the question whether EQN-ID(G) ∈ P for all finite solvable groups G [9, Problem 1]. Moreover, Horváth [18] conjectured a positive answer.

**Contribution.** In this work we give a negative answer to this question assuming the exponential time hypothesis by showing the following result:

**Corollary A.** Let G be finite solvable group and assume that either

- the Fitting length of G is at least four, or
- the Fitting length of G is three and there is no Fitting-length-two normal subgroup whose index is a power of two.

Then EQN-SAT(G) and EQN-ID(G) are not in P under the exponential time hypothesis.

To the best of our knowledge, this constitutes the first hardness results for EQN-SAT(G) and EQN-ID(G) if G is solvable. The Fitting length of a group G is the minimal d such that there is a sequence $1 = G_0 \leq \cdots \leq G_d = G$ with all quotients $G_{i+1}/G_i$ nilpotent.

Moreover, we show that if S is a semigroup with a group divisor (i.e., a group which is a quotient of a subgroup of S) meeting the requirements of Corollary A, EQN-SAT(S) (here the input consists of two expressions) is also not in P under the exponential time hypothesis. Finally, using the same ideas as for our main result, we derive an upper bound of $2^O(n^{\alpha^2(d-1)})$ for the length of the shortest G-program (definition see below) for the n-input AND function in a finite solvable group of Fitting length $d \geq 2$. Notice that a corresponding lower bound would imply that EQN-SAT(G) and EQN-ID(G) can be solved in quasipolynomial time for finite solvable groups G.

**General approach.** The complexity of EQN-SAT is closely related to the complexity of the satisfiability problem for G-programs (denoted by ProgramSAT – for a definition see Section 3). Indeed, [5] gives a reduction from EQN-SAT to ProgramSAT (be aware that, while the problems EQN-SAT and ProgramSAT are well-defined for finitely generated infinite groups, in general, such a reduction exists only in the case of finite groups). Moreover, also ProgramSAT is in P for nilpotent groups and NP-complete for non-solvable groups [6].

In order to show hardness of these problems, one usually reduces some NP-complete problem like 3SAT or C-Coloring to them. Typically, this requires to encode big logical conjunctions into the group G. Therefore, the complexity of these problems is linked to the length of the shortest G-program for the AND function. Indeed, [5, Theorem 4] shows that, if the AND function can be computed by a P-uniform family of G-programs of polynomial length, then ProgramSAT(G \lhd C_k) for $k \geq 4$ is NP-complete (here $C_k$ denotes the cyclic group of order $k$; P-uniform means that the n-input G-program can be computed in time polynomial in n). Thus, if there exists a solvable group with efficiently computable polynomial length G-programs for the AND function, then there is a solvable group with an NP-complete ProgramSAT problem.

---

1 Recently (a preprint appeared only days after the submission of this paper), in [24] Idziak, Kawalek, and Krzaczkowski succeeded to show that EQN-SAT($S_4$) is not in P under the exponential time hypothesis ($S_4$ denotes the symmetric group over four elements). Moreover, they proved similar results as in this work for the case of algebras from congruence modular varieties. This complements our main result Corollary A. Indeed, a joint paper proving a quasipolynomial lower bound on EQN-SAT and EQN-ID for all finite groups of Fitting length three is under preparation.
It is well-known that $G$-programs describe the circuit complexity class $\text{CC}^0$ [34] with the depth of the circuit relating to the Fitting length of the group. One can make a depth size trade-off for the AND function using a divide-and-conquer approach: Assume there is a circuit of depth two and size $2^n$ for the $n$-input AND (which is the case by [3]). Since the $n$-input AND can be decomposed as $\sqrt{n}$-input AND of $\sqrt{n}$ many $\sqrt{n}$-input ANDs, we obtain a $\text{CC}^0$ circuit of depth 4 and size roughly $2^{\sqrt{n}}$.

This observation plays a crucial role for our results: it allows us to reduce an $m$-edge $C$-COLORING instance to an equation of size roughly $2^{\sqrt{m}}$. We compare this to the exponential time hypothesis (ETH), which conjectures that $n$-variable 3SAT cannot be solved in time $2^{o(n)}$. ETH implies that $C$-COLORING cannot be solved in time $2^{o(m)}$, which gives us a quasipolynomial lower bound on $\text{EQN-SAT}$ and $\text{EQN-ID}$. Notice that in the literature there are several other quasipolynomial lower bounds building on the exponential time hypothesis – see [1, 7, 8] for some examples.

**Outline.** In Section 2, we fix our notation and state some basic results on inducible and atomically universally definable subgroups. Some of these observations are well-known, while others, to the best of our knowledge, have not been stated explicitly. Section 3 gives a little excursion to the complexity of the AND-function in terms of $G$-programs over finite solvable groups deriving an upper bound $2^{O(n^{1/(d-1)})}$ if $d \geq 2$ is the Fitting length of $G$.

Section 4 and Section 5 are the main part of our paper: we reduce the $C$-COLORING problem to $\text{EQN-SAT}$ and $\text{EQN-ID}$. For the reduction, we need some special requirements on the group $G$. In Section 5 we show that actually the requirements of Corollary A are enough using the concept of inducible and atomically universally definable subgroups. Finally, in Corollary 22 we examine consequences to $\text{EQN-SAT}$ in semigroups.

**Related work on equations.** Since the work of Goldman and Russell [15] and Barrington et al. [5], a long list of literature has appeared investigating $\text{EQN-ID}$ and $\text{EQN-SAT}$ in groups and other algebraic structures. In [9] it is shown that $\text{EQN-ID}$ is in P for nilpotent groups as well as for dihedral groups $D_k$ where $k$ is odd. Horváth resp. Horváth and Szabó [19, 22] extended these results by showing the following among other results: $\text{EQN-SAT}(G)$ is in P for $G = C_a \rtimes B$ with $B$ abelian, $n = p^k$ or $n = 2p^k$ for some prime $p$ and $\text{EQN-ID}$ is in P for semidirect products $G = C_{n_1} \rtimes (C_{n_2} \rtimes \cdots \rtimes (C_{n_k} \rtimes (A \rtimes B)))$ with $A, B$ abelian (be aware that such a group is two-step solvable). Furthermore, in [12] it is proved that $\text{EQN-SAT}(G) \in \text{P}$ for so-called semi-pattern groups. Finally, in [13] Földvári and Horváth established that $\text{EQN-SAT}$ is in P for the semidirect product of a p-group and an abelian group and that $\text{EQN-ID}$ is in P for the semidirect product of a nilpotent group with an abelian group. Notice that all these groups have in common that their Fitting length is at most two.

In [20, 21] the $\text{EQN-SAT}$ and $\text{EQN-ID}$ problems for generalized terms are introduced. Here a generalized term means an expression which may also use commutators or even more complicated terms inside the input expression. Using commutators is a more succinct representation, which allows for showing that $\text{EQN-SAT}$ is NP-complete and $\text{EQN-ID}$ is coNP-complete in the alternating group $A_4$ [21]. In [31] this result is extended by showing that, with commutators and the generalized term $w(x, y_1, y_2, y_3) = x^y[x, y_1, y_2, y_3]$, $\text{EQN-SAT}$ is NP-complete and $\text{EQN-ID}$ is coNP-complete for all non-nilpotent groups.

There is also extensive literature on equations in other algebraic structures – for instance, [2, 5, 26, 27, 28, 29, 38, 39, 40] in semigroups. We only mention two of them explicitly: [27] showed that identity checking (EQN-ID without constants in the input) in semigroups is coNP complete. Moreover, among other results, [2] reduces the identity checking problem in the direct product of maximal subgroups to identity checking in some semigroup.
Preliminaries

The set of words over some alphabet $\Sigma$ is denoted by $\Sigma^*$. The length of a word $w \in \Sigma^*$ is denoted by $|w|$. We denote the interval of integers $\{i, \ldots, j\}$ by $[i..j]$.

Complexity. We use standard notation from complexity theory. In several cases we use the notion of $\mathsf{AC}^0$ many-one reductions (denoted by $\leq_{m}^{\mathsf{AC}^0}$) meaning that the reducing function can be computed in $\mathsf{AC}^0$ (i.e., by a polynomial-size, constant-depth Boolean circuit). The reader unfamiliar with this terminology may think about logspace or polynomial time reductions. Also be aware that in order to obtain $\mathsf{AC}^0$ many-one reductions in most cases we need the presence of a letter representing the group identity for padding reasons.

Exponential time hypothesis. The exponential time hypothesis (ETH) is the conjecture that there is some $\delta > 0$ such that every algorithm for 3SAT needs time $\Omega(2^{\delta n})$ in the worst case where $n$ is the number of variables of the given 3SAT instance. By the sparsification lemma [25, Thm. 1] this is equivalent to the existence of some $\epsilon > 0$ such that every algorithm for 3SAT needs time $\Omega(2^{(m+n)})$ in the worst case where $m$ is the number of clauses of the given 3SAT instance (see also [10, Thm. 14.4]). In particular, under ETH there is no algorithm for 3SAT running in time $2^{o(n+m)}$.

$\mathsf{C}$-Coloring. A $C$-coloring for $C \in \mathbb{N}$ of a graph $\Gamma = (V,E)$ is a map $\chi : V \to [1..C]$. A coloring $\chi$ is called valid if $\chi(u) \neq \chi(v)$ whenever $\{u,v\} \in E$. The problem $\mathsf{C}$-COLORING is as follows: given an undirected graph $\Gamma = (V,E)$, the question is whether there is a valid $C$-coloring of $\Gamma$. The $\mathsf{C}$-COLORING problem is one of the classical $\mathsf{NP}$-complete problems for $C \geq 3$. Moreover, by [10, Thm. 14.6], $3$-COLORING cannot be solved in time $2^{o(|V|+|E|)}$ unless ETH fails. Since $\mathsf{3}$-COLORING can be reduced to $\mathsf{C}$-COLORING for fixed $C \geq 3$ by introducing only a linear number of additional edges and a constant number of vertices, it follows for every $C \geq 3$ that also $\mathsf{C}$-COLORING cannot be solved in time $2^{o(|V|+|E|)}$ unless ETH fails.

Commutators and Fitting series. Throughout, we only consider finite groups $G$. We use notation similar to [36]. We write $[x,y] = x^{-1}y^{-1}xy$ for the commutator and $x^y = y^{-1}xy$ for the conjugation. Moreover, we write $[x_1, \ldots, x_n] = [[x_1, \ldots, x_{n-1}], x_n]$ for $n \geq 3$.

As usual for subsets $X,Y \subseteq G$, we write $\langle X \rangle$ for the subgroup generated by $X$ and we define $[X,Y] = \langle \{x,y \mid x \in X, y \in Y\} \rangle$ and $[X_1, \ldots, X_k] = [[X_1, \ldots, X_{k-1}], X_k]$ for $X_1, \ldots, X_k \subseteq G$. In contrast, we write $[X,Y]_{\text{set}} = \{ [x,y] \mid x \in X, y \in Y \}$ (thus, $[X,Y] = ([X,Y]_{\text{set}})$ and $[X_1, \ldots, X_k]_{\text{set}} = [[X_1, \ldots, X_{k-1}]_{\text{set}}, X_k]_{\text{set}}$.

Finally, we denote the set $\{ g^x \mid x \in X \}$ with $g^X$ (be aware that here we differ from [36]) and define $X^Y = \{ x^y \mid x \in X, y \in Y \}$.

Lemma 1. If $X^G = X_i \subseteq G$ for $i = 1, \ldots, k$, then

$\langle (X_1), \ldots, (X_k) \rangle = \langle [X_1, \ldots, X_k]_{\text{set}} \rangle$.

Proof. By [36, 5.1.7], we have $\langle X \rangle \cdot \langle Y \rangle = [X,Y]^{(X)(Y)}$ for arbitrary $X,Y \subseteq G$. Thus, if $X = X^G$ and $Y = Y^G$, we have $\langle X \rangle \cdot \langle Y \rangle = [X,Y]$. We use this to show the lemma by induction:

$\langle (X_1), \ldots, (X_k) \rangle = \langle ([X_1, \ldots, X_{k-1}], X_k) \rangle$

(by induction)

$\langle [X_1, \ldots, X_{k-1}]_{\text{set}}, X_k \rangle$

(by [36, 5.1.7])
For \( x, y \in G \), we write \([x, k, y] = [x, y, \ldots, y]\) and likewise for \( X, Y \subseteq G \), we write
\[
[X, k, Y] = [X, Y, \ldots, Y] \quad \text{and} \quad [k, Y] = [Y, \ldots, Y]
\]
and analogously \([X, k, Y]_{\text{set}}\) and \([k, Y]_{\text{set}}\).

Since \( G \) is finite, there is some \( M = M(G) \in \mathbb{N} \) such that \([X, M, Y] = [X, 1, Y]\) for all \( i \geq M \) and all \( X, Y \subseteq G \) with \( X^G = X \) and \( Y^G = Y \) (notice that \([X, i, Y] \subseteq [X, j, Y]\) for \( j \leq i \) due to the normality of \([X, Y]\)). It is clear that \( M = |G| \) is large enough, but typically much smaller values suffice.

**Lemma 2.** For all \( X, Y \subseteq G \) with \( X^G = X \) we have \([X, M, Y] = [[X, G], M, Y]\).

**Proof.** We have \([X, G] \leq \langle X \rangle\) because \([x, g] = x^{-1}x^g \in X\). Thus, the inclusion right to left follows. The other inclusion is because \([X, M, Y] = [X, M+1, Y] \leq [X, G, M, Y] = [[X, G], M, Y]\).

The \( k \)-th term of the lower central series is \( \gamma_k G = [G, k, G] \). The nilpotent residual of \( G \) is defined as \( \gamma_\infty G = \gamma_M G \) where \( M \) is as above (i.e., \( \gamma_\infty G = \gamma_i G \) for every \( i \geq M \)). Recall that a finite group \( G \) is nilpotent if and only if \( \gamma_\infty G = 1 \).

The *Fitting subgroup* \( \text{Fit}(G) \) is the union of all nilpotent normal subgroups. Let \( G \) be a finite solvable group. It is well-known that \( \text{Fit}(G) \) itself is a nilpotent normal subgroup (see e.g. [23, Satz 4.2]). The *upper Fitting series* \( 1 = U_0G \triangleleft U_1G \triangleleft \cdots \triangleleft U_kG = G \)
is defined by \( U_{i+1}G/U_iG = \text{Fit}(G/U_iG) \). The *lower Fitting series* \( 1 = L_0G \triangleleft L_1G \triangleleft \cdots \triangleleft L_kG = G \)
is defined by \( L_{i+1}G = \gamma_i(L_iG) \). We have \( d = k \) (see e.g. [23, Satz 4.6]) and this number is called the *fitting length* \( \text{FitLen}(G) \) (sometimes also referred to as *nilpotent length*). The following fact can be derived by a straightforward induction from the characterization of \( \text{Fit}(G) \) as largest nilpotent normal subgroup (for a proof see e.g. [41]):

**Lemma 3.** Let \( H \leq G \) be a normal subgroup. Then for all \( i \), we have \( U_iH = U_iG \cap H \). In particular,

(i) if \( \text{FitLen}(H) = i \), then \( H \leq U_iG \),

(ii) if \( g \in U_iG \setminus U_{i-1}G \), then \( \text{FitLen}(gG) = i \).

**Equations in groups.** An *expression* (also called a *polynomial* in [39, 22, 31]) over a group \( G \) is a word \( \alpha \) over the alphabet \( G \cup X \cup X^{-1} \) where \( X \) is a set of variables. Here \( X^{-1} \) denotes a formal set of inverses of the variables. Since we are dealing with finite groups only, a variable \( X^{-1} \) \( X \in X \) can be considered as an abbreviation for \( X^{G^{-1}} \). Sometimes we write \( \alpha(X_1, \ldots, X_n) \) for an expression \( \alpha \) to indicate that the variables occurring in \( \alpha \) are from the set \( \{X_1, \ldots, X_n\} \). Moreover, if \( \beta_1, \ldots, \beta_n \) are other expressions, we write \( \alpha(\beta_1, \ldots, \beta_n) \) for the expression obtained by substituting each occurrence of a variable \( X_i \) by the expression \( \beta_i \).

An assignment for an expression \( \alpha \) is a mapping \( \sigma : X \to G \) — here \( \sigma \) is canonically extended by \( \sigma(X^{-1}) = \sigma(X)^{-1} \) and \( \sigma(g) = g \) for \( g \in G \). An assignment \( \sigma \) is *satisfying* if \( \sigma(\alpha) = 1 \) in \( G \). The problems \( \text{EQN-SAT}(G) \) and \( \text{EQN-ID}(G) \) are as follows: for both of them the input is an expression \( \alpha \). For \( \text{EQN-SAT}(G) \) the question is whether there exists a satisfying assignment, for \( \text{EQN-ID}(G) \) the question is whether all assignments are satisfying.

Notice that in the literature \( \text{EQN-SAT} \) is also denoted by \( \text{POL-SAT} \) [39, 22] or \( \text{Eq} \) [31], while \( \text{EQN-ID} \) is also referred to as \( \text{POL-EQ} \) (e.g. in [39, 22, 28]) or \( \text{Id} \) [31].
If $X = \mathcal{Y} \cup \mathcal{Z}$ with $\mathcal{Y} \cap \mathcal{Z} = \emptyset$ and we are given assignments $\sigma_1 : \mathcal{Y} \rightarrow G$ and $\sigma_2 : \mathcal{Z} \rightarrow G$, we obtain a new assignment $\sigma_1 \cup \sigma_2$ defined by $(\sigma_1 \cup \sigma_2)(X) = \sigma_1(X)$ if $X \in \mathcal{Y}$ and $(\sigma_1 \cup \sigma_2)(X) = \sigma_2(X)$ if $X \in \mathcal{Z}$. We write $[X \mapsto g]$ for the assignment $\{ X \} \rightarrow G$ mapping $X$ to $g$.

**Inducible subgroups.** According to [15], we call a subset $S \subseteq G$ inducible if there is some expression $\alpha \in (G \cup \mathcal{X} \cup \mathcal{X}^{-1})^*$ such that $S = \{ \sigma(\alpha) \mid \sigma : \mathcal{X} \rightarrow G \}$. In this case we say that $\alpha$ induces $S$. Notice that in a finite group every verbal subgroup is inducible. (A subgroup is called verbal if it is generated by a set of the form $\{ \sigma(\alpha) \mid \sigma : \mathcal{X} \rightarrow G, \alpha \in \mathcal{A} \}$ where $\mathcal{A} \subseteq (\mathcal{X} \cup \mathcal{X}^{-1})^*$ is a finite set of expressions without constants.) This shows the first three points of the following lemma (for $\gamma_1 G$, see also [15, Lemma 5]):

**Lemma 4.** Let $G$ be a finite group. Then

(i) for every $k \in \mathbb{N}$, the subgroup generated by all $k$-th powers is inducible,

(ii) every element $\gamma_k G$ of the lower central series is inducible,

(iii) every element $L_k G$ of the lower Fitting series is inducible,

(iv) if $K \leq H \leq G$ and $K$ is inducible in $H$ and $H$ inducible in $G$, then $K$ is also inducible in $G$,

(v) if $H \leq G$ with $H = [G, H]$, then $H$ is inducible.

The fourth point follows simply by “plugging in” an expression for $H$ inside an expression for $K$. The last point follows from the proof of [31, Lemma 9].

The notion of inducible subgroup turns out to be very useful for proving lower bounds on the complexity. Indeed, the following facts are straightforward:

**Lemma 5** ([15, Lemma 8], [20, Lemma 9, 10]). Let $H \leq G$ be an inducible subgroup. Then

- $\text{EQN-SAT}(H) \leq_{\text{AC}^0} \text{EQN-SAT}(G)$, and
- $\text{EQN-ID}(H) \leq_{m} \text{EQN-ID}(G)$.

If, moreover, $H$ is normal in $G$, then $\text{EQN-SAT}(G/H) \leq_{\text{AC}^0} \text{EQN-SAT}(G)$.

Let us briefly sketch the ideas to see this lemma: Fix an expression $\beta$ inducing $H$. For first and second reduction, replace every occurring variable of a given equation by a copy of $\beta$ with disjoint variables. The third reduction simply appends $\beta$ to an input equation.

**Atomically universally definable subgroups.** The situation for reducing $\text{EQN-ID}(G/H)$ to $\text{EQN-ID}(G)$ is slightly more complicated. For this we need a new definition: We call a subset $S \subseteq G$ atomically universally definable if there is some expression $\alpha \in (G \cup \mathcal{X} \cup \mathcal{X}^{-1})^*$ where $\mathcal{X} = \{ X \} \cup \{ Y_1, Y_2, \ldots \}$ such that $S = \{ g \in G \mid (\sigma \cup [X \mapsto g])(\alpha) = 1 \text{ for all } \sigma : \{ Y_1, Y_2, \ldots \} \rightarrow G \}$.

In this case we say that $\alpha$ atomically universally defines $S$. (Notice that universally definable usually is defined analogously but instead of a single equation $\alpha$ one allows a Boolean formula of equations.) It is clear that the center of a group is atomically universally definable by the expression $[X, Y]$. This generalizes as follows:

**Lemma 6.** Let $G$ be a finite group.

- The Fitting group $\text{Fit}(G)$ is atomically universally definable.
- If $N \leq H \leq G$ and $N$ is normal in $G$ and $H/N$ is atomically universally definable in $G/N$ and $N$ is atomically universally definable in $G$, then $H$ is atomically universally definable in $G$.
- All terms $U_i G$ of the upper Fitting series are atomically universally definable.
- If $H \leq G$ is inducible, then the centralizer $C_G(H) = \{ g \in G \mid gh = hg \text{ for all } h \in H \}$ is atomically universally definable.
We say that an
while often it means
and
G
the topic also referencing the cases where the conjecture actually is proved, we refer to
[30].

Now, suppose that \( \beta \in (G \cup X_2 \cup X_\alpha^{-1})^* \) with \( X_2 = \{ X, Y_1, \ldots, Y_k \} \) atomically universally defines \( H/N \) in \( G/N \) and that \( \alpha \in (G \cup X_\alpha \cup X_\alpha^{-1})^* \) with \( X_\alpha = \{ Z, Y_{k+1}, \ldots, Y_m \} \) atomically universally defines \( N \) in \( G \). Thus, \( g \in H \) if and only if \( \beta(g, Y_1, \ldots, Y_k) \in N \) for all \( Y_1, \ldots, Y_k \in G \) and \( h \in N \) if and only if \( \alpha(h, Y_{k+1}, \ldots, Y_m) = 1 \) for all \( Y_{k+1}, \ldots, Y_m \in G \). Hence, \( \alpha(\beta(g, Y_1, \ldots, Y_k), Y_{k+1}, \ldots, Y_m) = 1 \) for all \( Y_1, \ldots, Y_m \in G \) if and only if \( g \in H \) and so \( H \) is atomically universally definable.

The third point follows by induction from the first and second point. The fourth point is essentially due to [20, Lemma 10]: if \( \beta \) is an expression inducing \( H \), then \( \{ X, \beta \} \) atomically universally defines \( C_G(H) \).

Lemma 7. Let \( H \leq G \) be an atomically universally definable normal subgroup. Then
\[
\text{EQN-ID}(G/H) \leq_{AC} \text{EQN-ID}(G).
\]

Proof. Denote \( Q = G/H \). Let \( \beta \in (G \cup X_2 \cup X_\alpha^{-1})^* \) with \( X_2 = \{ Z, Y_1, \ldots, Y_k \} \) atomically universally define \( H \) and let \( \alpha \in (Q \cup X \cup X^{-1})^* \) be an instance for EQN-ID\((Q)\) (with \( X \cap X_2 = \emptyset \)). Let \( \tilde{\alpha} \) denote the expression obtained from \( \alpha \) by replacing every constant of \( Q \) by an arbitrary preimage in \( G \). Then \( \tilde{\sigma}(\tilde{\alpha}) = 1 \in Q \) for all assignments \( \sigma \colon \mathcal{X} \to Q \) if and only if \( \tilde{\sigma}(\tilde{\alpha}) \in H \) for all assignments \( \tilde{\sigma} \colon \mathcal{X} \to G \). By the choice of \( \beta \), the latter is the case if and only if \( \tilde{\sigma}(\beta(\tilde{\alpha}, Y_1, \ldots, Y_k)) = 1 \) for all assignments \( \tilde{\sigma} \colon \mathcal{X} \cup \{ Y_1, \ldots, Y_k \} \to G \).

3 G-programs and AND-weakness

Let \( G \) be a finite group. An \( n \)-input \( G \)-program of length \( \ell \) with variables (input bits) from \( \{ B_1, \ldots, B_n \} \) is a sequence
\[
P = \langle B_{i_1}, a_{i_1}, b_{i_1} \rangle \langle B_{i_2}, a_{i_2}, b_{i_2} \rangle \cdots \langle B_{i_\ell}, a_{i_\ell}, b_{i_\ell} \rangle \in \{ \{ B_1, \ldots, B_n \} \times G \times G \}^*.\]

For a mapping \( \sigma \colon \{ B_1, \ldots, B_n \} \to \{ 0, 1 \} \) (called an assignment) we define \( \sigma(P) \in G \) as the group element \( c_1 c_2 \cdots c_\ell \), where \( c_j = a_j \) if \( B_{i_j} = 0 \) and \( c_j = b_j \) if \( B_{i_j} = 1 \) for all \( 1 \leq j \leq \ell \). We say that an \( n \)-input \( G \)-program \( P \) computes a function \( f : \{ 0, 1 \}^n \to \{ 0, 1 \} \) if \( P \) is over the variables \( B_1, \ldots, B_n \) and there is some \( S \subseteq G \) such that \( \sigma(P) \in S \) if and only if \( f(\sigma) = 1 \).

PROGRAMSAT is the following problem: given a \( G \)-program \( P \) with variables \( B_1, \ldots, B_n \), decide whether there is an assignment \( \sigma \colon \{ B_1, \ldots, B_n \} \to G \) such that \( \sigma(P) = 1 \).

The AND-weakness conjecture. In [6], Barrington, Straubing and Thérien conjectured that, if \( G \) is finite and solvable, every \( G \)-program computing the \( n \)-input AND requires length exponential in \( n \). This is called the AND-weakness conjecture.

Unfortunately, the term “exponential” seems to be a source of a possible misunderstanding: while often it means \( 2^{O(n)} \), in other occasions it is used for \( 2^{n^{O(1)}} \). Indeed, in [15, 5], the conjecture is restated as its strong version: “every \( G \)-program over a solvable group \( G \) for the \( n \)-input AND requires length \( 2^{\Omega(n)} \).” However, already in the earlier paper [4], it is remarked that the \( n \)-input AND can be computed by depth-\( k \) \( CC^0 \) circuits of size \( 2^{O(n^{1/(k-1)})} \) for every \( k \geq 2 \) (a \( CC^0 \) circuit is a circuit consisting only of MOD\(_m\) gates for some \( m \in \mathbb{N} \)) – thus, disproving the strong version of the AND-weakness conjecture. For a recent discussion about the topic also referencing the cases where the conjecture actually is proved, we refer to [30].
In this section we provide a more detailed upper bound on the length of $G$-programs for the AND function in terms of the Fitting length of $G$. We can view our upper bound as a refined version of the $2^{O(n^{1/(k-1)})}$ upper bound for depth-$k$ CC$^0$ circuits. This is because, by [34, Theorem 2.8], for every depth-$k$ CC$^0$ circuit family there is a fixed group $G$ of Fitting length $k$ (indeed, of derived length $k$) such that the $n$-input circuit can be transformed into a $G$-program of length polynomial in $n$.

**Proposition 8.** Let $G$ be a finite solvable group and consider a strictly ascending series

$$1 = H_0 < H_1 < \cdots < H_m = G$$

of normal subgroups where $H_i = \gamma_{k_i}(H_{i+1})$ with $k_i \in \mathbb{N} \cup \{\infty\}$ for $i \in [1..m-1]$ and $k_0 = \infty$. Denote $c = |\{i \in [1..m-1] \mid k_i = \infty\}|$ and $C = \prod_{k_i < \infty}(k_i + 1)$.

Then the $n$-input AND function can be computed by a $G$-program of length $O(2^{Dn^{1/c}})$ where $D = \frac{c}{C^{1/2}}$. More precisely, for every $n \in \mathbb{N}$ there is some $1 \neq g \in G$ and a $G$-program $Q_n$ of length $O(2^{Dn^{1/c}})$ such that

$$\sigma(Q_n) = \begin{cases} g & \text{if } \sigma(B_1) = \cdots = \sigma(B_n) = 1, \\ 1 & \text{otherwise.} \end{cases}$$

Clearly we have $c \leq d - 1$ if $d$ is the Fitting length of $G$. The lower Fitting series is the special example of such a series where $H_i = L_{d-i}G$ and $k_i = \infty$ for all $i \in \{0, \ldots, d\}$. Thus, we get the following corollary:

**Corollary 9.** Let $G$ be a finite solvable group of Fitting length $d \geq 2$. Then the $n$-input AND function can be computed by a $G$-program of length $2^{O(n^{1/(d-1)})}$.

**Example 10.** The symmetric group on four elements $S_4$ has Fitting length 3 with $S_4 \geq A_4 \geq C_2 \times C_2 \geq 1$ being both the upper and lower Fitting series. Therefore, we obtain a length-$O(2^{2\sqrt{n}})$ program for the $n$-input AND by Proposition 8. In particular, the strong version of the AND-weakness conjecture does not hold for the group $S_4$. Note that according to [6], $S_4$ is the smallest group for which the $2^{O(n)}$ lower bound from [6] does not apply.

On the other hand, consider the group $G = (C_3 \times C_3) \times D_4$ where $D_4$ (the dihedral group of order eight) acts faithfully on $C_3 \times C_3$. It has Fitting length two. Moreover, its derived subgroup $G' = (C_3 \times C_3) \times C_2$ still has Fitting length two. Hence, we have a series $H_3 = G$, $H_2 = G' = \gamma_1G$, $H_1 = \gamma_3G' = C_3 \times C_3$, and $H_0 = 1$. Therefore, we get an upper bound of $O(2^{n/2})$ for the length of a program for the $n$-input AND.

**Proof of Proposition 8.** We choose $K = (n/C)^{1/c}$. For simplicity, let us first assume that $K$ is an integer. Moreover, we assume that $K$ is large enough such that $H_i = [K H_{i+1}]$ holds whenever $k_i = \infty$ and that $K \geq k_i + 1$ for all $k_i < \infty$.

We define sets $A_i \subseteq G$ inductively by $A_m = G$ and

$$A_i = [K A_{i+1}]_{set} \text{ if } k_i = \infty \text{ and } A_i = [k_i + 1 A_{i+1}]_{set} \text{ if } k_i < \infty.$$ 

By Lemma 1 and induction it follows that $H_i = \langle A_i \rangle$ for all $i \in \{0, \ldots, m\}$. Since $H_1 \neq 1$, we find a non-trivial element $g \in A_1$. We can decompose $g$ recursively. For this, we need some more notation: for $\ell \in [1..m]$ consider the set of words

$$V_{\ell} = \{ v = v_1 \cdots v_{\ell-1} \in [1..K]^{\ell-1} \mid v_i \leq k_i + 1 \text{ for all } i \in [1..\ell - 1] \}.$$ 

We have $|V_{\ell}| = C \cdot K^c = n$, so we can fix a bijection $\kappa : V_{\ell} \rightarrow [1..n]$.

Now, we can describe the recursive decomposition of $g = g_{\ell}$.

---

2 This group can be found in the GAP small group library under the index [72, 40]. It has been suggested as an example by Barrington (private communication).
\begin{itemize}
\item $g_v$ for $v \in V_m$ are arbitrary element from $G$, and
\item $g_v = [g_{v_1}, \ldots, g_{v_K}]$ for $v \in V_{\ell}$ with $k_{\ell} = \infty$, and
\item $g_v = [g_{v_1}, \ldots, g_{v(k_{\ell}+1)}]$ for $v \in V_{\ell}$ with $k_{\ell} < \infty$.
\end{itemize}

For $v \in V_{\ell}$ we have $|g_v| \leq \sum_{i=1}^{K} 2^{K+1-i} |g_{v_i}| \leq 2^{K+1} \max_i |g_{v_i}|$ whenever $k_{\ell} = \infty$ and $|g_v| \leq 2^{k_{\ell}+2} \max_i |g_{v_i}|$ if $k_{\ell} < \infty$. Therefore, setting $D = \frac{c}{c+1}$ we obtain by induction

$$|g_v| \leq 2^{\sum_{k_{\ell} < \infty} (k_{\ell}+2)} (2^{K+1})^c \in O(2^{Dn^{1/c}}).$$

In order to obtain a $G$-program for the $n$-input AND, we define $G$-programs $P_v$ for $v \in \bigcup_{\ell \leq m} V_{\ell}$. In the commutators we need also programs for inverses: for a $G$-program $P = \langle B_{i_1}, b_1 \rangle \langle B_{i_2}, b_2 \rangle \cdots \langle B_{i_{\ell}}, b_{\ell} \rangle$ we set $P^{-1} = \langle B_{i_1}, a_1^{-1}, b_{1}^{-1} \rangle \cdots \langle B_{i_{\ell}}, a_{\ell}^{-1}, b_{\ell}^{-1} \rangle$. Clearly $(\sigma(P))^{-1} = \sigma(P^{-1})$ for all assignments $\sigma$.

- for $v \in V_m$ we set $P_v = \langle B_{\kappa(v)}, 1, g_v \rangle$,
- for $v \in V_{\ell}$ with $1 \leq \ell < m$ we set $P_v = [P_v, \ldots, P_v]$ if $k_{\ell} = \infty$, and
- for $v \in V_{\ell}$ with $1 \leq \ell < m$ we set $P_v = [P_v, \ldots, P_v(k_{\ell}+1)]$ if $k_{\ell} < \infty$.

For $v \in V_{\ell}$ let $V(v)$ denote the set of those words $w \in V_m$ having $v$ as a prefix. By induction we see that

$$\sigma(P_v) = \begin{cases} g_v & \text{if } \sigma(B_{\kappa(w)}) = 1 \text{ for all } w \in V(v), \\ 1 & \text{otherwise.} \end{cases}$$

This shows the correctness of our construction.

It remains to consider the case that $(n/C)^{1/c}$ is not an integer. Then we set $K = \lceil (n/C)^{1/c} \rceil$. It follows that $|V_{m-1}| = C \cdot K^c \geq n$, so we can fix a bijection $\kappa: U \to [1..n]$ for some subset $U \subseteq V_{m-1}$. We still have $|g_v| \leq 2^{\sum_{k_{\ell} < \infty} (k_{\ell}+1)} (2^{K+1})^c \in O(2^{cK}) = O(2^{Dn^{1/c}})$ with $D$ as above. This concludes the proof of Proposition 8.

\textbf{Remark 11.} In the light of Proposition 8 it is natural to ask for a refined version of the AND-weakness conjecture. A natural candidate would be to conjecture that every $G$-program for the $n$-input AND has length $2^{O(n/\log n)}$ where $d$ is the Fitting length of $G$.

However, this also weaker version of the AND-weakness conjecture is wrong! Indeed, in [4, Section 2.4] Barrington, Beigel and Rudich show that the $n$-input AND can be computed by circuits using only MOD$_m$ gates of depth 3 and size $2^{O(n/(r \log n))}$ where $r$ is the number of different prime factors of $m$. Translating the circuit into a $G$-program yields a group $G$ of Fitting length 3. Since there is no bound on $r$, we see that there is no lower bound on the exponent $\delta$ such that there are $G$-programs of length $2^{D(n^\delta)}$ for the $n$-input AND in groups of Fitting length 3.

In [17] it is shown that the AND function can be computed by probabilistic $CC^0$ circuits using only a logarithmic number of random bits, which “may be viewed as evidence contrary to the conjecture” [17]. In the light of this, we do not feel confident to judge which form of the AND-weakness conjecture might be true. The following version seems possible.

\textbf{Conjecture 1 (AND-weakness [6]).} Let $G$ be finite solvable. Then every $G$-program for the $n$-input AND has length $2^{n^{1/c}}$.

Notice that [5, Theorem 2] (if $G$ is AND-weak, PROGMSAT over $G$ can be decided in quasi-polynomial time) still holds with this version of the AND-weakness conjecture.
4 Reducing $C$-Coloring to equations

In this section we describe the reduction of $C$-COLORING to EQN-SAT($G$) and EQN-ID($G$) in the spirit of [15, 31]. For this, we rely on the fact that $G$ has some normal subgroups meeting some special requirements. In Section 5, we show that all sufficiently complicated finite solvable groups meet the requirements of Theorem 14.

For a normal subgroup $H \trianglelefteq G$ and $g \in G$, we define $\eta_g(H) = [H, M g^G]$. Recall that $M$ is chosen large enough such that $[X, M Y] = [X, i Y]$ for all $i \geq M$ and all $X, Y \subseteq G$ with $X^G = X$ and $Y^G = Y$. Since $H$ is normal, we have $\eta_g(H) \leq H$ and $\eta_g(H)$ is normal in $G$.

 Lemma 12. Let $H \trianglelefteq G$ be a normal subgroup and $g, h \in G$. Then

(i) $\eta_g(\eta_h(H)) = \eta_h(H)$, and
(ii) $\eta_{gh}(H) \leq \eta_g(\eta_h(H))$, and
(iii) $\text{FitLen}(\eta_{gh}(H)) \leq \max \{ \text{FitLen}(\eta_g(H)), \text{FitLen}(\eta_h(H)) \}$.

Proof. We use the fact that $M$ is chosen such that $[X, M Y] = [X, i Y]$ for all $i \geq M$ and all $X, Y \subseteq G$ with $X^G = G$ and $Y^G = Y$: 

$$\eta_g(H) = [H, M g^G] = [H, 2M g^G] = [[H, M g^G], M g^G] = \eta_g(\eta_g(H)).$$

The second point follows with the same kind of argument:

$$\eta_{gh}(H) = [H, 2M (gh)^G] \leq [H, 2M (g^G \cup h^G)] = \langle [H, 2M g^G \cup h^G] \rangle \quad \text{(by Lemma 1)}$$

$$\leq \eta_g(\eta_h(H)).$$

The last step is because each of the commutators in $[H, 2M g^G \cup h^G]_{\text{set}}$ either contains at least $M$ terms from $g^G$ and, thus, is in $\eta_g(H)$ or it contains at least $M$ terms from $h^G$.

The third point is an immediate consequence of the second point and Lemma 3. △

Lemma 13. Suppose that $K \trianglelefteq G$ is a normal subgroup satisfying $\eta_g(K) = K$ for some $g \in G$. Then $K$ is inducible.

Proof. Because $\eta_g(K) = K$ for some $g \in G$ implies that $K = [K, G]$, it follows from Lemma 4 that $K$ is inducible. △

Theorem 14. Let $G$ be a finite solvable group of Fitting length three and assume there are normal subgroups $K \trianglelefteq H \trianglelefteq G$ such that $\text{FitLen}(K) = 2$, $U_2 G \leq H$, and $|G/H| \geq 3$. Moreover, assume that

(i) for all $g \in G \setminus H$ we have $\eta_g(K) = K,$
(ii) for all $h \in H$ we have $\text{FitLen}(\eta_h(K)) \leq 1.$

Then EQN-SAT($G$) and EQN-ID($G$) cannot be decided in deterministic time $2^{o(log^2 N)}$ under ETH where $N$ is the length of the input expression. In particular, EQN-SAT($G$) and EQN-ID($G$) are not in $P$ under ETH.

Proof outline. The crucial observation for this theorem is the same as for Proposition 8: that, roughly speaking, the $n$-input AND can be decomposed into the conjunction of $\sqrt{n}$ many $\sqrt{n}$-input ANDs. We use this observation in order to reduce the $C$-COLORING problem to EQN-SAT. More precisely, given a graph $\Gamma$ with $n$ vertices and $m$ edges, we construct an expression $\delta$ and an element $\tilde{h} \in G$ such that
(A) the length of $\delta$ is in $2^{O(\sqrt{m+n})}$,
(B) $\delta$ can be computed in time polynomial in its length,
(C) $\delta = \bar{h}$ is satisfiable if and only if $\Gamma$ has a valid C-coloring, and
(D) $\sigma(\delta) = 1$ holds for all assignments $\sigma$ if and only if $\Gamma$ does not have a valid C-coloring.

For the number of colors we use $C = |G/H|$. Let $N$ denote the input length for EQN-SAT (resp. EQN-ID). A $2^{o(log^2 N)}$-time algorithm for EQN-SAT (resp. EQN-ID), thus, would imply a $2^{O(n+m)}$-time algorithm for C-COLORING contradicting ETH. Hence, it is enough to show points (A)–(D).

In order to construct the expression $\delta$, we assign a variable $X_i$ to every vertex $v_i$ of $\Gamma$. Every assignment $\sigma$ to the variables $X_i$ will give us a coloring $\chi_\sigma$ of $\Gamma$ (to be defined later). During the proof, we also introduce some auxiliary variables. The aim is to construct $\delta$ in a way that an assignment $\sigma$ to the variables $X_i$ can be extended to a satisfying assignment for $\delta = \bar{h}$ if and only if $\chi_\sigma$ is a valid coloring of $\Gamma$ (see Lemma 17).

We start by grouping the edges into roughly $\sqrt{m}$ batches of $\sqrt{m}$ edges each. For each batch of edges, we construct an expression $\gamma_r$ (where $r$ is the number of the batch) such that for every assignment $\sigma$ to the variables $X_i$ we have

- if $\chi_\sigma$ assigns the same color to two endpoints of an edge in the $r$-th batch, then for every assignment to the auxiliary variables, $\gamma_r$ evaluates to something in $U_rK$,
- otherwise, for every element $h \in K$, there is an assignment to the auxiliary variables such that $\gamma_r$ evaluates to $h$.

A more formal statement of this can be found in Lemma 15. The expression $\delta$ combines all the $\gamma_r$ as an iterated commutator such that if one of the $\gamma_r$ evaluates to something in $U_rK$, then $\delta$ evaluates to 1, and, otherwise, there is some assignment to the auxiliary variables such that $\delta$ evaluates to the fixed element $\bar{h}$.

**Proof.** Let $C = |G/H|$. Let us describe how the C-COLORING problem for a given graph $\Gamma = (V,E)$ is reduced to an instance of EQN-SAT (resp. EQN-ID). We denote $V = \{v_1, \ldots, v_n\}$. For every vertex $v_i$ we introduce a variable $X_i$ and we set $X = \{X_1, \ldots, X_n\}$. By fixing a bijection $|G/H| \to [1..C]$, we obtain a correspondence between assignments $X \to G$ and colorings $V \to [1..C]$ (be aware that it is not one-to-one). During the construction we will also introduce a set $Y$ of auxiliary variables. As outlined above, the idea is that an assignment $X \to G$ represents a valid coloring if and only if there is an assignment to the auxiliary variables under which the equation evaluates to a non-identity element.

For each edge $\{v_i, v_j\} \in E$, we introduce one edge gadget $X_iX_j^{-1}$ (it does not matter which one is the positive variable). Now, we group these gadgets into $R$ batches of $R$ elements each (if the number of gadgets is not a square, we duplicate some gadgets) – i.e., we choose $R = [\sqrt{m}]$. How the gadgets exactly are grouped together does not matter.

For $r \in [1..R]$ and $k \in [1..[K]]$ let $\alpha_{r,k}$ be an expression which induces $K$ (i.e., all $\alpha_{r,k}$ are the same expressions but with disjoint sets of variables). Such expressions exist by Lemma 13. Let the variables of $\alpha_{r,k}$ be $Y_{r,k,t}$ for $t \in [1..T]$ for some $T \in \mathbb{N}$. Moreover, we introduce more auxiliary variables $Z_{r,k,s,\nu}$ for $r \in [1..R]$, $k \in [1..[K]]$, $s \in [1..R]$, and $\nu \in [1..M]$ (recall that $M$ is chosen such that, in particular, $[H_1, M]H_2 = [H_1, M+1]H_2$) for arbitrary normal subgroups $H_1, H_2$ of $G$ and we set

$$Y'_r = \{Z_{r,k,s,\nu} \mid k \in [1..[K]], s \in [1..R], \nu \in [1..M], t \in [1..T]\}.$$  

Let $\beta_{r,1}, \ldots, \beta_{r,R}$ be the gadgets of the $r$-th batch for some $r \in [1..R]$. We define

$$\gamma_r = \prod_{k=1}^{[K]} [\alpha_{r,k}, \beta^Z_{r,1,1}, \ldots, \beta^Z_{r,1,M}, \ldots, \beta^Z_{r,R,1}, \ldots, \beta^Z_{r,R,M}] .$$  

(1)
We do this for every batch of gadgets. The following observation is crucial:

- **Lemma 15.** Let \( \sigma : X \to G \) be an assignment and let \( r \in [1..R] \).
  - \( \sigma(\beta_{r,s}) \in G \setminus H \) for all \( s \), then \( \{(\sigma \cup \sigma')(\gamma_r) \mid \sigma' : Y_r' \to G\} = K \).
  - Otherwise, \( \{(\sigma \cup \sigma')(\gamma_r) \mid \sigma' : Y_r' \to G\} \leq U_1K \).

**Proof.** By construction, we have \((\sigma \cup \sigma')(\alpha_{r,k}) \in K\) for all \( r \) and \( k \) and all assignments \( \sigma \) and \( \sigma' \). Since \( K \) is normal, it follows that \((\sigma \cup \sigma')(\gamma_r) \in K\) for all assignments \( \sigma \) and \( \sigma' \).

Consider the case that \( g_s := \sigma(\beta_{r,s}) \in G \setminus H \) for all \( s \in [1..R] \). By assumption (I), we have \( K = \eta_{\beta_s}(K) = \eta_{g_1}(\eta_{g_2}(\cdots \eta_{g_s}(K) \cdots)) \) by Lemma 1, it follows that \( K = (\{K, M g_1^G, \ldots, M g_R^G\}_{\text{set}}) \). Since \( 1 \in \{K, M g_1^G, \ldots, M g_R^G\}_{\text{set}} \), every element in \( K \) can be written as a product of length at most \(|K|\) over any generating set, \( K = (\{K, M g_1^G, \ldots, M g_R^G\}_{\text{set}})^{|K|} \). This is exactly the form how \( \gamma_r \) was defined in Equation (1) (recall that \( \alpha_{r,s} \) can evaluate to every element of \( K \)). Therefore, for each \( h \in K \), there is an assignment \( \sigma' : Y_r' \to G \) such that \((\sigma \cup \sigma')(\gamma_r) = h \).

On the other hand, let \( g_s := \sigma(\beta_{r,s}) \in H \) for some \( s \). Then, by assumption (II) we have \( \text{FitLen}(\eta_{\beta_s}(K)) \leq 1 \). Since \((\sigma \cup \sigma')(\gamma_r) \in \eta_{\beta_s}(K) \), we obtain \((\sigma \cup \sigma')(\gamma_r) \in U_1K \) by Lemma 3.

Now, for every set of auxiliary variables \( Y_r' \) we introduce \( M \) disjoint copies, which we call \( Y_r^{(\mu)} \) for \( \mu \in [1..M] \). We write \( \gamma_r^{(\mu)} \) for the copy of \( \gamma_r \) where the variables of \( Y_r' \) are substituted by the corresponding ones in \( Y_r^{(\mu)} \) (the variables \( X \) are shared over all \( \gamma_r^{(\mu)} \)). We set

\[
\delta = [\gamma_1^{(1)}, \ldots, \gamma_M^{(1)}, \ldots, \gamma_1^{(M)}, \ldots, \gamma_M^{(M)}].
\]

Finally, fix some \( h \in K \setminus 1 \) with \( h \in [M,RK]_\text{set} \) and set \( Y = \bigcup_{r,\mu} Y_r^{(\mu)} \).

- **Lemma 16.** Let \( \sigma : X \to G \) be an assignment. If \( \sigma(\beta_{r,s}) \in G \setminus H \) for all \( r \) and \( s \), then there is some assignment \( \sigma' : Y \to G \) such that \((\sigma \cup \sigma')(\delta) = h \). Otherwise \((\sigma \cup \sigma')(\delta) = 1 \) for all \( \sigma' : Y \to G \).

**Proof.** If \( \sigma(\beta_{r,s}) \in G \setminus H \) for all \( r \) and \( s \), then by Lemma 15, \( \{(\sigma \cup \sigma')(\gamma_r^{(\mu)}) \mid \sigma' : Y_r^{(\mu)} \to G\} = K \) for all \( r \in [1..R] \) and \( \mu \in [1..M] \). Hence, since we chose the auxiliary variables \( Y_r^{(\mu)} \) to be all disjoint, we obtain

\[
\tilde{h} \in [M,RK]_\text{set} \subseteq \{(\sigma \cup \sigma')(\delta) \mid \sigma' : Y_r^{(\mu)} \to G \}.
\]

On the other hand, let \( \sigma(\beta_{r,s}) \in H \), then, by Lemma 15, for all \( \sigma' : Y \to G \) and all \( \mu \in [1..M] \) we have \((\sigma \cup \sigma')(\gamma_r^{(\mu)}) \in U_1K \). Hence, \((\sigma \cup \sigma')(\delta) \in [M U_1K] = 1 \).

Now we are ready to define our equation as \( \delta \tilde{h}^{-1} \) for the reduction of C-COLORING to EQN-SAT\((G)\) and \( \delta \) for the reduction to EQN-ID\((G)\).

The final step is to show points (A)–(D) from above.

For (A) observe that the length of \( \gamma_r \) is \( O(M,R) \) for all \( r \). Thus, the length of \( \delta \) is \( O(2^{M,R}) \cdot O(2^{M,R}) \subseteq 2^{O(\sqrt{M})} = 2^{\Omega(\sqrt{M})} \) as desired. Point (B) is straightforward from the construction of \( \delta \).

In order to see (C) and (D), we use Lemma 16 to prove another lemma. We fix a bijection \( \xi : G/H \to [1..C] \). For an assignment \( \sigma : X \to G \), we define a corresponding coloring \( \chi_{\sigma} : V \to [1..C] \) by \( \chi_{\sigma}(v) = \xi(\sigma(X)v) \).
Lemma 17. Let \( \sigma : \mathcal{X} \to G \) be an assignment. Then
- if \( \chi_\sigma \) is valid, then there is an assignment \( \sigma' : \mathcal{Y} \to G \) such that \( (\sigma \cup \sigma')(\delta) = \delta \neq 1 \)
- if \( \chi_\sigma \) is not valid, then for all assignments \( \sigma' : \mathcal{Y} \to G \) we have \( (\sigma \cup \sigma')(\delta) = 1 \).

Proof. Let \( \chi_\sigma \) be a valid coloring. First, observe that the gadgets all evaluate to some element outside of \( H \) under \( \sigma \). This is because, if there is a gadget \( X, X_j^{-1} \) that means that \( \{ v_i, v_j \} \in E \) and so \( \chi_\sigma(v_i) \neq \chi_\sigma(v_j) \); hence, \( \sigma(X_i) \neq \sigma(X_j) \) in \( G/H \) (since \( \xi \) is a bijection). Therefore, by Lemma 16, it follows that \( \delta \) evaluates to \( \delta \) under some proper assignment for \( \mathcal{Y} \).

On the other hand, if \( \chi_\sigma \) is not a valid coloring, then there is an edge \( \{ v_i, v_j \} \in E \) with \( \chi_\sigma(v_i) = \chi_\sigma(v_j) \). Then we have \( \sigma(X_i)H = \sigma(X_j)H \). Hence, by Lemma 16, we obtain that \( (\sigma \cup \sigma')(\delta) = 1 \) in \( G \) for every \( \sigma' : \mathcal{Y} \to G \).

This concludes the proof of Theorem 14.

5 Consequences

In this section we derive our main result Corollary A. We start again with a lemma.

Lemma 18. For every finite solvable, non-nilpotent group \( G \) of Fitting length \( d \), there are proper normal subgroups \( K \leq H \leq G \) with \( \text{FitLen}(K) = d - 1 \) and \( \mathcal{U}_{d-1}G \leq H \) such that
- for all \( g \in G \setminus H \) we have \( \eta_g(K) = K \),
- for all \( h \in H \) we have \( \text{FitLen}(\eta_h(K)) < \text{FitLen}(K) \).

The construction for Lemma 18 resembles the ones in Lemmas 5 and 6 of [31]. However, while in [31] a minimal normal subgroup \( N \) of a quotient \( G/K \) is constructed such that \( r_g \) with \( r_g(x) = [x, g] \) is an automorphism of \( N \) (and \( N \) is abelian), in our case this is not enough since we need to apply commutator constructions to our analog of \( N \) in the spirit of the divide-and-conquer approach of Proposition 8.

Proof. Let \( g_1 \in G \setminus \mathcal{U}_{d-1}G \) where \( d \) is the Fitting length of \( G \). We construct a sequence of normal subgroups \( K_1, K_2, \ldots \) of \( G \) as follows: we set \( K_1 = \eta_{g_1}(G) \). By Lemma 2, \( K_1 = \gamma_\infty(g_1^G) \), so it has Fitting length \( d - 1 \).

Now, while there is some \( g_i \in G \) such that \( \eta_{g_i}(K_{i-1}) < K_{i-1} \) and \( \text{FitLen}(\eta_{g_i}(K_{i-1})) = \text{FitLen}(K_{i-1}) \), we set \( K_i = \eta_{g_i}(K_{i-1}) \) and continue. Since \( K_i \) is a proper subgroup of \( K_{i-1} \), this process eventually terminates. We call the last term \( K \). We claim that \( K \) satisfies the statement of Lemma 18. By construction for every \( g \in G \) one of the two cases
- \( \eta_g(K) = K \)
- \( \text{FitLen}(\eta_g(K)) < \text{FitLen}(K) \)

applies. Moreover, since \( K = \eta_g(K') \) for some \( K' \leq G \) and some \( g \in G \), we have \( K = \eta_g(K') = \eta_g(\eta_g(K')) = \eta_g(K) \) by Lemma 12 (i). By Lemma 12 (iii), the elements \( \{ h \in G \mid \text{FitLen}(\eta_h(K)) < \text{FitLen}(K) \} \) form a subgroup \( H \) of \( G \). Clearly \( H \) is normal (by the definition of \( \eta_h \)) and \( \mathcal{U}_{d-1}G \leq H \) because \( \text{FitLen}([K, M \cup_{d-1} G]) = \text{FitLen}(K) - 1 \). Since there is some \( g \in G \) with \( K = \eta_g(K) \), we have \( \text{FitLen}(K) = d - 1 \).

Be aware that \( K \) depends on the order the \( g_i \) were chosen. Indeed, if \( G \) is a direct product of two groups \( G_1 \) and \( G_2 \) of equal Fitting length, then \( K \) will either be contained in \( G_1 \) or in \( G_2 \) – in which factor depends on the choice of the \( g_i \).
Theorem 19 (Corollary A). Let \( G \) be a finite solvable group such that either \( \text{FitLen}(G) = 3 \) and \( |G/\tilde{U_2}G| \) has a prime divisor \( 3 \) or greater, i.e., \( G/\tilde{U_2}G \) is not a 2-group and \( \text{FitLen}(G) \geq 4 \). Then \( \text{EQN-SAT}(G) \) and \( \text{EQN-ID}(G) \) cannot be decided in deterministic time \( 2^{o((\log^2 n))} \) under ETH. In particular, \( \text{EQN-SAT}(G) \) and \( \text{EQN-ID}(G) \) are not in \( \text{P} \) under ETH.

Proof. Consider the case that \( G \) has Fitting length 3 and \( |G/\tilde{U_2}G| \) has a prime divisor \( 3 \) or greater. Let \( 2^\nu \) for some \( \nu \in \mathbb{N} \) be the greatest power of two dividing \( |G/\tilde{U_2}G| \). Then, the subgroup \( \tilde{G} \) generated by all \( 2^\nu \)-th powers is normal and it is not contained in \( \tilde{U_2}G \).

Therefore, by Lemma 3 it has Fitting length 3 as well. Also, by Lemma 3, we know that \( \tilde{U_2}G = \tilde{G} \cap \tilde{U_2}G \). Hence, \( \tilde{G}/\tilde{U_2}G \) is a subgroup of \( G/\tilde{U_2}G \). Moreover, since \( \tilde{G} \) is generated by \( 2^\nu \)-th powers, the generators of \( \tilde{G} \) have odd order in \( \tilde{G}/\tilde{U_2}G \). Since \( \tilde{G}/\tilde{U_2}G \) is nilpotent, it follows that \( |\tilde{G}/\tilde{U_2}G| \) is odd (recall that a nilpotent group is a direct product of \( p \)-groups).

Since \( \tilde{G} \) is indiscernible in \( G \), by Lemma 5, it suffices to show that \( G \) satisfies the requirements of Theorem 14. For this, we use Lemma 18, which gives us normal subgroups \( K \leq H < \tilde{G} \) with \( \tilde{U_2}G \leq H \), \( \text{FitLen}(K) = 2 \) and such that for all \( g \in G \setminus H \) we have \( \eta_K(K) = K \), and for all \( h \in H \) we have \( \text{FitLen}(\eta_K(K)) \leq 1 \).

It only remains to show that \( |G/H| \geq 3 \). Since \( H \neq G \) and \( |G/H| \) is odd, this holds trivially. Thus, both \( \text{EQN-SAT}(G) \) and \( \text{EQN-ID}(G) \) are not in \( \text{P} \) under ETH if \( G \) has Fitting length 3 and \( |G/\tilde{U_2}G| \) a prime divisor \( 3 \) or greater.

The second case can be reduced to the first case as follows: Assume that \( G \) has Fitting length \( d \geq 4 \). If \( |G/\tilde{U_{d-1}}G| \) has a prime factor \( 3 \) or greater, we can apply the Fitting length 3 case to \( G/L_3G \) for \( \text{EQN-SAT} \) and to \( G/\tilde{U_{d-3}}G \) for \( \text{EQN-ID} \). By Lemma 4 and Lemma 5 this implies the corollary for \( \text{EQN-SAT} \). For \( \text{EQN-ID} \), the statement follows from Lemma 6 and Lemma 7.

On the other hand, if \( |G/\tilde{U_{d-1}}G| = 2^\nu \) for some \( \nu \geq 1 \), as in the first case, we consider the subgroup \( \tilde{G} \) generated by all \( 2^\nu \)-th powers. Then the index of \( \tilde{G} \) in \( G \) is again a power of two (since the order of every element in \( G/\tilde{G} \) is a power of two). Moreover, \( \tilde{G} \leq \tilde{U_{d-1}}G \) and, by Lemma 3, we have

\[
\tilde{G}/\tilde{U_{d-2}}\tilde{G} = \tilde{G}/(\tilde{U_{d-2}}G \cap \tilde{G}) \approx (\tilde{G} \cdot \tilde{U_{d-2}}G)/\tilde{U_{d-2}}G \leq \tilde{U_{d-1}}G/\tilde{U_{d-2}}G.
\

Now, \( |\tilde{U_{d-1}}G/\tilde{U_{d-2}}G| \) cannot be a power of two because, otherwise, \( G/\tilde{U_{d-2}}G \) would be a 2-group and, thus, nilpotent – contradicting the fact that the upper Fitting series is a shortest Fitting series. Since the index of \( \tilde{G} \) in \( \tilde{U_{d-1}}G \) is a power of two, we see that \( \tilde{G} \not\leq \tilde{U_{d-2}}G \) and that the index of \( \tilde{U_{d-2}}G \) in \( \tilde{G} \) has a prime factor other than 2. Therefore, we can apply the Fitting length 3 case to \( \tilde{G}/L_3\tilde{G} \) (resp. \( \tilde{G}/\tilde{U_{d-3}}G \)).

The case that \( G/\tilde{U_2}G \) is a 2-group. As mentioned above, in the recent paper [24] Idziak, Kawalek, and Krzaczkowski proved a \( 2^{O((\log^2(n)))} \)-lower bound under ETH for \( \text{EQN-SAT}(S_4) \). They apply a reduction of 3SAT to \( \text{EQN-SAT}(S_4) \). Instead of using commutators to simulate conjunctions in the group, the more complicated logical function \( X, Y_1, Y_2, Y_3 \mapsto X \land (Y_1 \lor Y_2 \lor Y_3) \) is encoded into the group. Indeed, under suitable assumptions on the group and the range of the variables, both the expressions \( w(X, Y_1, Y_2, Y_3) = X^8[X, Y_1, Y_2, Y_3] \) (see [31]) and \( s(X, Y_1, Y_2, Y_3) = X[X, Y_1, Y_2, Y_3]^{-1} \) (see [16] – referred to by [24]) simulate this logical function. A new paper unifying our approaches and proving Theorem 19 for all groups of Fitting length 3 is under preparation.

Consequences for ProgramSAT. We have \( \text{EQN-SAT}(G) \leq_{\text{AC}^0_{\text{m}}} \text{ProgramSAT}(G) \) for every finite group \( G \) by [5, Lem. 1] (while not explicitly stated, it is clear that this reduction is an \( \text{AC}^0 \)-reduction). Thus, by Theorem 14, \( \text{ProgramSAT}(G) \) is not in \( \text{P} \) under ETH if \( G \) is of Fitting length at least 4 or \( G \) is of Fitting length 3 and \( G/\tilde{U_2}G \) is not a 2-group.
Table 1  Groups up to order 767 for which Theorem 19 gives lower bounds.

<table>
<thead>
<tr>
<th>Index in Small Groups Library</th>
<th>Fitting length</th>
<th>GAP Structure description</th>
</tr>
</thead>
<tbody>
<tr>
<td>[168, 43]</td>
<td>3</td>
<td>((C2 \times C2 \times C2) : (C7 : C3))</td>
</tr>
<tr>
<td>[216, 153]</td>
<td>3</td>
<td>(((C3 \times C3) : Q8) : C3)</td>
</tr>
<tr>
<td>[324, 160]</td>
<td>3</td>
<td>((C2 \times ((C2 \times C2) : (C7 : C3)) : C3)</td>
</tr>
<tr>
<td>[336, 210]</td>
<td>4</td>
<td>(((C3 \times C3) : (Q8) : C3) : C2)</td>
</tr>
<tr>
<td>[432, 734]</td>
<td>3</td>
<td>((C2 \times ((C3 \times C3) : Q8) : C3))</td>
</tr>
<tr>
<td>[504, 52]</td>
<td>3</td>
<td>((C2 \times C2 \times C2) : (C7 : C9))</td>
</tr>
<tr>
<td>[504, 158]</td>
<td>3</td>
<td>((C3 \times (C2 \times C2) : (C7 : C3)))</td>
</tr>
<tr>
<td>[600, 150]</td>
<td>3</td>
<td>((C5 \times C5) : SL(2,3))</td>
</tr>
<tr>
<td>[648, 531]</td>
<td>3</td>
<td>(((C3 \times C3) : Q8) : C3)</td>
</tr>
<tr>
<td>[648, 532]</td>
<td>3</td>
<td>(((C3 \times C3) : C3) : Q8) : C3)</td>
</tr>
<tr>
<td>[648, 533]</td>
<td>3</td>
<td>(((C3 \times C3) : (Q8) : C3))</td>
</tr>
<tr>
<td>[648, 544]</td>
<td>3</td>
<td>(((C3 \times C3) : Q8) : C9)</td>
</tr>
<tr>
<td>[648, 641]</td>
<td>3</td>
<td>(((C3 \times C3) : (Q8) : C3))</td>
</tr>
<tr>
<td>[648, 702]</td>
<td>3</td>
<td>(((C3 \times C3) : Q8) : C3)</td>
</tr>
<tr>
<td>[648, 703]</td>
<td>4</td>
<td>(((C3 \times C3) : (C2 \times C2)) : C3)</td>
</tr>
<tr>
<td>[648, 704]</td>
<td>4</td>
<td>(((C3 \times C3) : (C2 \times C2)) : (C7 : C3))</td>
</tr>
<tr>
<td>[648, 705]</td>
<td>3</td>
<td>((S3 \times S3 \times S3) : C3)</td>
</tr>
<tr>
<td>[648, 706]</td>
<td>3</td>
<td>(((C3 \times C3 \times C3) : (C2 \times C2)) : C3)</td>
</tr>
<tr>
<td>[672, 1049]</td>
<td>3</td>
<td>(((C2 \times C2 \times C2) : (C7 : C3)))</td>
</tr>
<tr>
<td>[672, 1256]</td>
<td>3</td>
<td>(((C2 \times C2 \times C2) : (C7 : C3)))</td>
</tr>
<tr>
<td>[672, 1257]</td>
<td>3</td>
<td>(((C2 \times C2 \times C2) : (C7 : C3)))</td>
</tr>
</tbody>
</table>

Small groups for which Theorem 19 gives a lower bound. In [19] lists of groups are given where the complexity of EQN-SAT and EQN-ID is unknown. The paper refers to a more comprehensive list available on the author’s website http://math.unideb.hu/horvath-gabor/research.html. We downloaded the lists of groups and ran tests in GAP for which of these groups Theorem 19 provides lower bounds. In the list with unknown complexity for EQN-ID there are 2331 groups of order less than 768 out of which 1559 are of Fitting length three or greater. Theorem 19 applies to 22 of them: 3 groups of Fitting length 4 and 19 groups \(G\) of Fitting length 2 where \(G/U_2 G\) is not a 2-group. A list of the groups for which we could prove lower bounds can be found in Table 1.

5.1 Equations in finite semigroups

For a semigroup \(S\), the problems EQN-SAT(\(S\)) and EQN-ID(\(S\)) both receive two expressions as input. The questions is whether the two expressions evaluate to the same element under some (resp. all) assignments. For semigroups \(R, S\) we say that \(R\) divides \(S\) if \(R\) is a quotient of a subsemigroup of \(S\). The following lemmas are straightforward to prove using basic semigroup theory.

For the proofs, we need Green’s relations \(H\) and \(J\). For a definition, we refer to [35, Appendix A]. For a semigroup \(S\) we write \(S^1\) for \(S\) with an identity adjoined if there is none.

Lemma 20. If \(G\) is a maximal subgroup of a finite semigroup \(S\), then \(\text{EQN-SAT}(G) \preceq_m^{AC^n} \text{EQN-SAT}(S)\).

Proof. Let \(e \in G\) denote the identity of \(G\). Clearly, \(G = eGe \leq eSe\) and \(eSe\) is a submonoid of \(S\) with identity \(e\). The reduction simply replaces every variable \(X\) by \(eXe\) (and likewise for constants). Let \(\tilde{\alpha}\) denote the equation we obtain from an input equation \(\alpha\) this way. Now
the question is whether $\bar{a} = e$ in $S$. Clearly, if $\alpha$ has a solution in $G$, the resulting equation $\bar{a}$ has a solution in $S$. On the other hand, if $\bar{a}$ has a solution in $S$, we obtain a solution of $\alpha = e$ in $S$ where every variable takes values in $eS_e$.

Assume we have $\sigma(X) = x \not\in G$ for a satisfying assignment $\sigma$ and some variable $X$ of $\alpha$. Since $\sigma(\alpha) = e$, we have that $e$ is in the two-sided ideal $S^1xS^1$ generated by $x = exe$. By point 2. of [35, Exercise A.2.2] it follows that $x \in H_e = G$ where $H_e$ denotes the $H$-class of $e$ under Green’s relations (for a definition, we refer to [35]) and $G$ agrees with $H_e$ because $G$ is a maximal subgroup.

▶ **Lemma 21.** If a group $G$ divides a semigroup $S$, then $G$ divides already one of the maximal subgroups (i.e., regular $H$-classes) of $S$.

**Proof.** Let $U \leq S$ a subsemigroup and $\varphi : U \rightarrow G$ a surjective semigroup homomorphism. Pick some arbitrary element $s \in U$ and let $e = s^x$ be the idempotent generated by $s$. Clearly, we have $\varphi(e) = 1$. Now, the subsemigroup $eUe \leq U$ still maps surjectively onto $G$ under $\varphi$: by assumption for every $g \in G$ there is some $u_g \in U$ with $\varphi(u_g) = g$; hence, $g = 1g = (\varphi(e))\varphi(u_g) = \varphi(e)\varphi(u_g) = \varphi(eu_g)$.

If $eUe$ is not contained in a maximal subgroup, then by point 2. of [35, Exercise A.2.2], there is some $t \in eUe$ which is not $J$-equivalent to $e$. Now, we can repeat the above process starting with $t$. This will decrease the size of $U$, so it eventually terminates.

▶ **Corollary 22.** Let $S$ be a finite semigroup and $G$ a group dividing $S$. If $\text{FitLen}(G) \geq 4$ or $\text{FitLen}(G) = 3$ and $G/\mathcal{U}_2G$ is not a 2-group, then $\text{EQN-SAT}(S)$ is not in $P$ under ETH.

**Proof.** If $G$ with $\text{FitLen}(G) \geq 4$ or $\text{FitLen}(G) = 3$ and $G/\mathcal{U}_2G$ divides $S$, then it follows from Lemma 21 that there is a group $\tilde{G}$ with the same properties and which is a maximal subgroup of $S$. Hence, the statement follows from Lemma 20.

[2, Theorem 1] states that identity checking over $\tilde{G}$ reduces to identity checking over $S$ where $\tilde{G}$ is the direct product of all maximal subgroups of $S$. However, be aware that in this context the identity checking problem does not allow constants. Since the proof of Theorem 14 essentially relies on the fact that the subgroup $K$ is inducible and this can be only shown using constants, this does not allow us to show hardness of $\text{EQN-ID}(S)$.

6 Conclusion

We have shown that assuming the exponential time hypothesis there are solvable groups with equation satisfiability problem not decidable in polynomial time. Thus, under standard assumptions from complexity theory this means a negative answer to [9, Problem 1] (also conjectured in [18]). Theorem 19 yields a quasipolynomial time lower bound under ETH. Thus, a natural weakening of [9, Problem 1] is as follows:

▶ **Conjecture 2.** If $G$ is a finite solvable group, then $\text{EQN-SAT}(G)$ and $\text{EQN-ID}(G)$ are decidable in quasipolynomial time.

In [5, Theorem 2] it is proved that $\text{PROGRAMSAT}(G)$ and, hence, also $\text{EQN-SAT}(G)$ can be decided in quasipolynomial time given that $G$ is AND-weak. As remarked in Section 3 this theorem remains valid with our slightly less restrictive definition of AND-weakness in Conjecture 1. Thus, Conjecture 1 implies Conjecture 2. In particular, under the assumption of both ETH and the AND-weakness conjecture (Conjecture 1), for every finite solvable group $G$ meeting the requirements of Theorem 19 there are quasipolynomial upper and lower
bounds for EQN-SAT($G$) and EQN-ID($G$) – so under these assumptions both problems are neither in P nor NP-complete. This contrasts the situation for solving systems of equations: there is a clear P versus NP-complete dichotomy [15].

Theorem 19 proves lower bounds on EQN-SAT and EQN-ID for all sufficiently complicated finite solvable groups. As outlined above, together with the authors of [24] the extension to all groups of Fitting length three is under preparation. As a refinement we plan to show that under ETH there is no $2^{o(n^{1/d-1})}$-time algorithm for EQN-SAT($G$) and EQN-ID($G$) where $d$ is the Fitting length of $G$. Possible further research might address the complexity of EQN-SAT and EQN-ID in groups of Fitting length two. The results presented in the introduction suggest that these cases can be solved in polynomial time.

▶ **Conjecture 3.** If $G$ is a finite solvable group of Fitting length two, then EQN-SAT($G$) and EQN-ID($G$) are decidable in polynomial time.

Another direction for future work is the complexity of EQN-ID for expressions without constants.

---
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Abstract
We extend Babai’s quasipolynomial-time graph isomorphism test (STOC 2016) and develop a quasipolynomial-time algorithm for the multiple-coset isomorphism problem. The algorithm for the multiple-coset isomorphism problem allows to exploit graph decompositions of the given input graphs within Babai’s group-theoretic framework.

We use it to develop a graph isomorphism test that runs in time $n^{\text{polylog}(k)}$ where $n$ is the number of vertices and $k$ is the minimum treewidth of the given graphs and polylog($k$) is some polynomial in $\log(k)$. Our result generalizes Babai’s quasipolynomial-time graph isomorphism test.

1 Introduction

The graph isomorphism problem asks for a structure preserving bijection between two given graphs $G$ and $H$, i.e., a bijection $\varphi : V(G) \rightarrow V(H)$ such that $vw \in E(G)$ if and only if $\varphi(v)\varphi(w) \in E(H)$. One central open problem in theoretical computer science is the question whether the graph isomorphism problem can be solved in polynomial time. There are a few evidences that the problem might not be NP-hard. For example, NP-hardness of the problem implies a collapse of the polynomial hierarchy [32]. Moreover, NP-hardness of the graph isomorphism problem would refute the exponential time hypothesis since the problem can be decided in quasipolynomial time [1].

The research of the graph isomorphism problem started with two fundamental graph classes, i.e., the class of trees and the class of planar graphs. In 1970, Zemlyachenko gave a polynomial-time isomorphism algorithm for trees [37]. One year later, Hopcroft and Tarjan extended a result of Weinberg and designed a polynomial-time isomorphism algorithm for planar graphs [16],[34]. In 1980, Filotti, Mayer and Miller extended the polynomial-time algorithm to graphs of bounded genus [24],[10]1. The genus is a graph parameter that measures how far away the graph is from being planar.

In Luks’s pioneering work in 1982, he gave a polynomial-time isomorphism algorithm for graphs of bounded degree [22]. His group-theoretic approach laid the foundation of many other algorithms that were developed ever since. It turns out that the research in the

1 Myrvold and Kocay pointed out an error in Filotti’s techniques [26]. However, different algorithms have been given which show that the graph isomorphism problem for graphs of bounded genus is indeed decidable in polynomial time [25, 11, 17].
The graph isomorphism problem for restricted graph classes was a promising approach in tackling the graph isomorphism problem in general. Shortly after Luks’s result, a combinatorial partitioning lemma by Zemlyachenko was combined with Luks’s framework. This resulted in an isomorphism algorithm for graphs with \( n \) vertices in general that runs in time \( 2^{O(\sqrt{n \log n})} \) [38],[4]. This algorithm was the fastest for decades.

In 1983, the seminal work of Robertson and Seymour in graph minors started a new era of graph theory [30]. At the same time, Miller extended Luks’s group-theoretic framework to hypergraphs [25]. It turned out that the study of general structures such as hypergraphs was also a promising approach in tackling the graph isomorphism problem. In 1991, Ponomarenko could in fact use Miller’s hypergraph algorithm to design a polynomial-time isomorphism algorithm for graphs excluding a minor [29].

The work of Robertson and Seymour also rediscovered the notion of treewidth [8], a graph parameter that measures how far away the graph is from being a tree. The treewidth parameter was reborn and has been studied ever since. So, researchers went back to the roots and studied the isomorphism problem for graphs of bounded treewidth. In 1990, Bodlaender gave a simple isomorphism-algorithm for graphs of treewidth \( k \) with \( n \) vertices that runs in time \( n^{O(k)} \) [5]. However, no FPT-algorithm was known, i.e., an isomorphism algorithm with a running time of the form \( f(k) \cdot n^{O(1)} \). The search of a FPT-algorithm occupied researchers over years and this open problem was explicitly stated by several authors [36, 6, 18, 19, 28, 7, 9, 12]. In 2017, Lokshtanov, Pilipczuk, Pilipczuk and Saurabh finally solved this open problem and designed a FPT-algorithm for the graph isomorphism problem [21]. Their algorithm runs in time \( 2^{O(k \log k)} \cdot n^{O(1)} \) where \( n \) is the number of vertices and \( k \) is the minimum treewidth of the given graphs.

At the same time, Babai made a breakthrough and designed a quasipolynomial-time algorithm for the graph isomorphism problem in general [1]. His algorithm runs in time \( n^{\text{polylog}(n)} \) where \( n \) is the number of vertices and \( \text{polylog}(n) \) is some polynomial in \( \log(n) \) (according to Helfgott’s analysis the function \( \text{polylog}(n) \) can chosen to be quadratic in \( \log(n) \) [15]). To achieve this result, Babai built on Luks’s group-theoretic framework, which actually solves the more general string isomorphism problem. One of the main questions is how to combine Babai’s group-theoretic algorithm with the graph-theoretic techniques that have been developed. For example, it is unclear how to exploit a decomposition of the given graphs within Babai’s framework since his algorithm actually processes strings rather than graphs.

Recently, Grohe, Neuen and Schweitzer were able to extend Babai’s algorithm to graphs of maximum degree \( d \) and an isomorphism algorithm was developed that runs in time \( n^{\text{polylog}(d)} \) [13]. They suggest that their techniques might be useful also for graphs parameterized by treewidth and conjectured that the isomorphism problem for graphs of treewidth \( k \) can be decided in time \( n^{\text{polylog}(k)} \).

In [14], the graph-theoretic FPT-algorithm of Lokshtanov et al. was improved by using Babai’s group-theoretic algorithm and the extension given by Grohe et al. as a black box. They decomposed a graph of bounded treewidth into subgraphs with particular properties. They were able to design a faster algorithm that computes the isomorphisms between these subgraphs. However, they pointed out a central problem that arises when dealing with graph decompositions: When the isomorphisms between these subgraphs are already computed, how can they be efficiently merged in order to compute the isomorphisms between the entire graph? This problem was named as multiple-coset isomorphism problem and is formally defined as follows. Given two sets \( J = \{ \rho_1 \Delta^\text{Can}_1, \ldots, \rho_4 \Delta^\text{Can}_4 \} \) and \( J' = \{ \rho'_1 \Delta'^\text{Can}_1, \ldots, \rho'_4 \Delta'^\text{Can}_4 \} \) where \( \rho_i : V \to n, \rho'_i : V' \to n \) are bijections and \( \Delta^\text{Can}_i, \Delta'^\text{Can}_i \leq \text{Sym}([n]) \) are permutation groups for
all \( i \in [t] \), the problem is to decide whether there are bijections \( \varphi : V \to V', \psi : [t] \to [t] \) such that \( \Delta_{\text{Can}}^i = \Delta_{\text{Can}}^{\psi(i)} \) and \( \varphi \in \rho_i \Delta_{\text{Can}}^{\psi(i)}(\rho_{\psi(i)})^{-1} \) for all \( i \in [t] \). By applying the group-theoretic black box algorithms, they achieved an improved isomorphism test for graphs of treewidth \( k \) that runs in time \( 2^{k \cdot \text{polylog}(k)} n^{O(1)} \). However, for further improvements, it did not seem to be enough to use the group-theoretic algorithms as a black box only. The question of an isomorphism algorithm that runs in time \( n^{\text{polylog}(k)} \) remained open.

In [31], the study of the multiple-coset isomorphism problem continued. Rather than using group-theoretic algorithms as a black box, they were able to extend Luks’s group-theoretic framework to the multiple-coset isomorphism problem. In order to facilitate their recursion, they introduced the class of combinatorial objects. Their class of combinatorial objects contains hypergraphs, colored graphs, relational structures, explicitly given codes and more. However, the key idea in order to handle the involved structures recursively, was to add so-called labeling cosets to their structures. By doing so, they could combine combinatorial decomposition techniques with Luks’s group-theoretic framework. This led to a simply-exponential time algorithm for the multiple-coset isomorphism problem. Although the achieved running time was far away from being quasipolynomial, their result led to improvements of several algorithms. For example, it led to the currently best algorithm for the normalizer problem (a central problem in computational group theory) [35]. However, they were not able to extend also Babai’s techniques to their framework and the question of a graph isomorphism algorithm running in time \( n^{\text{polylog}(k)} \) remained open.

Our Contribution. In this paper, we give a quasipolynomial-time algorithm for the multiple-coset isomorphism problem. This leads to an answer of the conjecture in [13] mentioned above.

- **Theorem (Theorem 10).** The graph isomorphism problem can be decided in time \( n^{\text{polylog}(k)} \) where \( n \) is the number of vertices and \( k \) is the minimum treewidth of the input graphs.

When \( k = \text{polylog}(n) \), our algorithm runs in time \( n^{O((\log\log n)^c)} \) (for some constant \( c \)) and is significantly faster than Babai’s algorithm and existing FPT-algorithms for graphs parameterized by treewidth.

For the present work, we exploit the fact that Babai’s algorithm was recently extended to canonization [3]. A canonical labeling of a graph is a function that labels the vertices \( V \) of the graph with integers \( 1, \ldots, |V| \) in such a way that the labeled versions of two isomorphic graphs are equal (rather than isomorphic). The computation of canonical forms and labelings, rather than isomorphism testing, is an important task in the area of graph isomorphism and is especially useful for practical applications. Also the framework given in [31] is actually designed for the canonization problem. The present paper is based on these works and our algorithms provide canonical labelings as well. Only the algorithm given in the last section depends on the bounded-degree isomorphism algorithm of Grohe et al. for which no adequate canonization version is known.

The first necessary algorithm that we provide in our work is a simple canonization algorithm for hypergraphs.

- **Theorem (Theorem 6).** Canonical labelings for hypergraphs \((V,H)\) can be computed in time \((|V| + |H|)^{\text{polylog}|V|} \).

There is a simple argument why this algorithm is indeed necessary for our main result. It is well-known that a hypergraph \( X = (V,H) \) can be encoded as a bipartite graph \( G_X = (V \cup H, E) \) (the bipartite graph \( G_X \) has an edge \( (v,S) \in E \), if and only if \( v \in S \)). It is not hard to show
that the treewidth $k$ of this bipartite graph $G_X$ is at most $|V|$. The bipartite graph $G_X$ uniquely encodes the hypergraph $X$, in particular, two hypergraphs are isomorphic if and only if their corresponding bipartite graphs are isomorphic. This means that an isomorphism algorithm for graphs of treewidth $k$ running in time $n^{\text{polylog}(k)}$ would imply an isomorphism algorithm for hypergraphs running in time $(|V| + |H|)^{\text{polylog}|V|}$. However, applying Babai's algorithm to the bipartite graph would lead to a running time of $(|V| + |H|)^{\text{polylog}(|V|+|H|)}$. Instead of applying Babai's algorithm to the bipartite graph directly, we decompose the hypergraph and canonize the substructures recursively. To merge the canonical labelings of all subhypergraphs, we use a canonical version of the multiple-coset isomorphism problem. However, for the hypergraph algorithm, it suffices to use Babai's algorithm as a black box only.

Our decomposition technique for hypergraphs can also be used to design a simple canonization algorithm for $k$-ary relations.

\textbf{Theorem (Theorem 5).} Canonical labelings for $k$-ary relations $R \subseteq V^k$ can be computed in time $2^{\text{polylog}|V|}|R|^{O(1)}$.

The algorithm improves the currently best algorithm from [13]. As graphs can be seen as binary relations, our algorithm generalizes the quasipolynomial-time bound for graphs. The achieved running time is the best one can hope for as long as the graph isomorphism problem has no solution better than quasipolynomial time.

Our main algorithm finally solves the multiple-coset isomorphism problem. In fact, the algorithm computes canonical labelings as well.

\textbf{Theorem (Theorem 7).} Canonical labelings for a set $J$ consisting of labeling cosets can be computed in time $(|V| + |J|)^{\text{polylog}|V|}$.

This result is actually of independent interest as it also implies a faster canonization algorithm for the entire class of combinatorial objects.

To solve this problem, the simple hypergraph canonization algorithm can be used as a subroutine in some places. However, we do not longer use Babai's and Luks's techniques as a black box only. To extend their methods, we follow the route of [31] and consider combinatorial objects that allows to combine combinatorial structures with permutation group theory. In particular, we can extend Luks's subgroup reduction and Babai's method and aggregation of local certificates to our framework. All these methods were designed for the string isomorphism problem and need non-trivial extensions when dealing with a set of labeling cosets rather than a string.

\textbf{Related Work.} Another extension of Babai's quasipolynomial time algorithm has been independently proposed by Daniel Neuen [27] who provided another algorithm for the isomorphism problem of hypergraphs. However, Neuen can exploit groups with restricted composition factors that are given as additional input in order to speed up his algorithm. This can be exploited in the setting of graphs of bounded Euler genus. He provides a graph isomorphism algorithm that runs in time $n^{\text{polylog}(g)}$ where $n$ is the number of vertices and $g$ is the minimum genus of the given graphs.

On the other hand, his algorithm is not able to handle labeling cosets occurring in the combinatorial structures. In particular, his algorithm is not able to solve the multiple-coset isomorphism problem in the desired time bound, which we require for our isomorphism algorithm for graphs parameterized by treewidth. Moreover, his techniques do not provide canonical labelings.
We hope that both algorithms can be combined to give a faster isomorphism test for the large class of graphs excluding a topological subgraph. This large class of graphs includes the graphs of bounded treewidth, graphs of bounded genus, graphs of bounded degree and graphs excluding a minor. In fact, Grohe and Marx provide a structure theorem which shows that the graph classes mentioned above also characterize graphs excluding a topological subgraph. Informally, they showed that graphs excluding a topological subgraph can be decomposed into almost bounded-degree parts and minor-free parts which in turn can be decomposed into almost-embeddable parts [12]. Therefore, we hope that the improved algorithms for the isomorphism problem for bounded-degree graphs and bounded-genus graphs can be combined with our algorithm to exploit the occurring graph decomposition.

**Organization of the Paper.** In Section 3, we show how (sufficiently small) instances of the multiple-coset isomorphism and canonization problem can be processed with Babai’s algorithm. In Section 4, we present a partitioning technique to reduce the canonization problem for $k$-ary relations to instances of small size in each decomposition level. In Section 5, we extend our technique to canonization of hypergraphs, which is an important subroutine used in the next section. In Section 6, we finally present our main algorithm which canonizes a set of labeling cosets and is divided into five subroutines. In the first subroutine, we extend the partitioning technique to families of partitions. The second and third subroutine extends Luks’s subgroup reduction to our framework and reduces the problem to the barrier configuration characterized by a giant representation. The fourth and fifth subroutine extend Babai’s method and aggregation of local certificates to our framework. In Section 7, a straightforward application of the multiple-coset isomorphism problem leads to an isomorphism algorithm that runs in time $n^{\text{polylog}(k)}$ where $n$ is the number of vertices and $k$ is the treewidth of the given graphs.

## 2 Preliminaries

For an integer $t$, we write $[t]$ for $(1, \ldots, t)$. For a set $S$ and an integer $k$, we write ${S \choose k}$ for the $k$-element subsets of $S$ and $2^S$ for the power set of $S$. The composition of two functions $f : V \to U$ and $g : U \to W$ is denoted by $fg$ and is defined as the function that first applies $f$ and then applies $g$.

**Labeling Cosets.** A *labeling* of a set $V$ is a bijection $\rho : V \to [1, \ldots, |V|]$. A *labeling coset* of a set $V$ is a set of bijections $\Lambda$ such that $\Lambda = \Delta \rho = \{\delta \rho \mid \delta \in \Delta\}$ for some subgroup $\Delta \leq \text{Sym}(V)$ and some labeling $\rho : V \to [1, \ldots, |V|]$. We write $\text{Label}(V)$ to denote the labeling coset $\text{Sym}(V)\rho = \{\sigma \rho \mid \sigma \in \text{Sym}(V)\}$ where $\rho$ is an arbitrary labeling of $V$. Analogous to subgroups, a set $\Theta \tau$ is called a *labeling subcoset* of $\Delta \rho$, written $\Theta \tau \leq \Delta \rho$, if the labeling coset $\Theta \tau$ is a subset of $\Delta \rho$.

**Generating Sets.** For the basic theory of handling permutation groups given by generating sets, we refer to [33]. Indeed, most algorithms are based on strong generating sets. However, given an arbitrary generating set, the Schreier-Sims algorithm is used to compute a strong generating set (of size quadratic in the degree) in polynomial time.

**Hereditarily Finite Sets and Combinatorial Objects.** Inductively, we define *hereditarily finite sets*, denoted by $\text{HFS}(V)$, over a ground set $V$.

- A vertex $v \in V$ is an atom and a hereditarily finite set $v \in \text{HFS}(V)$,
- a labeling coset $\Delta \rho \leq \text{Label}(V)$ is an atom and a hereditarily finite set $\Delta \rho \in \text{HFS}(V)$,
- if $X_1, \ldots, X_t \in \text{HFS}(V)$, then also $\mathcal{X} = \{X_1, \ldots, X_t\} \in \text{HFS}(V)$ where $t \in \mathbb{N} \cup \{0\}$, and
- if $X_1, \ldots, X_t \in \text{HFS}(V)$, then also $\mathcal{X} = \{X_1, \ldots, X_t\} \in \text{HFS}(V)$ where $t \in \mathbb{N} \cup \{0\}$.
A (combinatorial) object is a pair \((V, \mathcal{X})\) consisting of a ground set \(V\) and a hereditarily finite set \(\mathcal{X} \in \text{HFS}(V)\). The ground set \(V\) is usually apparent from context and the combinatorial object \((V, \mathcal{X})\) is identified with the hereditarily finite set \(\mathcal{X}\). The set \(\text{Obj}(V)\) denotes the set of all objects over \(V\). The transitive closure of an object \(\mathcal{X}\), denoted by \(\text{TC}(\mathcal{X})\), is defined as all objects that recursively occur in \(\mathcal{X}\). All labeling cosets that occur in \(\mathcal{X}\) are succinctly represented via generating sets. The encoding size of an object \(\mathcal{X}\) can be chosen polynomial in \(|\text{TC}(\mathcal{X})| + |V| + t_{\text{max}}\) where \(t_{\text{max}}\) is the maximal length of a tuple in \(\text{TC}(\mathcal{X})\).

**Isomorphisms and Automorphisms of Objects.** The image of an object \(\mathcal{X} \in \text{Obj}(V)\) (where \(V\) is disjoint from \(N\)) under a bijection \(\mu : V \rightarrow V'\) is an object \(\mathcal{X}^\mu \in \text{Obj}(V')\) that is defined as follows. Define \(v^\mu := \mu(v)\) for an atom \(\mathcal{X} = v\) and define \((\Delta \rho)^\mu := \mu^{-1} \Delta \rho\) for an atom \(\mathcal{X} = \Delta \rho\), and inductively define \((X_1, \ldots, X_t)^\mu := (X_1^\mu, \ldots, X_t^\mu)\) and \((X_1, \ldots, X_t)^\mu := (X_1^\mu, \ldots, X_t^\mu)\).

The set of all isomorphisms from an object \(\mathcal{X} \in \text{Obj}(V)\) to an object \(\mathcal{X}' \in \text{Obj}(V')\) is denoted by \(\text{Iso}(\mathcal{X} ; \mathcal{X}') := \{\varphi : V \rightarrow V' \mid \mathcal{X}' = \mathcal{X}'\}\). The set of all automorphisms of an object \(\mathcal{X}\) is denoted by \(\text{Aut}(\mathcal{X}) := \text{Iso}(\mathcal{X} ; \mathcal{X})\).

**Definition 1** ([31]). Let \(C\) be an isomorphisms-closed class of (unordered) objects, i.e., for all \(\mathcal{X} \in C\) over a set \(V\) and all bijections \(\varphi : V \rightarrow V'\) it holds that \(\mathcal{X}' \in C\). A canonical labeling function \(\text{CL}\) is a function that assigns each object in \(C\) a labeling coset \(\text{CL}(\mathcal{X}) = \Lambda \leq \text{Label}(V)\) such that:

\[
\text{(CL1)} \quad \text{CL}(\mathcal{X}) = \varphi \text{CL}(\mathcal{X}') \quad \text{for all } \varphi \in \text{Iso}(V ; V') \quad \text{(the set of bijections from } V \text{ to } V') ,
\]

\[
\text{(CL2)} \quad \text{CL}(\mathcal{X}) = \text{Aut}(\mathcal{X}) \pi \quad \text{for some (and thus for all) } \pi \in \text{CL}(\mathcal{X}) .
\]

In this case, the labeling coset \(\Lambda\) is also called a canonical labeling for \(\mathcal{X}\).

### 3 Handling Small Objects via String Canonization

Next, we define the central problem of this paper which is introduced in [14],[31]. This problem is a canonical version of the multiple-coset isomorphism problem.

**Problem 2.** Compute a function \(\text{CL}_{\text{Set}}\) with the following properties:

**Input** \(J \in \text{Obj}(V)\) where \(J = (\Delta_1 \rho_1, \ldots, \Delta_t \rho_t)\), \(\Delta_i \rho_i \leq \text{Label}(V)\), \(i \in [t]\) and \(V\) is an (unordered) set.

**Output** A labeling coset \(\text{CL}_{\text{Set}}(J) = \Lambda \leq \text{Label}(V)\) such that:

\[
\text{(CL1)} \quad \text{CL}_{\text{Set}}(J) = \varphi \text{CL}_{\text{Set}}(J') \quad \text{for all } \varphi \in \text{Iso}(V ; V') ,
\]

\[
\text{(CL2)} \quad \text{CL}_{\text{Set}}(J) = \text{Aut}(J) \pi \quad \text{for some (and thus for all) } \pi \in \Lambda .
\]

Following the definition of the automorphism group for objects in general, we have that \(\text{Aut}(J) = \{\sigma \in \text{Sym}(V) \mid \exists \psi \in \text{Sym}(t) \forall i \in [t] : \sigma^{-1} \Delta_i \rho_i = \Delta_{\psi(i)} \rho_{\psi(i)}\}\).

To clarify the complexity status of Problem 2, it is important to note that the problem is actually polynomial-time equivalent to the string canonization problem. The string canonization problem in turn can be solved in quasipolynomial-time with Babai’s algorithm [3]. However, the reduction increases the permutation domain \(V\) by a factor \(|J|\), which leads to a running time of \(2^{\text{polylog}(|V| + |J|)}\) as stated in the following lemma.

**Lemma 3.** Canonical labelings for sets \(J\) can be computed in time \(2^{\text{polylog}(|V| + |J|)}\).

The main task in this work is to remove the dependency of \(|J|\) in the exponent. The main algorithm (Theorem 7) solves Problem 2 in a running time of \((|V| + |J|)^{\text{polylog}(|V|)}\) and is presented in Section 6. This improvement will finally lead to an improved algorithm for the graph isomorphism problem from \(n^{\text{polylog}(n)}\) to \(n^{\text{polylog}(k)}\) where \(n\) is the number of vertices and \(k\) is the minimum treewidth of the input graphs. However, Lemma 3 is still used in our algorithms. Especially, when \(|J|\) is bounded by some quasipolynomial in \(|V|\), the algorithm from Lemma 3 already runs in the desired time bound.
The Intuition Behind this Central Problem. We explain why Problem 2 is the central problem when dealing with graph decompositions. We want to keep this subsection as simple as possible and do not want to introduce tree decompositions yet. For our purpose, we consider a simplified formulation of a graph decomposition. In this subsection, a graph decomposition of a graph \( G = (V, E) \) is a family of subgraphs \( \{ H_i \}_{i \in [t]} \) that covers the edges of the entire graph, i.e., \( E(G) = E(H_1) \cup \ldots \cup E(H_t) \). We say that a graph decomposition is defined in an isomorphism-invariant way if for two isomorphic graphs \( G, G' \) the decompositions \( \{ H_i \}_{i \in [t]} \) and \( \{ H'_i \}_{i \in [t]} \) are defined in such a way that each isomorphism \( \varphi \in \text{Iso}(G; G') \) also maps each subgraph \( H_i \) of the decomposition of \( G \) to a subgraph \( H'_j \) of the decomposition of \( G' \).

In particular, such a decomposition has to be invariant under automorphisms of the graph. A prime example of such an isomorphism-invariant decomposition in the setting of bounded-treewidth graphs is the decomposition into clique-separator-free parts. The clique-separator decomposition goes back to Leimer [20] and is also used in our final isomorphism algorithm.

Assume we have given a graph \( G \) for which we can construct a graph decomposition \( \{ H_i \}_{i \in [t]} \) in an isomorphism-invariant way and our task is the computation of a canonical labeling for \( G \). A priori, it is unclear how to exploit our graph decomposition. In a first step, we could compute canonical labelings \( \Delta_i : \text{CL}(H_i) \) for each subgraph \( H_i \) recursively. The central question is how to merge these labeling cosets \( \Delta_i \) for \( H_i \) in order to obtain a canonical labeling \( \Delta \rho \) for the entire graph \( G \).

The easy case occurs when all subgraphs \( H_i, H_j \) are pairwise non-isomorphic. In this case, the subgraphs cannot be mapped to each other and indeed \( \text{Aut}(G) = \text{Aut}(H_1) \cap \ldots \cap \text{Aut}(H_t) \). Therefore, the computation of \( \Delta \rho \) reduces to a canonical intersection-problem. In fact, Babai’s quasipolynomial-time algorithm [3] can be used to intersect labeling cosets canonically.

Alternatively, one can use the following lemma which intuitively says that for the purpose of canonization the subgraphs \( H_i \) can be replaced with their labeling cosets \( \Delta_i \rho_i \) while preserving all symmetry information. Formally, it says the following.
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Lemma 4 ([31], Object Replacement Lemma). Let $\mathcal{X} = \{X_1, \ldots, X_t\}$ be an object and let $\text{CL}$ and $\text{CL}_{\text{Set}}$ be canonical labeling functions. Define $\mathcal{X}^{\text{Set}} := \{\Delta_1\rho_1, \ldots, \Delta_t\rho_t\}$ where $\Delta_i\rho_i := \text{CL}(X_i)$ is a canonical labeling for $X_i \in \mathcal{X}$. Assume that $X_i, X_j \in \mathcal{X}$ are pairwise isomorphic. Then, $\text{CL}_{\text{Object}}(\mathcal{X}) = \text{CL}_{\text{Set}}(\mathcal{X}^{\text{Set}})$ defines a canonical labeling for $\mathcal{X}$.

Roughly speaking, Problem 2 can be seen as the task of merging the given labeling cosets. The mixed case in which some (but not all) subgraphs $H_i, H_j$ are isomorphic can be handled by a mixture of the above cases.

In Section 7, we apply this problem to graphs $G$ with $n$ vertices of treewidth $k$. By exploiting that the subgraphs in our application can only intersect in cliques of size at most $k$, we are able to restrict our attention to vertex sets of size $|V| \leq k$ (with at most $|J| \leq n$ labeling cosets). This finally leads to the desired running time of $n^{\text{polylog}(k)}$.

Application to Combinatorial Objects. A second application of Problem 2 is the canonization framework for combinatorial objects in general given in [31]. In fact, our algorithms build on this canonization framework as it allows a recursive approach to solve the problem. Our improved running time for Problem 2 then implies an improved canonization algorithm for combinatorial objects in general that runs in time $n^{\text{polylog}|V|}$ (Corollary 8).

4 Canonization of $k$-ary Relations

In this section, we provide an algorithm for canonical labeling of $k$-ary relations $R \subseteq V^k$. As graphs can be seen as binary relations, this problem clearly generalizes the graph canonization problem. One way to canonize $k$-ary relations is by using a well-known reduction to the graph canonization problem [23]. However, this approach leads to a running time that is quasipolynomial in $|V| + |R|$. In this section, we will give a polynomial-time reduction to the canonization problem for objects that are of input size polynomial in $|V|$ (which does not depend on $|R|$). With this reduction, we obtain an improved algorithm that runs in time $2^{\text{polylog}|V||R|^{O(1)}}$. Our bound improves the currently best algorithm from [13]. Moreover, our time bound is also optimal (when measured in $|V|$ and $|R|$) as long as the graph isomorphism problem can not be solved faster than quasipolynomial time.

A partition of a set $\mathcal{X} \in \text{Obj}(V)$ is a set $\mathcal{P} = \{P_1, \ldots, P_p\}$ such that $\mathcal{X} = P_1 \cup \ldots \cup P_p$ where $\emptyset \neq P_i \subseteq \mathcal{X}$ for all $P_i \in \mathcal{P}$. We suggest a general technique for exploiting partitions.

The Partitioning Technique. In this setting, we assume that we are given some object $\mathcal{X} \in \text{Obj}(V)$ for which we can construct a partition $\mathcal{P} = \{P_1, \ldots, P_p\}$ in an isomorphism-invariant way such that $2 \leq |P| \leq 2^{\text{polylog}|V|}$. The goal is the computation of a canonical labeling for $\mathcal{X}$ by using an efficient recursion.

For example, $\mathcal{X} = R \subseteq V^k$ might be a $k$-ary relation for which we can easily construct a partition in an isomorphism-invariant way, as seen next. Assume $|R| \geq 2$ (otherwise the canonization problem is easy to solve) and let $r$ be the first position in which $R$ differs, i.e., the smallest $r \in [k]$ such that there are $(x_1, \ldots, x_k), (y_1, \ldots, y_k) \in R$ with $x_r \neq y_r$. Then, we partition $R = P_1 \cup \ldots \cup P_p$ by saying that two tuples $(x_1, \ldots, x_k), (y_1, \ldots, y_k)$ are in the same part $P_i$ if and only if $x_r = y_r$. This gives a non-trivial partition $\mathcal{P} = \{P_1, \ldots, P_p\}$ with $2 \leq |P| \leq |V| \leq 2^{\text{polylog}|V|}$ which is preserved under automorphisms and isomorphisms.

Using recursion, we compute a canonical labeling $\Delta_i\rho_i$ for each part $P_i \subseteq \mathcal{X}$ recursively (assumed that we can define a partition for each part again). In our example, $P_i \subseteq R$ is a subrelation and therefore we can apply our approach recursively.
So far, we computed canonical labelings for each part $P_i \subseteq \mathcal{X}$ independently. The main idea is to use our central problem (Problem 2) to merge all these labeling cosets. Let us restrict our attention to the case in which the parts $P_i, P_j \in \mathcal{P}$ are pairwise isomorphic. In this case, we define the set $\mathcal{P}^{\text{Set}} := \{ \Delta_i \rho_i \mid P_i \in \mathcal{P} \}$ consisting of the canonical labelings $\Delta_i \rho_i$ for each part. Moreover, by object replacement (Lemma 4), a canonical labeling for $\mathcal{P}^{\text{Set}}$ defines a canonical labeling for $\mathcal{P}$ as well. A canonical labeling for $\mathcal{P}$ in turn defines a canonical labeling for $\mathcal{X}$ since we assume the partition to be defined in an isomorphism-invariant way. Therefore, it is indeed true that a canonical labeling for $\mathcal{P}^{\text{Set}}$ defines a canonical labeling for $\mathcal{X}$. For this reason, we can use the algorithm from Lemma 3 to compute a canonical labeling for $\mathcal{P}^{\text{Set}}$. Intuitively, this algorithm merges all the labeling cosets in $\mathcal{P}^{\text{Set}}$ into one single canonical labeling. In our example, this single labeling coset is a canonical labeling for the relation $R$. The algorithm Lemma 3 runs in the desired time bound since $|\mathcal{P}^{\text{Set}}| = |\mathcal{P}| \leq 2^{\text{polylog}|V|}$ is bounded by some quasipolynomial.

Let us consider the number of recursive calls $R(\mathcal{X})$ of this approach for a given object $\mathcal{X}$. Since we recurse on each part $P_i \in \mathcal{P}$, we have a recurrence of $R(\mathcal{X}) = 1 + \sum_{P_i \in \mathcal{P}} R(P_i)$ leading to at most $|\mathcal{X}|^{|\mathcal{P}|}$ recursive calls. The running time for one single recursive call is bounded by $2^{\text{polylog}|V|}$. For this reason, the total running time is bounded by $2^{\text{polylog}|V||\mathcal{X}|^{|\mathcal{P}|}}$.

**Theorem 5.** Canonical labelings for $k$-ary relations $R \subseteq V^k$ can be computed in time $2^{\text{polylog}|V| |R|^{|\mathcal{P}|}}$.

## 5 Canonization of Hypergraphs

In this section, we provide an algorithm for canonical labeling of hypergraphs $(V, H)$ where $H \subseteq 2^V$.

We want to extend the previous partitioning technique to hypergraphs. However, for hypergraphs a non-trivial isomorphism-invariant partition $H = H_1 \cup \ldots \cup H_k$ of the edge set does not always exist, e.g., the hypergraph $(V, \{(S \subseteq V \mid |S| = 2)\})$ does not have a non-trivial partition of the edge set that is preserved under automorphisms. Therefore, we can not apply the partitioning technique to this setting. For this reason, we introduce a generalized technique in order to solve this problem. This generalized technique results in a slightly weaker time bound of $(|V| + |H|)^{\text{polylog}|V|}$ (where the dependency on $|H|$ is not polynomial). Indeed, it is an open problem whether the running time for the hypergraph isomorphism problem can be improved to $2^{\text{polylog}|V| \cdot |H|^{|\mathcal{P}|}}$ [2].

A cover of a set $\mathcal{X} \in \text{Obj}(V)$ is a set $C = \{C_1, \ldots, C_r\}$ such that $\mathcal{X} = C_1 \cup \ldots \cup C_r$, where $\emptyset \neq C_i \subseteq \mathcal{X}$ for all $C_i \in C$. In contrast to a partition, the sets $C_i, C_j$ are not necessarily disjoint for $i \neq j$. A cover $C$ of $\mathcal{X}$ is called sparse if $|C| \leq \frac{2}{5}|\mathcal{X}|$ for all $C_i \in C$. Extending the partitioning technique, we suggest a technique to handle covers.

### The Covering Technique.

In this setting, we assume that we have given some object $\mathcal{X} \in \text{Obj}(V)$ for which we can define a cover $C = \{C_1, \ldots, C_r\}$ in an isomorphism-invariant way. Also here, we assume that $2 \leq |C| \leq 2^{\text{polylog}|V|}$. The goal is the computation of a canonical labeling of $\mathcal{X}$ using an efficient recursion.

For example, $\mathcal{X} = H$ is a hypergraph for which we can easily define a cover in an isomorphism-invariant way, as seen next. We assume that $|H| \geq 2$ (otherwise the canonicalization problem is easy to solve) and that $\emptyset \notin H$ (otherwise we remove the empty set from $H$). Then, we cover $H = \bigcup_{v \in V} C_v$ by setting $C_v := \{S \in H \mid v \in S\}$ and define a cover $C := \{C_v \mid v \in V\}$. Since each hyperedge $S \in H$ contains at least one vertex $v \in V$, each hyperedge $S$ is contained in at least one set $C_v \in C$. Moreover, the cover $C$ is preserved under automorphisms and isomorphisms.
First, we reduce to the setting in which \( C \) is a sparse cover of \( \mathcal{X} \). This can be done as follows. We define \( C'_i := C_i \) if \( |C_i| \leq \frac{1}{2}|\mathcal{X}| \) and we define \( C'_i := \mathcal{X} \setminus C_i \) if \( |C_i| > \frac{1}{2}|\mathcal{X}| \). By definition, we ensured that \( |C'_i| \leq \frac{1}{2}|\mathcal{X}| \) for all \( i \in [c] \). Let \( X^* := \bigcup_{i \in [c]} C'_i \). Next, we consider two cases.

If \( X^* \subseteq X \), then we have found a non-trivial partition \( X = \mathcal{X} \setminus X^* \) where \( X^* := \mathcal{X} \setminus X^* \).

In the hypergraph example, we would have a non-trivial partition of the hyperedges defined in an isomorphism-invariant way (which can be exploited very easily). We proceed analogously as in the partitioning technique explained in Section 4.

Otherwise, if \( X^* = \mathcal{X} \), then \( C^* := \{C'_1, \ldots, C'_c\} \) is also a cover of \( \mathcal{X} \). But more importantly, the cover \( C^* \) is indeed sparse. In the case of a sparse cover, we also proceed analogously as in the partition technique explained in Section 4. However, the key difference of the covering technique compared to the partitioning technique lies in the recurrence for the number of recursive calls since the sets \( C'_i, C'_j \in C^* \) are not necessarily pairwise disjoint. The recurrence we have is \( R(\mathcal{X}) = 1 + \sum_{i = 1}^{c} R(C'_i) \). By using that \( |C'_i| = |C| \leq 2^{\text{polylog}|V|} \) and that \( |C'_i| \leq \frac{1}{2}|\mathcal{X}| \), we obtain at most \( |\mathcal{X}|^{\text{polylog}|V|} \) recursive calls. This is exactly the reason why the algorithm for relations is faster than the algorithm for hypergraphs.

\begin{theor}
Canonical labelings for hypergraphs \((V, H)\) can be computed in time \((|V| + |H|)^{\text{polylog}|V|}\).
\end{theor}

\section{Canonicalization of Sets and Objects}

Our main theorem provides an algorithm that canonizes a set \( J = \{\Delta_i, \rho_1, \ldots, \Delta_i, \rho_t\} \) consisting of labelings cosets \( \Delta_i, \rho_i \leq \text{Label}(V), i \in [t] \).

\begin{theor}
A function \( \text{CL}_{\text{Set}} \) solving Problem 2 can be computed in time \((|V| + |J|)^{\text{polylog}|V|}\).
\end{theor}

\begin{cor}
Canonical labelings for combinatorial objects can be computed in time \( n^{\text{polylog}|V|} \) where \( n \) is the input size and \( V \) is the ground set of the object.
\end{cor}

\section*{Proof Outline}
For the purpose of recursion, our main algorithm \( \text{CL}_{\text{Set}} \) needs some additional input parameters. The input of the main algorithm is a tuple \((J, A, \Delta^{\text{Can}}, g^{\text{Can}})\) consisting of the following input parameters.

- \( J \) is a set consisting of labeling cosets,
- \( A \subseteq V \) is a subset which is \( \Delta \)-invariant for all \( \Delta, \rho_i \in J \). We require that Property (A) holds: \( (\Delta_i, \rho_i)|_{V \setminus A} = (\Delta_j, \rho_j)|_{V \setminus A} \) for all \( \Delta_i, \rho_i, \Delta_j, \rho_j \in J \) (initially, we set \( A := V \)),
- \( \Delta^{\text{Can}} \leq \text{Sym}(W^{\text{Can}}) \) is a group over the linearly ordered set \( W^{\text{Can}} = \{1, \ldots, |V|\} \). We require that for all \( \Delta, \rho_i \in J \) it holds that \( \rho_i^{-1} \Delta_i, \rho_i = \Delta^{\text{Can}} \) (if this would not be the case, can be shown that \( J \) can be partitioned such that progress can be measured), and
- \( g^{\text{Can}} : \Delta^{\text{Can}} \rightarrow \text{Sym}(W^{\text{Can}}) \) is a giant representation where \( W^{\text{Can}} = \{1, \ldots, |W^{\text{Can}}|\} \) is a linearly ordered set (a homomorphism \( h : \Delta \rightarrow \text{Sym}(W) \) is called a giant representation if the image of \( \Delta \) under \( h \) is a giant, i.e., \( \text{Alt}(W) \leq h(\Delta) \leq \text{Sym}(W) \)). It is allowed that \( g^{\text{Can}} \) is undefined (\( g^{\text{Can}} = \bot \)).

\section*{The Subgroup Recursion}
First of all we design a subgroup reduction that, given a tuple \((J, A, \Delta^{\text{Can}}, 1)\) and a subgroup \( \Psi^{\text{Can}} \leq \Delta^{\text{Can}} \), reduces the canonical labeling problem of \((J, A, \Delta^{\text{Can}}, 1)\) to \( s \)-many instances \((\tilde{J}_i, A, \Psi^{\text{Can}}, 1)\) where \( |\tilde{J}_i| \leq |J| \). Here, \( s \) corresponds to the index of \( \Psi^{\text{Can}} \) in \( \Delta^{\text{Can}} \). In contrast to Luks’s subgroup reduction, the present reduction splits all labeling cosets in \( J \) simultaneously. We describe the idea of this algorithm.
We consider the decomposition into left cosets of $\Delta^\text{Can} = \bigcup_{t \in [s]} \rho_i^t \Psi^\text{Can} \in V^\text{Can}$ and define $\tilde{J} := \{ \rho_1 \rho_2 \cdots \rho_i \in J \mid i \in [t], t \in [s] \}$. Surprisingly, we can show that $\text{Aut}(\tilde{J}) = \text{Aut}(J)$. This means that a canonical labeling for $\tilde{J}$ defines a canonical labeling for $J$ as well and vice versa. Therefore, the first idea that comes to mind would be a recursion on the instance $(\tilde{J}, A, \Psi^\text{Can})$. However, there are two problems when recursing on $\tilde{J}$. First, the instance $\tilde{J}$ does not necessarily preserve Property (A) that we have for the subset $A \subseteq V$ (this requirement is important for the subroutines that follow).

Second, it holds that $|\tilde{J}| > |J|$ (assumed that $\Psi^\text{Can} \leq \Delta^\text{Can}$ is a proper subgroup). Also this blow-up in the instance size would not lead to the desired recursion. However, we are able to construct a decomposition of $\tilde{J} = \tilde{J}_1 \cup \ldots \cup \tilde{J}_r$ such that $r \leq s$ and $|\tilde{J}_i| \leq |J|$ such that Property (A) holds for each instance $(\tilde{J}_i, A, \Psi^\text{Can}, i)$. We consider the decomposition into left cosets of $\Delta^\text{Can}$.

**The Johnson Reduction.** We design an algorithm that, given an instance $(J, A, \Delta^\text{Can}, i)$, either finds a giant representation $g^\text{Can} : \Delta^\text{Can} \rightarrow \text{Sym}(W^\text{Can})$ or reduces the canonical labeling problem of $(J, A, \Delta^\text{Can})$ to instances that are smaller (according to some function that measures progress).

First of all, we want to reduce to the case in which all $\Delta_i \leq \text{Sym}(V)$ are transitive on $A \subseteq V$. To achieve transitivity, Babai’s algorithm uses Lukš’s idea of orbit-by-orbit processing. However, the orbit-by-orbit recursion is a tool that is developed for strings and needs a non-trivial adaption when dealing with a set of labeling cosets $J$. To achieve transitivity, the present algorithm uses an extension of the orbit-by-orbit recursion that was developed in [31]. In the transitive case, we follow Babai’s idea. First, we define a block system $B^\text{Can}$ on which $\Delta^\text{Can}$ acts primitively. If the primitive group acting on $B^\text{Can}$ is small, we use the subgroup reduction to reduce to a subgroup $\Psi^\text{Can} \leq \Delta^\text{Can}$ that is defined as the kernel of that action. In case that the primitive group is large, we use Cameron’s classification of large primitive groups which implies that the primitive group is a Cameron group. We reduce the Cameron group to a Johnson group by using the subgroup reduction again. The Johnson group (acting on subsets of a set $W^\text{Can}$) in turn can be used to define a giant representation $g^\text{Can} : \Delta^\text{Can} \rightarrow \text{Sym}(W^\text{Can})$.

**Definition 9 (Certificates of Fullness).** A group $G \leq \text{Sym}(V)$ is called a certificate of fullness for an instance $(J, A, \Delta^\text{Can}, g^\text{Can})$ if

1. $G \leq \text{Aut}(J)$,
2. $G^\text{Can} := G_{\rho_i} \leq \Delta^\text{Can}$ does not depend on the choice of $\Delta, \rho_i \in J$, and
3. $g^\text{Can} : G^\text{Can} \rightarrow \text{Sym}(W^\text{Can})$ is still a giant representation.

**The Certificate Producing Algorithm.** We design an algorithm that, given an instance $(J, A, \Delta^\text{Can}, g^\text{Can})$ (where $g^\text{Can}$ is defined), either finds a certificate of fullness or makes progress (according to some function that measures progress).
The algorithm picks a subset $T_{\text{Can}} \subseteq W_{\text{Can}}$ of logarithmic size. We call this set $T_{\text{Can}}$ a canonical test set. Next, we define the group $\Delta^*_\text{Can} \subseteq \Delta_{\text{Can}}$ which stabilizes $T_{\text{Can}}$ in the image under $g_{\text{Can}}$. By doing so, we can define a giant representation $g_T^* : \Delta^*_\text{Can} \to \text{Sym}(T_{\text{Can}})$. We say that $V_{\text{Can}} \in V_{\text{Can}}$ is affected by $g_T^*$ if $g_{\text{Can}}^*$ is not a giant representation when restricted to $(\Delta^*_\text{Can})_{(v_{\text{Can}})}$. Let $S_{\text{Can}}, t_{\text{Can}} \subseteq V_{\text{Can}}$ be set of elements affected and unaffected by $g_{\text{Can}}^*$, respectively. We have a technical difference in our algorithm in contrast to Babai’s method.

In Babai’s method of local certificates, he processes a giant representation $g : \Delta \to \text{Sym}(W)$ and considers multiple test sets $T \subseteq W$ (one test set for each subset of logarithmic size). In our framework, we define the giant representation for a group $\Delta_{\text{Can}}^*$ over a linearly ordered set $V_{\text{Can}}$. This allows us to choose one single (canonical) test set $T_{\text{Can}} \subseteq W_{\text{Can}}$ only. Here, canonical means that the subset is chosen minimal with respect to the ordering of the natural numbers. However, when we translate the ordered structures $V_{\text{Can}}$ to unordered structures over $V$, we implicitly consider multiple test sets and giant representations. More precise, by applying inverses of labelings in $\Delta, \rho_i \in J$ to the ordered group $\Delta^*_{\text{Can}} \subseteq \text{Sym}(V_{\text{Can}})$, we obtain a set of groups over $V$, i.e., $\{\lambda_i \Delta^*_{\text{Can}} \lambda_i^{-1} \mid \lambda_i \in \Delta, \rho_i \}$. Similarly, we can define a set of giant representations $\{(g^*_{\text{Can}})\lambda_i^{-1} \mid \lambda_i \in \Delta, \rho_i \}$ (where $(g^*_{\text{Can}})\lambda_i^{-1} (\delta_i) := g_{\text{Can}}(\lambda_i^{-1} \delta_i \lambda_i)$ for $\delta_i \in \Delta$) and a set of affected points $H_i := \{S \subseteq V \mid S_{\lambda_i} = S_{\text{Can}}$ for some $\lambda_i \in \Delta, \rho_i \}$. Therefore, when dealing over unordered structures, we need to consider multiple groups and homomorphisms. It becomes even more complex, since we are dealing with a set $J$ consisting of labeling cosets rather than one single group only. In fact, we obtain a set of affected point sets $H_i$ for each labeling coset $\Delta, \rho_i \in J$. However, it turns out that the hardest case occurs when $H_i = H_j$ for all $\Delta, \rho_i, \Delta, \rho_j \in J$. Roughtly speaking, we will apply the following strategy.

We restrict each labeling coset in $J$ to some set of affected points $S \in H_i$ and define a set of local restrictions $J^*_S$ that ignore the vertices outside $S$. The precise definition of $J^*_S$ is given in our algorithm. Intuitively, the algorithms tries to analyze the labeling cosets locally.

**Case 1:** The local restrictions $J^*_S$ are pairwise distinct. In this case, we canonize the local restrictions $J^*_S$ recursively. Observe that a canonical labeling $\Delta, \rho_i \in J$ does not necessarily define a canonical labeling for $J$. However, we can define a function $\alpha : J^*_S \to J$ that assigns each local restriction its corresponding labeling coset $\Delta, \rho_i \in J$. This function is well-defined since we assumed the local restrictions to be pairwise distinct. Now, each automorphism in $\text{Aut}(J^*_S)$ induces a permutation of $J^*_S$ which in turn induces a permutation of $J$. We are able to use the permutations on $J$ to canonize the set $J$ efficiently (without even applying further recursive calls).

**Case 2:** Some local restrictions in $J^*_S$ are pairwise different and some local restrictions in $J^*_S$ are pairwise equal. In this case, we can define a non-trivial partition of $J$ in the following way. We say that two labeling cosets $\Delta, \rho_i, \Delta, \rho_j$ are in the same part, if and only if the corresponding local restrictions in $J^*_S$ coincide. Actually, this leads to a family of partitions since we obtain one partition for each choice of an affected set $S \in H_i$. We exploit this partition family by using an extension of the partitioning techniques from Sections 4 and 5.

**Case 3:** The local restrictions $J^*_S$ are pairwise equal. In this case, it is possible to find automorphisms $G_S \subseteq \text{Sym}(V)$ of $J$ which fix the unaffected points $V \setminus S$. In fact, we can find such automorphisms for all choices of $S \in H_i$, otherwise we are in a situation of a previous case. Finally, we consider the group of automorphisms $G \subseteq \text{Aut}(J)$ generated by all $G_S$ for $S \in H_i$. We can show that $G$ is indeed a certificate of fullness.

**The Certificate Aggregation.** We finally design an algorithm that, given an instance $(J, A, \Delta_{\text{Can}}, g_{\text{Can}})$ and a certificate of fullness $G \subseteq \text{Sym}(V)$ makes progress (according to some function that measures progress).
Let us consider the less technical case in which $g^{\text{Can}}(G^{\text{Can}})$ is the symmetric group (rather than the alternating group). In this case, it holds that $G^{\text{Can}}\Psi^{\text{Can}} = \Delta$ where $\Psi^{\text{Can}}$ is the kernel of $g^{\text{Can}}$. Similarly to the subgroup recursion, we consider the decomposition of $\Delta = \bigcup_{i \in [t]} \delta_i^{\text{Can}} \Psi^{\text{Can}}$ into left cosets of the kernel and define $J := \{ \rho_i \delta_i^{\text{Can}} \Psi^{\text{Can}} | i \in [t], \ell \in [s] \}$. Again, we have $\text{Aut}(\hat{J}) = \text{Aut}(J)$. The key observation is that $G$ is transitive on $\hat{J}$ since $(\rho_i \delta_i^{\text{Can}} \Psi^{\text{Can}})^g = \rho_i g^{\rho_i} \delta_i^{\text{Can}} \Psi^{\text{Can}}$ for all $g \in G$ and $G^{\text{Can}} \Psi^{\text{Can}} = \Delta^{\text{Can}}$.

First, consider an easy case in which $J = \{ \Delta_1 \rho_1 \}$ consists of one single labeling coset. In this case, we have a set of automorphisms $G$ acting transitively on the subcosets $\hat{J} = \{ \rho_i \delta_i^{\text{Can}} \Psi^{\text{Can}} | i \in [s] \}$. Moreover, each subcoset satisfies $\text{Aut}(\rho_i \delta_i^{\text{Can}} \Psi^{\text{Can}}) \leq \text{Aut}(J)$ and can be seen as an individualization of $J$. This means, we can choose (arbitrarily) a subcoset $\rho_i \delta_i^{\text{Can}} \Psi^{\text{Can}} \leq \Delta_1 \rho_1$ and recurse on that. Since the automorphisms in $G$ can map each subcoset to each other subcoset it does not matter which subcoset we choose. By recursing on one single subcoset only, we can measure significant progress. At the end, we return $G\hat{A}$ where $\hat{A}$ is a canonical labeling for the (arbitrarily) chosen subcoset and $G$ is the group of automorphisms (acting transitively on the set of all subcosets).

However, the situation becomes more difficult when dealing with more labeling cosets $J = \{ \Delta_1 \rho_1, \ldots, \Delta_t \rho_t \}$ for $t \geq 2$. The first idea that comes to mind is the following generalization. We choose (arbitrarily) some $\ell \in [s]$ and define the set of subcosets $\hat{J}_\ell := \{ \rho_i \delta_i^{\text{Can}} \Psi^{\text{Can}} | i \in [t], \ell \in [s] \}$ of $\hat{J}$. The set $\hat{J}_\ell$ contains exactly one subcoset $\rho_i \delta_i^{\text{Can}} \Psi^{\text{Can}} \leq \Delta_1 \rho_1$ of each $\Delta_i, \rho_i \in J$. However, the partition $\hat{J} := \{ \hat{J}_\ell | \ell \in [s] \}$ might not be $G$-invariant and $G$ might not be transitive on it. In fact, we are able to find a suitable partition $\hat{J} := \{ \hat{J}_1, \ldots, \hat{J}_r \}$ of the subcosets $\hat{J}$ on which $G$ is transitive.

### 7 Isomorphism of Graphs Parameterized by Treewidth

**Theorem 10.** Let $G_1, G_2$ be two connected graphs. There is an algorithm that, given a pair $(G_1, G_2)$, computes the set of isomorphisms $\text{Iso}(G_1; G_2)$ in time $|V(G_1)|^{\text{polylog}(\text{tw}G_1)}$.

**Proof Outline.** We follow the graph decomposition approach from [14] building on [21]. It was shown that graphs of treewidth $k$ can be decomposed in an isomorphism-invariant way into parts that have restrictions on their automorphism groups. More precisely, the automorphism group of each part has composition-width at most $k$ after fixing one vertex (the composition-width of a group $\Delta$ is the smallest integer $k$ such that all composition factors of $\Delta$ are isomorphic to a subgroup of $\text{Sym}(k)$). This fact allows us to use the bounded-degree graph isomorphism algorithm given in [13] to compute the isomorphisms between the parts. Finally, we use our main theorem (Theorem 7) to merge the isomorphisms.

Since Grohe, Neuen and Schweitzer provide an isomorphism algorithm, rather than a canonization algorithm, our final algorithm from the previous theorem does not lead to canonical forms. However, this is the only part that depends on their isomorphism algorithm.

### 8 Outlook and Open Questions

One could ask the question whether our isomorphism algorithm for graphs can be improved to a FPT-algorithm that runs in time $2^{\text{polylog}(k)} n^{O(1)}$ where $n$ is the number of vertices and $k$ is the maximum treewidth of the given graphs. There are various reasons why this might be difficult. One reason is that our approach would require a FPT-algorithm for the isomorphism problem of graphs of maximum degree $d$ that runs in time $2^{\text{polylog}(d)} n^{O(1)}$. However, it is an open question whether any FPT-algorithm for the graph isomorphism problem parameterized
Graph Isomorphism in Quasipolynomial Time Parameterized by Treewidth

by maximum degree exists. Another reason is that an algorithm for graphs running in time $2^{\text{polylog}(k)n^{O(1)}}$ would imply an isomorphism algorithm for hypergraphs $(V, H)$ running in time $2^{\text{polylog}|V||H|^{O(1)}}$. It is also an open question, whether such a hypergraph isomorphism algorithm exists [2]. If this were indeed the case, one could hope for an improvement of our canonization algorithm for a set $J$ consisting of labeling cosets that runs in time $2^{\text{polylog}|V||J|^{O(1)}}$.

Recently, Babai extended his quasipolynomial-time algorithm to the canonization problem for graphs [3]. With Babai’s result, it is a natural question whether the bounded-degree isomorphism algorithm of [13] extends to canonization as well. The present isomorphism algorithm for graphs parameterized by treewidth should then be amenable to canonization as well.

Another question that arises is about permutation groups $G \leq \text{Sym}(V)$. The canonical labeling problem for permutation groups is of great interest because it also solves the normalizer problem. In our recent work, we gave a canonization algorithm for explicitly given permutation groups running in time $2^{O(|V||G|^{O(1)}}$ [31]. Recently, the framework was extended to permutation groups that are implicitly given and the running time was improved to $2^{O(|V|)}$ [35]. The present work implies a canonization algorithm running in time $(|V| + |G|)^{\text{polylog}|V|}$. An important question is whether the present techniques can be combined with the canonization techniques for implicitly given permutation groups to obtain a canonization algorithm running in time $2^{\text{polylog}|V|}$.

Finally, we ask whether the isomorphism problem can be solved in time $n^{\text{polylog}(|V(H)|)}$ where $n$ is the number of vertices and $H$ is an excluded topological subgraph of the given graphs. Even for excluded minors $H$, we do not have such an algorithm.
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## Abstract

In the \( k \)-Steiner Orientation problem, we are given a mixed graph, that is, with both directed and undirected edges, and a set of \( k \) terminal pairs. The goal is to find an orientation of the undirected edges that maximizes the number of terminal pairs for which there is a path from the source to the sink. The problem is known to be \( \text{W}[1] \)-hard when parameterized by \( k \) and hard to approximate up to some constant for \( \text{FPT} \) algorithms assuming \( \text{Gap-ETH} \). On the other hand, no approximation factor better than \( \Theta(k) \) is known.

We show that \( k \)-Steiner Orientation is unlikely to admit an approximation algorithm with any constant factor, even within \( \text{FPT} \) running time. To obtain this result, we construct a self-reduction via a hashing-based gap amplification technique, which turns out useful even outside of the \( \text{FPT} \) paradigm. Precisely, we rule out any approximation factor of the form \( \Theta((\log k)^{o(1)}) \) for \( \text{FPT} \) algorithms (assuming \( \text{FPT} \neq \text{W}[1] \)) and \( \Theta((\log n)^{o(1)}) \) for purely polynomial-time algorithms (assuming that the class \( \text{W}[1] \) does not admit randomized \( \text{FPT} \) algorithms). This constitutes a novel inapproximability result for polynomial-time algorithms obtained via tools from the \( \text{FPT} \) theory. Moreover, we prove \( k \)-Steiner Orientation to belong to \( \text{W}[1] \), which entails \( \text{W}[1] \)-completeness of \( \Theta((\log k)^{o(1)}) \)-approximation for \( k \)-Steiner Orientation. This provides an example of a natural approximation task that is complete in a parameterized complexity class.

Finally, we apply our technique to the maximization version of directed multicut – \( \text{MAX} (k,p) \)-Directed Multicut – where we are given a directed graph, \( k \) terminal pairs, and a budget \( p \). The goal is to maximize the number of separated terminal pairs by removing \( p \) edges. We present a simple proof that the problem admits no \( \text{FPT} \) approximation with factor \( \Theta(k^{1/2} - \epsilon) \) (assuming \( \text{FPT} \neq \text{W}[1] \)) and no polynomial-time approximation with ratio \( \Theta(|E(G)|^{1/2} - \epsilon) \) (assuming \( \text{NP} \notin \text{co-RP} \)).

## 1 Introduction

In the recent years new research directions emerged in the intersection of the two theories aimed at tackling \( \text{NP} \)-hard problem: parameterized complexity and approximation algorithms. This led to numerous results combining techniques from both toolboxes. The main goal in this area is to obtain an algorithm running in time \( f(k) \cdot |I|^{O(1)} \) for an instance \( I \) with
parameter $k$, that finds a solution of value no worse than $\alpha$ (the approximation factor) times the value of the optimal solution. They are particularly interesting for problems that are both W[1]-hard and at the same time cannot be well approximated in polynomial time [1, 10, 13, 22, 30]. On the other hand, some problems remain resistant to approximation even in this paradigm.

Obtaining polynomial-time approximation lower bounds under the assumption of P $\neq$ NP is challenging, because it usually requires to prove NP-hardness of a gap problem. In a gap problem one only needs to distinguish instances with the value of optimal solution at least $C_1$ from those with this value at most $C_2$. This provides an argument that one cannot obtain any approximation factor better than the gap, i.e., $C_1/C_2$, as long as P $\neq$ NP.

A road to such lower bounds has been paved by the celebrated PCP theorem [4], which gives an alternative characterization of the class NP. The original complicated proof has been simplified by Dinur [16] via the technique of gap amplification: an iterated reduction from a gap problem with a small gap to one with a larger gap. When the number of iterations depends on the input size, this allows us to start the chain of reductions from a problem with no constant gap. However, this is only possible when we can guarantee that the size of all created instances does not grow super-polynomially.

The process of showing approximation lower bounds becomes easier with an additional assumption of the Unique Games Conjecture [28], which states that a particular gap version of the UNIQUE GAMES problem is NP-hard. This makes it possible to start a reduction from a problem with an already relatively large gap. The reductions based on Unique Games Conjecture provided numerous tight approximation lower bounds [5, 23, 31].

A parameterized counterpart of the hardness assumption P $\neq$ NP is FPT $\neq$ W[1], which is equivalent to the statement that $k$-CLIQUE $\notin$ FPT, that is, $k$-CLIQUE\(^1\) does not admit an algorithm with running time of the form $f(k) \cdot |I|^{O(1)}$. Similarly to the classical complexity theory, proving hardness of an approximate task relying only on FPT $\neq$ W[1] is difficult but possible. A recent result stating that the gap version of $k$-DOMINATING SET is W[1]-hard (for the gap being any computable function $F(k)$) required gap amplification through a distributed PCP theorem [26].

Again, the task becomes easier when working with a stronger hardness assumption: Gap Exponential Time Hypothesis\(^2\) (Gap-ETH) states that there exists $\varepsilon > 0$ so that one requires exponential time to distinguish satisfiable 3-CNF-SAT formulas from those where only a fraction of $(1-\varepsilon)$ clauses can be satisfied at once [17, 34]. Gap-ETH is a stronger assumption than FPT $\neq$ W[1], i.e., the first implies the second, and it sometimes turns out more convenient since it already provides hardness for a problem with a gap. There are many recent examples of using Gap-ETH for showing hardness of parameterized approximation [6, 9, 10, 11, 13, 30].

Our contribution is a novel gap amplification technique which exploits the fact that in a parameterized reduction we can afford an exponential blow-up with respect to the parameter. It circumvents the obstacles related to PCP protocols and, together with a hashing-based lemma, allows us to construct relatively simple self-reductions for problems on directed graphs.

---

\(^1\) We attach the parameter to the problem name when we refer to a parameterized problem.

\(^2\) Gap-ETH is a stronger version of the Exponential Time Hypothesis (ETH), according to which one requires exponential time to solve 3-CNF-SAT [25].
Steiner Orientation

In the $k$-Steiner Orientation problem we are given a mixed graph, that is, with both directed and undirected edges, and a set of $k$ terminal pairs. The goal is to find an orientation of the undirected edges that maximizes the number of terminal pairs for which there is a path from the source to the sink.

Some of the first studies on the $k$-Steiner Orientation problem (also referred to as the Maximum Graph Orientation problem) were motivated by modeling protein-protein interactions (PPI) [36] and protein-DNA interactions (PDI) [19, 20]. Whereas PPIs interactions could be represented with undirected graphs, PDIs required introducing mixed graphs. Arkin and Hassin [3] showed the problem to be NP-hard, but polynomially solvable for $k = 2$. This result was generalized by Cygan et al. [15], who presented an $n^{O(k)}$-time algorithm, which implies that the problem belongs to the class XP (see Section 3) when parameterized by $k$ (cf. [18] for different choices of parameterization).

The $k$-Steiner Orientation problem has been proved to be W[1]-hard by Pilipczuk and Wahlström [38], which makes it unlikely to be solvable in time $f(k) \cdot |I|^{O(1)}$. The W[1]-hardness proof has been later strengthened to work on planar graphs and to give a stronger running time lower bound based on ETH [11], which is essentially tight with respect to the $n^{O(k)}$-time algorithm.

The approximation of Steiner Orientation has been mostly studied on undirected graphs, where the problem reduces to optimization over trees by contracting 2-connected components [15]. Medvedovsky et al. [36] presented an $O(\log n)$-approximation and actually proved that one can always find an orientation satisfying $\Omega(\frac{k}{\log n})$ terminal pairs. The approximation factor has been improved to $O(\log n / \log \log n)$ [20] and later to $O(\log k / \log \log k)$ [15] by observing that one can compress an undirected instance to a tree of size $O(k)$. A lower bound of $\frac{\log n}{\log \log n} - \varepsilon$ (based on P ≠ NP) has been obtained via a reduction from Max Directed Cut [36]. Medvedovsky et al. [36] posed a question of tackling the maximization problem on mixed graphs, which was partially addressed by Gamzu et al. [20] who provided a polylogarithmic approximation in the case where the number of undirected components on each source-sink path is bounded by a constant.

The decision problem whether all the terminal pairs can be satisfied is polynomially solvable when restricting input graphs to be undirected [24], which makes the maximization version fixed-parameter tractable, by simply enumerating all subsets of terminals. The maximization version on mixed graphs is far less understood from the FPT perspective. It is unlikely to be exactly solvable since the decision problem is W[1]-hard, but can we approximate it within a reasonable factor? The reduction by Chitnis et al. [11] implies that, assuming Gap-ETH, $k$-Steiner Orientation cannot be approximated within factor $\frac{20}{19} - \varepsilon$ on mixed graphs, in running time $f(k) \cdot n^{O(1)}$. Using new techniques introduced in this paper, we are able to provide stronger lower bounds based on a weaker assumption.

Related work

Some examples of the new advancements in parameterized approximations are 1.81-approximation for $k$-Cut [22] (recently improved to $(\frac{5}{4} + \varepsilon)$ [27]), which beats the factor 2 that is believed to be optimal within polynomial running time [33], or $(1 + \frac{\varepsilon}{4} + \varepsilon)$-approximation for $k$-Median [13], all running in time $f(k) \cdot n^{O(1)}$. For Capacitated $k$-Median, a constant factor FPT approximation has been obtained [1, 14], whereas the best-known polynomial-time approximation factor is $O(\log k)$. Another example is an FPT approximation scheme for the planar case of Bidirected Steiner Network, which does not admit a polynomial-time approximation scheme unless P = NP [10].
On the other hand several problems have proven resistant to such improvements. Chalermsook et al. [9] showed that under the assumption of Gap-ETH there can be no parameterized approximations with ratio $o(k)$ for $k$-CLIQUE or $k$-BICLIQUE and none with ratio $F(k)$ for $k$-DOMINATING SET (for any computable function $F$). They have also ruled out $k^{o(1)}$-approximation for DENSEST $k$-SUBGRAPH. The cited FPT approximation for $k$-MEDIAN has a tight approximation factor assuming Gap-ETH [13].

Subsequently, efforts have been undertaken to weaken the complexity assumptions on which the lower bounds are based. For the $k$-DOMINATING SET problem Gap-ETH has been replaced with a more established hardness assumption that $\text{FPT} \neq \text{W}[1]$ [26]. Marx [35] has proven parameterized inapproximability of MONOTONE $k$-CIRCUIT SAT under the even weaker assumption that $\text{FPT} \neq \text{W}[P]$. Lokshtanov et al. [30] introduced the Parameterized Inapproximability Hypothesis (PIH), that is weaker than Gap-ETH and stronger than $\text{FPT} \neq \text{W}[1]$, and used it to rule out an FPT approximation scheme for DIRECTED $k$-ODD CYCLE TRANSVERSAL. PIH turned out to be a sufficient assumption to argue there can be no FPT algorithm for $k$-EVEN SET [6].

2 Overview of the results

Our main inapproximability result is a $\text{W}[1]$-hardness proof for the gap version of $k$-STEINER ORIENTATION with the gap $q = (\log k)^{o(1)}$. This means that the problem is unlikely to admit a $(\log k)^{o(1)}$-approximation algorithm with running time $f(k) \cdot |I|^{O(1)}$.

**Theorem 2.1.** Consider a function $\alpha(k) = (\log k)^{\beta(k)}$, where $\beta(k) \rightarrow 0$ is computable and non-increasing. It is $\text{W}[1]$-hard to distinguish whether for a given instance of $k$-STEINER ORIENTATION:
1. there exists an orientation satisfying all $k$ terminal pairs, or
2. for all orientations the number of satisfied pairs is at most $\frac{1}{\alpha(k)} \cdot k$.

The previously known approximation lower bound for FPT algorithms, $\frac{20}{19} - \varepsilon$, was obtained via a linear reduction from $k$-CLIQUE and was based on Gap-ETH [11]. Our reduction not only raises the inapproximability bar significantly, but also weakens the hardness assumption (although we are not able to enforce the planarity of the produced instances, as in [11]). In fact, we begin with the decision version of $k$-STEINER ORIENTATION and introduce a gap inside the self-reduction. What is interesting, we rely on totally different properties of the problem than in the $\text{W}[1]$-hardness proof [38]: that one required gadgets with long undirected paths and we introduce only new directed edges.

This result is also interesting from the perspective of the classical (non-parameterized) approximation theory. The best approximation lower bound known so far has been $\frac{11}{10} - \varepsilon$ [36], valid also for undirected graphs. Therefore we provide a new inapproximability result for polynomial algorithms, which is based on an assumption from parameterized complexity. Restricting to a purely polynomial running time allows us to rule out also approximation factors depending on $n$ (rather than on $k$) with a slightly stronger assumption, which is required because the reduction is randomized (see Section 3 for the formal definition of a false-biased FPT algorithm).

**Theorem 2.2.** Consider a function $\alpha(n) = (\log n)^{\beta(n)}$, where $\beta(n) \rightarrow 0$ is computable and non-increasing. Unless the class $\text{W}[1]$ admits false-biased FPT algorithms, there is no polynomial-time algorithm that, given an instance of STEINER ORIENTATION with $n$ vertices and $k$ terminal pairs, distinguishes between the following cases:
1. there exists an orientation satisfying all $k$ terminal pairs, or
2. for all orientations the number of satisfied pairs is at most $\frac{1}{\alpha(n)} \cdot k$. 
A similar phenomenon, that is, novel polynomial-time hardness based on an assumption from parameterized complexity, has appeared in the work on MONOTONE k-CIRCUIT SAT [35]. Another example of this kind is polynomial-time approximation hardness for DENSEST k-SUBGRAPH based on ETH [32].

**W[1]-completeness**

So far, the decision version of k-STEINER ORIENTATION has only been known to be W[1]-hard [38] and to belong to XP [15]. We establish its exact location in the W-hierarchy. A crucial new insight is that we can assume the solution to be composed of \( f(k) \) pieces, for which we only need to check if they match each other, and this task reduces to \( k \)-CLIQUE.

**Theorem 2.3.** k-STEINER ORIENTATION is W[1]-complete.

We hereby solve an open problem posted by Chitnis et al. [11]. What is more, this implies that \((\log k)^{O(1)}\)-GAP k-STEINER ORIENTATION belongs to W[1] (see Section 3 for formal definitions of problems). Together with Theorem 2.1 this entails W[1]-completeness. Another gap problem with this property is MAXIMUM k-SUBSET INTERSECTION\(^3\), introduced for the purpose of proving W[1]-hardness of k-BICLIQUE [29]. We are not aware of any other natural gap problem being complete in a parameterized complexity class. Note that although W[1]-hardness of the gap version of k-DOMINATING SET is known [26], k-DOMINATING SET is W[2]-complete.

**Directed Multicut**

As another application of our technique, we present a simple hardness result for the gap version of MAX \((k,p)\)-DIRECTED MULTICUT with the gap \( q = k^{1/2} - \varepsilon \). We show that even if we parameterize the problem with both the number of terminal pairs \( k \) and the size of the cutset \( p \), then we essentially cannot obtain any approximation ratio better than \( \sqrt{k} \).

**Theorem 2.4.** For any \( \varepsilon > 0 \) and function \( \alpha(k) = O\left(k^{1/2} - \varepsilon\right) \), it is W[1]-hard to distinguish whether for a given instance of MAX \((k,p)\)-DIRECTED MULTICUT:
1. there is a cut of size \( p \) that separates all \( k \) terminal pairs, or
2. all cuts of size \( p \) separate at most \( \frac{1}{\alpha(m)} \cdot k \) terminal pairs.

When restricted to polynomial running time, the lower bound of \( \Omega(k^{1/2} - \varepsilon) \) can be improved to \( \Omega(|E(G)|^{1/2} - \varepsilon) \), however unlike the case of k-STEINER ORIENTATION, this time the reduction is polynomial and we need to assume only NP \( \not\subseteq \) co-RP (recall that a problem is in co-RP if it admits a polynomial-time false-biased algorithm, i.e., an algorithm which is always correct for YES-instances and for NO-instances returns the correct answer with probability greater than some constant).

**Theorem 2.5.** Assuming NP \( \not\subseteq \) co-RP, for any \( \varepsilon > 0 \) and function \( \alpha(m) = O\left(m^{1/2} - \varepsilon\right) \), there is no polynomial-time algorithm that, given an instance \((G,T,p)\), \( |T| = k, |E(G)| = m \), of MAX DIRECTED MULTICUT, distinguishes between the following cases:
1. there is a cut of size \( p \) that separates all \( k \) terminal pairs, or
2. all cuts of size \( p \) separate at most \( \frac{1}{\alpha(m)} \cdot k \) terminal pairs.

\(^3\) To give a concrete example of a W[1]-complete gap problem, consider the task of distinguishing graphs with \( K_{k,F_1(k)} \) from those with no \( K_{k,F_2(k)} \). The reduction in [29] implies that this is W[1]-hard for functions \( F_1, F_2 \) with large gap. On the other hand, the problem of finding \( K_{k,F_1(k)} \) belongs to W[1] via a color-coding reduction to \((F_1(k) + k)\)-CLIQUE.
As far as we know, the approximation status of this variant has not been studied yet. If we want to minimize the number of removed edges to separate all terminal pairs or minimize the ratio of the cutset size to the number of separated terminal pairs (this problem is known as Directed Sparsest Multicut), those admit a polynomial-time $\tilde{O}(n^{11/23})$-approximation algorithm [2] and a lower bound of $\Omega(\log^{1-\varepsilon} n)$ [12]. Since $\frac{11}{23} < \frac{1}{2}$ and $n \leq m$, the maximization variant with a hard constraint on the cutset size turns out to be harder.

In the undirected case $p$-Multicut is FPT, even when parameterized only by the size of the cutset $p$ and allowing arbitrarily many terminals [7]. This is in contrast with the directed case, which becomes W[1]-hard already for 4 terminals, when parameterized by $p$. It is worth mentioning that $k$-Steiner Orientation and $p$-Directed Multicut were proven to be W[1]-hard with a similar gadgeting machinery [38].

Organization of the paper

We begin with the necessary definitions in Section 3. As our gap amplification technique is arguably the most innovative ingredient of the paper, we precede the proofs with informal Section 4, which introduces the ideas gradually. It is followed by the detailed constructions for $k$-Steiner Orientation in Section 5 and for Max $(k,p)$-Directed Multicut in Section 6. Each contains a self-reduction lemma and applications to polynomial and FPT running time. The proof of W[1]-completeness of $k$-Steiner Orientation can be found in the full version of the article.

3 Preliminaries

Fixed parameter tractability

A parameterized problem instance is created by associating an integer parameter $k$ with an input instance. Formally, a parameterized language is a subset of $\Sigma^* \times \mathbb{N}$. We say that a language (or a problem) is fixed parameter tractable (FPT) if it admits an algorithm solving an instance $(I,k)$ (i.e., deciding if it belongs to the language) in running time $f(k) \cdot |I|^{O(1)}$, where $f$ is a computable function. Such a procedure is called an FPT algorithm and we say concisely that it runs in FPT time. A language belongs to the broader class XP if it admits an algorithm with running time of the form $|I|^{f(k)}$.

There is no widely recognized class describing problems which admit randomized FPT algorithms. Instead of defining such a class, we will directly use the notion of a false-biased algorithm, which is always correct for YES-instances and for NO-instances returns the correct answer with probability greater than some constant (equivalently, when the algorithm returns false then it is always correct). Similarly, a true-biased algorithm is always correct for NO-instances but may be wrong for YES-instances with bounded probability. A false-biased (resp. true-biased) FPT algorithm satisfies the condition above and runs in FPT time.

To argue that a problem is unlikely to be FPT, we use parameterized reductions analogous to those employed in the classical complexity theory. Here, the concept of W-hardness replaces NP-hardness, and we need not only to construct an equivalent instance in FPT time, but also ensure that the parameter in the new instance depends only on the parameter in the original instance. If there exists a parameterized reduction from a W[1]-hard problem (e.g., $k$-Clique) to another problem $\Pi$, then the problem $\Pi$ is W[1]-hard as well. This provides an argument that $\Pi$ does not admit an algorithm with running time $f(k) \cdot |I|^{O(1)}$ under the assumption that FPT $\neq$ W[1].
Approximation algorithms and gap problems

We define an optimization problem (resp. parameterized optimization problem) as a task of optimizing function $L \rightarrow \mathbb{N}$, where $L \subseteq \Sigma^*$ (resp. $L \subseteq \Sigma^* \times \mathbb{N}$), representing the value of the optimal solution. An $\alpha$-approximation algorithm for a maximization task must return a solution of value no less than the optimum divided by $\alpha$ (we follow the convention with $\alpha > 1$). The approximation factor $\alpha$ can be a constant or it can depend on the input size. In the most common setting, the running time is required to be polynomial. An FPT approximation algorithm works with a parameterized optimization problem and is required to run in FPT time. It is common that its approximation factor can depend on the parameter.

A gap problem (resp. parameterized gap problem) is given by two disjoint languages $L_1, L_2 \subseteq \Sigma^*$ (resp. $L_1, L_2 \subseteq \Sigma^* \times \mathbb{N}$). An algorithm should decide whether the input belongs to $L_1$ or to $L_2$. If neither holds, then the algorithm is allowed to return anything. Usually $L_1, L_2$ are defined respectively as the sets of instances (of an optimization problem) with a solution of value at least $C_1$ and instances with no solution with value greater than $C_2$. An $\alpha$-approximation algorithm with $\alpha < \frac{C_1}{C_2}$ can distinguish $L_1$ from $L_2$, therefore hardness of an approximation task is implied by hardness for the related gap problem.

Problem definitions

We now formally describe the problems we work with. Since we consider parameterized algorithms it is important to specify how we define the parameter of an instance.

A mixed graph is a triple $(V,A,E)$, where $V$ is the vertex set, $A$ is the set of directed edges, and $E$ stands for the set of undirected edges. An orientation of a mixed graph is given by replacing each undirected edge $uv \in E$ with one of the directed ones: $(u,v)$ or $(v,u)$. This creates a directed graph $\tilde{G} = (V,A \cup \tilde{E})$, where $\tilde{E}$ is the set of newly created directed edges. We assume that $uv \notin E$ for each $(u,v) \in A$, so $\tilde{G}$ is always a simple graph.

**k-Steiner Orientation**

*Input:* mixed graph $G = (V,A,E)$, list of terminal pairs $T = ((s_1,t_1),\ldots,(s_k,t_k))$.

*Parameter:* $k$

*Task:* find an orientation $\tilde{G}$ of $G$ that maximizes the number of pairs $(s_i,t_i)$, such that $t_i$ is reachable from $s_i$ in $\tilde{G}$

We add „Max” to the name of the following problem in order to distinguish it from the more common version of DIRECTED MULTICUT, where one minimizes the number of edges in the cut.

**Max $(k,p)$-Directed Multicut**

*Input:* directed graph $G = (V,A)$, list of terminal pairs $T = ((s_1,t_1),\ldots,(s_k,t_k))$, integer $p$

*Parameter:* $k + p$

*Task:* find a subset of edges $A' \subseteq A$, $|A'| \leq p$, in order to maximize the number of pairs $(s_i,t_i)$, such that $t_i$ is unreachable from $s_i$ in $G \setminus A'$

If a solution to either problem satisfies the reachability (resp. unreachability) condition for a particular terminal pair, we say that this pair is satisfied by this solution. The decision versions of both problems ask whether there is a solution of value $k$, that is, satisfying
all the terminal pairs. We call such an instance fully satisfiable, or a YES-instance, and a NO-instance otherwise. For the sake of proving approximation hardness we introduce the gap versions: \(q\)-GAP \(k\)-STEINER ORIENTATION and \(q\)-GAP MAX \((k,p)\)-DIRECTED MULTICUT, where we are promised that the value of the optimal solution is either \(k\) or at most \(\frac{k}{q}\), and we have to distinguish between these cases.

When referring to non-parameterized problems, we drop the parameters in the problem name. We use notation \([n] = \{1, 2, \ldots , n\}\). All logarithms are 2-based.

4 The gap amplification technique

We begin with an informal thought experiment that helps to understand the main ideas behind the reduction. For an instance \((G, T) = ((s_1, t_1), \ldots , (s_k, t_k))\) of \(k\)-STEINER ORIENTATION we refer to the vertices \(s_i, t_i \in V(G)\) as \(G\{s, i\}\) and \(G\{t, i\}\). We want to construct a larger instance \((H, T_H)\) so that if \((G, T)\) is fully satisfiable then \((H, T_H)\) is as well, but otherwise the maximal fraction of satisfiable pairs in \((H, T_H)\) is strictly less than \(\frac{k-1}{k}\). Consider \(k\) vertex-disjoint copies of the original instance: \((G_1, T_1), (G_2, T_2), \ldots , (G_k, T_k)\), that will be treated as the first layer. Assume that \((G, T)\) is a NO-instance (i.e., one cannot satisfy all pairs at once), so for any orientation of the copies \(\tilde{G}_1, \tilde{G}_2, \ldots , \tilde{G}_k\), there is a tuple \((j_1, j_2, \ldots , j_k)\) such that \(\tilde{G}_i(t, j_i)\) is unreachable from \(\tilde{G}_i(s, j_i)\) in \(G_i\). Suppose for now that we have fixed the values of \((j_i)\), even before we have finished building our instance.

Let \(R = (r_1, r_2, \ldots , r_k)\) be a tuple sampled randomly from \([k]^k\). We connect the sinks in the first layer to the sources in another copy of the same instance – let us refer to it as \((G_R, T_R)\). We add a directed edge from \(G_i\{t, r_i\}\) to \(G_R\{s, i\}\) for each \(i \in [k]\), thus connecting a random sink of \(G_i\) to the source \(G_R\{s, i\}\), as shown in Figure 1. We refer to the union of all \(k + 1\) copies of \(G\) with \(k\) additional connecting edges as the graph \(H\). We define \(T_H = ((G_1\{s, r_1\}, G_R\{t, 1\}), \ldots , (G_k\{s, r_k\}, G_R\{t, k\}))\), so we want to satisfy those \(k\) terminal pairs that got connected randomly. Let \(X\) be a random variable equal to the value of the optimal solution for \((H, T_H)\) under the restriction that the solution orients \(G_1, G_2, \ldots , G_k\) as \(\tilde{G}_1, \tilde{G}_2, \ldots , \tilde{G}_k\). What would be the expected value of \(X\)?

Let \(Y\) denote another random variable being the number of indices \(i\) for which \(r_i \neq j_i\). By linearity of expectation we have \(EY = k - 1\). It holds that \(X \leq Y\) and so far we still have only the bound \(EX \leq k - 1\). However, with probability \(\left(\frac{k-1}{k}\right)^k\) we have \(r_i \neq j_i\) for all \(i\), therefore \(Y = k\), but we cannot connect all pairs within \(G_R\) (because it is a copy of a NO-instance), so \(X \leq k - 1\). This means that \(E(Y - X) \geq \left(\frac{k-1}{k}\right)^k\) and so \(EX \leq k - 1 - \left(\frac{k-1}{k}\right)^k\); the gap has been slightly amplified.

Of course in the proper reduction we cannot fix the orientation before adding the connecting edges. However, we can afford an exponential blow-up with respect to \(k\). We can include in the second layer the whole probabilistic space, that is, \(k^k\) copies of \((G, T)\) (rather than a single \((G_R, T_R)\)), each connected to the first layer with respect to a different tuple \((r_1, r_2, \ldots , r_k)\), thus creating a large instance \((H, T_H)\) with \(k^k\cdot k\) terminal pairs (see Figure 1). For any orientation of \(H\) the fraction of satisfied terminal pairs equals the average over the fractions for all \(k^k\) groups of terminal pairs, so we can emulate the construction above without fixing \((j_1, j_2, \ldots , j_k)\). The maximal fraction of satisfiable terminal pairs in such (no longer random) \((H, T_H)\) would be the same as before, that is, \(\frac{2k}{2k} < k - 1\). However, the smaller instance we create the better lower bounds we get, so we will try to be more economical while constructing \((H, T_H)\).

An important observation is that we do not have to include all \(k^k\) choices of \(R\) in the construction. We just need a sufficient combination of them, so that the gap amplification occurs for any choice of \((j_1, j_2, \ldots , j_k)\). This can be ensured by picking just \(k^{O(1)}\) choices of \(R\) and using an argument based on the Chernoff bound (see Section 5 for a detailed construction).
The randomized construction runs in time proportional to \( f(r, q) \cdot |G| \), where \( f \) is a polynomial function. We are going to present a formal construction of the argument sketched in Section 4. We first formulate and discuss the properties of the construction. Then we introduce a probabilistic tool, called a \( \delta \)-biased sampler family, describe the reduction step, and prove the gap further in each step. In further steps we need to add an exponential number of copies to the new layer, even when compressing the probabilistic space as above. This is why we get an exponential blow-up with respect to \( k \) and we need to work with a parameterized hardness assumption, even for ruling out polynomial-time approximations.

The construction for \( \text{Max} \ (k, p)\text{-Directed Multicut} \) is simpler because the layer stacking does not have to be iterated. Therefore to achieve polynomial-time hardness it suffices to assume that \( \text{NP} \not\subseteq \text{co-RP} \). The phenomenon that both problems admit such strong self-reduction properties can be explained by the fact that when dealing with directed reachability one can compose instances sequentially, which is the first step in both reductions.

5 Inapproximability of Steiner Orientation

We are going to present a formal construction of the argument sketched in Section 4. We first formulate and discuss the properties of the construction. Then we introduce a probabilistic tool, called a \( \delta \)-biased sampler family, describe the reduction step, and prove the gap amplifying property. At the end of this section we present the proof of the following lemma.

Let \( S(G, T) \) denote the maximal number of pairs that can be satisfied by some orientation in an instance \( (G, T) \).

\[ \text{Lemma 5.1.} \] There is a procedure that, for an instance \( (G, T_G) \), \( k = |T_G| \), of \text{Steiner Orientation}, and a parameter \( q \), constructs a new instance \( (H, T_H) \), \( k_0 = |T_H| \), such that:

1. \( k_0 = 2^{\Omega(k)} \),
2. \( |V(H)| \leq |V(G)| \cdot k_0^2 \),
3. if \( S(G, T_G) = k \), then \( S(H, T_H) = k_0 \) always (Completeness),
4. if \( S(G, T_G) < k \), then \( S(H, T_H) \leq \frac{1}{q} \cdot k_0 \) with probability at least \( \frac{1}{q} \) (Soundness).

The randomized construction runs in time proportional to \( |H| \). It can be derandomized within running time \( f(k, q) \cdot |G| \).
It easily follows from these properties that the gap can get amplified to any constant \( q \). It is more complicated though to rule out a superconstant approximation factor, e.g., \( \alpha(k) = \log \log k \), because we need to keep track of the growth of \( \alpha(k_0) \) when increasing \( q \). We address this issue after proving Lemma 5.1.

**Sampler families**

As sketched in Section 4, given fixed orientations of the \( k \) copies of \( G \), we are able to randomly sample \( k \) sinks and insert additional edges so that the expected optimum of the new instance is sufficiently upper bounded. We want to reverse this idea, so we could randomly sample a moderate number of additional connections once to ensure the upper bound works for any orientation. To this end, we need some kind of a hashing technique to mimic the behaviour of the probabilistic space with a structure of moderate size. Examples of such constructions are (generalized) universal hash families \([8, 39, 40]\) or expander random walk sampling \([21]\). Even though the construction presented below is relatively simple, we are not aware of any occurrences of it in the literature.

For a set \( X_1 \) and a multiset \( X_2 \), we write \( X_2 \subseteq X_1 \) if every element from \( X_2 \) appears in \( X_1 \). Let \( U(X) \) denote the uniform distribution over a finite multiset \( X \). In particular, each distinct copy of the same element in \( X \) has the same probability of being chosen: \( \frac{1}{|X|} \).

**Definition 5.2.** For a family \( F \) of functions \( X \rightarrow [0,1] \), a \( \delta \)-biased sampler family is a multiset \( X_M \subseteq X \), such that for every \( f \in F \) it holds
\[
|E_{x \sim U(X_M)} f(x) - E_{x \sim U(X)} f(x)| \leq \delta.
\]

**Lemma 5.3.** For a given \( X \), \( F \), and \( \delta > 0 \), a sample of \( O(\delta^{-2} \log(|F|)) \) elements from \( X \) (sampled independently with repetitions) forms a \( \delta \)-biased sampler family with probability at least \( \frac{1}{2} \).

**Proof.** We sample independently \( M = 10 \cdot \delta^{-2} \log(|F|) \) elements from \( X \) with repetitions. For the sake of analysis, note that this is a single sample from the space \( \Omega_{X,M} \) being the family of all \( M \)-tuples of elements from \( X \), equipped with a uniform distribution. Let \( X_M \) denote the random multiset of all elements in this \( M \)-tuple. For each \( f \in F \) we define \( A_f \subseteq \Omega_{X,M} \) as the family of tuples for which \( |E_{x \sim U(X_M)} f(x) - E_{x \sim U(X)} f(x)| > \delta \). For a fixed \( f \) we apply the Hoeffding’s inequality.

\[
P(A_f) = P \left( \left| E_{x \sim U(X_M)} f(x) - E_{x \sim U(X)} f(x) \right| > \delta \right) \leq 2 \exp(-2\delta^2 M).
\]

For our choice of \( M \) this bound gets less than \( \frac{1}{2\cdot|F|} \). By union bound, the probability that \( X_M \) is not a \( \delta \)-biased sampler family is \( P \left( \bigcup_{f \in F} A_f \right) \leq \sum_{f \in F} P(A_f) \leq \frac{1}{2} \). The claim follows.

We keep the concise notation from Section 4: for an instance \((G,T), T = ((s_1,t_1),\ldots,(s_k,t_k)) \) of \( k \)-Steiner Orientation we refer to the vertices \( s_i, t_i \in V(G) \) as \( G[s,i] \) and \( G[t,i] \).

**Building the layers**

Given an instance \((G,T_G)\), our aim is to build a larger instance, so that if \( S(G,T) = k \) then the new one is also fully satisfiable, but otherwise the maximal fraction of terminal pairs being simultaneously satisfiable in the new instance is at most \( \frac{1}{q} \).
We inductively construct a family of instances \((H^i, T^i)\) with \((H^1, T^1) = (G, T_G)\). Let \(k_i = |T^i|\) and \(p_i\) indicate the number of copies of \((G, T_G)\) in the last layer (to be explained below) of \((H^i, T^i)\). We will have that \(p_1 = 1\) and \(k_i = |T^i| = k \cdot p_i\). We construct \((H^{i+1}, T^{i+1})\) by taking \(k\) vertex-disjoint copies of the \(i\)-th instance, denoted \((H^i_1, T^i_1), \ldots, (H^i_k, T^i_k)\) and forming a new layer of copies of \((G, T_G)\) which will be randomly connected to the \(i\)-th layer through directed edges. Therefore graph \(H^{i+1}\) will have \(i + 1\) layers of copies of \(G\).

Let \(\mathcal{R} = [k_i]^k\) be the family of \(k\)-tuples \((r_1, r_2, \ldots, r_k)\) with elements from the set \([k_i]\). We sample a random tuple \(R = (r_1, r_2, \ldots, r_k)\) from \(\mathcal{R}\) and create a new copy of the original instance – let us refer to it as \((G_R, T_R)\). We add a directed edge from \(H^i_j\{t, r_j\}\) to \(G_R\{s, j\}\) for each \(j \in [k]\), thus connecting a random sink of \(H^i_j\) to the source \(G_R\{s, i\}\). We insert \(k\) pairs to \(T^{i+1}\): \(H^i_j\{s, r_1\}, G_R\{t, 1\}\), \(\ldots, (H^i_k\{s, r_k\}, G_R\{t, k\})\). We iterate this subroutine \(p_{i+1} = O(k^4q^{2k}p_i)\) times (a derivation of this quantity is postponed to Lemma 5.4), as shown in Figure 2.

**Lemma 5.4.** Let \(y_i = S(H^i, T^i)/k_i\) be the maximal fraction of terminal pairs that can be simultaneously satisfied in \((H^i, T^i)\). Suppose that \(S(G, T_G) < k\) and \(y_i \geq \frac{1}{k}\). Then with probability at least \(\frac{1}{2}\) it holds \(y_{i+1} \leq y_i - \frac{1}{2k}q^{-k}\).

**Proof.** First observe that for each \((s_j, t_j) \in T^i\), any \((s_j, t_j)\)-path in \((H^i, T^i)\) runs through \(i\) unique copies of \((G, T_G)\). Therefore an \((s_j, t_j)\)-pair is satisfied only if the corresponding \(i\) terminal pairs in those copies are satisfied. Recall that we have connected each copy of \((G, T_G)\) in the \(i\)-th layer to the terminals from the previous layer according to a random tuple \(R = (r_1, r_2, \ldots, r_k) \in \mathcal{R}\).

We will now analyze how the possible orientations \(\tilde{H}_1^i, \ldots, \tilde{H}_k^i\) influence the status of the terminal pairs in \(T^{i+1}\). Let \(C_j \subseteq [k_i]\) encode which of the terminal pairs are reachable in \(\tilde{H}_j^i\), that is, \(C_j = \{\ell \in [k_i] : H^i_j\{t, \ell\}\) is reachable from \(H^i_j\{s, \ell\}\}\). A tuple \(C = (C_1, \ldots, C_k)\) is called a configuration and we denote the family of all feasible configurations as \(\mathcal{C}\). We have \(|\mathcal{C}| \leq (2k)^k = 2^{nk^2}\). For a configuration \(C \in \mathcal{C}\) let \(f_C : \mathcal{R} \to [0, 1]\) be a function describing the maximal fraction of satisfiable terminal pairs from those with sinks in \(G_R\) connected

---

**Figure 2** The construction of \((H^{i+1}, T^{i+1})\) for \(k = 4\). The first copy of \((H^i, T^i)\) is shown in greater detail to highlight the recursive construction, with circles representing its terminal pairs. The new layer consists of \(p_{i+1}\) copies of \((G, T)\). The vector \(R = (r_1, r_2, r_3, r_4) \in [p_i]^k\) indicates which sinks are connected to the sources in \((G_R, T_R)\). The black dots show 4 terminal pairs associated with this copy. For the sake of legibility only the edges incident to \(G_R\) (the black ones) and neighboring copies (the grey ones) are sketched.
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We can assume which is works for all \(2\) and the value of respective paths in \(G\) of \(\tilde{H}_j\) is reachable from \(\tilde{H}_j[t, r_j]\) for a random \((r_1, r_2, \ldots, r_k) \in \mathcal{R}\), i.e., that \(r_j \in C_j\). Let \(Y = \sum_{j=1}^k Y_j/k\), so that we always have \(f_C(R) \leq Y\).

Let \(c_j = |C_j|/k\). By linearity of expectation \(\mathbb{E}Y = \sum_{j=1}^k c_j/k\) and by the assumption \(c_j \leq y_i\) for all \(j \in [k]\). However, with probability \(\prod_{j=1}^k c_j\) we have \(r_j \in C_j\) for all \(j\), so \(Y = 1\), but we cannot connect all pairs within \((G_R, T_R)\) (since we assumed \(S(G, T_G) < k\)), so \(f_C(R) \leq 1 - 1/k\). This means that

\[
\mathbb{E}(Y - f_C(R)) \geq \frac{1}{k} \cdot \prod_{j=1}^k c_j, \quad \text{and so} \quad \mathbb{E}f_C(R) \leq \frac{1}{k} \cdot \left(\sum_{j=1}^k c_j - \prod_{j=1}^k c_j\right).
\]

The quantity \(\sum_{j=1}^k c_j - \prod_{j=1}^k c_j\) can only increase when we increase some \(c_{\ell}\), because the \(\ell\)-th partial derivative is \(1 - \prod_{j \in [k], j \neq \ell} c_j \geq 0\). By the assumption \(c_j \leq y_i\) and \(y_i \geq \frac{1}{k} q^{-k}\), hence

\[
\mathbb{E}f_C(R) \leq \frac{1}{k} \cdot \left(\sum_{j=1}^k y_i - \prod_{j=1}^k y_i\right) \leq y_i - \frac{1}{k} \cdot q^{-k}.
\]

Now we apply Lemma 5.3 for \(\mathcal{F} = \{f_C : C \in \mathcal{C}\}\) and \(\delta = \frac{1}{2k} \cdot q^{-k}\) to argue that for our choice of \(\tilde{p}_{i+1}\) – the number of copies in the last layer – the estimation works for all \(C \in \mathcal{C}\) at once. The quantity \(M = O(\delta^{-2} \log(|\mathcal{F}|))\) in Lemma 5.3 becomes \(O(k^4 q^{2k} \tilde{p}_i)\), which is exactly as we defined \(\tilde{p}_{i+1}\). We have sampled \(p_{i+1}\) tuples from \(\mathcal{R}\) (let us denote this multiset as \(\mathcal{R}_H \subseteq \mathcal{R}\)) and added a copy \((G_R, T_R)\) for each \(R \in \mathcal{R}_H\). For a fixed \(C \in \mathcal{C}\), the maximal fraction of satisfiable terminal pairs in \((\tilde{H}^{i+1}, \tilde{T}^{i+1})\) equals the average of \(f_C(R)\) over \(R \in \mathcal{R}_H\). By Lemma 5.3 we know that, regardless of the choice of \(C\), this quantity is at most

\[
\mathbb{E}_{R \sim \mathcal{R}_H}[f_C(R)] \leq \mathbb{E}_{R \sim \mathcal{R}_H}[f_C(R)] + \frac{1}{2k} \cdot q^{-k} \leq y_i - \frac{1}{2k} \cdot q^{-k},
\]

with probability at least \(\frac{1}{2}\) (that is, if we have chosen \(\mathcal{R}_H\) correctly). Since the upper bound works for all \(C \in \mathcal{C}\) simultaneously, the claim follows.

**Proof of Lemma 5.1.** We define \((H, T_H) = (H^B, T^B)\) for \(B = 2kq^k\). The completeness is straightforward: if \(S(G, T_G) = k\), then we can orient all copies of \(G\) so that \(G\{t, j\}\) is always reachable from \(G\{s, j\}\) and each requested path in \(S(H^i, T^i)\) is given as a concatenation of respective paths in \(B\) copies of \(G\).

To see the soundness, suppose that \(S(G, T_G) < k\). The sequence \((y_i)_{i=0}^B\) is non-increasing and the value of \(y_i\) is being decreased by at least \(\frac{1}{2k} \cdot q^{-k}\) in each iteration, as long as \(y_i \geq \frac{1}{q}\), due to Lemma 5.4. Therefore after \(B = 2kq^k\) iterations we are sure to have \(y_B \leq \frac{1}{2}\).

To estimate the size of the instance, recall that we have \(k_i = p_i k\) and \(\tilde{p}_{i+1} = O(k^4 q^{2k} p_i)\). We can assume \(q \geq 2\) and so \(k \leq q^k\). For \(B = 2kq^k\), the value of \(p_B\) becomes \((k^4 q^{2k}) O(k^{q^k}) = 2^{O(qk^k) \log q} = 2^{O(k^2)}\). The size of \(V(H)\) is at most \(k_B \cdot |V(G)|\) times the number of layers, which is \(B\). We trivially bound \(B \leq 2^B \leq k_B\) to obtain \(|V(H)| \leq |V(G)| \cdot k_B^2\).
The presented construction is randomized because we randomly choose a biased sampler family in each of the $B$ steps. If we start with a YES-instance, then we produce a YES instance regardless of these choices, and otherwise we produce a NO instance with probability at least $2^{-B} \geq \frac{1}{2^k}$. The construction can be derandomized within running time $f(k, q) \cdot |V(G)|$ as follows. In each application of Lemma 5.3 the sizes of $X$ and $F$ are $(k_i)^k$ and $2^{p_i k^2}$, respectively, and $\delta = \frac{1}{2^k} \cdot q^{-k}$, which are all bounded by a function of $k$ and $q$. Therefore instead of sampling a biased sampler family, we can enumerate all $O(\delta^{-2} \log(|F|))$-tuples of elements from $X$ and find one giving a biased sampler family.

Adjusting the parameters

The construction above implies that we can amplify the gap to any constant $q$ by multiplying the size of an instance by a factor depending on $k$ and $q$. However, when we want to rule out a superconstant approximation factor, e.g., $\alpha(k) = \log \log k$, we would like to apply the hypothetical approximation algorithm to the instance $(H, T_H)$ with parameter $k_0$ depending on $k$ and $q$, so we additionally need to adjust $q$ so that $\alpha(k_0(k, q)) \leq q$.

**Theorem 2.1.** Consider a function $\alpha(k) = (\log k)^{\beta(k)}$, where $\beta(k) \to 0$ is computable and non-increasing. It is $W[1]$-hard to distinguish whether for a given instance of $k$-STEINER ORIENTATION:

1. there exists an orientation satisfying all $k$ terminal pairs, or
2. for all orientations the number of satisfied pairs is at most $\frac{1}{\alpha(k)} \cdot k$.

**Proof.** We are going to reduce the exact version of $k$-STEINER ORIENTATION, which is $W[1]$-hard, to the version with a sufficiently large gap, with Lemma 5.1. For a fixed $k$ we can bound $k_0$ by a function of $q$: $k_0(q) \leq 2^{e^k}$ for some constant $e$. On the other hand, $k_0(q) \to \infty$. Given an instance $(G, T_G)$ we use Lemma 5.1 with $q$ large enough, so that $\beta(k_0(q)) \cdot e \cdot k \leq 1$. The dependency $q(k)$ is also a computable function. We get $\alpha(k_0) = (\log k_0)^{\beta(k_0)} \leq q^{-k} \beta(h_0) \leq q$.

We have obtained a new instance $(H, T_H)$ of $k_0$-STEINER ORIENTATION of size $f(k) \cdot |V(G)|$ and $k_0$ being a function of $k$. If the original instance is fully satisfiable then the same holds for $(H, T_H)$ and otherwise $S(H, T_H) \leq \frac{1}{q} \cdot k_0 \leq \frac{1}{\alpha(k_0)} \cdot k_0$, which finishes the reduction.

If we restrict the running time to be purely polynomial, we can slightly strengthen the lower bound, i.e., replace $k$ with $n$ in the approximation factor, while working with a similar hardness assumption. To make this connection, we observe that in order to show that a problem is in FPT, it suffices to solve it in polynomial time for some superconstant bound on the parameter.

**Proposition 5.5.** Consider a parameterized problem $\Pi \in \text{XP}$ that admits a polynomial-time algorithm (resp. false-biased polynomial-time algorithm) for the case $f(k) \leq |I|$, where $f$ is some computable function. Then $\Pi$ admits an FPT algorithm (resp. false-biased FPT algorithm).

**Proof.** Since $\Pi \in \text{XP}$, it admits a deterministic algorithm with running time $|I|^{O(k)}$. Whenever $f(k) \leq |I|$, we execute the polynomial-time algorithm. Otherwise we can solve it in time $f(k)^{O(k)}$.

The hardness assumption below is slightly stronger than in Theorem 2.1, because the quantity $2^{2^k}$ can be super-polynomial and we cannot afford the time-expensive derandomization.
Theorem 2.2. Consider a function \( \alpha(n) = (\log n)^{\beta(n)} \), where \( \beta(n) \to 0 \) is computable and non-increasing. Unless the class \( W[1] \) admits false-biased FPT algorithms, there is no polynomial-time algorithm that, given an instance of Steiner Orientation with \( n \) vertices and \( k \) terminal pairs, distinguishes between the following cases:

1. there exists an orientation satisfying all \( k \) terminal pairs, or
2. for all orientations the number of satisfied pairs is at most \( \frac{1}{\alpha(n)} \cdot k \).

Proof. Suppose there is such an algorithm with approximation factor \( \alpha(n) = (\log n)^{\beta(n)} \). Let \( \beta^*(L) \) be the smallest integer \( L \), for which \( \beta(L) \leq \frac{1}{2} \). The function \( \beta^* \) is well defined and computable, because \( \beta \) is computable. Again, for fixed \( k \) and some constant \( c \) we have dependency \( k_0(q) \leq 2^{\beta^*(ck)} \).

We are going to use the polynomial-time algorithm to solve \( k \)-Steiner Orientation in randomized \( f(k) \cdot n^{O(1)} \) time, which would imply the claim. Since the problem is in XP [15], by Fact 5.5 it suffices to solve instances satisfying \( \beta^*((ck)^2) \leq n \) in polynomial time. We can thus assume \((ck)^2 \cdot \beta(n) \leq 1\), or equivalently \( ck \cdot \beta(n) \leq \sqrt{\beta(n)} \).

Given an instance of \( k \)-Steiner Orientation, we apply Lemma 5.1 with \( q = (2 \log n)^{\beta(n)} \).

\[
k_0 \leq 2^{q \cdot k} = 2^{(2 \log n) \cdot k \cdot \beta(n)} \leq 2^{(2 \log n) \sqrt{\beta(n)}} = n^{o(1)},
\]

\[
\alpha(|V(H)|) \leq \alpha(n \cdot k_0^2) = \alpha(n^{1+o(1)}) = ((1+o(1)) \cdot \log n)^{\beta(n)}.
\]

For large \( n \) we obtain \( \alpha(|V(H)|) \leq q \). Since \( |V(H)| \leq n \cdot k_0^2 = n^{1+o(1)} \), the size of the new instance of polynomially bounded and thus the randomized construction takes polynomial time. If we started with a YES instance, we always produce a YES instance, and otherwise \( S(H, T_H) \leq \frac{1}{q} \cdot k_0 \leq \frac{1}{n^{o(1)}} \cdot k_0 \) with probability at least \( \frac{1}{k_0} \), so we need to repeat the procedure \( k_0 = n^{o(1)} \) times to get a constant probability of creating an instance with a small optimum. A hypothetical algorithm distinguishing these cases would therefore entail a false-biased polynomial-time algorithm for Steiner Orientation for the case \( \beta^*((ck)^2) \leq n \). The claim follows from Proposition 5.5.

6 Inapproximability of Directed Multicut

We switch our attention to the Max \((k, p)\)-Directed Multicut problem, for which we provide a slightly simpler reduction. We keep the same convention as before: within graph \( G \) we refer to sources and sinks \((s_i, t_i) \in T \) shortly as \( G(s_i, t_i) \), and denote the maximal number of terminal pairs separable in \((G, T)\) by deleting \( p \) edges by \( S(G, T, p) \).

Lemma 6.1. There is a procedure that, for an instance \((G, T_G, p)\), \(|T_G| = 4\) of Directed Multicut and parameter \( q \), constructs a new instance \((H, T_H, p_0)\), \( k_0 = |T_H|\), such that:

1. \( k_0 = \Theta(p^2 \log q) \),
2. \( p_0 = \Theta(p^2 \log q) \),
3. \(|E(H)| = |E(G)| \cdot p_0 + O(k_0 \cdot p_0)\),
4. if \( S(G, T_G, p) = 4 \), then \( S(H, T_H, p_0) = k_0 \) always (Completeness),
5. if \( S(G, T_G, p) < 4 \), then \( S(H, T_H, p_0) \leq k_0 \) with probability at least \( \frac{1}{2} \) (Soundness).

The randomized construction takes time proportional to \( |H| \). It can be derandomized in time \( f(p, q) \cdot |G| \).

Proof. Consider \( M = 3(p + 1) \cdot \log q \) copies of \((G, T_G)\), denoted \((G_1, T_1), \ldots, (G_M, T_M)\). Let \( \mathcal{R} = [4]^M \) be the family of all \( M \)-tuples with values in \([4] \). For a random sequence \( R = (r_1, r_2, \ldots, r_M) \in \mathcal{R} \), we add a terminal pair \( s_R, t_R \) and for each \( i \in [M] \) we add directed
edges \((s_R, G_i\{s, r_i\})\) and \((G_i\{t, r_i\}, t_R)\). We repeat this subroutine \(k_0 = \Theta(p \cdot q^2 \log q)\) times and create that many terminal pairs as depicted in Figure 3. We set the budget \(p_0 = 3p(p + 1) \cdot \log q\).

If \(S(G, T_G, p) = 4\), then the budget suffices to separate all terminal pairs in all copies of \((G, T_G)\) (completeness). Otherwise, one needs to remove at least \(p + 1\) edges from each copy of \((G, T_G)\) to separate all 4 pairs so we can afford that in at most \(3p \cdot \log q\) copies. Therefore for any solution there are at least \(3 \log q\) copies, where there is at least one terminal pair that is not separated.

Let \(C_i \subseteq \{4\}\) represent information about the status of solution within \((G_i, T_i)\): there is path from \(G_i\{s, j\}\) to \(G_i\{t, j\}\) only if \(j \in C_i\). A tuple \(C = (C_1, \ldots, C_M)\) is called a configuration and we refer to the family of configurations induced by possible solutions as \(\mathcal{C}\). Clearly, \(|\mathcal{C}| \leq 16^M\).

Recall that each terminal pair can be represented by a tuple \(R = (r_1, r_2, \ldots, r_M) \in \mathcal{R}\) encoding through which terminal pair in \(G_i\) a path from \(s_R\) to \(t_R\) can go. For a fixed configuration \(C \in \mathcal{C}\), function \(f_C : \mathcal{R} \rightarrow \{0, 1\}\) is set to 1 if the pair \(s_R, t_R\) is separated, or equivalently: if for each \(i \in [M]\) we have \(r_i \notin C_i\). For \(S(G, T_G, p) < 4\) there are at least \(3 \log q\) copies of \(G_i\) with \(C_i \neq \emptyset\), therefore \(\mathbb{E}_{R \sim \mathcal{U}(\mathcal{R})} f_C(R) \leq (\frac{3}{4})^{3 \log q} \leq 2^{- \log(2^q)} = \frac{1}{2^q}\).

The size of \(\mathcal{C}\) is at most \(16^M = 2^{O(p \log q)}\). We apply Lemma 5.3 for \(\mathcal{F} = \{f_C : C \in \mathcal{C}\}\) and \(\delta = \frac{1}{2^q}\). It follows that \(O(\delta^{-2 \log(|\mathcal{F}|)}) = O(p \cdot q^2 \log q)\) random samples from \(\mathcal{R}\) suffice to obtain a rounding error of at most \(\frac{1}{2^q}\) for all \(C \in \mathcal{C}\) at once. Therefore with probability at least \(\frac{1}{2}\) we have constructed an instance in which for any cutset of size \(p_0\) (and thus for any configuration \(C\)) the fraction of separated terminal pairs is at most \(\mathbb{E}_{R \sim \mathcal{U}(\mathcal{R})} f_C(R) + \frac{1}{2^q} \leq \frac{1}{2^q}\).

**Remark on derandomization**

As before, if we allow exponential running time with respect to \(p\) and \(q\), we can find a correct sampler family by enumeration and derandomize the reduction. However, we cannot afford that in a polynomial-time reduction. To circumvent this, observe that we upper bound the expected value of \(f_C\) using independence of \(3 \log q\) variables. We could alternatively take advantage of \(\delta\)-biased \(\ell\)-wise independent hashing [37] (cf. [8, 39, 40]) to construct...
biased $\ell$-wise independent binary random variables with few random bits, instead of relying on Lemma 5.3. This technique provides an analogous bound on additive estimation error as in Lemma 5.3 for events that depend on at most $\ell$ variables. A family of $N$ such variables can be constructed using $O(\ell + \log \log N + \log(\frac{1}{\delta}))$ random bits [37, Lemma 4.2].

Since we are interested in having $N = O(p \cdot q)$ variables, $\delta = \frac{1}{2^q}$ and $(3q)$-wise independency, the size of the whole probabilistic space becomes $2^{O(\log q + \log \log p)} = q^{O(1)}\log p^{O(1)}$. The problem is that we need to optimize the exponent at $q$ in order to obtain better lower bounds. Unfortunately, we are not aware of any construction of a $\delta$-biased $\ell$-wise independent hash family, that would optimize this constant.

**Theorem 2.4.** For any $\varepsilon > 0$ and function $\alpha(k) = O\left(k^{\frac{1}{2} - \varepsilon}\right)$, it is $W[1]$-hard to distinguish whether for a given instance of $\text{Max } (k, p)$-Directed Multicut:
1. there is a cut of size $p$ that separates all $k$ terminal pairs, or
2. all cuts of size $p$ separate at most $\frac{k_0}{\alpha(k_0)} \cdot k$ terminal pairs.

**Proof.** Let us fix $\varepsilon > 0$. We are going to reduce the exact version of $p$-Directed Multicut with 4 terminals, which is $W[1]$-hard, to the version with a sufficiently large gap, parameterized by both $p$ and $k = |T|$. Let $L$ be an integer larger than $\frac{1}{\varepsilon}^2$.

For an instance $(G, T, p)$ of $p$-Directed Multicut we apply Lemma 6.1 with $q = p^L$. If the original instance is fully solvable, the new one is as well. Otherwise the maximal fraction of separated terminal pairs is $\frac{k_0}{q} = O(p \cdot q \cdot \log q) = O(p^{L+2})$. On the other hand, $\frac{k_0}{\alpha(k_0)} = \Omega\left(k_0^{(\frac{1}{2}+\varepsilon)}\right) = \Omega\left(p^{2L(\frac{1}{2}+\varepsilon)}\right)$. The exponent at $p$ in the latter formula is $L + 2\varepsilon L > L + 2$, so for large $p$ it holds $\frac{k_0}{\alpha(k_0)} \geq \frac{k_0}{q}$, therefore the reduction maps NO-instances into those where all cuts of size $p_0$ separate at most $\frac{k_0}{\alpha(k_0)}$ terminal pairs. Both $k_0$ and $p_0$ are functions of $p$, therefore we have obtained a parameterized reduction.

**Theorem 2.5.** Assuming $\text{NP} \not\subseteq \text{co-RP}$, for any $\varepsilon > 0$ and function $\alpha(m) = O\left(m^{\frac{1}{2} - \varepsilon}\right)$, there is no polynomial-time algorithm that, given an instance $(G, T, p)$, $|T| = k, |E(G)| = m$, of Max Directed Multicut, distinguishes between the following cases:
1. there is a cut of size $p$ that separates all $k$ terminal pairs, or
2. all cuts of size $p$ separate at most $\frac{k_0}{\alpha(m_0)} \cdot k$ terminal pairs.

**Proof.** Suppose there is such an algorithm for some $\varepsilon > 0$ and proceed as in the proof of Theorem 2.4 with $L$ sufficiently large, so that $2\varepsilon L \geq 5$ and $q = m^L$. The reduction is polynomial because $L$ is constant for fixed $\varepsilon$. We have $m_0 = |E(H)| = m \cdot p_0 + O(k_0 \cdot p_0) = mp^2 \log q + O(p^2q^2 \log^2 q) = O(m^{2L+5})$ because $p \leq m$. If the initial instance is fully satisfiable, then always $S(H, T_H, p_0) = k_0$. For a NO-instance, we have $S(H, T_H, p_0) \leq \frac{k_0}{q} = O(m^{L+2})$ with probability at least $\frac{1}{4}$. On the other hand, $k_0 = \Omega(m^{2L})$ and

$$\frac{k_0}{\alpha(m_0)} = \Omega\left(\frac{1}{m_0^{\frac{1}{2} - \varepsilon}}\right) \cdot k_0 = \Omega\left(m^{2L-(2L+5)(\frac{1}{2} - \varepsilon)}\right) = \Omega(m^L\cdot 2\varepsilon L).$$

We have adjusted $L$ to have $L - \frac{2}{\varepsilon} + 2\varepsilon L > L + 2$, so for large $m$ we get $\frac{k_0}{\alpha(m_0)} \geq \frac{k_0}{q}$. Therefore the reduction maps NO-instances into those where all cuts of size $p_0$ separate at most $\frac{k_0}{\alpha(m_0)}$ terminal pairs. When the reduction from Lemma 6.1 is correct (with probability at least $\frac{1}{4}$), we are able to detect the NO-instances. This implies that Directed Multicut $\in \text{co-RP}$. \[\square\]
7 Final remarks and open problems

I would like to thank Pasin Manurangsi for helpful discussions and, in particular, for suggesting the argument based on Chernoff bound in Lemma 5.1, which is surprisingly simple and powerful. A question arises whether one can derandomize this argument efficiently and construct a $\delta$-biased sampler family in an explicit way. This would allow us to replace the assumption $\text{NP} \not\subseteq \text{co-RP}$ with $\text{P} \neq \text{NP}$ for Directed Multicut. This technique may also find use in other reductions in parameterized inapproximability.

An obvious question is if any of the studied problems admits an $o(k)$-approximation, or if the lower bounds can be strengthened. Note that for the maximization version of Directed Multicut we do not know anything better than $\frac{3}{2}$-approximation as we cannot solve the exact problem for $k > 2$. For Steiner Orientation, the reason why the value of the parameter in the self-reduction becomes so large, is that in each step we can add only an exponentially small term to the gap. Getting around this obstacle should lead to better lower bounds. Also, the approximation status for $k$-Steiner Orientation on planar graphs remains unclear [11]. Here we still cannot rule out a constant approximation and there are no upper bounds known.

Finally, it is an open quest to establish relations between other hard parameterized problems and their gap versions. Is $F(k)$-Gap $k$-Clique W[1]-hard for $F(k) = o(k)$ and is $F(k)$-Gap $k$-Dominating Set W[2]-hard for any function $F$ (open questions in [26])? Or can it be possible that $F(k)$-Gap $k$-Dominating Set is in W[1] for some function $F$?
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In biology, phylogenetic trees are important tools for describing evolutionary relations, but various data sources may result in conflicting phylogenetic trees. To summarize these conflicting phylogenetic trees, consensus tree methods take $k$ conflicting phylogenetic trees (each with $n$ leaves) as input and output a single phylogenetic tree as consensus.
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2012 ACM Subject Classification Theory of computation → Design and analysis of algorithms

Keywords and phrases phylogenetic trees, greedy consensus trees, splay tree

Digital Object Identifier 10.4230/LIPIcs.ICALP.2020.105

Category Track A: Algorithms, Complexity and Games

Acknowledgements We want to thank anonymous reviewers for many helpful comments.

1 Introduction
The problem of constructing consensus trees arises from bioinformatics. In biology, phylogenetic trees describe the biological evolutionary relations between species. But the phylogenetic trees from different biological data may conflict with each other. As mentioned in [22], even from the same data set, when certain resampling techniques are used, we could still get many different phylogenetic trees. This problem has long been studied, to name a few [1, 14, 28, 17, 13, 12, 18, 5].

Motivated by this, consensus tree methods were proposed [1] to summarize these phylogenetic trees into a single phylogenetic tree, which is viewed as the consensus of these phylogenetic trees and is called the consensus tree. Since then, many different consensus tree methods were proposed. As mentioned in [22], the majority rule consensus tree [28], the loose consensus tree [8], and the greedy consensus tree [9] are the most frequently used consensus trees.

As discussed in [11], while increasing the number of phylogenetic trees in the input, the greedy consensus tree converges faster than majority rule consensus tree and $R^*$ consensus tree. Although the greedy consensus tree is not a consistent estimator, the region of parameter space in which greedy consensus tree fails is relatively small, hence greedy consensus tree offers more robustness [11]. The greedy consensus tree method is implemented in many software packages, such as PHYLIP [15], PAUP* [40], MrBayes [32], RAxML [37], and also widely used in numerous works in biology [6, 7, 11, 24, 26, 27, 30, 31, 33, 34, 36, 38].

For most consensus tree methods, optimal or near-optimal algorithms for construction have been found. One exception is the greedy consensus tree (See Table 1). For greedy consensus tree construction, the naïve algorithm takes $\tilde{O}(kn^3)$ time [9]. Then it was improved to $O(kn^2)$ time by [22]. Recently there are $\tilde{O}(kn^{1.5})$ [16] and $\tilde{O}(k^2n)$ [39] algorithms proposed for it.
### Table 1
Running time of construction algorithms for different consensus tree methods.

<table>
<thead>
<tr>
<th>Consensus tree method</th>
<th>Running time</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Adam’s consensus tree</td>
<td>$O(kn \log n)$</td>
<td>[19]</td>
</tr>
<tr>
<td>Strict consensus tree</td>
<td>$O(kn)$</td>
<td>[10]</td>
</tr>
<tr>
<td>Loose consensus tree</td>
<td>$O(kn)$</td>
<td>[22]</td>
</tr>
<tr>
<td>Frequency difference consensus tree</td>
<td>$O(kn \log^2 n)$</td>
<td>[16]</td>
</tr>
<tr>
<td>Majority-rule consensus tree</td>
<td>$O(kn \log k)$, Randomized $O(kn)$</td>
<td>[4, 22]</td>
</tr>
<tr>
<td>Majority-rule (+) consensus tree</td>
<td>$O(kn)$</td>
<td>[21]</td>
</tr>
<tr>
<td>Local consensus tree</td>
<td>$O(kn^3)$</td>
<td>[25, 20]</td>
</tr>
<tr>
<td>$R^*$ consensus tree</td>
<td>$O(n^2 \log^{k+2} n)$</td>
<td>[23]</td>
</tr>
<tr>
<td>Greedy consensus tree</td>
<td>$O(kn^{1.5}), O(k^2 n)$</td>
<td>[16, 39]</td>
</tr>
</tbody>
</table>

In this paper, we present a near-optimal $\tilde{O}(kn)$ time algorithm for greedy consensus tree construction.

**Theorem 1.** Greedy consensus tree of $k$ phylogenetic trees for $n$ species can be constructed in $\tilde{O}(kn)$ time.

### High Level Idea

The previous $\tilde{O}(kn^{1.5})$ algorithm [16] builds the consensus tree by dynamically adding nodes to it. To find out the position to add a new node, they need to support least common ancestor query on the consensus tree. Since the consensus tree is dynamically changing, answering such queries is time-consuming and becomes the bottleneck of this previous algorithm. Motivated by it, we came up with an alternative approach that only requires least common ancestor query on the phylogenetic trees in the input. Since these are static trees, such queries can be efficiently answered. This leads to our improved algorithm.

### 2 Preliminaries

#### 2.1 Phylogenetic Tree

Phylogenetic trees represent the evolution of species. Different leaves of a phylogenetic tree represent different species. From biological data, we can infer that some of these species share common ancestors. These common ancestors are represented by the nonleaf nodes, also called inner nodes. Each inner node represents the common ancestor of all leaves in its subtree.

Formally, a tree with $n$ leaves is leaf-labeled if and only if its $n$ leaves have distinct labels from 1 to $n$. A phylogenetic tree $T$ is a rooted, unordered, leaf-labeled tree in which every inner node has at least two children. If there is a directed path from node $u$ to node $v$, $u$ is a descendant of $v$, and $v$ is an ancestor of $u$. Thus node $u$ is a descendant of itself. If $u \neq v$ and $v$ is a descendant of $u$, $v$ is a proper descendant of $u$, and $u$ is a proper ancestor of $v$.

The subtree of an inner node $u$ is the subtree rooted at $u$ and formed by all its descendants. In the rest of the paper, whenever we say a subtree, we always refer to the subtree of an inner node.

#### Cluster and Signature

For inner node $v$ in phylogenetic tree $T$, we define $L(v)$ to be the set of species within its subtree. Namely, $L(v) = \{x \in [n] : \text{There is a leaf labeled } x \text{ in the subtree of } v\}$. The set $L(v)$ is called a cluster.
Based on $L(v)$, we define the signature of phylogenetic tree $T$ to be the set of all clusters in it. Namely, $\text{sign}(T) = \{L(v) : v \text{ is an inner node in } T\}$.

**Observation 2.** The signature of a phylogenetic tree completely captures its structure. Namely, given $\text{sign}(T)$, the phylogenetic tree $T$ is uniquely determined.

More specifically, suppose the cluster $c_1 \in \text{sign}(T)$ corresponds to node $u$ on $T$. Namely, $c_1 = L(u)$. Let $\text{par}(u)$ denote the parent of $u$ on $T$. $L(\text{par}(u))$ is the smallest cluster $c_2 \in \text{sign}(T)$ such that $c_1 \subset c_2$. This determines the parent of each node.

**Consistency**

But not every set $S$ of clusters can be the signature of a phylogenetic tree. $S$ is a valid signature if and only if it is a laminar family. In this case, we say $S$ is consistent. Namely, $S$ is consistent if and only if for every pair of distinct clusters $c_1, c_2 \in S$, one of the following holds:

- $c_1 \cap c_2 = \emptyset$
- $c_1 \subset c_2$
- $c_1 \supset c_2$

We say a cluster $c$ is consistent with $S$ if and only if $S \cup \{c\}$ is consistent.

### 2.2 Greedy Consensus Tree

Recall that the greedy consensus tree method takes $k$ phylogenetic trees $T_1, T_2, \ldots, T_k$ as inputs. These $k$ trees are over the same set of $n$ species. Its objective is to output a single phylogenetic tree to be the consensus tree.

**Definition**

As its name suggests, a greedy consensus tree is defined as the output of a simple greedy algorithm. Let $\mathcal{F}$ be the set of all clusters that have appeared in $T_1, T_2, \ldots, T_k$. The frequency $f(c)$ of a cluster $c$ is the number of times $c$ appears in $\mathcal{F}$.

Let $S$ denote the signature of the current consensus tree. Initially, the consensus tree only contains a root and $n$ leaves. Thus $S = \{\{1, 2, \ldots, n\}, \{1\}, \{2\}, \ldots, \{n\}\}$. Each time we pick the cluster with the highest frequency in $\mathcal{F}$ and add it to $S$ if they are consistent. From the tree point of view, we are adding a new inner node to the consensus tree. For the details, see Algorithm 1.

**Algorithm 1** Greedy consensus tree.

1. Initially signature $S \leftarrow \{\{1, 2, \ldots, n\}, \{1\}, \{2\}, \ldots, \{n\}\}$
2. $\mathcal{F} \leftarrow \text{sign}(T_1) \cup \text{sign}(T_2) \cup \cdots \cup \text{sign}(T_k)$
3. For all clusters $c \in \mathcal{F}$, count its frequency $f(c) \leftarrow |\{i | c \in \text{sign}(T_i)\}|$
4. while $\mathcal{F} \neq \emptyset$ do
5. \hspace{1em} Pick $c_0 \leftarrow \arg \max_{c \in \mathcal{F}} f(c)$ with the highest frequency (ties are broken arbitrarily)
6. \hspace{1em} if $c_0$ is consistent with $S$ then $S \leftarrow S \cup \{c_0\}$
7. \hspace{1em} $\mathcal{F} \leftarrow \mathcal{F}\{c_0\}$
8. $S$ is the signature of a greedy consensus tree

Since at Line 5, Algorithm 1, ties are broken arbitrarily, the output of the algorithm may not be unique. There may be more than one greedy consensus tree for a fixed input.
Running Time

Algorithm 1 is a naïve algorithm for constructing greedy consensus trees. Here we discuss this algorithm and its complexity in more detail. It essentially contains two phases:
1. Count the frequency \( f(c) \) of clusters and sort them. (Line 1 ~ 3 of Algorithm 1)
2. Repeatedly run the greedy procedure. (Line 4 ~ 7 of Algorithm 1)

The first phase is easy to be handled in \( \tilde{O}(kn) \) time. Suppose \( |F| = m \). Namely, there are \( m \) distinct clusters. For each of them, we assign a unique number in \([m]\) to it as its identifier. For each \( u \in T_i \), let \( id(u) \in [m] \) be the identifier of \( L(u) \). Then, for \( u \in T_i \) and \( v \in T_j \), \( id(u) = id(v) \) if and only if \( L(u) = L(v) \).

In [16], they showed that these identifiers can be computed in \( O(kn \log^2 n) \) time. To be self-contained, we state it in Lemma 4 and present a short proof here. We first need a data structure for dynamic set equality.

\[ \textbf{Lemma 3} \, (\text{Lemma 1, [16]}). \] There is a deterministic dynamic set equality structure that supports:

- \texttt{CREATE}(s): Create a new empty set \( s \).
- \texttt{ADD}(s, x): Add an element \( x \) to set \( s \). (create a new set \( s \cup \{x\} \) without destroying \( s \))
- \texttt{ID}(s): Return the identifier of set \( s \) which is a positive integer smaller than the number of sets we have created. Two sets have the same identifier if and only if they are equal.

Let \( n \) denote the size of all sets created. Each operation takes \( \tilde{O}(1) \) time.

\textbf{Proof.} We apply the dynamic string equality structure in [29]. It supports the following operations in \( \tilde{O}(1) \) time: (1) create a new string with a single character, (2) test if two strings are equal, (3) split a string into two new strings without destroying it, (4) concatenate two strings to form a new string without destroying them, (5) given \( i \), return the \( i \)-th character in a string. Modifying a character of a string can be reduced to \( O(1) \) split, create, and concatenate operations. Comparing the lexicographical order of two strings can be reduced to \( O(\log n) \) split and equality testing operations using binary search. Thus they all take \( \tilde{O}(1) \) time.

We encode each set \( s \) into a binary string. The \( i \)-th bit of the string is 1 if and only if \( i \in s \). For empty set, we create a new string with \( n \) zeros in beginning. To add an element \( x \) to \( s \), we only need to modify the \( x \)-th bit in the string which take \( \tilde{O}(1) \) time.

To maintain the identifier of each set \( s \), we maintain a global balanced binary search tree of the strings of all sets in their lexicographical order. When a new set is created, we add its string to this balanced binary search tree, and attach a new identifier to it. Since comparing lexicographical order takes \( \tilde{O}(1) \) time, maintaining this binary search tree and finding the identifier of a set also takes \( \tilde{O}(1) \) time.

\[ \textbf{Lemma 4} \, (\text{Theorem 3, [16]}). \] The identifier \( id(u) \) can be found for every node \( u \) of phylogenetic trees \( T_1, T_2, \ldots, T_k \) in \( \tilde{O}(kn) \) time.

\textbf{Proof.} We process each tree \( T_i \) bottom-up. For each inner node \( u \), we obtain \( L(u) \) and its identifier in the dynamic set equality structure by the following procedure:
1. Let \( v \) be the children of \( u \) with the largest subtree. If \( v \) is a leaf, we let \( s \) be the singleton \( \{\text{label}(v)\} \). Otherwise, let \( s = L(v) \) in dynamic set equality structure.
2. We traverse the subtrees of all other children of \( u \) and add the leaves we visited into \( s \).
   Now \( s \) equals \( L(u) \)
3. \( id(u) \leftarrow \text{ID}(s) \).
Since each time a node is visited at Step 2, the subtree it belongs to is doubled. Each node can be visited at most $O(\log n)$ times throughout the procedure. Thus this procedure takes $\tilde{O}(kn)$ time in total.

After we get the identifiers $id(u)$, counting the frequency of identifiers and sorting within $\tilde{O}(kn)$ time are straight-forward.

The bottleneck of the naïve algorithm is the second phase. To test whether the signature $S$ of the consensus tree is consistent with $c_0$, the naïve algorithm enumerates all clusters in $S$. There can be at most $O(n)$ clusters in $S$ since each of them corresponds to a node in the consensus tree.

For every cluster in $S$ testing whether it is consistent with $c_0$ takes $O(n)$ time. There are $O(n)$ clusters in $S$. Thus for each $c_0$, it takes at most $O(n^2)$ time. There are $O(kn)$ clusters in $F$ (since each of them corresponds to at least one node in $T_1, T_2, \ldots, T_k$).

So in total, the naïve algorithm takes $O(kn^3)$ time. We will present our algorithm for the second phase in Section 3 and show how to make it efficient in Section 4.

2.3 Data Structures

Our algorithm relies on some classical data structure techniques introduced here.

**DFS Sequence**

Let $T$ be a rooted tree. The Euler tour of $T$ starts from its root, passing by each edge exactly twice (from opposite directions), and return to the root. We define $E(T)$ to be the Euler tour of $T$ in which we only keep the first occurrence of each node. Or equivalently, $E(T)$ is the sequence produced by the following depth-first search: Initially let the sequence be empty. When we perform a depth-first search on $T$, each time we visit a node for the first time, we add it to the end of our sequence. In the end, this sequence equals $E(T)$.

**Observation 5.** Suppose $v$ is a node on $T$. All nodes within the subtree of $v$ form a continuous interval in $E(T)$.

For the subtree of $v$ on $T$, we denote its corresponding interval by $[l_T(v), r_T(v)]$. Here $l_T(v)$ is the position of $v$ in $E(T)$, and $r_T(v)$ is the position of the last node that belongs to the subtree of $v$ in $E(T)$.

**Top Tree**

A dynamic forest is a set of trees over disjoint sets of nodes that supports dynamic edge connection and deletion. Top tree [3] is a useful data structure for maintaining information in a dynamic forest. $k$-th ancestor of node $u$ is the ancestor which is higher than $u$ by $k$ edges. When $k = 1$, it is the parent of $u$.

**Lemma 6** ([3]). Top tree supports the following operations in $\tilde{O}(1)$ time:

1. $connect(u, v)$: Add an edge connecting nodes $u$ and $v$ that belong to different trees.
2. $delete(u, v)$: Delete the edge connecting nodes $u$ and $v$.
3. $lca(u, v)$: Return the least common ancestor of $u$ and $v$.
4. $ancestor(u, k)$: Return the $k$-th ancestor of $u$. 
Splay tree

Splay tree [35] is a classical binary search tree maintaining a dynamic sequence. Each element in the sequence has two attributes, its key and value. The elements in a dynamic sequence are arranged in the increasing order of their keys. While keys specify the order of the elements, values are the information related to our queries.

Lemma 7. Let \( K \) be an ordered set, and let \( G = (S,+) \) be a semigroup. Splay tree maintains \( n \) nodes each with its key and value, supporting the following operations:

1. Insert\((k,v)\) : Insert a new node with key \( k \in K \) and value \( v \in S \).
2. Delete\((k)\) : Delete the elements with key \( k \in K \).
3. Split\((k)\) : Return two splay trees \( T_1, T_2 \). \( T_1 \) contains all nodes whose keys are smaller than \( k \), and \( T_2 \) contains all other nodes. The original splay tree is destroyed after the operation.
4. Size\()\) : Return the number of nodes in the splay tree.
5. Merge\((T_1, T_2)\) : Merge two splay trees \( T_1, T_2 \) where all nodes in \( T_1 \) have smaller keys than those in \( T_2 \).
6. Sum\((k_1, k_2)\) : Suppose the values of nodes with keys \( k \in [k_1, k_2] \) are \( v_1, v_2, \ldots, v_t \) in the order of increasing keys. Then it returns \( v_1 + v_2 + \cdots + v_t \).

Suppose the + operation of semigroup \( G \) takes \( \tilde{O}(1) \) time. Then each operation here takes \( \tilde{O}(1) \) time.

Specifically, it has the following two applications:

- Let \( S \) be the set of integers, and let \(+\) be addition. We can answer the summation of a continuous subsequence in \( \tilde{O}(1) \) time.
- Let \( S \) be the set of nodes in a static tree, and let \( a + b \) be the least common ancestor of \( a \) and \( b \). We can answer the least common ancestor of a continuous subsequence in \( \tilde{O}(1) \) time.

Proof. The original paper [35] for splay tree showed how to handle insert, delete, split, and merge operations when nodes only have keys but no values.

Here at each node, in addition to its key, we also maintain its value and the summation of all values in its subtree. (Here summation refers to the operation of the semigroup) This summation can be calculated from the summation of its children by a + operation. Whenever the children of a node in splay tree changes, we update its summation. Since for each operation, we only change the children of \( O(\log n) \) nodes. Update the summation for them takes \( O(\log n) \) many + operations only.

To evaluate Sum\((k_1, k_2)\), we first split the splay tree into three trees \( T_1, T_2, T_3 \) using two splits. \( T_1 \) contains all nodes with keys smaller than \( k_1 \). \( T_2 \) contains all elements with keys in \([k_1, k_2]\). \( T_3 \) contains all other elements. Then we return the summation maintained at the root of \( T_2 \), and merge them back.

For Size\()\) query, we can let the value of each node be one and reduce it to the value summation query.

For the applications, since LCA operation is associative, \((S,+)\) is a semigroup. The LCA of two nodes can be answered in \( \tilde{O}(1) \) time [2]. Thus each operation takes only \( \tilde{O}(1) \) time, and we can answer the least common ancestor of a continuous subsequence by Sum\((k_1, k_2)\).

Similarly, we can answer the summation of a continuous subsequence in \( \tilde{O}(1) \) time by Sum\((k_1, k_2)\).
3 Algorithm

In the naïve algorithm, checking whether a cluster \( c_0 \) is consistent with signature \( S \) takes \( O(n^2) \) time. To speed it up, the first step is to find a characterization of consistency that utilizes the tree structure. Here we start with the characterization from the previous \( \tilde{O}(kn^{1.5}) \) algorithm [16]. Then we develop it into an improved algorithm.

From this section, we will be using the following notations. \( T \) denotes the phylogenetic tree corresponding to signature \( S \), namely our consensus tree. \( LCA_T(c_0) \) is the least common ancestor of all species in cluster \( c_0 \) on consensus tree \( T \), while \( LCA_i(c_0) \) is that on the input phylogenetic tree \( T_i \). \( \text{subtree}(v) \) denotes the set of all nodes (both inner nodes and leaves) within the subtree of \( v \).

3.1 Characterization of consistency

In this subsection, the proof of Lemma 8 and 9 are already known from [16], but for clarity, we formally state and prove them here.

To utilize the tree structure, we will focus on consensus tree \( T \) instead of its signature \( S \). The cluster \( c_0 \) is consistent with \( S \) if and only if for all nodes \( u \in T \), \( L(u) \) is consistent with \( c_0 \). First, we begin with a lemma that says only those nodes within the subtree of \( LCA_T(c_0) \) matters.

\[ \textbf{Lemma 8 ([16])}. \quad \text{For node } u \in T \text{ outside the subtree of } LCA_T(c_0), \text{ } L(u) \text{ is always consistent with } c_0. \]

\[ \text{Proof.} \quad \text{For simplicity, we use } lca \text{ to denote } LCA_T(c_0) \text{ here. By the definition of } lca, \text{ we know } c_0 \subseteq L(lca). \text{ } u \not\in \text{subtree}(lca) \text{ implies that } L(u) \not\subseteq L(lca). \text{ Since signature } S \text{ is consistent, there are two possibilities, either } L(lca) \subseteq L(u) \text{ or } L(lca) \cap L(u) = \emptyset. \]

\[ = L(lca) \subseteq L(u): \text{ Then } c_0 \subseteq L(lca) \subseteq L(u). \]

\[ = L(lca) \cap L(u) = \emptyset: \text{ Then } c_0 \cap L(u) \subseteq L(lca) \cap L(u) = \emptyset. \]

In both cases, \( L(u) \) is consistent with \( c_0 \).

Then we focus on nodes within the subtree of \( LCA_T(c_0) \), more specifically, the children of \( LCA_T(c_0) \). Following is the characterization.

\[ \textbf{Lemma 9 ([16])}. \quad \text{Cluster } c_0 \text{ is consistent with the signature } S \text{ of } T \text{ if and only if every child } w \text{ of } LCA_T(c_0) \text{ satisfies one of the following:} \]

\[ = L(w) \subseteq c_0 \]

\[ = L(w) \cap c_0 = \emptyset \]

Equivalently, \( S \cup \{c_0\} \) is consistent if and only if

\[ \sum_{\text{child } w : L(w) \subseteq c_0} |L(w)| = |c_0| \]

\[ \text{Proof.} \quad \text{For simplicity, we use } lca \text{ to denote } LCA_T(c_0) \text{ here. By Lemma 8, we only have to consider every node } u \text{ within the subtree of } lca. \text{ If } c_0 = L(lca), \text{ } c_0 \text{ is consistent with } S \text{ (since } S \cup \{c_0\} = S \text{), and all children } w \text{ satisfies } L(w) \subseteq c_0. \text{ Now we assume } c_0 \neq L(lca) \text{ which implies } c_0 \subseteq L(lca). \]

We first prove that this condition is sufficient. For inner node \( u \) within the subtree of \( lca \), if \( u = lca \), we know \( c_0 \subseteq L(u) \) which means they are consistent. Otherwise, \( u \) must belong to the subtree of a child of \( lca \). Let us call this child \( w_0 \).
By the condition of this lemma, either \( L(w_0) \cap c_0 = \emptyset \) or \( L(w_0) \subseteq c_0 \). If \( L(w_0) \cap c_0 = \emptyset \), since \( L(u) \subseteq L(w_0) \), we know \( L(u) \cap c_0 = \emptyset \). Otherwise \( L(u) \subseteq L(w_0) \subseteq c_0 \). In either case, \( L(u) \) is consistent with \( c_0 \).

Then we prove the necessity. For every child \( w \) of \( \text{lca} \), since \( L(w) \) has to be consistent with \( c_0 \), either one of two conditions in this lemma holds, or \( c_0 \subseteq L(w) \). If \( c_0 \subseteq L(w) \), then \( w \) is either \( \text{lca} \) or a proper ancestor of \( \text{lca} \), which contradicts the fact that \( w \) is a child of \( \text{lca} \). ◀

### 3.2 Our Algorithm

#### Algorithm

We begin with a corollary of the characterization to replace \( \text{LCA}_T(c_0) \).

**Corollary 10.** \( c_0 \) is consistent with the signature \( S \) of \( T \) if and only if, there exists a node \( u_0 \in T \), such that \( c_0 \subseteq L(u_0) \), and every child \( w \) of \( u_0 \) satisfies one of the following:

\[ L(w) \subseteq c_0 \]
\[ L(w) \cap c_0 = \emptyset \]

Equivalently, \( S \cup \{c_0\} \) is consistent if and only if \( \exists u_0 \in T \) such that

\[ \sum_{\text{child } w \text{ of } u_0 \subseteq c_0 \atop L(w)} |L(w)| = |c_0| \]

**Proof.** For necessity, let \( u_0 = \text{LCA}_T(c) \).

For sufficiency, if \( u_0 \neq \text{LCA}_T(c_0) \), it follows from Lemma 9. If \( u_0 \neq \text{LCA}_T(c_0) \), since \( c_0 \subseteq L(u_0) \), there must be a child \( w_0 \) of \( u_0 \) such that \( c_0 \subseteq L(w_0) \). Otherwise, \( \text{LCA}_T(c_0) \) should have been \( u_0 \). On the other hand, because \( L(w_0) \cap c_0 = \emptyset \), \( L(w_0) \subseteq c_0 \). Thus \( c_0 = L(w_0) \). Namely, if \( u_0 \neq \text{LCA}_T(c_0) \), it must be the parent of \( w_0 = \text{LCA}_T(c_0) \), and \( c_0 = L(w_0) \). \( c_0 \) is then consistent with \( S \) since \( L(w_0) \in S \). ◀

We have the following lemma to help us find such \( u_0 \).

**Lemma 11.** Suppose \( x \) is an arbitrary leaf of \( T \) such that \( x \in c_0 \). Let \( u_0 \) be the lowest ancestor of \( x \) that \( L(u_0) \not\subseteq c_0 \). \( c_0 \) is consistent with the signature \( S \) of \( T \) if and only if \( u_0 \) satisfies the conditions in Corollary 10.

Besides, let \( p \) be the path from the root to \( u_0 \). If \( c_0 \) is consistent with signature \( S \), for each proper ancestors \( u \) of \( u_0 \), \( L(u) \not\subseteq c_0 \), and for each proper descendant \( u \) of \( u_0 \) on path \( p \), \( L(u) \subseteq c_0 \).

**Proof.** If \( c_0 \) is consistent with \( S \), by Corollary 10, there is a node \( u_0 \in T \) satisfying the conditions. Then by \( c_0 \subseteq L(u_0) \), we know \( x \) is in the subtree of \( u_0 \). In other words, \( u_0 \) is on path \( p \).

For each proper ancestor \( u \) of \( u_0 \), \( c_0 \subseteq L(u_0) \subseteq L(u) \). Thus \( L(u) \not\subseteq c_0 \). Suppose the child of \( u_0 \) on path \( p \) is \( w_0 \). Since \( L(x) \subseteq c_0 \), we know \( L(w_0) \subseteq c_0 \) from the conditions in Corollary 10. For all proper descendants \( u \) of \( u_0 \) on path \( p \), \( L(u) \subseteq L(w_0) \subseteq c_0 \). Thus \( u_0 \) is the lowest ancestor of \( x \) that \( L(u_0) \not\subseteq c_0 \). ◀

By Lemma 11, we can perform a binary search on path \( p \) to find the lowest ancestor \( u_0 \) of \( x \) that \( L(u_0) \not\subseteq c_0 \). We will show how to check whether \( L(u) \not\subseteq c_0 \) for an arbitrary node \( u \in T \) efficiently in Section 4.

Finally, we discuss how \( T \) should change when we add \( c_0 \).
Lemma 12. Suppose $S$ is consistent with $c_0$ and $c_0 \notin S$. When adding $c_0$ to $S$ and adding the new node (corresponding to $c_0$) to $T$, the new node should be the parent of the new node on $T$. The children of the new node should be all children $w$ of $u_0$ such that $L(w) \subseteq c_0$.

Proof. Since the leaf $x \in c_0$ (in Lemma 11), all inner nodes $u$ with $c_0 \subseteq L(u)$ are on path $p$, the path from the root to $x$. Thus by Lemma 11, $L(u_0)$ is the smallest set in $S$ that contains $c_0$. Then the first claim follows from Observation 2. For those children $w$ of $u_0$ such that $L(w) \subset c_0$, $c_0$ becomes the smaller set containing them. Thus they must change their parent. For other nodes $u$, such that $L(u) \subset c_0$, by the conditions of Corollary 10, $u$ must be within the subtree of a child of $u_0$. Then that child is a smaller set containing it. Thus their parents stay unchanged. ▷

Algorithm 2 Our algorithm to check consistency and update $T$.

1: Pick an arbitrary species in $c_0$, and $x \leftarrow$ the corresponding leaf of $T$.
2: $u_0 \leftarrow$ the lowest node $u$ on the path that $L(u) \notin c_0$.
3: $sum \leftarrow \sum_{w \in L(u), L(w) \subseteq c_0} |L(w)|$.
4: if $sum = |c_0|$ then $c_0$ is consistent with $S$, and we add it to consensus.
5: We add a new node $w'$ (corresponding to $c_0$) to $T$.
6: for child $w$ of $u_0$ do $L(w) \subseteq c_0$ then $L(w)$ becomes the smaller set containing them. Thus they must change their parent.
7: Move $w$ to be a child of $w'$.
8: Let $w'$ be a child of $u_0$.

Details of our algorithm are presented in Algorithm 2.

Lemma 13. $sum = |c_0|$ at Line 5, Algorithm 2 if and only if $c_0$ is consistent with $S$.

Proof. If $c_0$ is consistent with $S$, by Lemma 11 we must find such a node $u_0$. On the other hand, if $c_0$ is not consistent with $S$, by Corollary 10, there is no such $u_0$. ▷

To test whether $L(u) \subseteq c_0$ at Line 3, we need the following lemma. Recall $LCA_i(c)$ is the least common ancestor on tree $T_i$ for cluster $c$.

Lemma 14. Suppose $c_0 = L(v)$ where $v$ is a node in $T_i$. For a node $u$ in $T_i$, $L(u) \subseteq c_0$ if and only if $LCA_i(L(u))$ is in the subtree of $v$.

Proof. If $L(u) \subseteq c_0 = L(v)$, every leaf in $L(u)$ is a descendant of $v$. So $LCA_T_i(L(u))$ is in the subtree of $v$. (note when $c_0 = L(u)$, it is still true since $LCA_i(L(u)) = v$)

Conversely, if $LCA_i(L(u))$ is a descendant of $v$, since leaves in $L(u)$ are in the subtree of $LCA_i(L(u))$ on $T_i$, they are also in the subtree of $L(v)$. Thus $L(u) \subseteq L(v) = c_0$. ▷

Thus the subset queries at Line 11 of Algorithm 2 are turned into LCA queries on phylogenetic tree $T_i$. Also for the summation query at Line 4, $L(w) \subseteq c_0$ if and only if $LCA_i(L(w))$ is in the subtree of $v$.

Since $T_i$ is a fixed static tree, finding $LCA_i(L(w))$ is tractable in polylogarithmic time. Details are presented in the next section.

Note if $c_0$ is not consistent with $S$, $u_0$ may not equal to $LCA_T(c)$. In this case, we have to refer back to Corollary 10 instead of Lemma 9.
4 Efficiency

In this section, we will show that our algorithm can be implemented efficiently. There are two kinds of queries in Algorithm 2:

1. $lca(u, i)$: Given $u \in T$, return $LCA_i(L(u))$ on tree $T_i$. (At Line 3, to see whether $L(u) \subseteq c_0$, by Lemma 14, we need to find out $LCA_i(L(u))$)

2. $sum(u, v, i)$: Given $u \in T$ and $v \in T_i$, evaluate the summation

   $$\sum_{\text{child } w \text{ of } u \text{ such that } LCA_i(L(w)) \in \text{subtree}(v)} |L(w)|$$

   (By Lemma 14, it equals the summation $sum$ at Line 4)

After checking consistency, in Line 7 ~ 11, Algorithm 2, the consensus tree is dynamically updated. The following update operation is needed:

1. $add(u, v, i)$: Given $u \in T$ and $v \in T_i$, add a new node $w'$ to be a child of $u$. For all children $w$ of $u$ such that $LCA_i(L(w))$ is in the subtree of $v$, move them to be the children of the new node $w'$.

4.1 Data Structures

Recall $E(T)$ is the Euler tour of $T$ where we only keep the first occurrence of each node. For node $v \in T_i$, the subtree of $L(v)$ corresponds to a continuous interval $[l_{T_i}(v), r_{T_i}(v)]$ in $E(T_i)$. Let $l_i(v)$ and $r_i(v)$ be the shorthands for $l_{T_i}(v)$ and $r_{T_i}(v)$.

The data structures we use have three components:

1. For each phylogenetic tree $T_i$, we maintain a top tree $T'_i$. Thus by Lemma 6, we can answer the least common ancestor of two nodes in $\tilde{O}(1)$ time.

2. For the consensus tree $T$, we maintain its structure with a top tree $T'$. By Lemma 6, we can answer $k$-th ancestor query in $\tilde{O}(1)$ time. This is for the binary search at Line 3, Algorithm 2.

3. For each node $u \in T$, we use $k$ splay trees $S_1, \ldots, S_k$ to maintain all its children $w$. The key of child $w$ in the $i$-th tree is $l_i(LCA_i(L(w)))$, the position of $LCA_i(L(w))$ in $E(T_i)$. We maintain the following two values for each child $w$:
   - $|L(w)|$: The corresponding operation is integer additions.
   - $LCA_i(L(w))$: The corresponding operation is the least common ancestor of two nodes on $T_i$.

Thus the splay trees support the following two kinds of queries:
   - $Sum\_Size(k_1, k_2)$: return the summation of the first value of each $w$ whose key is in range $[k_1, k_2]$.
   - $Sum\_LCA(k_1, k_2)$: return the LCA of the second value of each $w$ whose key is in range $[k_1, k_2]$.

Here the splay trees can be replaced with any balanced search trees with merge and split operations.

For each node $u \in T$, we compute $LCA_i(L(u))$ for all $i$ once we add $u$ to our consensus tree and store these $k$ numbers at node $u$. Namely, we compute them during the updates, not the queries.
4.2 Handle Update

Recall \( add(u, v, i) \) requires us to do the following:
- add a new node \( w' \) to be a child of \( u \) on the consensus tree \( T \)
- move some children of \( u \) to be children of \( w' \)

Let the set of all children of \( u \) be \( C \) and those children need to move be \( W \). \( \text{par}(u) \) denotes the parent of \( u \).

Here we use the following idea from [16]:
- If \( |W| \leq |C|/2 \), we add a new node \( w' \) to be a child of \( u \). Then we move nodes in \( W \) to be the children of \( w' \) one by one.
- If \( |W| > |C|/2 \), instead of moving nodes in \( W \), we move nodes in \( C\setminus W \). We disconnect \( u \) from \( \text{par}(u) \) and connect \( w' \) with \( \text{par}(u) \). Namely, replace \( u \) with \( w' \). Then we make \( u \) a child of \( w' \). For all children of \( u \) in \( C\setminus W \), we move them to be the children of \( w' \).

In this way, we need to move at most \( \min\{|W|, |C| - |W|\} \) nodes. The details are presented in Algorithm 3.

\textbf{Algorithm 3} Handle update \( add(u, v, i) \).

1: \( C \leftarrow \) the set of all children of \( u \)
2: \( W \leftarrow \{w \in C|\text{LCA}_i(L(w)) \in \text{subtree}(v) \text{ on } T_i\} \)
3: \( \text{if } |W| \leq |C|/2 \text{ then} \)
4: \( \text{Add a new node } w' \text{ to be a child of } u \text{ on Top tree } T' \)
5: \( \text{for } w \in W \text{ do} \)
6: \( \text{Cut the edge between } w \text{ and } u \text{ on } T' \text{ and connect } w \text{ with } w' \)
7: \( \text{Remove } w \text{ from the splay trees at } u. \text{ Insert } w \text{ into splay trees at } w' \)
8: \( \text{for } i \in k \text{ do} \)
9: \( \text{Compute } \text{LCA}_i(L(w')) \leftarrow \text{Sum}_\text{LCA}(1, n) \text{ by query the splay tree } S_i \text{ at node } w' \)
10: \( \text{else} \)
11: \( \text{Add a new node } w' \text{ to replace } u, \text{ and make } u \text{ a child of } w' \text{ on Top tree } T' \)
12: \( \text{for } w \in C - W \text{ do} \)
13: \( \text{Cut the edge between } w \text{ and } u \text{ on } T' \text{ and connect } w \text{ with } w' \)
14: \( \text{Remove } w \text{ from the splay trees at } u. \text{ Insert } w \text{ into splay trees at } w' \)
15: \( \text{for } i \in k \text{ do} \)
16: \( \text{LCA}_i(L(w)) \text{ gets the answer we stored at node } u \text{ before} \)
17: \( \text{Compute } \text{LCA}_i(L(u)) \leftarrow \text{Sum}_\text{LCA}(1, n) \text{ by query the splay tree } S_i \text{ at node } u \)

\( ▶ \) \textbf{Lemma 15. Each node is moved at most } \( O(\log n) \text{ times.} \)

\textbf{Proof.} No matter we move children in \( W \) or \( C\setminus W \), the set \( C \) is eventually divided into two sets \( C\setminus W \) and \( W \) after the procedure. Since we always move the nodes in the smaller set, each time we move a node, the size of the set containing it is at least halved. Or equivalently, the number of its siblings is at least halved. Since initially the root has \( n \) children, every node is in a set of size \( n \). Each node can be moved at most \( O(\log n) \text{ times.} \) \( ▶ \)

\( ▶ \) \textbf{Lemma 16. All updates } \( add(u, v, i) \text{ take } O(kn) \text{ time in total.} \)

\textbf{Proof.} See Algorithm 3.

At Line 2, we need to implicitly find out the set \( W \) and get its size. By Observation 5, the subtree of \( v \) forms a continuous interval in \( E(T_i) \). Then the size of \( W \) is just the number of nodes with keys within \( [l_i(v), r_i(v)] \) in splay tree \( S_i \). We can split this part out from \( S_i \) into a splay tree \( S' \). The size of \( S' \) is just the size of \( W \).
Then at Line 6, 7, 13, 14, each time we move a node, by Lemma 6 and Lemma 7, it takes $\tilde{O}(k)$ time. (The bottleneck is to delete and insert nodes at all $k$ splay trees) By Lemma 15, each node is moved at most $O(\log n)$ times. Since the consensus tree has at most $n$ nodes in the end, in total this part takes $\tilde{O}(kn)$ time.

At Line 9, and 17, we need to query $k$ splay trees for each node inserted to the consensus tree. By Lemma 7, this takes $\tilde{O}(k)$ time for each node inserted. Thus in total, we need $\tilde{O}(kn)$ time.

\section{Handle Queries}

\begin{lemma}
The queries $lca(u, i)$ and $\text{sum}(u, v, i)$ can be answered in $\tilde{O}(1)$ time.
\end{lemma}

\begin{proof}
For query $lca(u, i)$, we return the $\text{LCA}_i(L(w))$ we computed at Line 17, Algorithm 3 when adding $u$.

For $\text{sum}(u, v, i)$, by Observation 5, all children $w$ that $\text{LCA}_i(L(w)) \in \text{subtree}(v)$ on $T_i$ are in a continuous interval of $E(T_i)$, namely $[l_i(v), r_i(v)]$. To answer $\text{sum}(u, v, i)$, we perform $\text{Sum}(l_i(v), r_i(v))$ on splay tree $S_i$ for the second value, namely $|L(w)|$, and we return the summation to be the answer.
\end{proof}

\section{Time complexity}

\begin{theorem}
Greedy consensus tree of $k$ phylogenetic trees for $n$ species can be constructed in $\tilde{O}(kn)$ time.
\end{theorem}

\begin{proof}
Recall the construction of greedy consensus tree contains two phases:
1. Count the frequency $f(c)$ of clusters and sort them. (Line 1 $\sim$ 3 of Algorithm 1)
2. Repeatedly run the greedy procedure. (Line 4 $\sim$ 7 of Algorithm 1)

By Lemma 4, we can get the identifier of each cluster and add the first phase in $\tilde{O}(kn)$ time.

To handle the second phase, we run our Algorithm 2.

- For the binary search at Line 3, by Lemma 6, we can randomly access the path by $k$-th ancestor query in $\tilde{O}(1)$ time. By Lemma 14 and Lemma 17, we can check whether $L(u) \subseteq c_0$ in $\tilde{O}(1)$ time.
- For the summation at Line 4, by Lemma 17, can also be evaluated in $\tilde{O}(1)$ time.

Thus for each of the $kn$ clusters, checking consistency takes $\tilde{O}(1)$ time. Then it takes $\tilde{O}(kn)$ time in total.

For Line 7 $\sim$ 11 of Algorithm 2, we run Algorithm 3. By Lemma 3, this part takes $\tilde{O}(kn)$ time in total.

Thus our algorithm takes $\tilde{O}(kn)$ time.
\end{proof}
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1 Introduction

The study of constraints on entropies is a central topic of research in information theory. In fact, more than 30 years ago, Pippenger [40] asserted that constraints on entropies are the “laws of information theory” and asked whether the polymatroidal axioms form the complete laws of information theory, i.e., whether every constraint on entropies can be derived from the polymatroidal axioms. These axioms consist of the following three types of constraints: (1) $H(\emptyset) = 0$, (2) $H(X) \leq H(X \cup Y)$ (monotonicity), and (3) $H(X) + H(Y) \geq H(X \cap Y) + H(X \cup Y)$ (submodularity). It is known that the polymatroidal axioms are
equivalent to Shannon's basic inequalities, that is, to the non-negativity of the entropy, conditional entropy, mutual information, and conditional mutual information [46]. In a celebrated result published in 1998, Zhang and Yeung [51] answered Pippenger’s question negatively by finding a linear inequality that is satisfied by all entropic functions, but cannot be derived from the polymatroidal axioms.

Zhang and Yeung’s result became the catalyst for the discovery of other information laws that are not captured by the polymatroidal axioms (e.g., [25, 34]). In particular, we now know that there are more elaborate laws, such as conditional inequalities, or inequalities expressed using max, which find equally important applications in a variety of areas. For example, implications between conditional independence statements of discrete random variables can be expressed as conditional information inequalities. In another example, we have recently shown that conjunctive query containment under bag semantics is at least as hard as checking information inequalities using max [1]. Despite the extensive research on various kinds of information inequalities, to the best of our knowledge nothing is known about the algorithmic aspects of the associated decision problem: check whether a given information law is valid.

In this paper, we initiate a study of algorithmic problems that arise naturally in information theory, and establish several results. To this effect, we introduce a generalized form of information inequalities, which we call Boolean information constraints, consisting of Boolean combinations of linear information inequalities, and define their associated decision problems. Since it is still an open problem whether linear information inequalities, which are the simplest kind of information laws, are decidable, we focus on placing these decision problems in the arithmetical hierarchy, also known as the Kleene-Mostowski hierarchy [41]. The arithmetical hierarchy has been studied by mathematical logicians since the late 1940s; moreover, it directly influenced the introduction and study of the polynomial-time hierarchy by Stockmeyer [43]. The first level of the arithmetical hierarchy consists of the collection $\Sigma^0_1$ of all recursively enumerable sets and the collection $\Pi^0_1$ of the complements of all recursively enumerable sets. The higher levels $\Sigma^0_n$ and $\Pi^0_n$, $n \geq 2$, are defined using existential and universal quantification over lower levels. We prove a number of results, including the following.

1. Checking the validity of a Boolean information constraint arising from a monotone Boolean formula (in particular, a max information inequality) is in $\Pi^0_1$ (Theorem 7).
2. Checking the validity of a conditional information inequality whose antecedents are “tight” is in $\Pi^0_3$ (Corollary 11). “Tight” inequalities are defined in Section 4.2.2, and include conditional independence assertions between random variables.
3. Checking the validity of a conditional information inequality whose antecedents have “slack” and are group-balanced is in $\Sigma^0_2$ (Corollary 14).
4. Checking the validity of a group-balanced, max information inequality is Turing equivalent to checking the validity of an information inequality (Corollary 17).

While the decidability of linear information inequalities (the simplest kind considered in this paper) remains open, a separate important question is whether more complex Boolean information constraints are any harder. For example, some conditional inequalities, or some max-inequalities can be proven from a simple linear inequality, hence they do not appear to be any harder. However, Kaced and Romashchenko [25] proved that there exist conditional inequalities that are essentially conditional, which means that they do not follow from a linear inequality. (We give an example in Equation (9).) We prove here that any conditional information inequality with slack is essentially unconditioned (Corollary 10; see also Equation(19)), and that any max-inequality also follows from a single linear inequality (Theorem 16).
Throughout this paper, vectors and tuples are denoted by bold-faced letters, and random variables are capitalized. We write \( \Gamma_n \) for the set of all entropic vectors over \( n \) variables, denoted by \( \Gamma_n^* \), or for its topological closure, denoted by \( \overline{\Gamma}_n \). It is well known that these two spaces differ for all \( n \geq 3 \). With the exception of (1) above, which holds for both \( \Gamma_n \) and \( \Gamma_n^* \), our results are only for \( \Gamma_n^* \). A problem of special interest is the implication between conditional independence statements of discrete random variables, and this amounts to checking the \( \Gamma_n^* \)-validity of a tight conditional information inequality; it is known that this problem is not finitely axiomatizable [44], and its decidability remains open. Our result (2) above does not apply here because it is a statement about \( \overline{\Gamma}_n \)-validity. However, we prove that the implication problem for conditional independence statements is in \( \Pi_1^0 \) (Theorem 8).

### 2 Background and Notations

Throughout this paper, vectors and tuples are denoted by bold-faced letters, and random variables are capitalized. We write \( x \cdot y \) for the dot product of \( x, y \in \mathbb{R}^m \). For a given set \( S \subseteq \mathbb{R}^m \), \( S \) is convex if \( x, y \in S \) and \( \theta \in [0,1] \) implies \( \theta x + (1-\theta) y \in S \); \( S \) is called a cone if \( x \in S \) and \( \theta \geq 0 \) implies \( \theta x \in S \); the topological closure of \( S \) is denoted by \( \overline{S} \); and, finally, \( S^* \) denotes the dual cone of \( S \). It is known that \( S^* \) is always a closed, convex cone. We provide more background in the full version [2].

For a random vector \( X \) with a fixed finite domain \( D \) and a probability mass function (pmf) \( p \), its (binary) entropy is defined by

\[
H(X) \overset{\text{def}}{=} -\sum_{x \in D} p(x) \cdot \log p(x)
\]

In this paper all logarithms are in base 2.

Fix a joint distribution over \( n \) finite random variables \( V \overset{\text{def}}{=} \{X_1, \ldots, X_n\} \). For each \( \alpha \subseteq [n] \), let \( X_{\alpha} \) denote the random (vector-valued) variable \( \langle X_i : i \in \alpha \rangle \). Define the set function \( h : 2^{[n]} \to \mathbb{R}_+ \) by setting \( h(\alpha) \overset{\text{def}}{=} H(X_{\alpha}) \), for all \( \alpha \subseteq [n] \). With some abuse, we blur the distinction between the set \( [n] \) and the set of variables \( V = \{X_1, \ldots, X_n\} \), and write \( H(X_{n}) \), \( h(X_{\alpha}) \), or \( h(\alpha) \) interchangeably. We call the function \( h \) an entropic function, and also identify it with a vector \( h \overset{\text{def}}{=} (h(\alpha))_{\alpha \subseteq [n]} \in \mathbb{R}_+^{2^n} \), which is called an entropic vector. Note that most texts and papers on this topic drop the component \( h(\emptyset) \), which is always 0, leading to entropic vectors in \( \mathbb{R}^{2^n-1} \). We prefer to keep the \( \emptyset \)-coordinate to simplify notations. The implicit assumption \( h(\emptyset) = 0 \) is used throughout the rest of the paper.

The set of entropic functions/vectors is denoted by \( \Gamma_n^* \subseteq \mathbb{R}_+^{2^n} \). Its topological closure, denoted by \( \overline{\Gamma}_n^* \), is the set of almost entropic vectors (or functions). It is known [46] that \( \Gamma_n^* \subseteq \overline{\Gamma}_n^*_n \) for \( n \geq 3 \). In general, \( \Gamma_n^* \) is neither a cone nor convex, but its topological closure \( \overline{\Gamma}_n^* \) is a closed convex cone [46].

Every entropic function \( h \) satisfies the following basic Shannon inequalities:

\[
h(Y \cup X) \geq h(X) \quad h(X) + h(Y) \geq h(X \cup Y) + h(X \cap Y)
\]

called monotonicity and submodularity respectively. Any inequality obtained by taking a positive linear combination of Shannon inequalities is called a Shannon-type inequality.

Throughout this paper we will abbreviate the union \( X \cup Y \) of two sets of variables as \( XY \). The quantities \( h(Y|X) \overset{\text{def}}{=} h(XY) - h(X) \) and \( I_0(Y;Z|X) \overset{\text{def}}{=} h(XY) + h(XZ) - h(XY|Z) - h(X) \) are called the conditional entropy and the conditional mutual information respectively. It can be easily checked that \( h(Y|X) \geq 0 \) and \( I_0(Y;Z|X) \geq 0 \) are Shannon-type inequalities.
106.4 Decision Problems in Information Theory

Remark 1. The established notation $\Gamma^*_n$ [47, 50, 11] for the set of entropic vectors is unfortunate, because the star in this context does not represent the dual cone. We will continue to denote by $\Gamma^*_n$ the set of entropic vectors (which is not a cone!), and use explicit parentheses, as in $(\Gamma^*_n)^*$, to represent the dual cone.

### 3 Boolean information Constraints

Most of this paper considers the following problem: given a Boolean combination of information inequalities, check whether it is valid. However in Section 5 we briefly discuss the dual problem, namely, recognizing whether a given vector $h$ is an entropic vector (or an almost entropic vector).

A Boolean function is a function $F : \{0,1\}^m \to \{0,1\}$. We often denote its inputs with variables $Z_1, \ldots, Z_m \in \{0,1\}$, and write $F(Z_1, \ldots, Z_m)$ for the value of the Boolean function.

#### 3.1 Problem Definition

A vector $c \in \mathbb{R}^{2^n}$ defines the following (linear) information inequality:

$$c \cdot h = \sum_{\alpha \in [n]} c_{\alpha} h(X_{\alpha}) \geq 0.$$  \hfill (2)

The information inequality is said to be valid if it holds for all vectors $h \in \Gamma^*_n$; equivalently, $c$ is in the dual cone, $c \in (\Gamma^*_n)^*$. By continuity, an information inequality holds $\forall h \in \Gamma^*_n$ iff it holds $\forall h \in \Gamma^*_n$. In 1986, Pippenger [40] defined the “laws of information theory” as the set of all information inequalities, and asked whether all of them are Shannon-type inequalities. This was answered negatively by Zhang and Yeung in 1998 [51]. We know today that several applications require more elaborate laws, such as max-inequalities and conditional inequalities. Inspired by these new laws, we define the following generalization.

Definition 2. To each Boolean function $F$ with $m$ inputs, and every $m$ vectors $c_j \in \mathbb{R}^{2^n}, j \in [m]$, we associate the following Boolean information constraint:

$$F(c_1 \cdot h \geq 0, \ldots, c_m \cdot h \geq 0).$$  \hfill (3)

For a set $S \subseteq \mathbb{R}^{2^n}$, a Boolean information constraint is said to be $S$-valid if it holds for all $h \in S$. Thus, we will distinguish between $\Gamma^*_n$-validity and $\Gamma^*_n$-validity. Unlike in the case of information inequalities, these two notions of validity no longer coincide for arbitrary Boolean information constraints in general, as we explain in what follows.

Definition 3. Let $F$ be a Boolean function. The entropic Boolean information constraint problem parameterized by $F$, denoted by $\text{EBIC}(F)$, is the following: given $m$ integer vectors $c_j \in \mathbb{Z}^{2^n}$, where $j \in [m]$, check whether the constraint (3) holds for all entropic functions $h \in \Gamma^*_n$. In the almost-entropic version, denoted by $\text{AEBC}(F)$, we replace $\Gamma^*_n$ by $\Gamma^*_n$.

The inputs $c_j, j \in [m]$, to these problems are required to be integer vectors in order for $\text{EBIC}(F)$ and $\text{AEBC}(F)$ to be meaningful computational problems. Equivalently, one can require the inputs to be rational vectors $c_j \in \mathbb{Q}^{2^n}, j \in [m]$.

Let $F$ be a Boolean function. $F$ can be written as a conjunction of clauses $F = C_1 \wedge C_2 \wedge \cdots$, where each clause is a disjunction of literals. Equivalently, a clause $C$ has this form:

$$(Z_1 \wedge \cdots \wedge Z_k) \Rightarrow (Z_1 \vee \cdots \vee Z_L)$$  \hfill (4)
We start with the simplest form of a Boolean information constraint, namely, the linear information inequality in Eq. (2), which arises from the single-variable Boolean formula $Z_1$. We will call the corresponding decision problem the information-inequality problem, denoted by IIP: given a vector of integers $c$, check whether Eq. (2) is $\Gamma^*_n$-valid or, equivalently, $\Gamma^*_n$-valid. Pippenger’s question from 1986 was essentially a question about decidability. Shannon-type inequalities are decidable in exponential time using linear programming methods, and software packages have been developed for this purpose [46, Chapter 13] (it is not known, however, if there is a matching lower bound in the complexity of this problem). Thus, if every information inequality were a Shannon-type inequality, then information inequalities would be decidable. However, Zhang and Yeung’s gave the first example of a non-Shannon-type information inequality [51]. Later, Matúš [34] proved that, when $n \geq 4$ variables, there exists infinitely many inequivalent non-Shannon entropic inequalities. More precisely, he proved that the following is a non-Shannon inequality, for every $k \geq 1$:

\[ I_h(C; D|A) + \frac{k+3}{2} I_h(C; D|B) + I_h(A; B) + \frac{k-1}{2} I_h(B; C|D) + \frac{1}{k} I_h(B; D|C) \geq I_h(C; D) \]  

(5)
This ruined any hope of proving decidability of information inequalities by listing a finite set of axioms. To date, the study of non-Shannon-type inequalities is an active area of research [49, 31, 48], and the question whether IIP is decidable remains open.

Hammer et al. [23, showed that, up to logarithmic precision, information inequalities are equivalent to linear inequalities in Kolmogorov complexity (see also [20, Theorem 3.5]).

### 3.2.2 Max Information Inequalities

Next, we consider constraints defined by a disjunction of linear inequalities, in other words \((c_1 \cdot h \geq 0) \lor \cdots \lor (c_m \cdot h \geq 0)\), where \(c_j \in \mathbb{R}^n\). This is equivalent to:

\[
\max(c_1 \cdot h, c_2 \cdot h, \ldots, c_m \cdot h) \geq 0
\]  

(6)

and, for that reason, we call them Max information inequalities and denote the corresponding decision problem by MaxIIP. As before, \(\Gamma_n^\ast\)-validity and \(\Gamma_n^\ast\)-validity coincide.

### Application to Constraint Satisfaction and Database Theory

Given two finite structures \(A\) and \(B\), we write \(\text{HOM}(A, B)\) for the set of homomorphisms from \(A\) to \(B\). We say that \(B\) dominates structure \(A\), denote by \(A \leq B\), if for every finite structure \(C\), we have that \(|\text{HOM}(A, C)| \leq |\text{HOM}(B, C)|\). The homomorphism domination problem asks whether \(A \leq B\), given \(A\) and \(B\). In database theory this problem is known as the query containment problem under bag semantics [13]. In that setting we are given two Boolean conjunctive queries \(Q_1, Q_2\), which we interpret using bag semantics, i.e., given a database \(D\), the answer \(Q_1(D)\) is the number of homomorphisms \(Q_1 \rightarrow D\) [28]. \(Q_1\) is contained in \(Q_2\) under bag semantics if \(Q_1(D) \leq Q_2(D)\) for every database \(D\). It is open whether the homomorphism domination problem is decidable.

Kopparty and Rossman [29] described a MaxIIP problem that yields a sufficient condition for homomorphism domination. In recent work [1] we proved that, when \(B\) is acyclic, then that condition is also necessary, and, moreover, the domination problem for acyclic \(B\) is Turing-equivalent to MaxIIP. Hence, any result on the complexity of MaxIIP immediately carries over to the homomorphism domination problem for acyclic \(B\), and vice versa.

We illustrate here Kopparty and Rossman’s MaxIIP condition on a simple example. Consider the following two Boolean conjunctive queries: \(Q_1() = R(u, v) \land R(v, w) \land R(w, u), Q_2() = R(x, y) \land R(x, z)\); interpreted using bag semantics, \(Q_1\) returns the number of triangles and \(Q_2\) the number of V-shaped subgraphs. Kopparty and Rossman proved that \(Q_1 \leq Q_2\) follows from the following max-inequality:

\[
\max\{2h(XY) - h(X) - h(XYZ), 2h(YZ) - h(Y) - h(XYZ), 2h(XZ) - h(Z) - h(XYZ)\} \geq 0
\]  

(7)

### 3.2.3 Conditional Information Inequalities

A conditional information inequality has the form:

\[
(c_1 \cdot h \geq 0 \land \cdots \land c_k \cdot h \geq 0) \Rightarrow c_0 \cdot h \geq 0
\]  

(8)

Here we need to distinguish between \(\Gamma_n^\ast\)-validity and \(\Gamma_n^\ast\)-validity, and denote by ECIIP and AECIIP the corresponding decision problems. Notice that, without loss of generality, we can allow equality in the antecedent, because \(c_i \cdot h = 0\) is equivalent to \(c_i \cdot h \geq 0 \land \neg c_i \cdot h \geq 0\).
Suppose that there exist $\lambda_1 \geq 0, \ldots, \lambda_m \geq 0$ such that the inequality $c_0 \cdot \mathbf{h} - (\sum_i \lambda_i c_i \cdot \mathbf{h}) \geq 0$ is valid; then Eq. (8) is, obviously, also valid. Kaced and Romashchenko [25] called Eq. (8) an essentially conditioned inequality if no such $\lambda_i$'s exist, and discovered several valid conditional inequalities that are essentially conditioned.

Application to Conditional Independence. Fix three set of random variables $X, Y, Z$. A conditional independence (CI) statement is a statement of the form $\phi = (Y \perp Z \mid X)$, and it asserts that $Y$ and $Z$ are independent conditioned on $X$. A CI implication is a statement $\varphi_1 \wedge \cdots \wedge \varphi_k \Rightarrow \varphi_0$, where $\varphi_i, i \in \{0, \ldots, k\}$ are CI statements. The CI implication problem is: given an implication, check if it is valid for all discrete probability distributions. Since $(Y \perp Z \mid X) \iff I_h(Y; Z \mid X) = 0 \iff -I_h(Y; Z \mid X) \geq 0$, the CI implication problem is a special case of ECIP.

The CI implication problem has been studied extensively in the literature [30, 44, 18, 27]. Pearl and Paz [39] gave a sound, but incomplete, set of graphoid axioms. Studený [44] proved that no finite axiomatization exists, while Geiger and Pearl [18] gave a complete axiomatization for two restricted classes, called saturated, and marginal CIs. See [16, 21, 38] for some recent work on the CI implication problem. The decidability of the CI implication problem remains open to date.

Results in [25] imply that the following CI implication is essentially conditioned (see [27]):

$$I_h(C; D|A) = I_h(C; D|B) = I_h(A; B) = I_h(B; C|D) = 0 \implies I_h(C; D) = 0 \quad (9)$$

While a CI implication problem is an instance of an entropic conditional independence, one can also consider the question whether a CI implication statement holds for all almost entropic functions; for example the implication (9) holds for all almost entropic functions. Kaced and Romashchenko [25] proved that these two problems differ, by giving examples of CI implications that hold for all entropic functions but fail for almost entropic functions.

3.2.4 Group-Theoretic Inequalities

There turns out to be a way to “rephrase” II_{\Pi} as a decision problem in group theory; This was a wonderful result by Chan and Yeung [12] (see also [11]). A tuple $(G; G_1, \ldots, G_n)$ is called a group system if $G$ is a finite group and $G_1, \ldots, G_n \subseteq G$ are $n$ subgroups. For any $\alpha \subseteq [n]$, define $G_{\alpha} := \cap_{i \in \alpha} G_i$; implicitly, we set $G_{\emptyset} := G$. A vector $c \in \mathbb{R}^{|G|}$ defines the following group-theoretic inequality:

$$\sum_{\alpha \subseteq [n]} c_{\alpha} \log \frac{|G|}{|G_{\alpha}|} \geq 0 \quad (10)$$

\textbf{Theorem 4 ([12])}. An information inequality (2) is $\Gamma^*_n$-valid if and only if the corresponding group-theoretic inequality (10) holds for all group systems $(G, G_1, \ldots, G_n)$.

In particular, a positive or negative answer to the decidability problem for II_{\Pi} immediately carries over to the validity problem of group-theoretic inequalities of the form (10). We note that the group-theoretic inequalities considered here are different from the word problems in group, see e.g. the survey [35]; the undecidability results for word problems in groups do not carry over to the group-theoretic inequalities and, thus, to information inequalities.
3.2.5 Application to Relational Query Evaluation

The problem of bounding the number of copies of a graph inside of another graph has a long and interesting history [17, 5, 14, 36]. The subgraph homomorphism problem is a special case of the relational query evaluation problem, in which we want to find an upper bound on the output size of a full conjunctive query. Using the entropy argument from [14], Shearer’s lemma in particular, Atserias, Grohe, and Marx [6] established a tight upper bound on the answer to a full conjunctive query over a database. Note that Shearer’s lemma is a Shannon-type inequality. Their result was extended to include functional dependencies and more generally degree constraints in a series of recent work in database theory [19, 3, 4]. All these results can be cast as applications of Shannon-type inequalities. For a simple example, let $R(X,Y), S(Y,Z), T(Z,U)$ be three binary relations (tables), each with $N$ tuples, then their join $R(X,Y) \bowtie S(Y,Z) \bowtie T(Z,U)$ can be as large as $N^2$ tuples. However, if we further know that the functional dependencies $XZ \rightarrow U$ and $YU \rightarrow X$ hold in the output, then one can prove that the output size is $\leq N^{3/2}$, by using the following Shannon-type information inequality:

$$h(XY) + h(YZ) + h(ZU) + h(X|YU) + h(U|XZ) \geq 2h(XYZU)$$  (11)

While the tight upper bound of any conjunctive query can be proven using only Shannon-type inequalities, this no longer holds when the relations used in the query are constrained to satisfy functional dependencies. In that case, the tight upper bound can always be obtained from an information inequality, but Abo Khamis et al. [4] gave an example of a conjunctive query for which the tight upper bound requires a non-Shannon inequality.

3.2.6 Application to Secret Sharing

An interesting application of conditional information inequalities is secret sharing, which is a classic problem in cryptography, independently introduced by Shamir [42] and Blakley [8]. The setup is as follows. There is a set $P$ of participants, a dealer $d \notin P$, and an access structure $\mathcal{F} \subset 2^P$. The access structure is closed under taking superset: $A \in \mathcal{F}$ and $A \subseteq B$ implies $B \in \mathcal{F}$. The dealer has a secret $s$, from some finite set $K$, which she would like to share in such a way that every set $F \in \mathcal{F}$ of participants can recover the secret $s$, but every set $F \notin \mathcal{F}$ knows nothing about $s$. The dealer shares her secret by using a secret sharing scheme, in which she gives each participant $p \in P$ a share $s_p \in K_p$, where $K_p$ is some finite domain. The scheme is designed in such a way that from the tuple $(s_p)_{p \in F}$ one can recover $s$ if $F \in \mathcal{F}$, and conversely one cannot infer any information about $s$ if $F \notin \mathcal{F}$.

One way to formalize secret sharing uses information theory (for other formalisms, see [7]). We identify the participants $P$ with the set $[n - 1]$, and the dealer with the number $n$. A secret sharing scheme on $P$ with access structure $\mathcal{F} \subseteq 2^P$ is a joint distribution on $n$ discrete random variables $(X_1, \ldots, X_n)$ satisfying:

1. $H(X_n) > 0$
2. $H(X_n \mid X_F) = 0$ if $F \in \mathcal{F}$
3. $H(X_n \mid X_F) = H(X_n)$ if $F \notin \mathcal{F}$; equivalently, $H(X_n, X_F) = 0$.

Intuitively, $X_i$ denotes the share given to the $i$th participant, and $X_n$ is the unknown secret. It can be shown, without loss of generality, that (i) can be replaced by the assumption that the marginal distribution on $X_n$ is uniform [9], which encodes the fact that the scheme does not reveal any information about the secret $X_n$. Condition (ii) means one can recover the secret from the shares of qualified participants, while condition (iii) guarantees the complete opposite. A key challenge in designing a good secret sharing scheme is to reduce the total
size of the shares. The only known \cite{15, 10, 26} way to prove a lower bound on share sizes is to lower bound the information ratio $\frac{\max_{x \in \mathbb{F}} H(X)}{H(x)}$. In order to prove that some number $\ell$ is a lower bound on the information ratio, we need to check that $\max_{x \in \mathbb{F}} (h(X) - \ell \cdot h(X)) \geq 0$ holds for all entropic functions $h \in \Gamma_n^*$ satisfying the extra conditions (i), (ii), and (iii) above. Equivalently, $\ell$ is a lower bound on the information ratio if and only if the following Boolean information constraint is $\Gamma_n^*$-valid:

$$\bigwedge_{F \in \mathcal{F}} (h(X_n | X_F) = 0) \land \bigwedge_{F \in \mathcal{F}} (I_h(X_n; X_F) = 0) \implies (h(X_n) = 0) \lor \left[ \bigvee_{i \in [n-1]} (h(X_i) \geq \ell \cdot h(X_n)) \right]$$

\section{Placing EBIC and AEBIC in the Arithmetical Hierarchy}

What is the complexity of EBIC($F$) / AEBIC($F$)? Is it even decidable? As we have seen there are numerous applications of the Boolean Information Constraint problem, hence any positive or negative answer, even for special cases, would shed light on these applications. While their (un)decidability is currently open, in this paper we provide several upper bounds on their complexity, by placing them in the arithmetical hierarchy.

We briefly review some concepts from computability theory. In this setting it is standard to assume objects are encoded as natural numbers. A set $A \subseteq \mathbb{N}^k$, for $k \geq 1$, is Turing computable, or decidable, if there exists a Turing machine that, given $x \in \mathbb{N}^k$ decides whether $x \in A$. A set $A$ is Turing reducible to $B$ if there exists a Turing machine with an oracle for $B$ that can decide membership in $A$. The arithmetical hierarchy consists of the classes of sets $\Sigma^0_n$ and $\Pi^0_n$ defined as follows. The class $\Sigma^0_n$ consists of all sets of the form $\{x | \exists y_1 \exists y_2 \exists y_3 \cdots \exists y_n \forall R(x, y_1, \ldots , y_n)\}$, where $R$ is an $(n + 1)$-ary decidable predicate. $Q = \exists$ if $n$ is odd, and $Q = \forall$ if $n$ is even. In a dual manner, the class $\Pi^0_n$ consists of sets of the form $\{x | \forall y_1 \exists y_2 \exists y_3 \cdots \exists y_n \forall R(x, y_1, \ldots , y_n)\}$. Then $\Sigma^0_0 = \Pi^0_0$ are the decidable sets, while $\Sigma^0_1$ consists of the recursively enumerable sets, and $\Pi^0_1$ consists of the co-recursively enumerable sets. It is known that these classes are closed under union and intersection, but not under complements, and that they form a strict hierarchy, $\Sigma^0_n, \Pi^0_n \subsetneq (\Sigma^0_{n+1} \cap \Pi^0_{n+1})$. For more background, we refer to \cite{41}. Our goal is to place the problems EBIC($F$), AEBIC($F$), and their variants in concrete levels of the arithmetical hierarchy.

\subsection{Unconditional Boolean Information Constraints}

We start by discussing unconditional Boolean information constraints, or, equivalently, a Boolean information constraint defined by a monotone Boolean formula $F$. The results here are rather simple; we include them only as a warmup for the less obvious results in later sections. Based on our discussion in Sections 3.2.1 and 3.2.2, we have the following result.

\begin{theorem}
If $F$ is monotone, then EBIC($F$) and AEBIC($F$) are equivalent problems.
\end{theorem}

Next, we prove that these problems are co-recursively enumerable, by using the following folklore fact. A representable set of $n$ random variables is a finite relation $\Omega$ with $N$ rows and $n + 1$ columns $X_1, \ldots , X_n, p$, where column $p$ contains rational probabilities in $[0, 1] \cap \mathbb{Q}$ that sum to 1. Thus, $\Omega$ defines $n$ random variables with finite domain and probability mass given by rational numbers. We denote $h^{\Omega}$ its entropic vector. By continuity of Eq. (1), we obtain:

\begin{proposition}
For every entropic vector $h \in \Gamma^*_n$ and every $\varepsilon > 0$, there exists a representable space $\Omega$ such that $\|h - h^{\Omega}\| < \varepsilon$.
\end{proposition}
The group-characterization proven by Chan and Yeung [12] implies a much stronger version of the proposition; we do not need that stronger version in this paper.

**Theorem 7.** Let \( F \) be a monotone Boolean formula. Then \( \text{EBIC}(F) \) (and, hence, \( \text{AEBIC}(F) \)) is in \( \Pi^0_1 \), i.e., it is co-recursively enumerable.

**Proof.** Fix \( F = Z_1 \lor \cdots \lor Z_m \) and \( c_i \in \mathbb{Z}^{2^n} \), \( i \in [m] \). We need to check:

\[
\forall h \in \Gamma^*_n : \quad c_1 \cdot h \geq 0 \lor \cdots \lor c_m \cdot h \geq 0
\]  

(12)

We claim that (12) is equivalent to:

\[
\forall \Omega \quad c_1 \cdot h^\Omega \geq 0 \lor \cdots \lor c_m \cdot h^\Omega \geq 0
\]

(13)

Obviously (12) implies (13), and the opposite follows from Prop. 6: if (12) fails on some entropic vector \( h \), then it also fails on some representable \( h^\Omega \) close enough to \( h \). Finally, (13) is in \( \Pi^0_1 \) because, the property after \( \forall \Omega \) is decidable, by expanding the definition of entropy (1) in each condition \( c_j \cdot h^\Omega \geq 0 \), and writing the latter as \( \sum_j a_j \log b_j \geq 0 \), or, equivalently, \( \prod_j (b_j)^{a_j} \geq 1 \), where \( a_j, b_j \) are rational numbers, which is decidable. ▶

### 4.2 Conditional Boolean Information Constraints

We now consider non-monotone Boolean functions, in other words, conditional information constraints (8). Since \( \Gamma^*_n \) and \( \Gamma^*_n \)-validity no longer coincide, we study \( \text{EBIC}(F) \) and \( \text{AEBIC}(F) \) separately. The results here are non-trivial, and some proofs are deferred to [2].

#### 4.2.1 The Entropic Case

Our result for \( \text{EBIC}(F) \) is restricted to the CI implication problem. Recall from Sec. 3.2.3 that this problem consists of checking whether an implication between statements of the form \( (Y \models Z | X) \) holds for all random variables with finite domain, and this is equivalent to checking whether a certain conditional inequality holds for all entropic functions. We prove that this problem is in \( \Pi^0_1 \) by using Tarski’s theorem of the decidability of the theory of reals with +, ∗ [45].

**Theorem 8.** The CI implication problem (Section 3.2.3) is in \( \Pi^0_1 \).

**Proof.** Tarski has proven that the theory of reals with +, ∗ is decidable. More precisely, given a formula \( \Phi \) in FO with symbols + and ∗, it is decidable whether that formula is true in the model of real numbers \( (\mathbb{R}, +, \ast) \); for example, it is decidable whether \( \Phi \equiv \forall x \exists y \forall z (x^2 + 3y \geq z \land (y^3 + yz \leq xy^2)) \) is true. We will write \( (\mathbb{R}, +, \ast) \models \Phi \) to denote the fact that \( \Phi \) is true in the model of reals.

Consider a conditional inequality over a set of \( n \) joint random variables:

\[
I_h(Y_1; Z_1 | X_1) = 0 \land \cdots \land I_h(Y_k; Z_k | X_k) = 0 \Rightarrow I_h(Y; Z | X) = 0
\]

The following algorithm returns \textit{false} if the inequality fails on some entropic function \( h \), and runs forever if the inequality holds for all \( h \), proving that the problem is in \( \Pi^0_1 \):

Iterate over all \( N \geq 0 \). For each \( N \), do the following steps.

\[^1\text{3y is a shorthand for } y + y + y \text{ and } x \geq y \text{ is a shorthand for } \exists u(x = y + u^2).\]
Consider \( n \) joint random variables \( X_1, \ldots, X_n \) where each has outcomes in the domain \([N]\); thus there are \( N^n \) possible outcomes. Let \( p_1, \ldots, p_N \) be real variables representing the probabilities of these outcomes.

Construct a formula \( \Delta \) stating “there exist probabilities \( p_1, \ldots, p_N \) for these outcomes, whose entropy fails the conditional inequality”. More precisely, the formula consists of the following:

- Convert each conditional independence statement in the antecedent \( I_h(Y_i; Z_i|X_i) = 0 \) into its equivalent statement on probabilities: \( p(X_i, Y_i, Z_i)p(X_i) = p(X_i, Y_i)p(X_i, Z_i) \).
- Replace each such statement with a conjunction of statements of the form \( p(X_i = x, Y_i = y, Z_i = z) \cdot p(X_i = x, Y_i = y) \cdot p(X_i = x, Z_i = z) \), for all combinations of values \( x, y, z \). If \( X_i, Y_i, Z_i \) have in total \( k \) random variables, then there are \( N^k \) combinations of values \( x, y, z \), thus we create a conjunction of \( N^k \) equality statements.
- Each marginal probability is a sum of atomic probabilities, for example \( p(X_i = x, Y_i = y) = p_{k_1} + p_{k_2} + \cdots \) where \( p_{k_1}, p_{k_2}, \ldots \) are the probabilities of all outcomes that have \( X_i = x \) and \( Y_i = y \). Thus, the equality statement in the previous step becomes the following formula: \( (p_{k_1} + p_{k_2} + \cdots)(p_{k_1} + p_{k_2} + \cdots) = (p_{k_1} + p_{k_2} + \cdots)(p_{k_1} + p_{k_2} + \cdots) \). There is one such formula for every combination of values \( x, y, z \); denote \( \Phi \) the conjunction of all these formulas. Thus, \( \Phi \) asserts \( I_h(Y_i; Z_i|X_i) = 0 \).
- Let \( \Delta = \Phi_1 \land \cdots \land \Phi_k \). Let \( \Psi \) be the similar formula for the consequent: thus, \( \Psi \) asserts \( I_h(Y; Z|X) = 0 \).
- Finally, construct the formula \( \Delta \defeq \exists p_1, \ldots, p_N. (\Phi \land \neg \Psi) \).
- Check whether \( (\mathbb{R}, +, *) \models \Delta \). By Tarski’s theorem this step is decidable.
- If \( \Delta \) is true, then return \text{false}; otherwise, continue with \( N + 1 \). 

### Tarski’s exponential function problem

One may attempt to extend the proof above from the CI implication problem to arbitrary conditional inequalities (8). To check if a conditional inequality is valid for all entropic functions, we can repeat the argument above: iterate over all domain sizes \( N = 1, 2, 3, \ldots \), and check if there exists probabilities \( p_1, \ldots, p_N \) that falsify the implication \( (c_1 \cdot h \geq 0 \land \cdots \land c_k \cdot h \geq 0) \Rightarrow c_0 \cdot h \geq 0 \). The problem is that in order to express \( c_1 \cdot h \geq 0 \) we need to express the vector \( h \) in terms of the probabilities \( p_1, \ldots, p_N \). To apply directly the definition of entropy in (1) we need to use the log function, or, alternatively, the exponential function, and this takes us outside the scope of Tarski’s theorem. A major open problem in model theory, originally formulated also by Tarski, is whether decidability continues to hold if we augment the structure of the real numbers with the exponential function (see, e.g., [32] for a discussion).

Decidability of the first-order theory of the reals with exponentiation would easily imply that the entropic conditional information inequality problem ECIIP (not just the entropic conditional independence (CI) implication problem) is in \( \Pi^0_3 \), because every condition \( c \cdot h \geq 0 \) can be expressed using \( +, * \) and the exponential function, by simply expanding the definition of entropy in Equation (1).

### 4.2.2 The Almost-Entropic Case

Suppose the antecedent of (8) includes the condition \( c \cdot h \geq 0 \). Call \( c \in \mathbb{R}^n \) tight if \( c \cdot h \leq 0 \) is \( \Gamma_n \)-valid. When \( c \) is tight, we can rewrite \( c \cdot h \geq 0 \) as \( c \cdot h = 0 \). If \( c \) is not tight, then there exists \( h \in \Gamma_n \) such that \( c \cdot h > 0 \); in that case we say that \( c \) has slack. For example, all conditions occurring in CI implications are tight, because they are of the form \( -I_h(Y; Z|X) \geq 0 \), and more conveniently written \( I_h(Y; Z|X) = 0 \), while a condition like \( 3h(X) - 4b(YZ) \geq 0 \) has
slack. We extend the definition of slack to a set. We say that the set \( \{c_1, \ldots, c_k\} \subset \mathbb{R}^n \) has slack if there exists \( h \in \Gamma_n^* \) such that \( c_i \cdot h > 0 \) for all \( i = 1, k \); notice that this is more restricted than requiring each of \( c_i \) to have slack. We present below results on the complexity of \( \text{AE}_0 \text{EC}(F) \) in two special cases: when all antecedents are tight, and when the set of antecedents has slack. Both results use the following theorem, which allows us to move one condition \( c_k \cdot h \geq 0 \) from the antecedent to the consequent:

\[ \forall h \in \Gamma_n^* : \bigwedge_{i \in [k]} c_i \cdot h \geq 0 \Rightarrow c \cdot h \geq 0 \]  
(14)

\[ \forall \varepsilon > 0, \exists \lambda \geq 0, \forall h \in \Gamma_n^* : \bigwedge_{i \in [k-1]} c_i \cdot h \geq 0 \Rightarrow c \cdot h + \varepsilon h([n]) \geq \lambda c_k \cdot h \]  
(15)

Moreover, if the set \( \{c_1, \ldots, c_k\} \) has slack, then one can set \( \varepsilon = 0 \) in Eq.(15).

**Proof.** We prove here only the implication from (15) to (14); the other direction is non-trivial and is proven in the full version [2] using only the properties of closed convex cones. Assume condition (15) holds, and consider any \( h \in \Gamma_n^* \) s.t. \( \bigwedge_{i \in [k]} c_i \cdot h \geq 0 \). We prove that \( c \cdot h \geq 0 \).

For any \( \varepsilon > 0 \), condition (15) states that there exists \( \lambda > 0 \) such that \( c \cdot h + \varepsilon h([n]) \geq \lambda c_k \cdot h \) and therefore \( c \cdot h + \varepsilon h([n]) \geq 0 \). Since \( \varepsilon > 0 \) is arbitrary, we conclude that \( c \cdot h \geq 0 \), as required. ▶

By applying the theorem repeatedly, we can move all antecedents to the consequent:

\[ \forall \varepsilon > 0, \exists \lambda_1 \geq 0, \ldots, \exists \lambda_k \geq 0, \forall h \in \Gamma_n^* : c \cdot h + \varepsilon h([n]) \geq \sum_{i \in [k]} \lambda_i c_i \cdot h \]  
(16)

Moreover, if the set \( \{c_1, \ldots, c_k\} \) has slack, then one can set \( \varepsilon = 0 \) in Eq.(16).

**Antecedents Are Tight.** We consider now the case when all antecedents are tight, a condition that can be verified in \( \Pi_3^0 \), by Th.7. In that case, condition (14) is equivalent to:

\[ \forall p \in \mathbb{N}, \exists q \in \mathbb{N}, \forall h \in \Gamma_n^* : c \cdot h + \frac{1}{p} h([n]) \geq q \sum_{i \in [k]} c_i \cdot h \]  
(17)

Indeed, the non-trivial direction (16)⇒ (17) follows by setting \( q \overset{\text{def}}{=} \max(\lambda_1, \ldots, \lambda_k) \in \mathbb{N} \) and noting that \( c_i \) is tight, hence \( c_i \cdot h \leq 0 \) and therefore \( \lambda_i c_i \cdot h \geq q c_i \cdot h \).

**Corollary 11.** Consider a conditional inequality (8). If all antecedents are tight, then the corresponding decision problem \( \text{AECIP} \) is in \( \Pi_3^0 \).

**Proof.** Based on our discussion, the inequality (8) is equivalent to condition (17), which is of the form \( \forall p \exists q \forall h \). Replace \( h \) with a representable entropic vector \( h^0 \), as in the proof of Theorem 7, and it becomes \( \forall p \exists q \forall h^0 \), placing it in \( \Pi_3^0 \). ▶

Recall that the implication problem for CI is a special case of a conditional inequality with tight antecedents. We have seen in Theorem 8 that the entropic version of the CI implication problem is in \( \Pi_3^0 \); Corollary 11 proves that the almost entropic version is in \( \Pi_3^0 \).

Consider any conditional inequality (8) where the antecedents are tight. If this inequality holds for all almost entropic functions, then it can be proven by proving a family of (unconditional) inequalities (17). In fact, some conditional inequalities in the literature have been
proven precisely in this way. For example, consider the CI implication (9) (Sec. 3.2.3), and replace each antecedent \( I_h(Y; Z | X) = 0 \) with \( -I_h(Y; Z | X) \geq 0 \). By Eq. (17), the following condition holds: \( \forall \rho \in \mathbb{N}, \exists \eta \in \mathbb{N} \) such that

\[
q(I_h(C; D | A) + I_h(C; D | B) + I_h(A; B) + I_h(B; C | D)) + \frac{1}{p} h(ABCD) \geq I_h(C; D) \tag{18}
\]

Thus, in order to prove (9), it suffices to prove (18). Matúš’s inequality (5) provides precisely the proof of (18) (by setting \( k \overset{\text{def}}{=} p, \ q \overset{\text{def}}{=} \max\left(\frac{k+3}{2}\right), 1 \), and observing that \( I_h(B; D | C) \leq h(ABCD) \).

**Antecedents Have Slack.** Next, we consider the case when the antecedents have slack, which is a recursively enumerable condition. In that case, condition (16) is equivalent to:

\[
\exists \lambda_1 \geq 0, \cdots, \exists \lambda_k \geq 0, \forall \mathbf{h} \in \Gamma^*_n : \quad \mathbf{c} \cdot \mathbf{h} \geq \sum_{i=1}^{k} \lambda_i \mathbf{c}_i \cdot \mathbf{h} \tag{19}
\]

In other words, we have proven the following result of independent interest: any conditional implication with slack is essentially unconditioned. However, we cannot immediately use (19) to prove complexity bounds for \( AEBIC(F) \), because the \( \lambda_i \)'s in (19) are not necessarily rational numbers. When we derived Eq. (17) we used the fact that the antecedents are tight, hence \( \mathbf{c}_i \cdot \mathbf{h} \leq 0 \), hence we could replace the \( \lambda_i \)'s with some natural number \( q \) larger than all of them. But now, the sign of \( \mathbf{c}_i \cdot \mathbf{h} \) is unknown. We prove below that, under a restriction called **group balance**, the \( \lambda_i \)'s can be chosen in \( \mathbb{Q} \), placing the decision problem in \( \Sigma^0_2 \). Group balance generalizes Chan’s notion of a **balanced inequality**, which we review below. In the full version [2] we give evidence that some restriction is necessary to ensure the \( \lambda_i \)'s are rationals, and also show that every conditional inequality can be strengthened to be group balanced.

A vector \( \mathbf{h} \in \mathbb{R}^{2^n} \) is called *modular* if \( h(X) + h(Y) = h(X \cup Y) + h(X \cap Y) \) for all sets of variables \( X, Y \subseteq V \). Every non-negative modular function is entropic [46], and is a non-negative linear combination of the basic modular functions \( h^{(1)}, \ldots, h^{(n)} \), where \( h^{(j)}(\alpha) \overset{\text{def}}{=} 1 \) when \( j \in \alpha \) and \( h^{(j)}(\alpha) \overset{\text{def}}{=} 0 \) otherwise. Chan [22] called an inequality \( \mathbf{c} \cdot \mathbf{h} \geq 0 \) balanced if \( \mathbf{c} \cdot h^{(j)} = 0 \) for every \( j \in [n] \). He proved that *any* valid inequality can be strengthened to a balanced one. More precisely: \( \mathbf{c} \cdot \mathbf{h} \geq 0 \) is valid iff \( \mathbf{c} \cdot h^{(i)} \geq 0 \) for all \( i \in [n] \) and \( \mathbf{c} \cdot \mathbf{h} - \sum_{i=1}^{n} (\mathbf{c} \cdot h^{(i)})(h(X_i | X_{\{i\}^c}) \geq 0 \geq 0 \) is valid; notice that the latter inequality is balanced. For example, \( h(XY) + h(XZ) + h(X) - h(XYZ) \geq 0 \) is balanced, while \( h(XY) + h(X) \geq 0 \) is not balanced, and can be strengthened to \( h(XY) - h(X) - h(Y) \geq 0 \). We generalize Chan’s definition:

**Definition 12.** Call a set \( \{d_1, \ldots, d_k\} \subseteq \mathbb{R}^{2^n} \) group balanced if (a) \( \text{rank}(\mathbf{A}) = k - 1 \) where \( \mathbf{A} \) is the \( k \times n \) matrix \( A_{ij} = d_i \cdot h^{(j)} \), and (b) there exists a non-negative modular function \( h \defeq h^{(n)} \neq 0 \) such that \( d_i \cdot h^{(n)} = 0 \) for all \( i \).

If \( k = 1 \) then \( \{d_1\} \) is group balanced iff \( d_1 \) is balanced, because the matrix \( \mathbf{A} \) has a single row \( (d_1 \cdot h^{(1)} \ldots d_1 \cdot h^{(n)}) \), and its rank is 0 iff all entries are 0. We prove in [2]:

**Theorem 13.** Consider a group balanced set of \( n \) vectors with rational coefficients, \( D = \{d_1, \ldots, d_n\} \subseteq \mathbb{Q}^{2^n} \). Suppose the following condition holds:

\[
\exists \lambda_1 \geq 0, \cdots, \exists \lambda_n \geq 0, \zeta \sum_{i=1}^{n} \lambda_i = 1, \forall \mathbf{h} \in \Gamma^*_n : \quad \sum_{i=1}^{n} \lambda_i d_i \cdot \mathbf{h} \geq 0 \tag{20}
\]

Then there exists rational \( \lambda_1, \ldots, \lambda_k \geq 0 \) with this property.
This implies that, if \( c_1, \ldots, c_k \) have slack and \( \{c,-c_1,\ldots,-c_k\} \) is group balanced, then there exist rational \( \lambda_i \)'s for inequality (19). In particular:

**Corollary 14.** Consider a conditional inequality (8). If the antecedents have slack and \( \{c,-c_1,\ldots,-c_k\} \) is group balanced, then the corresponding decision problem is in \( \Sigma_2 \).

We end this section by illustrating with an example:

**Example 15.** Consider the following conditional inequality:

\[
h(XYZ) + h(X) \geq 2h(XY) \wedge h(XYZ) + h(Y) \geq 2h(YZ) \Rightarrow 2h(XZ) \geq h(XYZ) + h(Z)
\]  

(21)

The antecedents have slack, because, by setting \( h \stackrel{\text{def}}{=} 2h(X) + h(Y) \), both antecedents become strict inequalities: \( h(XYZ) + h(X) - 2h(XY) = 3 + 2 - 4 > 0 \) and \( h(XYZ) + h(Y) - 2h(YZ) = 3 + 0 - 2 > 0 \). To check validity, we prove in Example 18 the following inequality:

\[
(2h(XY) - h(XYZ) - h(X)) + (2h(YZ) - h(XYZ) - h(Y)) + (2h(XZ) - h(XYZ) - h(Z)) \geq 0
\]

and this immediately implies (21).

Consider now the following set \( D = \{d_1, d_2, d_3\} \), where the vectors \( d_1, d_2, d_3 \) represent the expressions \( 2h(XY) - h(XYZ) - h(X) \), \( 2h(YZ) - h(XYZ) - h(Y) \), and \( 2h(XZ) - h(XYZ) - h(Z) \) respectively. We prove that \( D \) is group balanced. To check condition (a) of Def. 12 we verify that the matrix \( A \) has rank 2; in our example the matrix is

\[
A = \begin{pmatrix}
0 & 1 & -1 \\
-1 & 0 & 1 \\
-1 & 1 & 0
\end{pmatrix}
\]

and its rank is 2 as required. To check condition (b), we define \( h(\omega) = h(X) + h(Y) + h(Z) \) and verify that \( d_1 \cdot h(\omega) = d_2 \cdot h(\omega) = d_3 \cdot h(\omega) = 4 - 3 - 1 = 0 \). Thus, \( D \) is group balanced.

### 4.3 Discussion on the Decidability of \text{MaxIIP}

A proof of the decidability of \text{MaxIIP} would immediately imply that the domination problem \( A \preceq B \) for acyclic structures \( B \) is also decidable [1]. It is currently open whether \text{MaxIIP} is decidable, or even if the special case \text{IIP} is decidable. But what can we say about the domination problem if \text{IIP} were decidable? Theorem 7 only says that both problems are in \( \Pi_1^0 \) and does not tell us anything about \text{MaxIIP} if \text{IIP} were decidable. We prove here that, the decidability of \text{IIP} implies the decidability of group-balanced \text{MaxIIP}. We start with a result of general interest, which holds even for conditional Max-Information constraints.

**Theorem 16.** The following two statements are equivalent:

\[
\forall h \in \Gamma^*_m: \quad \bigwedge_{i \in [k]} c_i \cdot h \geq 0 \Rightarrow \bigvee_{j \in [m]} d_j \cdot h \geq 0
\]

(22)

\[
\exists \lambda_1, \ldots, \lambda_m \geq 0, \sum_j \lambda_j = 1, \forall h \in \Gamma^*_m: \quad \bigwedge_{i \in [k]} c_i \cdot h \geq 0 \Rightarrow \sum_{j \in [m]} \lambda_j d_j \cdot h \geq 0
\]

(23)

The theorem says that every max-inequality is essentially a linear inequality. The proof of (23) ⇒ (22) is immediate; we prove the reverse in [2]. As before, we don’t know whether these coefficients \( \lambda_i \) can be chosen to be rational numbers in general, but by Theorem 13 this is the case when \( \{c_1, \ldots, c_k\} \) is group-balanced, and this implies:

**Corollary 17.** The \text{MaxIIP} problem where the inequalities \( c_1, \ldots, c_k \) are group balanced is Turing equivalent to the \text{IIP} problem.

---

2 Where \( h^{(X)} \) denotes the basic modular function at \( X \), i.e. \( h^{(X)}(X) = 1, h^{(X)}(Y) = h^{(X)}(Z) = 0 \).
We apply submodularity: $h(XY) - h(X) \geq h(XYZ) - h(XZ)$ etc.\footnote{We apply submodularity: $h(XY) - h(X) \geq h(XYZ) - h(XZ)$ etc.}
Justified by this observation, we assume that the input to our problem consists of three vectors
\((a_X)_{X \subseteq V}, (b_X)_{X \subseteq V}, \text{ and } (c_X)_{X \subseteq V}\) in \(\mathbb{N}^2^n\), with the convention that \(h(X) \overset{\text{def}}{=} \frac{1}{c_X} \log \frac{a_X}{b_X}\).

Thus, we do not assume that these vectors come from a representable space \(\Omega\), we only
assume their entropies can be represented in this form.

**Definition 19** ((Almost-)Entropic Recognizability Problem). Given natural numbers
\((a_X)_{X \subseteq V}, (b_X)_{X \subseteq V}\) and \((c_X)_{X \subseteq V}\), check whether the vector
\(h(X) \overset{\text{def}}{=} \frac{1}{c_X} \log \frac{a_X}{b_X}, X \subseteq V\),
represents an entropic vector, or an almost-entropic vector.

Our result in this section is (see [2] for a proof):

**Theorem 20.** The almost entropic recognizability problem is in \(\Pi_0^1\).

We end with a brief comment on the complexity of the entropic-recognizability problem:
given \(h\) (represented as in Def. 19) check if \(h \in \Gamma_n^*\). Consider the following restricted form of
the problem: check if \(h\) is the entropic vector of a representable space \(\Omega\) (i.e. finite space with
rational probabilities). This problem is in \(\Sigma_1^0\), because one can iterate over all representable
spaces \(\Omega\) and check that their entropies are those required. However, in the general setting we
ask whether any finite probability space has these entropies, not necessarily one with rational
probabilities. This problem would remain in \(\Sigma_1^0\) if the theory of reals with exponentiation
were decidable. Recall that Tarski’s theorem states that the theory of reals \(\text{FO}(R, 0, 1, +, \times)\)
is decidable. A major open problem in model theory is whether the theory remains decidable
if we add exponentiation. If that were decidable, then the entropic-recognizability problem
would be in \(\Sigma_1^0\). To see this, consider the following semi-decision problem. Iterate over
\(N = 1, 2, 3, \ldots\) and for each \(N\) check if there exists a probability space whose active domain
has size \(N\) (thus, there are \(N^n\) outcomes, where \(n = |V|\) is the number of variables) and
whose entropies are precisely those given. This statement that can be expressed using the
exponential function (which we need in order to express the entropy as \(\sum_i p_i \log p_i\)). If there
exists any finite probability space with the required entropies, then this procedure will find
it; otherwise it will run forever, placing the problem in \(\Sigma_1^0\).

**6 Discussion**

CI Implication Problem. The implication problem for Conditional Independence statements
has been extensively studied in the literature, but its complexity remains an open problem.
It is not even known whether this problem is decidable [18, 37, 38]. Our Theorem 8 appears
to be the first upper bound on the complexity of the CI implication problem, placing it in
\(\Pi_1^0\). Hannula et al. [24] prove that, if all random variables are restricted to be binary random
variables, then the CI implication problem is in \(\text{EXPSPACE}\); the implication problem for
binary random variables differs from that for general discrete random variables; see the
discussion in [18].

Finite, infinite, continuous random variables. In this paper, all random variables have
a finite domain. There are two alternative choices: discrete random variables (possibly
infinite), and continuous random variables. The literature on entropic functions has mostly
alternated between defining entropic functions over finite random variables, or over discrete
infinite random variables with finite entropy. For example discrete (possibly infinite) random
variables are considered by Zhang and Yeung [50], by Chan and Yeung [12], and by Chan [22],
while random variables with finite domains are considered by Matúš [33, 34] and by Kaced
and Romashchenko [25]. The reason for this inconsistency is that for information inequalities
the distinction doesn’t matter: every entropy of a set of discrete random variables can be approximated arbitrarily well by the entropy of a set of random variables with finite domain, and Prop. 6 extends immediately to discrete random variables\(^4\). However, the distinction is significant for conditional inequalities, and here the choice in the literature is always for finite domains.

For example, the implication problem for conditional independence, i.e. the graphoid axioms, is stated for finite probability spaces by Geiger and Pearl \cite{Geiger18}, while Kaced and Romashchenko \cite{Kaced25} also use finite distributions to prove the existence of conditional inequalities that hold over entropic but fail for almost-entropic functions. One could also consider continuous distributions, whose entropy is \(\int p(x) \log(1/p(x)) \, dx\), where \(p\) is the probability density function. Chan \cite{Chan22} showed that an information inequality holds for all continuous distributions iff it is balanced and it holds for all discrete distributions. For example, \(h(X) \geq 0\) is not balanced, hence it fails in the continuous, because the entropy of the uniform distribution in the interval \([0,c]\) is \(\log c\), which is \(< 0\) when \(c < 1\).

**Strict vs. non-strict inequalities.** The literature on information inequalities always defines inequalities using \(\geq 0\), in which case validity for entropic functions is the same as validity for almost entropic functions. One may wonder what happens if one examines strict inequalities \(c \cdot h > 0\) instead. Obviously, each such inequality fails on the zero-entropic vector, but we can consider the conditional version \(h \neq 0 \Rightarrow c \cdot h > 0\), which we can write formally as \(c \cdot h \leq 0 \Rightarrow h(V) \leq 0\). This a special case of a conditional inequality as discussed in this paper. An interesting question is whether for this special case \(\Gamma_n^a\)-validity and \(\Gamma_n^a\)-validity coincide; a negative answer would represent a significant extension of Kaced and Romashchenko’s result \cite{Kaced25}.

---

**References**


---

\(^4\) The idea of the proof relies on the fact that every entropy is required to converge, i.e. \(h(X_\alpha) = \sum p_i \log 1/p_i\), hence there exists a finite subspace of outcomes \(\{1, 2, \ldots, N\}\) for which the sum is \(\varepsilon\)-close to \(h(X_\alpha)\). The union of these spaces over all \(\alpha \leq [n]\) suffices to approximate \(h\) well enough.


39 Judea Pearl and Azaria Paz. Graphoids: Graph-based logic for reasoning about relevance relations or when x tell you more about y if you already know z? In *ECAI*, pages 357–363, 1986.
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Introduction

A continuous linear dynamical system (CDS) is a system whose evolution is governed by a differential equation of the form $\dot{x}(t) = Ax(t)$, where $A$ is a matrix with real entries. CDSs are ubiquitous in mathematics, physics, and engineering; they have been extensively studied as they describe the evolution of many types of systems (or abstractions thereof) over time. More recently, CDSs have become central in the study of cyber-physical systems (see, e.g., the textbook [4]).

In the study of CDSs, particularly from the perspective of control theory, a fundamental problem is reachability – namely whether the orbit $\{x(t) : t \geq 0\}$ intersects a given target set $Y \subseteq \mathbb{R}^d$. For example, when $x(t)$ describes the state of an autonomous car (i.e., its location, velocity, etc.). $Y$ may describe situations where the car is not able to stop in time to respond to a hazard.

When $Y$ is a singleton set, reachability is decidable [14, Theorem 2]. However, already when $Y$ is a half-space it is open whether or not reachability is decidable. The latter decision problem is known in the literature as the continuous Skolem problem. Some partial positive results were given in [6] and [10]. The continuous Skolem problem is related to notoriously difficult problems in the theory of Diophantine approximation: specifically a procedure for the continuous Skolem problem would yield one for computing to arbitrary precision the Diophantine-approximation types of all real algebraic numbers [10].

In lieu of an algorithm to decide reachability, a popular approach to certifying non-reachability is by finding an inductive invariant, that is, a set $X$ that is closed under the dynamics of the system and disjoint from the target $Y$. For such a set, it is immediate that the orbit of any point in $X$ does not reach $Y$. In order to make this approach effective it is natural to seek invariants among suitably tame classes of sets (e.g., polyhedra, semi-algebraic sets, etc). In this work we take a very general approach – we consider o-minimal invariants, that is, invariants definable in some o-minimal expansion of the ordered set of real numbers. The class of o-minimal invariants includes those defined by Boolean combinations of inequalities involving polynomials, the real exponential function, and bounded versions of the trigonometric functions. One can potentially use many other functions to define o-minimal invariants, but the key to our approach is to show that the ingredients just listed suffice in the case of a CDS and semi-algebraic target $Y$.

The papers [2, 1] study o-minimal invariants for discrete linear dynamical systems. There it is proved that when the target $Y$ is a semi-algebraic set, the question of whether there exists an o-minimal invariant disjoint from $Y$ is decidable. Furthermore, if there is an o-minimal invariant then there is in fact a semi-algebraic invariant which can moreover be constructed effectively. The present paper uses similar ideas, although the case of continuous linear dynamical systems differs in several important ways.

Main Contributions. We consider the following problem: given a CDS by means of a matrix $A$ with rational entries, an initial point $x_0 = x(0)$, and a semi-algebraic set $Y$ of error states, decide whether there exists a set that is definable in some o-minimal expansion of the ordered real field and is (1) disjoint from $Y$, (2) invariant under the dynamics of the system, and (3) contains the initial point $x_0$. We show that in searching for such invariants it suffices to look among sets definable in the expansion of the reals with the real exponential function and trigonometric functions restricted to bounded domains. Moreover, assuming Schanuel's conjecture (a unifying conjecture in transcendental number theory), we prove that the existence of such an invariant is decidable, and that invariants can effectively be constructed when they exist.
Without assuming Schanuel’s conjecture we can decide a related problem, namely the question of whether there exists a set that is definable in an o-minimal expansion of the real field and is (1) disjoint from $Y$, (2) invariant under the dynamics of the system, and (3) meets the orbit of the initial point $x_0$. Notice that such a set — which could be called an \textit{eventual invariant} — must contain all but a bounded initial segment of the orbit. We show that when such a set exists, it can be effectively constructed and moreover that it can be chosen to be a semi-algebraic set. Such an invariant can serve as a certificate that the orbit does not enter the error set $Y$ infinitely often. The latter is a very difficult problem to decide, even when the target set is a half-space \[9\].

As mentioned earlier, for discrete linear dynamical systems the question of whether there exists a semi-algebraic invariant that contains the \textit{whole} orbit is decidable \[2, 1\]. We provide an explanation of why the analogous result for continuous systems is not easy to prove; this is by way of a reduction from a difficult problem that highlights the complications of continuous systems. The problem asks whether a given exponential polynomial of the form

$$f(t) = a_1e^{b_1t} + \cdots + a_ne^{b_nt}$$

has zeros in a bounded interval, where $a_i, b_i$ are real algebraic numbers. Deciding whether $f$ has zeros in a bounded region seems to be difficult because all the zeros have to be transcendental (a consequence of Hermite-Lindemann Theorem), and they can be tangential, i.e., $f$ never changes its sign, yet it has a zero.

\textbf{Related Work.} Invariant synthesis is a central technique for establishing safety properties of hybrid systems. It has long been known how to compute a strongest \textit{algebraic} invariant \[20\] (i.e., a smallest algebraic set that contains the collection of reachable states) for an arbitrary CDS. Here an algebraic invariant is one that is specified by a conjunction of polynomial equalities. If one moves to the more expressive setting of semi-algebraic invariants, which allow inequalities, then there is typically no longer a strongest (or smallest) invariant, but one can still ask to decide the existence of an invariant that avoids a given target set of configurations. This is the problem that is addressed in the present paper.

Partial positive results are known, for example when strong restrictions on the matrix $A$ are imposed, such as when all the eigenvalues are real and rational, or purely imaginary with rational imaginary part \[15\].

A popular approach in previous work has been to seek invariants that match a given syntactic \textit{template}, which allows to reduce invariant synthesis to constraint solving \[13, 23, 16\]. While this technique can be applied to much richer classes of systems than those considered here (e.g., with discrete control modes and non-linear differential equations), it does not appear to offer a way to decide the existence of arbitrary semi-algebraic invariants. An alternative to the template approach for invariant generation involves obtaining candidate invariants from semi-algebraic abstractions of a system \[21\]. Another active area of current research lies in developing powerful techniques to check whether a given semi-algebraic set is actually an invariant \[12, 16\].

Other avenues for analysing dynamical systems in the literature include bisimulations \[7\], forward/backward reach-set computation \[5\], and methods for directly proving liveness properties \[22\]. The latter depends on constructing \textit{staging sets}, which are essentially semi-algebraic invariants.

Often, questions about dynamical systems can be reduced to deciding whether a sentence belongs to the elementary theory of an appropriate expansion of the ordered field of real numbers. While the latter is typically undecidable, there are partial positive results, namely
quasi-decidability in bounded domains, see [11] and the references therein. This can be used to reason about the dynamics of a system in a bounded time interval, under the assumption that it does not tangentially approach the set that we want to avoid. However, it seems unlikely that such results can be easily applied to the problems considered here.

The rest of the paper is organised as follows. In Section 2, we give the necessary definitions and terminology. In Section 3, we define cones, which are over-approximations of the orbit, and prove that they are in a certain sense canonical. The positive results assuming Schanuel’s conjecture are subsequently given in this section. Section 4 is devoted to the effective construction of the semi-algebraic invariants which allows us to state and prove the unconditional positive results. In Section 5, we give the aforementioned reduction, from finding zeros of exponential polynomials.

See [3] for the complete proofs.

2 Preliminaries

A continuous-time linear dynamical system is a pair
\[ \langle A, x_0 \rangle \]
where \( A \in \mathbb{Q}^{d \times d} \) and \( x_0 \in \mathbb{Q}^d \). The system evolves in time according the function \( x(t) \) which is the unique solution to the differential equation \( \dot{x}(t) = Ax(t) \) with \( x(0) = x_0 \). Explicitly this solution can be written as:
\[ x(t) = e^{At}x_0. \]

The orbit of \( \langle A, x_0 \rangle \) from time \( t_0 \) is the set \( O(t_0) = \{ e^{At}x_0 : t \geq t_0 \} \). An invariant for \( \langle A, x_0 \rangle \) from time \( t_0 \) is a set \( I \subseteq \mathbb{R}^d \) that contains \( e^{At}x_0 \) and is stable under applications of \( e^{At} \), i.e., \( e^{At}I \subseteq I \) for every \( t \geq 0 \). Note that an invariant from time \( t_0 \) contains \( O(t_0) \).

Given a set \( Y \subseteq \mathbb{R}^d \) (referred to henceforth as an error set), we say that the invariant \( I \) avoids \( Y \) if the two sets are disjoint.

We denote by \( \mathbb{R}_0 \) the structure \( \langle \mathbb{R}, 0, 1, +, \cdot, < \rangle \). This is the ordered field of real numbers with constants 0 and 1. A sentence in the corresponding first-order language is a quantified Boolean combination of atomic propositions of the form \( P(x_1, \ldots, x_n) \) where \( P \) is a polynomial with integer coefficients and \( x_1, \ldots, x_n \) are variables. In addition to \( \mathbb{R}_0 \), we also consider its following expansions:

1. \( \mathbb{R}_{\exp} \), obtained by expanding \( \mathbb{R}_0 \) with the real exponentiation function \( x \mapsto e^x \).
2. \( \mathbb{R}_{RE} \), obtained by expanding \( \mathbb{R}_0 \) with the restricted elementary functions, namely \( x \mapsto e^{x|0,1]} \), \( x \mapsto \sin x|0,1] \), and \( x \mapsto \cos x|0,1] \).
3. \( \mathbb{R}_{\exp RE} \), obtained by expanding \( \mathbb{R}_{\exp} \) with the restricted elementary functions.

Tarski famously showed that the first-order theory of \( \mathbb{R}_0 \) admits quantifier elimination, moreover the elimination is effective and therefore the theory is decidable [24, Theorem 37].

It is an open question whether the theory of the reals with exponentiation (\( \mathbb{R}_{\exp} \)) is decidable; however decidability was established subject to Schanuel’s conjecture by MacIntyre and Wilkie [18, Theorem 1.1]. MacIntyre and Wilkie further showed in [18, Section 5] that decidability of the theory of \( \mathbb{R}_{\exp} \) implies a weak form of Schanuel’s conjecture.

Similarly, it is an open question whether \( \mathbb{R}_{RE} \) and \( \mathbb{R}_{\exp RE} \) are decidable, but they are also known to be decidable subject to Schanuel’s conjecture [17, Theorem 3.1].

\[ ^1 \text{More precisely, the decidability of } \mathbb{R}_{\exp} \text{ requires Schanuel’s conjecture over } \mathbb{R}, \text{ whereas that of } \mathbb{R}_{\exp RE} \text{ requires it over } \mathbb{C}. \]
Let $\mathcal{R}$ be an expansion of the structure $\mathcal{R}_0$. A set $S \subseteq \mathbb{R}^d$ is definable in $\mathcal{R}$ if there exists a formula $\phi(x_1, \ldots, x_d)$ in $\mathcal{R}$ with free variables $x_1, \ldots, x_d$ such that $S = \{(c_1, \ldots, c_d) \in \mathbb{R}^d \mid \mathcal{R} \models \phi(c_1, \ldots, c_d)\}$. For $\mathcal{R} = \mathcal{R}_0$, the ordered field of real numbers, $\mathcal{R}_0$-definable sets are known as semi-algebraic sets.

**Remark 2.1.** There is a natural first-order interpretation of the field of complex numbers $\mathbb{C}$ in the field of real numbers $\mathbb{R}$. We shall say that a set $S \subseteq \mathbb{C}^d$ is $\mathcal{R}$-definable if the image $\{(x, y) \in \mathbb{R}^d \times \mathbb{R}^d \mid x + iy \in S\}$ of $S$ under this interpretation is $\mathcal{R}$-definable.

A totally ordered structure $(M, <, \ldots)$ is said to be $o$-minimal if every definable subset of $M$ is a finite union of intervals. Tarski's result on quantifier elimination implies that $\mathcal{R}_0$ is $o$-minimal. The $o$-minimality of $\mathcal{R}_{\text{exp}}$ and $\mathcal{R}_{\text{RE}}$ is shown in [27], and the $o$-minimality of $\mathcal{R}_{\text{RE}}$ and $\mathcal{R}_{\text{exp}}$ is due to [25, 26].

A semi-algebraic invariant is one that is definable in $\mathcal{R}_0$. An o-minimal invariant is one that is definable in an o-minimal expansion of $\mathcal{R}_{\text{exp}}$.

### 3 Orbit Cones

In this section we define orbit cones, an object that plays a central role in the subsequent results. They can be thought of as over-approximations of the orbit that has certain desirable properties, and moreover it is canonical in the sense that any other invariant must contain a cone.

#### 3.1 Jordan Normal Form

Let $(A, x_0)$ be a continuous linear dynamical system. The exponential of a square matrix $A$ is defined by its formal power series as

$$e^A \overset{\text{def}}{=} \sum_{n=0}^{\infty} \frac{A^n}{n!}.$$ 

Let $\lambda_1, \ldots, \lambda_k$ be the eigenvalues of $A$, and recall that when $A \in \mathbb{Q}^{d \times d}$, all the eigenvalues are algebraic. We can write $A$ in Jordan Normal Form as $A = PJP^{-1}$ where $P \in \mathbb{C}^{d \times d}$ is an invertible matrix with algebraic entries, and $J = \text{diag}(B_1, \ldots, B_k)$ is a block-diagonal matrix where each block $B_l$ is a Jordan block that corresponds to eigenvalue $\lambda_l$, and it has the form

$$B_l = \begin{pmatrix}
\lambda_l & 1 & 0 & \cdots & 0 \\
0 & \lambda_l & 1 & \cdots & 0 \\
\vdots & \vdots & \ddots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & \lambda_l
\end{pmatrix} \in \mathbb{C}^{d_l \times d_l}$$

with $\sum_{l=1}^{k} d_l = d$.

From the power series, we can write $e^{At} = Pe^{Jt}P^{-1}$. Further, $e^{Jt} = \text{diag}(e^{B_1t}, \ldots, e^{B_kt})$. For each $1 \leq l \leq k$, write $B_l = \Lambda_l + N_l$, where $\Lambda_l$ is the $d_l \times d_l$ diagonal matrix $\text{diag}(\lambda_l, \ldots, \lambda_l)$ and $N_l$ is the $d_l \times d_l$ matrix $\text{diag}_2(1, \ldots, 1)$; where $\text{diag}_j(\cdot)$ is the $j$-th diagonal matrix, with other entries zero.

The matrices $\Lambda_l$ and $N_l$ commute, since the former is a diagonal matrix. A fundamental property of matrix exponentiation is that if matrices $A, B$ commute, then $e^{A+B} = e^A e^B$.

Thus, we have

$$e^{Jt} = e^{\text{diag}(\Lambda_1 t, \ldots, \Lambda_k t, N_1 t, \ldots, N_k t)} = \text{diag}(e^{\lambda_1 t}, \ldots, e^{\lambda_k t}) e^{\text{diag}(N_1 t, \ldots, N_k t)},$$
where by \( \text{diag}(e^{\lambda_1 t}, \ldots, e^{\lambda_k t}) \) we mean the \( d \times d \) diagonal matrix that has the entry \( e^{\lambda_i t} \) written \( d_i \) times, the entry \( e^{\lambda_2 t} \) written \( d_2 \) times and so on. It will always be clear from the context whether we repeat the entries because of their multiplicity or not.

Matrices \( N_t \) are nilpotent, so its power series expansion is a finite sum, i.e. a polynomial in \( N_t \). More precisely, one can verify that:

\[
e^{N_t} = I + \text{diag}_2(t, \ldots, t) + \text{diag}_3\left(\frac{t^2}{2}, \ldots, \frac{t^2}{2}\right) + \ldots + \text{diag}_{d_t}\left(\binom{t}{1}, \ldots, \binom{t}{d_t - 1}\right).
\]

Set \( Q(t) \defeq \text{diag}(e^{N_1 t}, \ldots, e^{N_k t}) \). From the equation above, the entries of \( Q(t) \) are polynomials in \( t \) with rational coefficients.

Write the eigenvalues as \( \lambda_i = \rho_i + i\omega_i \), so that

\[
\text{diag}(e^{\lambda_1 t}, \ldots, e^{\lambda_k t}) = \text{diag}(e^{\rho_1 t}, \ldots, e^{\rho_k t}) \cdot \text{diag}(e^{i\omega_1 t}, \ldots, e^{i\omega_k t})
\]

We have in this manner decomposed the orbit

\[
O(t_0) = \{ P \cdot E(t) \cdot R(t) \cdot Q(t) \cdot P^{-1} \cdot x_0 : t \geq t_0 \},
\]

into an exponential \( E(t) \), a rotation \( R(t) \), and a simple polynomial \( Q(t) \) matrices that commute with one another. Having the orbit in such a form will facilitate the analysis done in the sequel.

### 3.2 Cones as Canonical Invariants

In a certain sense, the rotation matrix \( R(t) \) is the most complicated, because of it, the orbit is not even definable in \( \mathbb{R}^{n \times p} \). The purpose of cones is to abstract away this matrix by a much simpler subgroup of the complex torus

\[
T \defeq \{ z \in \mathbb{C}^k : |z_i| = 1, 1 \leq i \leq k \}.
\]

To this end, consider the group of additive relations among the frequencies \( \omega_1, \ldots, \omega_k \):

\[
S \defeq \{ a \in \mathbb{Z}^k : a_1\omega_1 + \cdots + a_k\omega_k = 0 \}.
\]

The subgroup of the torus of interest, respects the additive relations as follows:

\[
T_\omega \defeq \{ (\tau_1, \ldots, \tau_k) \in T : \text{for all } a \in S, \tau_1^{a_1} \cdots \tau_k^{a_k} = 1 \}.
\]

Its desirable properties are summarised in the following proposition:

**Proposition 3.1.** For algebraic numbers \( \omega_1, \ldots, \omega_k \),

1. \( T_\omega \) is semi-algebraic,
2. diagonals of \( \{ R(t) : t \geq 0 \} \) form a dense subset of \( T_\omega \).

**Proof.** Being an Abelian subgroup of \( \mathbb{Z}^k \), \( S \) has a finite basis, moreover this basis can be computed because of effective bounds, [19, Section 3]. To check that \( (\tau_1, \ldots, \tau_k) \) belongs to \( T_\omega \), it suffices to check that \( \tau_1^{a_1} \cdots \tau_k^{a_k} = 1 \) for \( (a_1, \ldots, a_k) \) in the finite basis. This forms a finite number of equations, therefore \( T_\omega \) is semi-algebraic. The fact that this is a subset of vectors of complex numbers is not problematic in this case because of the simple first-order interpretation in the theory of reals, see Remark 2.1.

The second statement of the proposition is a consequence of Kronecker’s theorem on inhomogeneous simultaneous Diophantine approximations, see [8, Page 53, Theorem 4]. The proof of a slightly stronger statement can also be found in [9, Lemma 4]. Examples can be found where the set of diagonals of \( \{ R(t) : t \geq 0 \} \) is a strict subset of \( T_\omega \).  

\[\square\]
The orbit cone can now be defined by replacing the rotations with the subgroup of the torus. As it turns out, for our purposes this approximation is not too rough.

**Definition 3.2.** The orbit cone from \( t_0 \geq 0 \) is

\[
C_{t_0} \overset{\text{def}}{=} \{ P E(t) \ \text{diag}(\tau) \ Q(t) \ P^{-1} x_0 : \ \tau \in \mathbb{T}_\omega, t \geq t_0 \}.
\]

We prove that the cone is an inductive invariant and also a subset of \( \mathbb{R}^d \).

**Lemma 3.3.** For all \( \delta, t_0 \geq 0 \), \( e^{A\delta} C_{t_0} \subseteq C_{t_0} \).

Proof. Fix \( t \geq t_0 \) and \( \tau \in \mathbb{T}_\omega \), and consider the point

\[
v = P E(t) \ \text{diag}(\tau) \ Q(t) \ P^{-1} x_0 \in C_{t_0},
\]

then we can write \( e^{A\delta} v \) as

\[
e^{A\delta} v = P E(\delta) R(\delta) Q(\delta) \cdot E(t) \ \text{diag}(\tau) Q(t) \ P^{-1} x_0 = P E(\delta + t) R(\delta) \ \text{diag}(\tau) Q(\delta) Q(t) \ P^{-1} x_0.
\]

The matrix \( R(\delta) \ \text{diag}(\tau) \) is equal to \( \text{diag}(\tau') \) for some \( \tau' \in \mathbb{T}_\omega \). Otherwise said, the vector \((e^{\omega_1 t_1} 1, \ldots, e^{\omega_k t_k})\) belongs to \( \mathbb{T}_\omega \). Indeed this is the case because for any \( a \in S \) we have

\[
e^{a_1 \delta_1 t_1} \ldots e^{a_k \delta_k t_k} = e^{\delta_1 (a_1 \omega_1 + \ldots + a_k \omega_k)} \cdot r_1^{a_1} \ldots r_k^{a_k} = 1.
\]

Finally, by induction on the dimension \( d \) one can verify that \( Q(\delta) Q(t) = Q(\delta + t) \), \( \Box \).

The fact that cones are subsets of \( \mathbb{R}^d \) comes as a corollary of the following proposition whose proof can be found in Appendix A of the full version of the paper [3].

**Proposition 3.4.** Let \( A = PJP^{-1} \) as above, and let \( C_i \in \mathbb{C}^{d_i \times d_i} \) for \( i = 1, \ldots, k \), with dimensions compatible to the Jordan blocks of \( A \), and such that for every \( i_1, i_2 \), if \( B_{i_1} = \overline{B_{i_2}} \), then \( C_{i_1} = \overline{C_{i_2}} \). Then \( P \ \text{diag}(C_1, \ldots, C_k) P^{-1} \) has real entries.

The matrix \( E(t) \ \text{diag}(\tau) Q(t) \) can be written as \( \text{diag}(C_1, \ldots, C_k) \) where the \( C_i \) matrices satisfy the conditions of Proposition 3.4, hence the following corollary.

**Corollary 3.5.** For all \( t_0 \geq 0 \) we have \( C_{t_0} \subseteq \mathbb{R}^d \).

It is surprising that, already, the cones are a complete characterisation of o-minimal inductive invariants in the following sense.

**Theorem 3.6.** Let \( \mathcal{I} \) be an o-minimal invariant that contains the orbit \( \mathcal{O}(u) \) from some time \( u \geq 0 \), then there exists \( t_0 \geq u \) such that:

\[
C_{t_0} \subseteq \mathcal{I}.
\]

Proof sketch. Conceptually, the proof follows along the lines of its analogue in [1]. There are a few differences, namely that the entries of the matrix \( A \) in [1] are assumed to be algebraic, while this is not true for the entries of \( e^A \).

We define rays of the cone, which are subsets where \( \tau \in \mathbb{T}_\omega \) is fixed. Then we prove that for every ray, all but a finite part of it, is contained in the invariant. This is done by contradiction: if a ray is not contained in the invariant, a whole dense subset of the cone can be shown not to be contained in the invariant, leading to a contradiction, since the invariant is assumed to contain the orbit. We achieve this using some results on the topology of o-minimal sets.

The complete proof can be found in Appendix B of [3].
Another desirable property of cones is that they are \( \mathcal{R}\text{exp}\)-definable. Also, one can observe that for every \( t_0 \), the set \( \{e^{At}x_0 : 0 \leq t \leq t_0\} \) is definable in \( \mathcal{R}\text{exp} \) (as we only need bounded restrictions of \( \sin \) and \( \cos \) to capture e.g. \( e^{i\omega} \) up to time \( t_0 \)). As an immediate corollary of Theorem 3.6, we have the following theorems.

\textbf{Theorem 3.7.} Let \( \langle A, x_0 \rangle \) be a CDS. For every \( t_0 \geq 0 \), the set \( \mathcal{C}_{t_0} \cup \{e^{At}x_0 : 0 \leq t \leq t_0\} \) is an invariant that contains the whole orbit of \( \langle A, x_0 \rangle \). Moreover, this invariant is definable in \( \mathcal{R}\text{exp} \) (and in particular is o-minimal).

\textbf{Theorem 3.8.} Let \( \langle A, x_0 \rangle \) be a CDS and let \( Y \subseteq \mathbb{R}^d \) be an error set. There exists an o-minimal invariant \( I \) that contains the orbit and is disjoint from \( Y \) if and only if there exists \( t_0 \) such that \( \mathcal{C}_{t_0} \cup \{e^{At}x_0 : 0 \leq t \leq t_0\} \) is such an invariant.

Theorem 3.8 now allows us to provide an algorithm for deciding the existence of an invariant, subject to Schanuel’s conjecture:

\textbf{Theorem 3.9.} Assuming Schanuel’s conjecture, given a CDS \( \langle A, x_0 \rangle \) and an \( \mathcal{R}\text{exp} \)-definable error set \( Y \), it is decidable whether there exists an o-minimal invariant for \( \langle A, x_0 \rangle \) that avoids \( Y \). Moreover, if such an invariant exists, we can compute a representation of it.

\textbf{Proof.} By Theorem 3.8, there exists an o-minimal invariant \( I \) that avoids \( Y \) if and only if there exists some \( t_0 \in \mathbb{R} \) such that \( \mathcal{C}_{t_0} \cup \{e^{At}x_0 : 0 \leq t \leq t_0\} \) is such an invariant. Thus, the problem reduces to deciding the truth value of the following \( \mathcal{R}\text{exp} \) sentence:

\[ \exists t_0 : (\mathcal{C}_{t_0} \cup \{e^{At}x_0 : 0 \leq t \leq t_0\}) \cap Y = \emptyset \]

The theory of \( \mathcal{R}\text{exp} \) is decidable subject to Schanuel’s conjecture, and therefore we can decide the existence of an invariant. Moreover, if an invariant exists, we can compute a representation of it by iterating over increasing values of \( t_0 \), until we find a value for which the sentence \( (\mathcal{C}_{t_0} \cup \{e^{At}x_0 : 0 \leq t \leq t_0\}) \cap Y = \emptyset \) is true. \( \Box \)

\section{Semi-algebraic Error Sets and Fat Trajectory Cones}

In this section, we restrict attention to semi-algebraic invariants and semi-algebraic error sets, in order to regain unconditional decidability.

Substitute \( s = e^t \) in the definition of the cone to get:

\[ \mathcal{C}_{t_0} = \{ P E(\log s) \text{ diag}(\tau) Q(\log s) P^{-1}x_0 : \tau \in T_\omega, \ s \geq e^{t_0} \} . \]

Written this way, observe that \( E(\log s) = \text{diag}(s^{\rho_1}, \ldots, s^{\rho_k}) \), which is almost semi-algebraic, apart from the fact that the exponents need not be rational.

\subsection{Unconditional Decidability}

We give the final, yet crucial property of the cones. When the error set is semi-algebraic, it is possible to decide, unconditionally, whether there exists some cone that avoids the error set. Moreover the proof is constructive, it will produce the cone for which this property holds.

\textbf{Theorem 4.1.} For a semi-algebraic error set \( Y \), it is (unconditionally) decidable whether there exists \( t_0 \geq 0 \) such that \( \mathcal{C}_{t_0} \cap Y = \emptyset \). Moreover, such a \( t_0 \) can be computed.
Proof. Define the set

\[ U \overset{\text{def}}{=} \{ \mathcal{V} \in \mathbb{R}^{d \times d} : \forall \mathbf{v} \in \mathcal{T}_\omega, \ \mathcal{P} \mathcal{V} \ \text{diag}(\tau) \ P^{-1} \mathbf{x}_0 \in \mathbb{R}^d \setminus Y \} . \]

The set \( U \) can be seen to be semi-algebraic and thus is expressed by a quantifier-free formula that is a finite disjunction of formulas of the form \( \bigwedge_{i=1}^m R_i(\mathcal{V}) \sim 0 \), where each \( R_i \) is a polynomial with integer coefficients, over \( d \times d \) variables of the entries of the matrix \( \mathcal{V} \), and \( \sim \in \{ >, = \} \). Define the matrix

\[ \Lambda(s) \overset{\text{def}}{=} \text{diag}(s^{\rho_1}, \ldots, s^{\rho_k})Q(\log s) \in \mathbb{R}^{d \times d}, \]

and notice that \( C_{t_0} \cap Y = \emptyset \) if and only if \( \Lambda(s) \in U \) for every \( s \geq e^{t_0} \). Thus, it is enough to decide whether there exists \( s_0 \geq 1 \) such that for every \( s \geq s_0 \), at least one of the disjuncts \( \bigwedge_{i=1}^m R_i(\Lambda(s)) \sim 0 \) is satisfied.

Since \( R_i(\Lambda(s)) \) are polynomials in entries of the form \( s^{\rho_i} \) and \( \log(s) \), there is an effective bound \( s_0 \) such that for all \( s \geq s_0 \), none of the values \( R_i(\Lambda(s)) \) change sign for any \( 1 \leq l \leq m \). Hence we only need to decide whether there exists some \( s_0' \geq s_0 \) such that for all \( s \geq s_0' \) we have \( R_i(\Lambda(s)) \sim 0 \) for every \( 1 \leq l \leq m \).

Fix some \( l \). The polynomial \( R_l(v_1, \ldots, v_D) \) has the form \( \sum_i a_i v_1^{n_{i,1}} \cdots v_D^{n_{i,D}} \). After identifying the matrix \( \Lambda(s) \) with a vector in \( \mathbb{R}^D \) for \( D = d^2 \), we see that \( R_l(\Lambda(s)) \) is a sum of terms of the form

\[ a_i s^{n_{i,1}\rho_1 + \cdots + n_{i,k}\rho_k} Q_{i,1}(\log s) \cdots Q_{i,D}(\log s) \]

where the \( n'_{i,j} \) are aggregations of the \( n_{i,j} \) for identical entries of \( \text{diag}(s_1^{\rho_1}, \ldots, s_k^{\rho_k}) \), and \( Q_{i,j}(\log s) \) are polynomials obtained from the entries of \( Q(\log s) \) under \( R_l \). We can join the polynomials \( Q_1, \ldots, Q_D \) into a single polynomial \( f_i \), which would also absorb \( a_i \). Thus, we rewrite \( R_l \) in the form \( \sum s^{n'_{i,1}\rho_1 + \cdots + n'_{i,k}\rho_k} f_i(\log s) \) where each \( f_i \) is a polynomial with rational coefficients (as the coefficients in \( Q(\log s) \) are rational).

In order to reason about the sign of this expression as \( s \to \infty \), we need to find the leading term of \( R_l(\Lambda(s)) \). This, however, is easy: the exponents \( n'_{i,1}\rho_1 + \cdots + n'_{i,k}\rho_k \) are algebraic numbers, and are therefore susceptible to effective comparison. Thus, we can order the terms by magnitude. Then, we can determine the asymptotic sign of each coefficient \( f_i(\log s) \) by looking at the leading term in \( f_i \).

We can thus determine the asymptotic behaviour of each \( R_l(\Lambda(s)) \), to conclude whether \( \bigwedge_{i=1}^m R_i(\Lambda(s)) \sim 0 \) eventually holds. Moreover, for rational \( s \), every quantity above can be computed to arbitrary precision, therefore it is possible to compute a threshold \( s_0' \), after which, for all \( s \geq s_0' \), \( \bigwedge_{i=1}^m R_i(\Lambda(s)) \sim 0 \) holds. This completes the proof.

\[ \square \]

\textbf{Theorem 4.2.} For a semi-algebraic set \( Y \), it is decidable whether there exists a \( o \)-minimal invariant, disjoint from \( Y \), that contains the orbit \( \mathcal{O}(u) \) after some time \( u \geq 0 \). Moreover in the positive instances an invariant that is \( \mathcal{R}_{\text{exp}} \)-definable can be constructed.

\textbf{Proof.} If there is an invariant \( \mathcal{I} \) that contains \( \mathcal{O}(u) \), for some \( u \geq 0 \), then Theorem 3.6 implies that there exists some \( t_0 \geq u \) such that \( C_{t_0} \) is contained in \( \mathcal{I} \). Consequently, the question that we want to decide is equivalent to the question of whether there exists a \( t_0 \), such that \( C_{t_0} \cap Y = \emptyset \). The latter is decidable thanks to Theorem 4.1. The effective construction follows from the fact that such a \( t_0 \) is computable and that the cone is \( \mathcal{R}_{\text{exp}} \)-definable. \[ \square \]
4.2 Effectively Constructing the Semi-algebraic Invariant

We now turn to show that in fact, for semi-algebraic error sets $Y$, we can approximate $C_{t_0}$ with a semi-algebraic set such that if $C_{t_0}$ avoids $Y$, so does the approximation. Intuitively, this is done by relaxing the “non semi-algebraic” parts of $C_{t_0}$ in order to obtain a fat cone. This relaxation has two parts: one is to “rationalize” the (possibly irrational) exponents $\rho_1, \ldots, \rho_k$, and the other is to approximate the polylogs in $Q(\log s)$ by polynomials.

Relaxing the exponents. We start by approximating the exponents $\rho_1, \ldots, \rho_k$ with rational numbers. We remark that naively taking rational approximations is not sound, as the approximation must also adhere to the additive relationships of the exponents.

Let $\ell = (\ell_1, \ldots, \ell_k)$ and $u = (u_1, \ldots, u_k)$ be tuples of rational numbers such that $\ell_i \leq u_i$ for $i = 1, \ldots, k$. Define $S \subseteq \mathbb{R}^k$ as:

$$S \overset{\text{def}}{=} \left\{ (q_1, \ldots, q_k) \in \mathbb{R}^k : \forall n_1, \ldots, n_k \in \mathbb{Z}, \left( \sum_{i=1}^k n_i \ell_i = 0 \Rightarrow \sum_{i=1}^k n_i q_i = 0 \right) \right\}$$

Thus, $S$ captures the integer additive relationships among the $\rho_i$. Define

$$\text{Box}(\ell, u) \overset{\text{def}}{=} \{ \text{diag}(q) : \ell \leq q \leq u, q \in S \}.$$

Approximating polylogs. Let $\epsilon, \delta > 0$. We simply replace log $s$ by $r$ such that $\delta \leq r \leq s^\epsilon$. Note that it is not necessarily the case that $\delta \leq \log s \leq s^\epsilon$, so this replacement is a-priori not sound. However, for large enough $s$ the inequalities do hold, which will suffice for our purposes.

We can now define the fat cone. Let $\epsilon, \delta > 0$ and $\ell = (\ell_1, \ldots, \ell_k)$ and $u = (u_1, \ldots, u_k)$ as above, the fat orbit cone $\mathcal{F}_{s_0, \epsilon, \delta, \ell, u}$ is the set:

$$\left\{ P \text{diag}(s^\ell_1, \ldots, s^\ell_k) \text{diag}(\tau) Q(r) P^{-1} x_0 : \tau \in \mathcal{T}_\omega, s \geq s_0, \delta \leq r \leq s^\epsilon, q \in \text{Box}(\ell, u) \right\}.$$

That is, the fat cone is obtained from $C_{t_0}$ with the following changes:

- $R(\log s) = \text{diag}(s^{\rho_1}, \ldots, s^{\rho_k})$ is replaced with $\text{diag}(s^{q_1}, \ldots, s^{q_k})$, where the $q_i$ are rational approximations of the $\rho_i$, and maintain the additive relationships.
- $Q(\log s)$ is replaced with $Q(r)$ where $\delta \leq r \leq s^\epsilon$.
- The variable $s$ starts from $s_0$ (as opposed to $e^{s_0}$).

We first show that the fat cone is semi-algebraic (the proof is in [3] Appendix C), then proceed to prove that if there is a cone that avoids the error set, then there is a fat one that avoids it as well.

Lemma 4.3. $\mathcal{F}_{s_0, \epsilon, \delta, \ell, u}$ is definable in $\mathcal{R}_{t_0}$, and we can compute a representation of it.

Lemma 4.4. Let $Y \subseteq \mathbb{R}^d$ be a semi-algebraic error set such that $C_{t_0} \cap Y = \emptyset$ for some $t_0 \in \mathbb{R}$, then there exists $\delta, \epsilon, s_0, \ell, u$ as above such that

1. $\mathcal{F}_{s_0, \epsilon, \delta, \ell, u} \cap Y = \emptyset$, and
2. for every $t \geq 0$ it holds that $e^{At} : \mathcal{F}_{s_0, \epsilon, \delta, \ell, u} \subseteq \mathcal{F}_{s_0, \epsilon, \delta, \ell, u}$.

The result is constructive, so when $t_0$ is given, the constants $s_0, \epsilon, \delta, \ell, u$ can be computed.

It follows that a corollary of this lemma, and Lemma 4.3, is a stronger statement than that of Theorem 4.2, namely one where $\mathcal{R}_{exp}$ is replaced by $\mathcal{R}_0$. We state it here before moving on with the proof of Lemma 4.4.
Theorem 4.5. For a semi-algebraic set $Y$, it is decidable whether there exists a $\omega$-minimal invariant, disjoint from $Y$, that contains the orbit $O(u)$ after some time $u \geq 0$. Moreover in the positive instances an invariant that is $\mathbb{R}_0$-definable can be constructed.

The proof of Lemma 4.4 is given by the two corresponding steps. The second step, proving the invariance of the fat cone, can be found in [3]. We turn our attention to the first step.

Lemma 4.6. Let $Y \subseteq \mathbb{R}^d$ be a semi-algebraic error set, and let $t_0 \in \mathbb{R}$ be such that $C_{t_0} \cap Y = \emptyset$, then there exists $\delta, \epsilon, s_0, \ell, u$ as above such that $F_{s_0, \epsilon, \delta, \ell, u} \cap Y = \emptyset$.

Proof. We use the same analysis and definitions of $U$, $R_l$, $\sim_l$, $\Lambda(s)$ as in the proof of Theorem 4.1 and focus on a single polynomial $R_l$. Recall that we had

$$R_l(\Lambda(s)) = \sum_i s^{n_1 \cdot 1 + \ldots + n_k \cdot k} f_i(\log s)$$

where each $f_i$ is a polynomial with rational coefficients.

Denote $\rho = (\rho_1, \ldots, \rho_k)$. We show, first, how to replace the exponents vector $\rho$ by any exponents vector in $Box(\ell, u)$ for appropriate $\ell$, $u$, and second, how to replace $\log s$ by $r$ where $\delta \leq r \leq s^\ell$ for some appropriate $\delta$ and $\epsilon$, while maintaining the inequality or equality prescribed by $\sim_l$.

Denote by $N$ the set of vectors $n_i = (n_{i,1}, \ldots, n_{i,k})$ of exponents in (1). Let $\mu > 0$, such that for every $n, n' \in N$, if $\rho \cdot (n - n') \neq 0$ then $|\rho \cdot (n - n')| > \mu$. That is, $\mu$ is a lower bound on the minimal difference between distinct exponents in (1). Observe that we can compute a description of $\mu$, as the exponents are algebraic numbers.

Let $M = \max_{n, n'} \|n - n'\|$ (where $\|\|$ is the Euclidean norm in $\mathbb{R}^k$).

Claim 4.7. Let $c \in \mathbb{R}^k$ be such that $\|\rho - c\| \leq \frac{\mu}{2M}$, then, for all $n, n' \in N$, if $\rho \cdot (n - n') > 0$ then $c \cdot (n - n') > \frac{\mu}{2}$.

Proof of Claim 4.7. Suppose that $\rho \cdot (n - n') > 0$, then by the above we have $\rho \cdot (n - n') > \mu$, and hence

$$c \cdot (n - n') = \rho \cdot (n - n') + (c - \rho) \cdot (n - n') \geq \mu - \|c - \rho\| \cdot \|n - n'\| \geq \mu - \frac{\mu}{2M} M = \frac{\mu}{2}$$

We can now choose $\ell$ and $u$ such that $u_i - \ell_i \leq \frac{\mu}{2M} \sqrt{k}$ and for all $c \in Box(\ell, u)$ we have $\|\rho - c\| \leq \sum_{i=1}^k (u_i - \ell_i)^2 \leq \frac{\mu^2}{2M}$.

It follows from Claim 4.7 and from the definition of $Box(\ell, u)$ that, intuitively, every $c \in Box(\ell, u)$ maintains the order of magnitude of the monomials $s^{n_1 + \ldots + n_k}$ in $R_l(\Lambda(s))$.

More precisely, let $\Lambda'(s) = \text{diag}(s^c, \ldots, s^c)Q(\log s)$ for some $c \in Box(\ell, u)$, then the exponent of the ratio of every two monomials in $R_l(\Lambda'(s))$ has the same (constant) sign as the corresponding exponent in $R_l(\Lambda(s))$. Moreover, the exponents of distinct monomials in $R_l(\Lambda(s))$ differ by at least $\frac{\mu}{2}$ in $R_l(\Lambda'(s))$.

We now turn our attention to the log $s$ factor. First, let $s_0$ be large enough that $f_i(\log s)$ has constant sign for every $s \geq s_0$. We can now let $\delta$ be large enough such that for every $r \geq \delta$, the sign of $f_i(\log s)$ coincides with the sign of $f_i(r)$ for every $s \geq s_0$. It remains to give an upper bound on $r$ of the form $s^\ell$ such that plugging $f_i(\log s)$ in $R_l(\Lambda'(s))$ does not change the ordering of the terms (by their magnitude) in $R_l(\Lambda'(s))$.
Let $B$ be the maximum degree of all polynomials $f_i$ in (1), and define $\epsilon = \frac{\mu}{2B}$ (in fact, any $\epsilon < \frac{\mu}{2B}$ would suffice), then we have that, for $s \geq s_0$, $f_i(\log s)$ for every $\delta \leq r \leq s'$ (by our choice of $\delta$), and guarantees that plugging $s'$ instead of $s$ does not change the ordering of the terms (by their magnitude) in $R_t$. Since the exponents of the monomials in $R_t(\Lambda'(s))$ differ by at least $\frac{\mu}{2}$, it follows that their order is maintained when replacing log $s$ by $\delta \leq r \leq s'$.

Let $\Lambda'(s) = \text{diag}(s^{c_1}, \ldots, s^{c_k})Q(r)$ for some $c \in \Box(\ell, u)$ and $\delta \leq r \leq s'$, then by our choice of $\epsilon$, the dominant term in $R_t(\Lambda'(s))$ is the same as that in $R_t(\Lambda(s))$. Therefore, for large enough $s$, the signs of $R_t(\Lambda'(s))$ and $R_t(\Lambda(s))$ are the same.

Note that since $G_{t_0} \cap Y = \emptyset$, then w.l.o.g. $R_t(\Lambda(s)) \sim_0 0$ for every $t$. Thus, by repeating the above argument for each $R_t$, we can compute $s_0 \in \mathbb{R}$, $\epsilon > 0$, $\delta \in \mathbb{R}$, and $\ell, u \in \mathbb{Q}^k$ such that $F_{s_0, \epsilon, \delta, \ell, u} \cap Y = \emptyset$, and we are done.

## 5 A Reduction from Zeros of an Exponential Polynomial

In Theorem 4.5, we showed unconditional decidability for the question of whether there exists an invariant containing the orbit $O(u)$, for some $u \geq 0$. Even though we construct such an invariant, it cannot be used as a certificate proving that the orbit never enters the error set; however it is a certificate that the orbit of the system does not enter $Y$ after time $u$.

In this section we give indications that deciding whether there exists an invariant that takes into account the orbit $\leq u$ is difficult. More precisely, we will reduce a problem about zeros of a certain exponential polynomial to the question of whether there exists a semi-algebraic invariant disjoint from $Y$ containing $O(0)$.

**Remark 5.1.** In the setting of discrete linear dynamical systems, the existence of a semi-algebraic invariant from time $t_0$ immediately implies the existence of one from time $0$. This is because the system goes through finitely many points from $0$ to $t_0$, which can be added one by one to the semi-algebraic set. In this respect CDSs are more complicated to analyze.

The problem that we reduce from, can be stated as follows. We are given as input real algebraic numbers $a_1, \ldots, a_n, \rho_1, \ldots, \rho_n$, and $t_0 \in \mathbb{Q}$, and asked to decide whether the exponential function:

$$f(t) \overset{\text{def}}{=} a_1 e^{\rho_1 t} + \cdots + a_n e^{\rho_n t},$$

has any zeros in the interval $[0, t_0]$. This is a special case of the so-called Continuous Skolem Problem [6, 10].

While there has been progress on characterising the asymptotic distribution of complex zeros of such functions, less is known about the real zeros, and we lack any effective characterisation, see [6, 10] and the references therein. The difficulty of knowing whether $f$ has a zero in the specified region is because (a) all the zeros have to be transcendental (a consequence of Hermite-Lindemann Theorem) and (b) there can be tangential zeros, that is $f$ has a zero but it never changes its sign. See the discussion in [6, Section 6]. Finding the zeros of such a polynomial is a special case of the bounded continuous Skolem problem. We note that when $\rho_i$ are all rational the problem is equivalent to a sentence of $\mathfrak{R}_{t_0}$ (and hence decidable) by replacing $t = \log s$.

The rest of this section is devoted to the proof of the following theorem.

**Theorem 5.2.** For every exponential polynomial $f$ we can construct a CDS $\langle A, x_0 \rangle$ and semi-algebraic set $Y$ such that the following two statements are equivalent:

- There exists a semi-algebraic invariant disjoint from $Y$ that contains $O(0)$,
- $f$ does not have a zero in $[0, t_0]$. 
Fix the function $f$, i.e. real algebraic numbers $a_1, \ldots, a_n, \rho_1, \ldots, \rho_n$ and $t_0 \in \mathbb{Q}$. Without loss of generality we can assume that $\rho_1, \ldots, \rho_n$ are all nonnegative, since $e^{\rho t} f(t) = 0$ if and only if $f(t) = 0$ where $\rho$ is larger than all $\rho_1, \ldots, \rho_n$.

Since every $\rho_i$ is algebraic, there is a minimal polynomial $p_i$ that has $\rho_i$ as a simple root. Let $A$ be the $d \times d$ companion matrix of the polynomial $p_1(x) \cdots p_n(x)x^2$. The numbers $\rho_i$ are eigenvalues $A$ of multiplicity one, and the latter also has zero as an eigenvalue of multiplicity two. In addition to those, the matrix $A$ generally has other (complex) eigenvalues as well.

We put $A$ in Jordan normal form, $P^{-1}AP = J$ where $J$ is made of two block diagonals: $\tilde{A}$ and $B$, where

$$\tilde{A} \overset{\text{def}}{=} \begin{pmatrix} \text{diag}(\rho_1, \ldots, \rho_n) & 0 & 1 \\ 0 & 0 \end{pmatrix},$$

and $B$ is some $(d - n - 2) \times (d - n - 2)$ matrix. Define:

$$\mathbf{x}_0 \overset{\text{def}}{=} (1, \ldots, 1, 0, \ldots, 0),$$

the vector that has $n + 2$ ones and the rest, $d - (n + 2)$ zeros, whose purpose is to ignore the contribution of the eigenvalues in matrix $B$ in the system. To simplify notation, since $\mathbf{x}_0$ is ignoring the contribution of the matrix $B$, the dynamics of the system $\langle J, \mathbf{x}_0 \rangle$ can be assume to be the same as:

$$e^{\tilde{A}t} (1, \ldots, 1) = (e^{\rho_1 t}, \ldots, e^{\rho_n t}, t).$$

Focus on a single eigenvalue, i.e. on the graph $\{(e^{\rho t}, t) : t \geq 0\}$, as the analysis will easily generalise to the CDS in question. This is itself a CDS, so terminology such as orbits etc. make sense. The challenge is to find a family of tubes around this exponential curve such that (a) all the tubes together with $\{(y, t) : t \geq t_0\}$ are invariants and (b) the tubes are arbitrarily close approximations of the curve.

We achieve this by the following families of polynomials:

- under-approximations are given by the family indexed by $n \in \mathbb{N}$:

$$P_n(t) \overset{\text{def}}{=} \sum_{k=0}^{n} \frac{(\rho t)^k}{k!},$$

- over-approximations are given by a family indexed by $n \in \mathbb{N}$ and $\mu > 1$:

$$Q_{n,\mu}(t) \overset{\text{def}}{=} P_n(\mu t).$$

Define:

$$\mathcal{I}_{n,\mu} \overset{\text{def}}{=} \{(y, t) : P_n(t) \leq y \leq Q_{n,\mu}(t) \text{ and } 0 \leq t \leq t_0\}.$$

It is clear from Taylor's theorem and the assumption that $\rho > 0$, that by taking $n \to \infty$, and $\mu \to 1^+$ the sets $\mathcal{I}_{n,\mu}$ are arbitrary precise approximations of the graph $\{(e^{\rho t}, t) : t \geq 0\}$, what remains to show is that they are invariant.

**Lemma 5.3.** For every $\mu > 1$ there exists $n_0 \in \mathbb{N}$ such that for all $n \geq n_0$ the set

$$\mathcal{I}_{n,\mu} \cup \{(y, t) : t > t_0\}$$

is an invariant containing the whole orbit, i.e. $\{(e^{\rho t}, t) : t \geq 0\}$. 
The proof is in Appendix D of [3].
We can construct such invariants for every curve \( e^{\rho t} \), and thus build \( \mathcal{I}_{n,\mu} \) for
\[
\{(e^{\rho_1 t}, \ldots, e^{\rho_n t}, t) : t \geq 0\}.
\]
To prove Theorem 5.2 we define \( \tilde{Y} \) by the formula
\[
\Phi(x_1, \ldots, x_n, x_{n+1}) \overset{\text{def}}{=} a_1 x_1 + \cdots + a_n x_n = 0 \quad \text{and} \quad 0 \leq x_{n+1} \leq t_0.
\]
Since the analysis was done on the CDS \( \langle J, x_0 \rangle \), whose entries are not rational in general, before proceeding with the proof of Theorem 5.2, we need the following lemma to say that changing basis does not have an effect in the decision problem at hand:

Lemma 5.4. For every \( \tilde{Y} \) semi-algebraic, there exists another semi-algebraic set \( Y \) and \( x_0 \) with rational entries such that the following two statements are equivalent:

- \( \langle J, x_0 \rangle \) has a semi-algebraic invariant disjoint from \( \tilde{Y} \), containing the whole orbit,
- \( \langle PJP^{-1}, x_0 \rangle \) has a semi-algebraic invariant disjoint from \( Y \), containing the whole orbit.

The proof can be found in [3]. Thanks to this lemma, we can prove Theorem 5.2 for the CDS \( \langle J, x_0 \rangle \) and the set \( \tilde{Y} \) instead. This is done as follows. The direct implication is trivial. For the converse, observe that \( f(t) \) does not have a zero in \([0, t_0]\) if and only if the \( O(0) \) and \( \tilde{Y} \) are disjoint. Since both \( O(0) \) and \( \tilde{Y} \) are closed sets, we can find a tube that contains \( O(0) \) and is disjoint from \( \tilde{Y} \), i.e. there exists some \( \mu > 1 \) and \( n \in \mathbb{N} \) such that
\[
\mathcal{I}_{n,\mu} \cup \{(y, t) : t > t_0\},
\]
is an invariant that is disjoint from \( \tilde{Y} \) but contains \( O(0) \).
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1 Introduction

Higher-order computation generalizes classic first-order one by allowing algorithms and functions to not only take strings but also functions in input. It is well-known that this way of computing gives rise to an interesting computability and complexity theory [26, 25, 31], and that it also constitutes a conceptual basis for the functional programming paradigm, in which higher-order subroutines allow for a greater degree of modularity and conciseness in programs.
In cryptography [19, 20, 24], computation is necessarily randomized, and being able to restrict the time complexity of adversaries is itself crucial: most modern cryptographic schemes are insecure against computationally unbounded adversaries. Noticeably, higher-order constructions are often considered in cryptography, in particular when modeling active adversaries, which have access to oracles for the underlying encryption, decryption, or authentication functions, and can thus naturally be seen as second-order algorithms. Another example of useful cryptographic constructions which can be spelled out at different type orders, are pseudorandom primitives. Indeed, pseudorandomness can be formulated on (families of) strings, giving rise to so-called pseudorandom generators [5], but also on (families of) first-order functions on strings, giving rise to the so-called pseudorandom functions [21]. In the former case, again, adversaries (i.e., distinguishers) are ordinary polynomial time algorithms, while in the latter case, they are polytime oracle machines.

Given the above, it is natural to wonder whether standard primitives like encryption, authentication, hash functions, or pseudorandom functions, could be made higher-order. As discussed in Section 2 below, that would represent a way of dealing with code-manipulating programs and their security in a novel, fundamentally interactive, way. Before even looking at the feasibility of this goal, there is one challenge we are bound to face, which is genuinely definitional: how could we even give notions of security (e.g. pseudorandomness, unforgeability, and the like) for second-order functions, given that those definitions would rely on a notion of third-order probabilistic polynomial time adversary, itself absent from the literature? Indeed, although different proposals exist for classes of feasible deterministic functionals [9, 25], not much is known if the underlying algorithm has access to a source of randomness. Moreover, the notion of feasibility cryptography relies on is based on the so-called security parameter, a global numerical value which controls the complexity of all the involved parties. In Section 3, we give a definition of higher-order probabilistic polynomial time by way of concepts borrowed from game semantics [22, 23, 2], and being inspired by recent work by Ferée [13]. We give evidence to the fact that the provided definition is general enough to capture a broad class of adversaries of order strictly higher than two.

After having introduced the model, we take a look at whether any concrete instance of a secure higher-order cryptographic primitive can be given. The results we provide are about pseudorandom functions and (deterministic) authentication. We prove on the one hand that those constructions are not possible if one insists on them having the expected type (see Section 4.2). On the other hand, we prove (in Section 4.3 below) that second-order pseudorandomness is possible if the argument function takes as input a string of logarithmic length.

2 The Why and How of Authenticating Functions

Encryption and authentication, arguably the two simplest cryptographic primitives, are often applied to programs rather than mere data. But when this is done, programs are treated as ordinary data, i.e., as strings of symbols. In particular, two different but equivalent programs are seen as different strings, and their encryptions or authentication tags can be completely different objects. It is natural to ask the following: would it be possible to deal with programs as functions and not as strings, in a cryptographic scenario? Could we, e.g., encrypt or authenticate programs seeing them as black boxes, thus without any access to their code?

For the sake of simplicity, suppose that the program \( P \) we deal with has a very simple IO behaviour, i.e. it takes as input a binary string of length \( n \) and returns a boolean. Authenticating \( P \) could in principle be done by querying \( P \) on some of its inputs and, based
on the outputs to the queries, compute a tag for $P$. As usual, such an authenticating scheme would be secure if no efficient adversary $A$ could produce a tag for $P$ without knowing the underlying secret key $k$ (such that $|k| = n$), unless with negligible probability. Please notice that the adversary, contrarily to the scheme itself, could have access to the code of $P$, even if that code has not been used during the authenticating process.

But how could security be defined in a setting like the above? The three entities at hand have the following types, where $\text{MAC}$ is the authentication algorithm, $S = \{0, 1\}^*$ is the set of binary strings, and $\mathcal{B} = \{0, 1\}$ is the set of boolean values:

$$
P : S \rightarrow \mathcal{B}
$$

$$
\text{MAC} : S \rightarrow (S \rightarrow \mathcal{B}) \rightarrow S
$$

$$
A : ((S \rightarrow \mathcal{B}) \rightarrow S) \rightarrow (S \rightarrow \mathcal{B}) \times S
$$

The first argument of $\text{MAC}$ is the key $k$, which is of course not passed to the adversary $A$. The latter can query $\text{MAC}$ and produce a function and its tag. Its type, as expected, has order three. The above is not an accurate description of the input-output behaviour of the involved algorithms, and in particular of the fact that the length of the input string to $P$ might be in a certain relation to the length of $k$, i.e., the underlying security parameter. Reflecting all this in the types above is however possible by replacing occurrences of the type $S$ with refinements of $S$, as follows:

$$
P : S[n] \rightarrow \mathcal{B}
$$

$$
\text{MAC} : S[n] \rightarrow (S[r(n)] \rightarrow \mathcal{B}) \rightarrow S[p(n)]
$$

$$
A : ((S[r(n)] \rightarrow \mathcal{B}) \rightarrow S[p(n)]) \rightarrow (S[r(n)] \rightarrow \mathcal{B}) \times S[p(n)]
$$

But how could the time complexity of the three algorithms above be defined? While polynomial time computability of the function $P$ and the authenticating algorithm $\text{MAC}$ can be captured in a standard way using, e.g., oracle Turing machines, the same cannot be said about $A$. How to, e.g., appropriately account for the time $A$ needs to “cook” a function $f$ in $S[n] \rightarrow \mathcal{B}$ to be passed to its argument functional? Appealing as it is, our objective of studying higher-order forms of cryptography is actually bound to be nontrivial, even from a purely definitional perspective.

Given the above discussion, the contributions of this paper can be described in greater detail, as follows:

- On the one hand, we give a definition of a polynomial-time higher-order probabilistic algorithm whose time complexity depends on a global security parameter and which is based on games and strategies, in line with game semantics [22, 23, 2]. This allows to discriminate satisfactorily between efficient and non-efficient adversaries, and accounts for the complexity of first-and-second-order algorithms consistently with standard complexity theory.

- On the other hand, we give some positive and negative results about the possibility of designing second-order cryptographic primitives, and in particular pseudorandom functions and authentication schemes. In particular we prove, by an essentially information-theoretic argument, that secure deterministic second-order authentication schemes of the kind sketched above cannot exist. A simple and direct reduction argument shows that a more restricted form of pseudorandom function exists under standard cryptographic assumptions. Noticeably, the adversaries we prove the existence of are of a very peculiar form, while the ones which we prove impossible to build are quite general.
Higher-Order Probabilistic Polynomial Time Through Parametrized Games

In this section, we introduce a framework inspired by game semantics, in which one can talk about the efficiency of probabilistic higher-order programs in presence of a global security parameter. While the capability of interpreting higher-order programs is a well-established feature of game semantics, dealing at the same time with probabilistic behaviors and efficiency constraints has – to the best of the authors’ knowledge – not been considered so far. The two aspects have however been tackled independently. Several game models of probabilistic languages have been introduced: we can cite here, for instance, the fully abstract model of probabilistic Idealized Algol by Danos and Harmer [11], or the model of probabilistic PCF by Clairambault at al. [8]. About efficiency, we can cite the work by Férée [13] on higher-order complexity and game semantics, in which the cost of evaluating higher-order programs is measured parametrically on the size of all their inputs, including functions, thus in line with type-two complexity [9]. We are instead interested in the efficiency of higher-order definitions with respect to the security parameter. Unfortunately, existing probabilistic game models do not behave well when restricted to capture feasibility: polytime computable probabilistic strategies in the spirit of Danos and Harmer do not compose (see the Extended Version of this paper [3] for more details).

Contrary to most works in game semantics, we do not aim at building a model of a particular programming language, but we take game semantics as our model of computation. As a consequence, we are not bound by requirements to interpret particular programming features or to reflect their discriminating power, and the resulting notions of games and strategies will be very simple.

We present our game-based model of computation in three steps: first, we define a category of deterministic games and strategies called $\mathcal{PG}$ – for parametrized games – which capture computational agents whose behavior is parametrized by the security parameter. This model ensures that computational agents are total: they always answer any request by the opponent. In a second step, we introduce $\mathcal{PPG}$, as a sub-category of $\mathcal{PG}$ designed to model those agents whose time complexity is polynomially bounded with respect to the security parameter. Finally, we deal with randomized agents by allowing them to interact with a probabilistic oracle, that outputs (a bounded amount of) random bits.

3.1 Parametrized Deterministic Games

Our game model has been designed so as to be able to deal with security properties that – as exemplified by computational indistinguishability – are expressed by looking at the behavior of adversaries at the limit, i.e., when the security parameter tends towards infinity. The agents we consider are actually families of functions, indexed by the security parameter. As such, our game model can be seen as a parametrized version of Hyland’s simple games [22], where the set of plays is replaced by a family of sets of plays, indexed by the natural numbers. Moreover, we require the total length of any interaction between the involved parties to be polynomially bounded in the security parameter.

We need a few preliminary definitions before delving into the definition of a game. Given two sets $X$ and $Y$, we define $\text{Alt}(X, Y)$ as $\{(a_1, \ldots, a_n) \mid a_i \in X \text{ if } i \text{ is odd}, a_i \in Y \text{ if } i \text{ is even}\}$, i.e., as the set of finite alternating sequences whose first element is in $X$. Given any set of sequences $X$, $\text{Odd}(X)$ (respectively, $\text{Even}(X)$) stands for the subset of $X$ containing the sequences of odd (respectively, even) length. From now on, we implicitly assume that any (opponent or player) move $m$ can be faithfully encoded as a string in an
appropriate, fixed alphabet. This way, moves and plays implicitly have a length, that we will indicate through the unary operator $| \cdot |$. We fix a set $\text{Pol}$ of unary polynomially-bounded total functions on the natural numbers, which includes the identity $\iota$, base-2 logarithm $[\log_2]$, addition, multiplication, and closed under composition. $\text{Pol}$ can be equipped with the pointwise partial order: $p \leq q$ when $\forall n \in \mathbb{N}, p(n) \leq q(n)$.

Definition 1 (Parametrized Games). A parametrized game $G = (O_G, P_G, L_G)$ consists of sets $O_G$, $P_G$ of opponent and player moves, respectively, together with a family of non-empty prefix-closed sets $L_G = \{L_G^n\}_{n \in \mathbb{N}}$, where $L_G^0 \subseteq \text{Alt}(O_G, P_G)$, such that there is $p \in \text{Pol}$ with $\forall n \in \mathbb{N}. \forall s \in L_G^n. |s| \leq p(n)$. The union of $O_G$ and $P_G$ is indicated as $M_G$, and is said to be a set of moves of $G$.

For every $n \in \mathbb{N}$, $L_G^n$ represents the set of legal plays, when $n$ is the current value of the security parameter. Observe that the first move is always played by the opponent, and that for any fixed value of the security parameter $n$, the length of legal plays is bounded by $p(n)$, where $p \in \text{Pol}$. In the following, we often form plays from moves coming from different games or from different copies of the same game. If $s$ is such a play, we indicate, e.g., the sub-play of $s$ consisting of the moves from $G$ as $s_G$.

Example 2 (Ground Games). We present here some games designed to model data-types. The simplest game is probably the unit game $1 = (\{\}, \{\}, \{L^1_0\}_{n \in \mathbb{N}})$ with just one opponent move and one player move, where $L^1_0 = \{\varepsilon, ?, *\}$ for every $n$. Just slightly more complicated than the unit game is the boolean game $B$ in which the two moves 0 and 1 take the place of $*$. In the two games introduced so far, parametrization is not really relevant, since $L_G^n = L^m_G$ for every $n, m \in \mathbb{N}$. The latter is not true in $S[p] = (\{\}, \{0, 1\}, \{L^p_{S[p]}\}_{n \in \mathbb{N}})$. Here $L_{S[p]}^n = \{\varepsilon, ?\} \cup \{?s \mid |s| = p(n)\}$, which will be our way of capturing strings. A slight variation of $S[p]$ is $L[p]$, in which the returned string can have length smaller or equal to $p(n)$.

Example 3 (Oracle Games). As another example, we construct polynomial boolean oracles as games. For every polynomial $p \in \text{Pol}$ we define a game $O^p$ as $(\{\}, \{0, 1\}, \{L^p_{O^p}\}_{n \in \mathbb{N}})$ with

$$
L^p_{O^p} = \{\varepsilon\} \cup \{?b_1b_2\ldots b_m \mid b_i \in \{0, 1\} \land m \leq p(n)\}
\cup \{?b_1?b_2\ldots b_{m'}? \mid b_i \in \{0, 1\} \land m < p(n)\}.
$$

Our oracle games are actually a special case of a more general construction, that amounts to building, from any game $G$, and any polynomial $p$, a game which consists in playing $G$ at most $p(n)$ times. That is itself nothing more than a bounded version [18] of the exponential construction from models of linear logic [16].

Definition 4 (Bounded Exponentials). Let $G = (O_G, P_G, L_G)$ be a parametrized game. For every $p \in \text{Pol}$, we define a new parametrized game $\!_p G := (O_p, P_p, L_p G)$ as follows:

- $O_p G = \mathbb{N}_{>0} \times O_G$, and $P_p G = \mathbb{N}_{>0} \times P_G$;
- For $n \in \mathbb{N}$, $L^n_p G$ is the set of those plays $s \in \text{Alt}(O_p G, P_p G)$ such that:
  - for every $i$, the $i$-th projection $s_i$ of $s$ is in $L^n_G$;
  - if a move $(i+1, z)$ appears in $s$ for $i \in \mathbb{N}_{>0}$, then a move $(i, x)$ appears at some earlier point of $s$, and $i + 1 \leq p(n)$.

We do not need any switching condition as in so-called AJM games [1]; the impossibility for the observer to switch between the various copies of $G$ when playing in $\!_p G$ is a byproduct of our very definition of a game. Observe that the game $O^p$ is isomorphic to the game $\!_p B$ – we can build a bijection between legal plays having the same length.
Games specify how agents could play in a certain interactive scenario. As such, they do not represent one such agent, this role being the one of strategies. Indeed, a strategy on a game is precisely a way of specifying the deterministic behavior of an agent, i.e., how the agent plans to react to any possible move by the opponent. We moreover ask our strategies to be total, i.e., that the player cannot refuse to play when it is her turn.

**Definition 5 (Strategies).** A strategy on a parametrized game \( G = (O_G, P_G, L_G) \) consists of a family \( f = \{ f_n \}_{n \in \mathbb{N}} \), where \( f_n \) is a partial function from \( \text{Odd}(L_G^n) \) to \( P_G \) such that:

- for every \( s \in \text{Odd}(L_G^n) \), if \( f_n(s) = x \) is defined, then \( sx \in L_G^n \);
- \( sx \in \text{Dom}(f_n) \) implies that \( x = f_n(s) \);
- for every \( s \in \mathbb{T}_n \), if \( sx \in L_G^n \) then \( sx \in \text{Dom}(f_n) \);

where \( \mathbb{T} \) represents the set of plays characterising \( f \), defined as the family \( \{ \mathbb{T}_n \} \) where \( \mathbb{T}_n = \{ \varepsilon \} \cup \{ sf_n(s) \mid s \in \text{Dom}(f_n) \} \subseteq L_G^n \). Any strategy \( f \) is entirely characterized by its set of plays \( \mathbb{T} \). As such, it does not need to be effective, i.e., it is entirely possible that \( f \), seen as a function of the history and the security parameter, is an uncomputable function.

Up to now, the games we have described are such that their strategies are meant to represent concrete data: think about how a strategy for, e.g., \( B \) or \( O^p \) could look like. It is now time to build games modeling functions, this being embodied by the following construction on games:

**Definition 6 (Constructing Functional Games).** The game \( G \leadsto H \) is given as \( O_G \leadsto H = P_G + O_H, P_G \leadsto H = O_G + P_H, \) and \( L_G \leadsto H = \{ s \in \text{Alt}(O_G \leadsto H, P_G \leadsto H) \mid s_G \in L_G, s_H \in L_H \} \).

Strategies for the game \( G \leadsto H \) are meant to model any agent that, when interacting with a strategy in \( G \), behaves like a strategy for \( H \). When \( G \) and \( H \) are ground games, this can indeed be seen as a function between the corresponding sets.

**Example 7.** As an example, we look at the game \( O^p \leadsto S[p] \), which captures functions returning a string of size \( p(n) \) after having queried a binary oracle at most \( p(n) \) times. First, observe that:

\[
O^p \leadsto S[p] = \{ \{ ?_{S[p]}^n, 0, 1 \}, \{ ?_{O^p}^n \} \cup \{ 0, 1 \}^*, \{ L_{O^p \leadsto S[p]}^n \}_{n \in \mathbb{N}} \},
\]

where \( L_{n \in \mathbb{N}}^{O^p \leadsto S[p]} \) is generated by the following grammar:

\[
q \in L_{n \in \mathbb{N}}^{O^p \leadsto S[p]} ::= ?_{S[p]}^n o \mid ?_{S[p]}^n e \mid ?_{S[p]}^n ex \quad s \in \{ 0, 1 \}^* \text{ with } |s| \leq p(n)
\]
\[
e ::= \epsilon \mid ?_{O^p}^m b_1 \ldots ?_{O^p}^m b_m \quad b_i \in \{ 0, 1 \}, m \leq p(n)
\]
\[
o ::= ?_{O^p} \mid ?_{O^p} b_1 \ldots ?_{O^p} b_m ?_{O^p} \quad b_i \in \{ 0, 1 \}, m \leq p(n)
\]

Of course there are many strategies for this game, and we just describe two of them here, both making use of the oracle: the first one – that we will call \( \text{once}_p \) – queries the oracle for a random boolean, and returns the string \( 0^{p(n)} \) or the string \( 1^{p(n)} \) depending on the obtained value. It is represented in Figure 1a. The second strategy – denoted \( \text{mult}_p \), and represented in Figure 1b – generates a random key of length \( p(n) \) by making \( p(n) \) calls to the probabilistic oracle.

We now look at how to compose strategies: given a strategy on \( G \leadsto H \), and \( H \leadsto K \), we want to build a strategy on \( G \leadsto K \) that combines them. We define composition as in [22, 32], except that we need to take into account the security parameter \( n \).
Definition 8 (Composition of Strategies). Let $G, H, K$ be parametrized games, and let $f, g$ be two strategies on $G \rightarrow^b H$ and $H \rightarrow^b K$ respectively. We first define the set of interaction sequences of $f$ and $g$ as:

$$(f \parallel g)_n = \{ s \in (M_G + M_H + M_K)^* \mid s_{G,H} \in \mathcal{F}_n \land s_{H,K} \in \mathcal{G}_n \}. $$

From there, we define the composition of $f$ and $g$ as the unique strategy $f; g$ such that:

$$ f; g = \{ s_{G,K} \mid s \in (f \parallel g)_n \}. $$

We can check that $f; g$ is indeed a strategy on $G \rightarrow^b K$, and that moreover composition, seen as an operation on strategies, is associative and admits an identity. We can thus define $\mathcal{PS}$ as the category whose objects are parametrized games, and whose set of morphisms $\mathcal{PS}(G, H)$ consists of the parametrized strategies on the game $G \rightarrow^b H$.

### 3.2 Polytime Computable Strategies

Parametrized games have been defined so as to have polynomially bounded length. However, there is no guarantee on the effectiveness of its strategies, i.e., that the next player move, can be computed algorithmically from the history, uniformly in the security parameter. This can be however tackled by considering a subcategory of $\mathcal{PS}$ in which strategies are not merely functions, but can be (efficiently) computed:

Definition 9 (Polytime Computable Strategies). Let $G$ be a parametrized game, and $f$ be a strategy on $G$. We say that $f$ is polytime computable when there exists a polynomial time Turing machine which on input $(1^n, s)$ returns $f(n)(s)$.

All strategies we have given as examples in the previous section are polytime computable. For example, the two strategies from Example 7 are both computable in linear time.

Proposition 10 (Stability of Polytime Computable Strategies). Let $G, H, K$ be polynomially bounded games. If $f, g$ are polytime computable strategies, respectively on $G \rightarrow^b H$, and $H \rightarrow^b K$, then $f; g$ is itself a polytime computable strategy.

For elementary reasons, the identity strategy on any game $G$ is polytime computable. We can thus write $\mathcal{PPS}$ for the the sub-category of $\mathcal{PS}$ whose objects are parametrized games, and whose morphisms are polytime computable strategies.
Let us now consider the algorithm MAC from Section 2. Its type can be turned into the parametrized game $S[i] \rightarrow \Pi_q(S[r] \rightarrow B) \rightarrow S[p]$. The bounded exponential $\Pi_q$ serves to model the fact that the argument function can be accessed a number of times which is polynomially bounded on $n$. As a consequence, MAC can only query the argument function a number of times which is negligibly smaller than the number of possible queries, itself exponential in $n$ (if $r(n) \geq n$). As we will see in Section 4, this is the key ingredient towards proving security of such a message authentication code to be unattainable.

3.3 Probabilistic Strategies

Both in $\mathcal{P}G$ and in $\mathcal{P}PG$, strategies on any game $G$ are ultimately functions, and the way they react to stimuli from the environment is completely deterministic. How could we reconcile all this with our claim that the framework we are introducing adequately models randomized higher-order computation? Actually, one could be tempted to define a notion of probabilistic strategy in which the underlying function family $\{f_n\}_{n \in \mathbb{N}}$ is such that $f_n$ returns a probability distribution $f_n(s)$ of player moves when fed with the history $s$. This, however, would lead to some technical problems when composing strategies: it would be hard to keep the composition of two efficient strategies itself efficient (see [3]).

It turns out that a much more convenient route consists, instead, in defining a probabilistic strategy on $G$ simply as a deterministic polytime strategy on $O^p \rightarrow G$, namely as an ordinary strategy having access to polynomially many random bits. Actually, we have already encountered strategies of this kind, namely $\text{once}_p$ and $\text{mult}_p$ from Example 7. This will be our way of modeling higher-order probabilistic computations.

But in which sense does any probabilistic strategy behave probabilistically, given that, after all, behind it there is a deterministic (polytime) Turing machine? The following definition gives an answer to this question, in the particular case of probabilistic strategies on the game $B$.

\begin{definition}
Let $f$ be a strategy on the game $O^p \rightarrow B$. For every $b \in B$, we define the probability of observing $b$ when executing $f$ as follows:

$$Pr_f(f \downarrow^n b) = \sum_{(b_1, \ldots, b_k) \in \mathbb{B}^k} \frac{1}{2^k} \text{ with } (b_1, \ldots, b_k) \in \mathbb{B}^k$$

\end{definition}

Parametrized games and probabilistic strategies can be themselves seen as a category whose morphisms (from the game $G$ to the game $H$) are pairs in the form $(q, f)$, where $f$ is a strategy in $O^q \rightarrow (G \rightarrow H)$. This category can be proved to be symmetric monoidal closed, although cartesian closure fails: duplication is not available in its full generality, but only in bounded form, which, we conjecture, is enough to get the structure of a bounded exponential situation [6].

Given a probabilistic strategy $f$ on $G$ (i.e. a strategy on $O^q \rightarrow G$) and $p \in \text{Pol}$, we indicate as $\Pi_p f$ the strategy in which $p(n)$ copies of $f$ are played, but in which randomness is resolved just once and for all, i.e. $\Pi_p f$ is the naturally defined strategy on $O^q \rightarrow \Pi_p G$ in which the $q(n)$ random bits are all queried for at the beginning of the play, after the first opponent move.

3.4 On the Expressive Power of Probabilistic Strategies

A few words about the expressive power of probabilistic strategies – seen as a model of higher-order randomized computation – are now in order. For trivial reasons, every probabilistic strategy for the game $S[i] \rightarrow L[p]$ can be precisely simulated by a probabilistic Turing machine...
working in polynomial time. Conversely, every such machine can be turned into a probabilistic strategy for the aforementioned game, once \( p \) is chosen as a sufficiently large polynomial. Similarly, behind any probabilistic strategy for the game \( S[r] \to \mathbf{B} \to S[p] \) there is an probabilistic oracle Turing machine working in polynomial time. The converse statement, however, can be proved only assuming the oracle with which the machine interacts to produce outputs polynomially related (in size) to the inputs.

More generally, the intrinsic restriction parametrized games impose on the length of any interaction indeed poses some limitations as to what strategies can do, and in particular to how they can interact with the environment. This implies that our framework is fundamentally inadequate as a characterization of, say, the basic feasible functionals [9]. We claim, however, that cryptography most often deals with situations in which, even if some of the parties can be computationally unbounded, the length of the interaction between them, but also the size of the exchanged messages, are polynomially bounded. The interested reader is invited to take a look at, e.g., the cryptographic experiments in [24]. Even in interactive proofs, in which no restrictions is put on complexity of the prover, the amount and size of the exchanged messages is by definition polynomially bounded.

## 4 The (In)feasibility of Higher-Order Cryptography

In this section, we give both negative and positive results about the possibility of defining a deterministic polytime strategy for the game \( S[r] \to \mathbf{B} \to S[p] \) which could serve to authenticate functions. When \( r \) is linear, this is impossible, as proved in Section 4.2 below. When, instead, \( r \) is logarithmic (and \( q \) is at least linear), a positive result can be given, see Section 4.3.

But how would a strategy for the game \( l_q(S[r] \to \mathbf{B}) \to S[p] \) look like? Plays for this game are in Figure 2. A strategy for such a game is required to determine the value of the query \( s_{i+1} \in S[r(n)] \) based on \( t_1, \ldots, t_i \in \mathbb{B} \). Moreover, based on \( t_1, \ldots, t_m \) (where \( m \leq q(n) \)), the strategy should be able to produce the value \( v \in S[p(n)] \). Strictly speaking, the strategy should also be able to respond to a situation in which the opponent directly replies to a

| \( l_q(S[r] \to \mathbf{B}) \to S[p] \) |
|------------------|------------------|
| \( O \)           | \( P \)           |
| \( (1, ?_B) \)    | \( (1, ?_r) \)    |
| \( O \)           | \( P \)           |
| \( (1, s_1) \)    | \( (1, t_1) \)    |
| \( \vdots \)      | \( \vdots \)      |
| \( O \)           | \( P \)           |
| \( (m, ?_B) \)    | \( (m, ?_r) \)    |
| \( O \)           | \( P \)           |
| \( (m, s_m) \)    | \( (m, t_m) \)    |
| \( P \)           | \( v \)           |

**Figure 2** Plays (of Maximal Length) for the game \( l_q(S[r] \to \mathbf{B}) \to S[p] \).
move \((i, t_i)\) by way of a truth value \((i, t_i)\), without querying the argument. This is however a signal that the agent with which the strategy is interacting represents a \textit{constant} function, and we will not consider it in the following.

The way we will prove deterministic authentication impossible when \(r\) is linear consists in showing that since \(g\) is polynomially bounded (thus negligibly smaller than the number of possible queries of type \(S[r]\) any function is allowed to make to its argument), there are many argument functions \(S[r(n)] \rightarrow \mathbb{B}\) which are indistinguishable, and would thus receive the same tag. In the following, we prove that the (relatively few) coordinates on which the argument function is queried can even be efficiently determined.

### 4.1 Efficiently Determining Influential Variables

A key step towards proving our negative result comes from the theory of influential variables in decision trees. In this section, we are going to give some preliminary definitions about it, without any aim at being comprehensive (see, e.g., [29]).

From now on, metavariables like \(N, M, L\) stand for natural number unrelated to the security parameter, unless otherwise specified. Given a natural number \(N \in \mathbb{N}\), \([N]\) denotes the set \(\{1, \ldots, N\}\). Whenever \(j \in [N]\), \(e_j \in \mathbb{S}[N]\) is the binary string which is everywhere 0 except on the \(j\)-th component, in which it is 1.

**Definition 12** (Variance and Influence). For every distribution \(\mathcal{D}\) over \(\mathbb{S}[N]\), and \(F : \mathbb{S}[N] \rightarrow \mathbb{B}\), we write \(\text{Var}_\mathcal{D}(F)\) for the value \(\mathbb{E}(F(\mathcal{D}))^2 - \mathbb{E}(F(\mathcal{D}))^2 = \Pr_{x, y \sim \mathcal{D}}(F(x) \neq F(y))\), called the variance of \(F\) under \(\mathcal{D}\). For every distribution \(\mathcal{D}\) over \(\mathbb{S}[N]\), \(F : \mathbb{S}[N] \rightarrow \mathbb{B}\), and \(j \in [N]\), we define the influence of \(j\) on \(F\) under \(\mathcal{D}\), written \(\text{Inf}_\mathcal{D}^j(F)\), as \(\Pr_{x \sim \mathcal{D}}[F(x) \neq F(x \oplus e_j)]\).

The quantity \(\text{Inf}_\mathcal{D}^j(F)\) measures how much, on the average, changing the \(j\)-th input to \(F\) influences its output. If \(F\) does not depend too much on the \(j\)-th input, then \(\text{Inf}_\mathcal{D}^j(F)\) is close to 0, while it is close to 1 when switching the \(j\)-th input has a strong effect on the output.

**Example 13.** Let \(\text{PARITY}_N : \mathbb{S}[N] \rightarrow \mathbb{B}\) be the parity function on \(N\) bits. It holds that

\[
\text{Inf}_\mathcal{D}^j(\text{PARITY}_N) = \Pr_{x \sim \mathcal{D}}[\text{PARITY}_N(x) \neq \text{PARITY}_N(x \oplus e_j)] = \sum_x \mathcal{D}(x) \cdot |\text{PARITY}_N(x) - \text{PARITY}_N(x \oplus e_j)| = \sum_x \mathcal{D}(x) = 1.
\]

This indeed matches the intuition: changing any one coordinate makes the output to change, independently on the distribution from which the input is drawn.

If \(F : A \rightarrow \mathbb{S}[L]\), and \(t \in [L]\), we define \(F_t : A \rightarrow \mathbb{B}\) to be the function that on input \(x \in A\) outputs the \(t\)-th bit of \(F(x)\). The kind of distributions over \(\mathbb{S}[N]\) we will be mainly interested at are the so-called \textit{semi-uniform} ones, namely those in which some of the \(N\) bits have a fixed value, while the others take all possible values with equal probability. It is thus natural to deal with them by way of partial functions. For every partial function \(g : [N] \rightarrow \mathbb{B}\) we define \(\text{Dom}(g) \subseteq [N]\) to be the set of inputs on which \(g\) is defined, and \(U_g\) to be the uniform distribution of \(x\) over \(\mathbb{S}[N]\) conditioned on \(x_j = g(j)\) for every \(j \in \text{Dom}(g)\), i.e., the distribution defined as follows:

\[
U_g(x) = \begin{cases} 
\frac{1}{2^{N - |\text{Dom}(g)|}} & \text{if } x_j = g(j) \text{ for every } j \in \text{Dom}(g); \\
0 & \text{otherwise.}
\end{cases}
\]
If a distribution $D$ can be written as $U_g$, where $g : [N] \to \mathbb{B}$, we say that $D$ is a $\text{Dom}(g)$-distribution, or a semi-uniform distribution. Given a distribution $D : S[N] \to \mathbb{R}_{[0,1]}$, some index $j \in [N]$ and a bit $b \in \mathbb{B}$, the expression $D[j \leftarrow b]$ stands for the conditioning of $D$ to the fact that the $j$-th boolean argument is $b$. Note that if $D$ is an $S$-distribution and $j \in [N] \setminus S$, then $D[j \leftarrow b]$ is an $S \cup \{j\}$-distribution.

A crucial concept in the following is that of a decision tree, which is a model of computation for boolean functions in which the interactive aspects are put upfront, while the merely computational aspects are somehow abstracted away.

$\blacktriangleright$ Definition 14 (Decision Tree). Given a function $F$, a decision tree $T$ for $F$ is a finite ordered binary tree whose internal nodes are labelled with an index $i \in [N]$, whose leaves are labelled with a bit $b \in \mathbb{B}$, and such that whenever a path ending in a leaf labelled with $b$ is consistent with $x \in S[N]$, it holds that $F(x) = b$. The depth of any decision tree $T$ is defined the same as that of any tree.

$\blacktriangleright$ Example 15. An example of a decision tree that computes the function $\text{PARITY}_3 : S[3] \to \mathbb{B}$ defined in Example 13 can be found in Figure 3.

The following result, which is an easy corollary of some well-known results in the literature (i.e. Corollary 1.2 from [29]), put the variance and the influence in relation whenever the underlying function can be computed by way of a decision tree of limited depth.

$\blacktriangleright$ Lemma 16. Suppose that $F$ is computable by a decision tree of depth at most $q$ and $g : [N] \to \mathbb{B}$ is a partial function. Then there exists $j \in [N] \setminus \text{Dom}(g)$ such that

$$\text{Inf}_{U_g}^j(F) \geq \frac{\text{Var}_{U_g}(F)}{q}.$$ 

Every decision tree $T$ makes on any input a certain number of queries, which of course can be different for different inputs. If $D$ is a distribution, $S$ is a subset of $[N]$ and $T$ is a decision tree, we define $\Delta_{D,S}(T)$ as the expectation over $x \sim D$ of the number of queries that $T$ makes on input $x$ outside of $S$, which is said to be the average query complexity of $T$ on $D$ and $S$. The following result relates the query complexity before and after the underlying semi-uniform distribution is updated: if we fix the value of a variable, then the average query complexity goes down (on the average) by at least the variable’s influence:

$\blacktriangleright$ Lemma 17. For every decision tree $T$ computing a function $F$, $S \subseteq [N]$, $j \in [N] \setminus S$, and $S$-distribution $D$, it holds that

$$\frac{1}{2} \Delta_{D[j \leftarrow 0],S \cup \{j\}}(T) + \frac{1}{2} \Delta_{D[j \leftarrow 1],S \cup \{j\}}(T) \leq \Delta_{D,S}(T) - \text{Inf}_{D}^j(F).$$

By somehow iterating over Lemma 17, we can get the following result, which states that fixing enough coordinates, the variance can be made arbitrarily low, and that those coordinates can be efficiently determined:
Theorem 18. For every \( F : \mathcal{S}[N] \rightarrow \mathcal{S}[L] \) such that for every \( t \in [L] \), \( F_t \) is computable by a decision tree of depth at most \( Q \), and every \( \varepsilon > 0 \), there exist a natural number \( m \leq LQ^2/\varepsilon \) and a partial function \( f : [N] \rightarrow \mathbb{B} \) where \( |\text{Dom}(g)| \leq m \) such that \( \text{Var}_{\mathcal{L}}(F_t) \leq \varepsilon \) for every \( t \in \{1, \ldots, L\} \). Moreover, there is a polytime randomized algorithm \( A \) that on input \( F, \delta > 0, \) and \( \varepsilon > 0, \) makes at most \( O(LN) \cdot \text{poly}(Q/(\delta \varepsilon)) \) queries to \( F \) and outputs such a partial function \( g \) with \( |\text{Dom}(g)| \leq O((LQ^2)/(\varepsilon \delta)) \) with probability at least \( 1 - \delta \).

Proof. We here give the main ingredients of the proof, referring to [3] for a more detailed account. The algorithm \( A \) proceeds by iteratively fixing new coordinates between the \( N \) many ones the function \( F \) depends on, stopping when the variance of all the functions \( F_t \) on the obtained semi-uniform distribution falls significantly below \( \varepsilon \). The next coordinate to be fixed is chosen by estimating, using statistical methods, the influence of all the possible coordinates. Using similar methods, \( A \) can also estimate accurately the variance, and stop when enough coordinates are fixed. The role of Lemma 16 is to guarantee that if the variance is not too low, an influential variable can always be found, while the one of Lemma 17 consists in guaranteeing that a bounded number of iterations is enough.

4.2 On the Impossibility of Authenticating Functions

Theorem 18 tells us that for every first-order boolean function which can be computed by a decision tree of low depth, there exist relatively few of its coordinates that, once fixed, determine the function’s output with very high probability. If \( N \) is exponentially larger than \( Q \), in particular, there is no hope for such a function to be a secure message authentication code. In this section, we aim at proving the aforementioned claim. In order to do it, we build a third-order randomized algorithm, which will be shown to fit into our game-theoretic framework.

More specifically, we are concerned with the cryptographic properties of strategies for the parametrized game \( \text{SOF}_{q,r,p} = \text{L}_{q}( \mathcal{S}[r] \rightarrow \mathbb{B} ) \rightarrow \mathcal{S}[p] \) and, in particular, with the case in which \( r \) is the identity \( i \), i.e. we are considering the game \( \text{LINSOF}_{q,p} = \text{SOF}_{q,i,p} \). Any such strategy, when deterministic, can be seen as computing a family of functions \( \{F_n\}_{n \in \mathbb{N}} \) where \( F_n : (\mathcal{S}[n] \rightarrow \mathbb{B}) \rightarrow \mathcal{S}[p(n)] \). How could we fit all this into the hypotheses of Theorem 18?

The definitions of variance, influence, and decision tree can be easily generalised to functions in the form \( F : (\mathcal{S}[N] \rightarrow \mathbb{B}) \rightarrow \mathcal{S}[M] \). Of course the underlying distribution \( \mathcal{D} \) must be a distribution over functions \( \mathcal{S}[N] \rightarrow \mathbb{B} \). The parameter \( N \) can be fixed in such a way that \( n < N < 2^n \), where \( n \) is the security parameter. For simplicity we will choose \( N \) to be a power of 2, which hence divides \( 2^n \).

Definition 19 (Extensions). For every \( x \in \mathcal{S}[N] \), we define the extension of \( x \), denoted by \( f_x \) as the function \( f_x : [N] \rightarrow \mathbb{B} \) such that for every \( i \in [2^n] \) (identifying \( \mathbb{S}[n] \) with the numbers \( \{0, \ldots, 2^n - 1\} \) in the natural way), it holds that \( f_x(i) = x_{i/|N| + 1} \). That is, \( f_x \) is the function that outputs \( x_1 \) on the first \( 2^n/N \) inputs, outputs \( x_2 \) on the second \( 2^n/N \) inputs, and so on and so forth. Given a distribution \( \mathcal{D} \) over \( \mathcal{S}[N] \), a distribution over functions \( \mathcal{S}[n] \rightarrow \mathbb{B} \) can be formed in the natural way as \( f_D \).

We will also make use of the following slight variation on the classic notion of Hamming distance: define \( H(\cdot, \cdot) \) to be the so-called normalised Hamming distance. In fact, we overload the symbol \( H \) and use it for both strings in \( \mathcal{S}[N] \) and functions in \( \mathcal{S}[n] \rightarrow X \) for some set \( X \). That is, if \( x, y \in \{0, 1\}^N \) then \( H(x, y) = \Pr_{j \in [N]}[x_j \neq y_j] \) while if \( f, g \in \mathcal{S}[n] \rightarrow X \) then \( H(f, g) = \Pr_{i \in [n]}[f(i) \neq g(i)] \).
Finally, the following ground game will be useful in the following as a way to represent partial functions as ground objects. The game $T[q]$ is a slight variation on $S[q]$ in which the returned string is in the ternary alphabet $\{0, 1, \perp\}$. Any strategy for $T[q]$ can thus be seen as representing a (family of) partial functions from $[q(n)]$ to $\mathbb{B}$.

*Theorem 20.* For every $\epsilon, \delta > 0$, there is a polytime probabilistic strategy $\text{infvar}_{\epsilon, \delta}$ on the game $\lambda_s(\text{LINSOF}_{q,p}) \rightarrow T[t]$ such that for every deterministic strategy $f$ on $\text{LINSOF}_{q,p}$ computing $\{F_n\}_{n \in \mathbb{N}}$, the composition $(\lambda_s f) \circ \text{infvar}_{\epsilon, \delta}$, with probability at least $1 - \delta$, computes some functions $g_n : [t(n)] \rightarrow \mathbb{B}$ such that $\text{Var}_{f, g_n}(F_n) \leq \epsilon$ and $|\text{Dom}(g_n)| \leq O(p(n)q^2(n)/(\delta\epsilon))$.

**Proof.** This is a corollary to Theorem 18, since the functions $F_n$ can be seen as first-order functions, and can thus be queried on functions in the form $f_x$ (see Definition 19), where $x \in \mathbb{S}[N]$, and $N$ is appropriately chosen so as to be significantly smaller than $2^n$. Since $F_n$ is computed by $f$, it can be computed by a decision tree having depth $q(n)$. Please refer to [3] for a more detailed proof. ▶

Remarkably, the strategy $\text{infvar}_{\epsilon, \delta}$ infers the “influential variables” of $f$ without looking at how the latter queries its argument function, something which would anyway be available in the history of the interaction. This is reminiscent of *innocence* [23], a key concept in game semantics. We can now state the main result of this section.

*Theorem 21.* For every $\delta$ there is a polytime probabilistic strategy $\text{coll}_\delta$ on a game $\lambda_s(\text{LINSOF}_{q,p}) \rightarrow (\mathbb{S}[\epsilon] \rightarrow \mathbb{B}) \otimes (\mathbb{S}[\epsilon] \rightarrow \mathbb{B})$ such that for every deterministic strategy $f$ on $\text{LINSOF}_{q,p}$ computing $\{F_n\}_{n \in \mathbb{N}}$, the composition $(\lambda_s f) \circ \text{coll}_\delta$, with probability at least $1 - \delta$, computes two function families $g, h$ with $g_n, h_n : \mathbb{S}[n] \rightarrow \mathbb{B}$ such that

1. $H(g_n, h_n) \geq 0.1$ for every $n$.
2. $F_n(g_n) = F_n(h_n)$ for every $n$.
3. For every function $f$ on which $\text{coll}_\delta$ queries its argument, it holds that $H(f, g_n) \geq 0.1$ and $H(f, h_n) \geq 0.1$.

**Proof.** The strategy $\text{coll}_\delta$ can be easily built from $\text{infvar}_{\epsilon, \delta}$: the former calls the latter, and then draws two strings independently at random from $U_{k_n}$, where $k_n$ is the function the latter produces in output, and obtaining $x, y$. The two required outputs are thus $f_x$ and $f_y$, and have all the required properties. ▶

This shows that $\text{coll}_\delta$ finds a collision for $F_n$ as a pair of functions that are different from each other (and in fact significantly different in Hamming distance) but for which $F_n$ outputs the same value, and hence $F$ cannot be a collision-resistant hash function. Moreover, because the functions are far from those queried, this means that $F_n$ cannot be a secure message authentication code either, since by querying $F_n$ on $g_n$, the adversary can predict the value of the tag on $h_n$.

### 4.3 A Positive Result on Higher-Order Pseudorandomness

We conclude this paper by giving a positive result. More specifically, we prove that pseudorandomness can indeed be attained at second order, but at a high price, namely by switching to the type $\text{LOGSOF}_p = \text{SOF}_{1, |\mathbb{k}|, p}$. This indeed has the same structure of $\text{LINSOF}_{q,p}$, but the argument function takes in input strings of logarithmic size rather than linear size. Moreover, the argument function can be accessed a linear number of times, which is enough to query it on every possible coordinate.

The fact that a strategy on $\text{LOGSOF}_p$ can query its argument on every possible coordinate renders the attacks described in the previous section unfeasible. Actually, $\text{LOGSOF}_p$ can be seen as an interactive variation of the game $\mathbb{S}[\epsilon] \rightarrow \mathbb{S}[p]$, for which pseudorandomness is
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A random strategy of that type, then, would be one that, using the notation from Figure 2,

- Given \( t_1, \ldots, t_i \in \mathbb{B} \), returns a string \( s_{i+1} \) uniformly chosen at random from \( \mathbb{S}[r(n)] \) – \( \{s_1, \ldots, s_i\} \), this for every \( i < q(n) \).
- Moreover, based on \( t_1, \ldots, t_{r(n)} \), it produces a string \( v \) chosen uniformly at random from \( \mathbb{S}[p(n)] \).

Please notice that this random strategy can be considered as a random functional in \( (\mathbb{S}[r(n)] \rightarrow \mathbb{B}) \rightarrow \mathbb{S}[p(n)] \) only if \( r(n) \) is logarithmic, because this way the final result \( v \) is allowed to depend on the value of the input function in all possible coordinates. The process of generating such a random strategy uniformly can be seen as a probabilistic strategy \( \text{randso} \).

We are now ready to formally define pseudorandom functions:

\[ \text{Definition 22 (Second-Order Pseudorandom Function).} \quad \text{A deterministic polytime strategy} \ f \ \text{on} \ \mathbb{S}[i] \rightarrow \text{LOGSO}_{p} \ \text{is said to be pseudorandom iff for every probabilistic polytime strategy} \ A \ \text{on} \ \text{LOGSO}_{p} \ \text{there is a negligible function} \ \varepsilon : \mathbb{N} \rightarrow \mathbb{R}_{[0,1]} \ \text{such that} \]

\[ |\Pr(l_\alpha(\text{mult}; f); A \upharpoonright^n 1) - \Pr(l_\alpha(\text{randso}; A \upharpoonright^n 1)| \leq \varepsilon(n). \]

The way we build a pseudorandom function consists in constructing a deterministic polytime strategy \( \text{fo2so} \) for the game \( l_{i+1}(\mathbb{L}[i] \rightarrow \mathbb{S}[w]) \rightarrow \text{LOGSO}_{p} \), where \( w \in \text{Pol} \) is such that \( w \geq \lfloor lg \rfloor \) and \( w \geq p \). The strategy is represented in Figure 4. The function \( \alpha \) interprets its first argument (a string in \( \mathbb{S}[w(n)] \)), as an element of \( \mathbb{S}[\lfloor lg \rfloor(n)] \) distinct from those it takes as second argument, and distributing the probabilities uniformly. The function \( \beta \), instead, possibly discards some bits of the input and produces a possibly shorter string.

---

**Figure 4** Plays in \( \text{fo2so} \).

1 The strategy at hand would, strictly speaking, need exponentially many random bits, which are not allowed in our model; this could be accommodated without any major problem.
The way the strategy $fo2so$ is defined makes the composition $f; fo2so$ statistically very close to the random strategy whenever $f$ is chosen uniformly at random among the strategies for the parametric game $L[i] \rightarrow S[w]$. This allows us to prove the following:

▶ **Theorem 23.** Let $F : \{0, 1\}^n \times \{0, 1\}^{\leq n} \rightarrow \{0, 1\}^{w(n)}$ be a pseudorandom function and let $f_F$ be the deterministic polytime strategy for the game $S[i] \rightarrow \mathcal{L}_{i+1}(L[i] \rightarrow S[w])$ obtained from $F$. Then, $f_F; fo2so$ is second-order pseudorandom.

### 5 Related Work

Game semantics and the geometry of interaction are among the best-studied program semantic frameworks (see, e.g. [17, 2, 23]), and can also be seen as computational models, given their operational flavor. This is particularly apparent in the work on abstract machines [10, 14], but also in the so-called geometry of synthesis [15]. In this paper, we are particularly interested in the latter use of game semantics, and take it as the underlying computational model. The definition of our game model has been strongly inspired by works by Hyland [22] and Wolverson [32], the main novelties being parametrization and the bounded exponential construction, which together allow us to account for efficient randomized higher-order computations of the kinds used in cryptography. As a consequence, our definition of an acceptable strategy is more permissive than the ones from so-called AJM games [2] and HO games [23], the former being history-free, the latter essentially relying on so-called justification pointers.

This is certainly not the first paper in which cryptography is generalized to computational models beyond the one of first-order functions. One should of course cite Canetti’s universally composable security [7], but also Mitchell et al.’s framework, the latter based on process algebras [28]. None of them deals with security properties of higher-order functions, though. A precursor of the aforementioned work [27] deals with first-order probabilistic polynomial time by way of oracles in an higher-order calculus, but lacks any claim about how probabilistic polynomial time would look like for genuinely higher-order functions.

Various ways to generalize the so-called formal model [12] to higher-order computation have been proposed. As an example, this is what Sumii and Pierce [30] do with their system of logical relations, which is shown to guarantee a form of non-interference. Similarly for Bhargavan et al.’s type system [4] in which cryptographic primitives are seen as libraries for the language $F#$. All this is however fundamentally different from what we do here, namely extending the so-called computational model to higher-order computation: randomized behaviours and time-bounds are abstracted away.
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1 Introduction

Higher-order functions are nowadays widely used not only in functional programming languages such as Haskell and the OCAML family, but also in mainstream languages such as Java, JavaScript, Python, and C++. Recursion schemes are faithful and algorithmically
manageable abstractions of the control flow of higher-order programs [36]. A deterministic recursion scheme normalises into a possibly infinite Böhm tree, and in this respect recursion schemes can equivalently be presented as simply-typed lambda-terms using a higher-order fixpoint combinator $Y$ [50]. There are also nontrivial inter-reductions between recursion schemes and the equi-expressive collapsible higher-order pushdown automata [30] and ordered tree-pushdown automata [13]. In another semantics, also used in this paper, nondeterministic recursion schemes are recognisers of languages of finite trees, and in this view they are also known as higher-order OI grammars [23, 38], generalising indexed grammars [2] (which are recursion schemes of order two) and ordered multi-pushdown automata [8].

The most celebrated algorithmic result in the analysis of recursion schemes is the decidability of the model-checking problem against properties expressed in monadic second-order logic (MSO): given a recursion scheme $G$ and an MSO sentence $\varphi$, one can decide whether the Böhm tree generated by $G$ satisfies $\varphi$ [43]. This fundamental result has been reproved several times, that is, using collapsible higher-order pushdown automata [30], intersection types [37], Krivine machines [48], and it has been extended in diverse directions such as global model checking [11], logical reflection [9], effective selection [12], and a transfer theorem via models of lambda-calculus [49]. When the input property is given as an MSO formula, the model-checking problem is non-elementary already for trees of order $0$ (regular trees) [51]; when the input property is presented as a parity tree automaton (which is equi-expressive with MSO on trees, but less succinct), the MSO model-checking problem for recursion schemes of order $n$ is complete for $n$-fold exponential time [43]. Despite these hardness results, the model-checking problem can be solved efficiently on multiple nontrivial examples, thanks to the development of several recursion-scheme model checkers [36, 35, 10, 47, 42].

Unboundedness problems. Recently, an increasing interest has arose for model checking quantitative properties going beyond the expressive power of MSO. The diagonal problem is an example of a quantitative property not expressible in MSO. Over words, the problem asks, for a given set of letters $\Sigma$ and a language of finite words $L$, whether for every $n \in \mathbb{N}$ there is a word in $L$ where every letter from $\Sigma$ occurs at least $n$ times. Over full trios (classes of languages closed under regular transductions), decidability of the diagonal problem over finite words has interesting algorithmic consequences, such as computability of downward closures [54] and decidability of separability by piecewise testable languages [21]. The diagonal problem for languages of words recognised by recursion schemes is decidable [29, 14, 45].

Over full trios of finite words, the diagonal problem is equivalent to the computability of downward closures [22], which is an important problem in its own right. The downward closure of a language $L$ of finite trees is the set $L_\downarrow$ of all trees that can be homeomorphically embedded into some tree in $L$. By Higman’s lemma [31], the embedding relation on finite ranked trees is a well quasi-order. Consequently, the downward closure $L_\downarrow$ of an arbitrary set of trees $L$ is always a regular language. The downward closure of a language offers a nontrivial regular abstraction thereof: even though the actual count of letters is lost, their limit properties are preserved, as well as their order of appearance.

We say that the downward closure is computable when a finite automaton for $L_\downarrow$ can be effectively constructed (which is not true in general). Downward closures are computable for a wide class of languages of finite words such as those recognised by context-free grammars [20, 41, 3], Petri nets [27], stacked counter automata [55], context-free FIFO rewriting systems and 0L-systems [1], second-order pushdown automata [54], higher-order pushdown automata [29], and (possibly unsafe) recursion schemes over words [14]. Over finite trees, it is known that downward closures are computable for the class of regular tree languages [25]. We are not aware of other such computability results for other classes of languages of finite trees.
In another line of research, B-automata, and among them alternating B-automata, have been put forward as a quantitative extension to MSO \cite{15, 18, 52, 39}. They extend alternating automata over infinite trees \cite[Chapter 9]{26} by nonnegative integer counters that can be incremented or reset to zero. The extra counters do not constrain the availability of transitions during a run (unlike in other superficially similar models, such as counter machines), but are used in order to define the acceptance condition: an infinite tree is \( n \)-accepted if \( n \) is a bound on the values taken by the counters during an accepting run of the automaton over it.

The universality problem consists in deciding whether for every tree there is a bound \( n \) for which it is \( n \)-accepted. The boundedness problem asks whether there exists a bound \( n \) for which all trees are \( n \)-accepted. These two problems are closely related. Their decidability is an important open problem in the field, and proving the decidability of the boundedness problem would solve the long standing nondeterministic Mostowski index problem \cite{17}. However, though open in general, the boundedness problem is known to be decidable over finite words \cite{15} and trees \cite{18} and infinite words \cite{39}, as well as over infinite trees for its weak \cite{53} and the more general quasi-weak \cite{40} version.

Another expressive formalism expressing unboundedness properties beyond MSO is MSO\(_{+U}\), which extends MSO by a new quantifier \( \text{UX.}\varphi \) \cite{7} stating that there exist arbitrarily large finite sets \( X \) satisfying \( \varphi \). This logic is incomparable with B-automata. The model-checking problem of recursion schemes against its weak fragment WMSO\(_{+U}\), where monadic second-order quantifiers are restricted to finite sets, is decidable \cite{46}.

Contributions. Our first contribution is the decidability of the model-checking problem of properties expressed by alternating B-automata for an expressive class of recursion schemes called safe recursion schemes. As generators of infinite trees, safe recursion schemes are equivalent to higher-order pushdown automata without the collapse operation \cite{34} and are strictly less expressive than general (unsafe) recursion schemes \cite[Corollary I.2]{44}. Here, the model-checking problem asks whether a concrete infinite tree (the Böhm tree generated by the safe recursion scheme) is accepted by the B-automaton for some bound. This problem happens to be significantly simpler than the universality/boundedness problem above described. The proof goes by reducing the order of the safe recursion scheme similarly as done in Knapik, Niwiński, and Urzyczyn \cite{34} to show decidability of the MSO model-checking problem, at the expense of making the property automaton two-way. We then rely on the fact that two-way alternating B-automata can be converted to equivalent one-way alternating B-automata \cite{6}. Our result is incomparable with the result of Ong \cite{43}, since (1) alternating B-automata are strictly more expressive than MSO, however (2) we obtain it under the more restrictive safety assumption.

Whether the safety assumption can be dropped while preserving decidability of the model-checking problem against B-automata properties remains open.

Our second contribution is to define the following generalization of the diagonal problem from words to trees: given a language of finite trees \( L \) and a set of letters \( \Sigma \), decide whether for every \( n \in \mathbb{N} \) there is a tree \( T \in L \) such that every letter from \( \Sigma \) occurs at least \( n \) times on every branch of \( T \). This generalization is designed in order to reduce the computation of downward closures to the diagonal problem, in the same fashion as for finite words. Our proof strategy is to represent downward-closed sets of trees \( L \downarrow \) by simple tree regular expressions, which are a subclass of regular expressions for finite trees \cite{24, 25}. By further analysing and simplifying the structure of these expressions, the computation of the downward closure can be reduced to finitely many instances of the diagonal problem. Unlike in the case of finite words, we do not know whether for full trios there exists a converse reduction from the diagonal problem to the problem of computing downward closures.
Our third contribution is decidability of the diagonal problem for languages of finite trees recognised by safe recursion schemes (and thus computability of downward closures of those languages). The diagonal problem can directly be expressed in a logic called weak cost monadic second order logic (WCMSO) [53], which extends weak MSO with atomic formulae of the form \(|X| \leq N\) stating that the cardinality of the monadic variable \(X\) is at most \(N\). Since WCMSO can be translated to alternating B-automata [53], the diagonal problem reduces to the model-checking problem of safe recursion schemes against alternating B-automata, which we have shown decidable in the first part. Note that it seems difficult to express the diagonal problem using alternating B-automata directly, and indeed the fact that alternating B-automata can express all WCMSO properties is nontrivial.

Outline. In Section 2, we define recursion schemes and B-automata. In Section 3, we present our first result, namely decidability of model checking of safe recursion schemes against B-automata. In Section 4, we introduce the diagonal problem, and we show how it can be used to compute downward closures. In Section 5, we solve the diagonal problem for schemes. We conclude in Section 6 with some open problems. A full technical report containing full proofs it also available [4].

2 Preliminaries

Recursion schemes. A ranked alphabet is a (usually finite) set \(\mathbb{A}\) of letters, together with a function \(\text{rank}: \mathbb{A} \rightarrow \mathbb{N}\), assigning a rank to every letter. When we define trees below, we require that a node labeled by a letter \(a\) has exactly \(\text{rank}(a)\) children. In the sequel, we usually assume some fixed finite ranked alphabet \(\mathbb{A}\). The set of (simple) types is constructed from a unique ground type \(\alpha\) using a binary operation \(\rightarrow\); namely \(\alpha\) is a type, and if \(\alpha\) and \(\beta\) are types, so is \(\alpha \rightarrow \beta\). By convention, \(\rightarrow\) associates to the right, that is, \(\alpha \rightarrow \beta \rightarrow \gamma\) is understood as \(\alpha \rightarrow (\beta \rightarrow \gamma)\). A type \(\alpha \rightarrow \ldots \rightarrow \alpha\) with \(k\) occurrences of \(\rightarrow\) is also written as \(\alpha^k\). The order of a type \(\alpha\), denoted \(\text{ord}(\alpha)\) is defined by induction: \(\text{ord}(\alpha) = 0\) and \(\text{ord}(\alpha_1 \rightarrow \ldots \rightarrow \alpha_k) = \max_i (\text{ord}(\alpha_i)) + 1\) for \(k \geq 1\).

We coinductively define both lambda-terms and the two-argument relation “\(M\) is a lambda-term of type \(\alpha\)” as follows (cf. [32, 5]):

- a letter \(a \in \mathbb{A}\) is a lambda-term of type \(\alpha^\text{rank}(a)\) → \(\alpha\);
- for every type \(\alpha\) there is a countable set \(\{x, y, \ldots\}\) of variables of type \(\alpha\) which can be used as lambda-terms of type \(\alpha\);
- if \(M\) is a lambda-term of type \(\beta\) and \(x\) a variable of type \(\alpha\), then \(\lambda x.M\) is a lambda-term of type \(\alpha \rightarrow \beta\); this construction is called a lambda-binder;
- if \(M\) is a lambda-term of type \(\alpha \rightarrow \beta\), and \(N\) is a lambda-term of type \(\alpha\), then \(MN\) is a lambda-term of type \(\beta\), called an application.

As usual, we identify lambda-terms up to alpha-conversion (i.e., renaming of bound variables). We use here the standard notions of free variable, subterm, (capture-avoiding) substitution, and beta-reduction (see for instance [32, 5]). A closed lambda-term does not have free variables. For a lambda-term \(M\) of type \(\alpha\), the order of \(M\), denoted \(\text{ord}(M)\), is defined as \(\text{ord}(\alpha)\). It is first-order if its order is one. An applicative term is a lambda-term not containing lambda-binders (it contains only letters, applications, and variables).

A lambda-term \(M\) is superficially safe if all its free variables \(x\) have order \(\text{ord}(x) \geq \text{ord}(M)\). A lambda-term \(M\) is safe if it is superficially safe, and if for every subterm of the form \(KL_1 \ldots L_k\), where \(K\) is not an application and \(k \geq 1\), all subterms \(K, L_1, \ldots, L_k\) are superficially safe.
A (higher-order, deterministic) recursion scheme over the alphabet $\mathcal{A}$ is a tuple $\mathcal{G} = (\mathcal{A}, \mathcal{N}, X_0, \mathcal{R})$, where $\mathcal{N}$ is a finite set of typed nonterminals, $X_0 \in \mathcal{N}$ is the initial nonterminal, and $\mathcal{R}$ is a function assigning to every nonterminal $X \in \mathcal{N}$ of type $\alpha_1 \to \cdots \to \alpha_k \to \circ$ a finite lambda-term of the form $\lambda x_1, \ldots, \lambda x_k . K$, of the same type $\alpha_1 \to \cdots \to \alpha_k \to \circ$, in which $K$ is an applicative term with free variables in $\mathcal{N} \sqcup \{x_1, \ldots, x_k\}$. We refer to $\mathcal{R}(X)$ as the rule for $X$. The order of a recursion scheme $\text{ord}(\mathcal{G})$ is the maximum order of its nonterminals.

The lambda-term represented by a recursion scheme $\mathcal{G}$ as above, denoted $\Lambda(\mathcal{G})$, is the limit of applying recursively the following operation to $X_0$: take an occurrence of some nonterminal $X$, and replace it with $\mathcal{R}(X)$ (the nonterminals should be chosen in a fair way, so that every nonterminal is eventually replaced). Thus, $\Lambda(\mathcal{G})$ is a (usually infinite) regular lambda-term obtained by unfolding the nonterminals of $\mathcal{G}$ according to their definition. We remark that when substituting $\mathcal{R}(X)$ for a nonterminal $X$ there is no need for any renaming of variables (capture-avoiding substitution), since $\mathcal{R}(X)$ does not contain free variables other than nonterminals. We only consider recursion schemes for which $\Lambda(\mathcal{G})$ is well-defined (e.g. by requiring that $\mathcal{R}(X)$ is not a single nonterminal). A recursion scheme $\mathcal{G}$ is safe if $\Lambda(\mathcal{G})$ is safe.

A tree is a closed applicative term of type $\circ$. Such lambda-terms are coinductively of the form $a M_1 \cdots M_r$, where $a \in \mathcal{A}$ is of rank $r$, and where $M_1, \ldots, M_r$ are again trees. Thus, such a lambda-term can be identified with a tree understood in the traditional sense: $a$ is the label of its root, and $M_1, \ldots, M_r$ describe subtrees attached in the $r$ children of the root, from left to right. For trees we also use the notation $a(M_1, \ldots, M_r)$ instead of $a M_1 \cdots M_r$.

A tree is regular if it has finitely many subtrees (subterms) up to isomorphism.

The Böhm tree of a lambda-term $M$ of type $\circ$, denoted $BT(M)$, is defined coinductively as follows: if there is a sequence of beta-reductions from $M$ to a lambda-term of the form $a M_1 \cdots M_r$ (where $a \in \mathcal{A}$ is a letter), then $BT(M) = a(BT(M_1), \ldots, BT(M_r))$; otherwise $BT(M) = \bot$, where $\bot \in \mathcal{A}$ is a distinguished letter of rank 0. It is a classical result that $BT(M)$ exists, and is uniquely defined [32, 5]. Clearly, $BT(M)$ is indeed a tree. The tree generated by a recursion scheme $\mathcal{G}$, denoted $BT(\mathcal{G})$, is $BT(\Lambda(\mathcal{G}))$.

A lambda-term $N$ is normalizing if $BT(N)$ does not contain the special letter $\bot$; a recursion scheme $\mathcal{G}$ is normalizing if $\Lambda(\mathcal{G})$ is normalizing. In other words, in a normalizing recursion scheme/lambda-term beta-reduction always produces a letter. It is possible to transform every recursion scheme $\mathcal{G}$ into a normalizing recursion scheme $\mathcal{G}'$ generating the same tree as $\mathcal{G}$, up to renaming $\bot$ into some non-special letter $\bot'$ (cf. [28, Section 5]). Moreover, the construction preserves safety and the order.

**Recursion schemes as recognizers of languages of finite trees.** The standard semantics of a recursion scheme $\mathcal{G} = (\mathcal{A}, \mathcal{N}, X_0, \mathcal{R})$ is the single infinite tree $BT(\mathcal{G})$ generated by the scheme. An alternative view is to consider a recursion scheme as a recognizer of a language of finite trees $\mathcal{L}(\mathcal{G})$. This alternative view is relevant when discussing downward closures of languages of finite trees. We employ a special letter $\text{nd} \in \mathcal{A}$ of rank 2 in order to represent $\mathcal{L}(\mathcal{G})$ by resolving the nondeterministic choice of $\text{nd}$ in the infinite tree $BT(\mathcal{G})$ in all possible ways. Formally, for two trees $T, U$, we write $T \rightarrow_{\text{nd}} U$ if $U$ is obtained from $T$ by choosing an $\text{nd}$-labeled node $u$ of $T$ and a child $v$ thereof, and replacing the subtree rooted at $u$ with the subtree rooted at $v$. The relation $\rightarrow_{\text{nd}}^*$ is the reflexive and transitive closure of $\rightarrow_{\text{nd}}$. We define the language of finite trees recognized by $\mathcal{G}$ as $\mathcal{L}(\mathcal{G}) = \mathcal{L}(BT(\mathcal{G}))$, where

\[ \mathcal{L}(T) = \{ U \mid T \rightarrow_{\text{nd}}^* U, \text{ with } U \text{ finite and not containing } \text{"nd" or } \text{"$\bot$"} \}. \]
For an illustration of this encoding, and simultaneously for an example of a recursion scheme, consider the ranked alphabet $\mathcal{A}$ containing a letter $a$ of rank 2, two letters $b_1, b_2$ of rank 1, and a letter $c$ of rank 0. We use an initial nonterminal $S$ of order-0 type $o$, and an additional nonterminal $A$ of order-2 type $(o \rightarrow o) \rightarrow (o \rightarrow o) \rightarrow o \rightarrow o \rightarrow o$, together with the following two rules:

$$\mathcal{R}(S) = A b_1 b_2 c,$$
$$\mathcal{R}(A) = \lambda f.\lambda g.\lambda x.\lambda y.\text{nd}(a x y) (A f g (f x) (g x)).$$

Then, $BT(G)$ is the infinite non-regular tree $\text{nd}(a c c) (\text{nd}(a (b_1 c) (b_2 c)) (\cdots))$, and $\mathcal{L}(G)$ is the non-regular language of all finite trees of the form $a (b_1^n c) (b_2^n c)$ with $n \in \mathbb{N}$.

**Alternating B-automata.** We introduce the model of automata used in this paper, namely *alternating one-way/two-way B-automata* over trees (over a ranked alphabet). We consider counters which can be incremented $i$, reset $r$, or left unchanged $e$. Let $\Gamma$ be a finite set of *counters* and let $\mathcal{C} = \{i, r, e\}$ be the alphabet of counter actions. Each counter starts with value zero, and the value of a sequence of actions is the supremum of the values achieved during this sequence. For instance $\text{irire}c$ has value 2, $(ir)^2$ has value 1, and $\text{irire}r\cdots$ has value $\infty$. For an infinite sequence of counter actions $w \in \mathcal{C}^\omega$, let $\text{val}(w) \in \mathbb{N} \cup \{\infty\}$ be its value. In case of several counters, $w = c_1 c_2 \cdots \in (\mathcal{C}^\Gamma)^\omega$, we take the counter with the maximal value: $\text{val}(w) = \sup_{c \in \Gamma} \text{val}(w(c))$, where $w(c) = c_1(c) c_2(c) \cdots$.

An (alternating, two-way) B-automaton over a finite ranked alphabet $\mathcal{A}$ is a tuple $(\mathcal{A}, Q, q_0, pr, \Gamma, \delta)$ consisting of a finite set of states $Q$, an initial state $q_0 \in Q$, a function $pr : Q \rightarrow \mathbb{N}$ assigning priorities to states, a finite set $\Gamma$ of counters, and a transition function

$$\delta : Q \times \mathcal{A} \rightarrow B^+((\uparrow, \odot, \downarrow_1, \downarrow_2, \ldots) \times \mathcal{C}^\Gamma \times Q)$$

mapping a state and a letter $a$ to a (finite) positive Boolean combination of triples of the form $(d, c, q)$; it is assumed that if $d = \downarrow_1$, then $i \leq \text{rank}(a)$. Such a triple encodes the instruction to send the automaton to state $q$ in direction $d$ while performing action $c$. The direction $\downarrow_1$ moves to the $i$-th child, $\uparrow$ moves to the parent, and $\odot$ stays in place. We assume that $\delta(q,a)$ is written in disjunctive normal form for all $q$ and $a$.

The acceptance of an infinite input tree $T$ by an alternating B-automaton $A$ is defined in terms of a game $(A, T)$ between two players, called Eve and Adam. Eve is in charge of disjunctive choices and tries to minimize the counter values while satisfying the parity condition. Adam, on the other hand, is in charge of conjunctive choices and tries to either maximize counter values, or to sabotage the parity condition. Since the transition function is given in disjunctive normal form, each turn of the game consists of Eve choosing a disjunct and Adam selecting a single tuple $(d, c, q)$ thereof. In order to guarantee that from every position there is some move, we assume that each disjunct contains a tuple with some direction other than $\uparrow$. A play of $A$ on the tree $T$ is a sequence $q_0, (d_1, c_1, q_1), (d_2, c_2, q_2), \ldots$ compatible with $T$ and $\delta$: $q_0$ is the initial state, and for all $i \in \mathbb{N}$, $(d_{i+1}, c_{i+1}, q_{i+1})$ appears in $\delta(q_i, T(x_i))$ where $x_i$ is the node of $T$ after following the directions $d_1 d_2 \ldots d_i$ starting from the root. The value $\text{val}(\pi)$ of a play $\pi$ is the value $\text{val}(c_1 c_2 \cdots)$ as defined above if the largest number appearing infinitely often among the priorities $pr(q_0), pr(q_1), \ldots$ is even; otherwise, $\text{val}(\pi) = \infty$. We say that the play $\pi$ is $n$-winning (for Eve) if $\text{val}(\pi) \leq n$.

A strategy for one of the players in the game $(A, T)$ is a function that returns the next choice given the history of the play. Note that choosing a strategy for Eve and a strategy for Adam fixes a play in $(A, T)$. We say that a play $\pi$ is compatible with a strategy $\sigma$ if
there is some strategy $\sigma'$ for the other player such that $\sigma$ and $\sigma'$ together yield the play $\pi$. A strategy for Eve is $n$-winning if every play compatible with it is $n$-winning. We say that Eve $n$-wins the game if there is some $n$-winning strategy for Eve. A B-automaton $n$-accepts a tree $T$ if Eve $n$-wins the game $(A, T)$; it accepts $T$ if it $n$-accepts $T$ for some $n \in \mathbb{N}$. The language recognized by $A$ is the set of all trees accepted by $A$.

If no $\delta(q, a)$ uses the direction $\uparrow$, then we call $A$ one-way. The following theorem essentially follows from a result of Blumensath, Colcombet, Kuperberg, Parys, and Vanden Boom [6, Theorem 6] modulo some cosmetic changes (c.f. [4, Appendix A] for more details).

\textbf{Theorem 2.1} (c.f. [6, Theorem 6]). Given an alternating two-way B-automaton, one can compute an alternating one-way B-automaton that recognizes the same language.

As a special case of a result by Colcombet and Göller [16] we obtain the following fact.

\textbf{Fact 2.2.} One can decide whether a given B-automaton accepts a given regular tree.

\section{Model-checking safe recursion schemes against alternating B-automata}

In this section we prove the first main theorem of our paper, the decidability of the model-checking problem of safe recursion schemes against properties described by B-automata:

\textbf{Theorem 3.1.} Given an alternating B-automaton $A$ and a safe recursion scheme $G$, one can decide whether $A$ accepts the tree generated by $G$.

It is worth noticing that this theorem generalises the result of Knapik et al. [34] on safe recursion schemes from regular (MSO) properties to the more general quantitative realm of properties described by B-automata. On the other hand, our result is incomparable with the celebrated theorem of Ong [43] showing decidability of model checking regular properties of possibly unsafe recursion schemes. Whether model checking of possibly unsafe recursion schemes against properties described by B-automata is decidable remains an open problem.

By Theorem 2.1, every B-automaton can be effectively transformed into an equivalent one-way B-automaton, so it is enough to prove Theorem 3.1 for a one-way B-automaton $A$. The proof of Theorem 3.1 is based on the following lemma, where we use in an essential way the assumption that the recursion scheme is safe.

\textbf{Lemma 3.2.} For every safe recursion scheme $G$ of order $m$ and for every alternating one-way B-automaton $A$, one can effectively construct a safe recursion scheme $G'$ of order $m - 1$ and an alternating two-way B-automaton $A'$ such that

\[ A \text{ accepts } BT(G) \text{ if and only if } A' \text{ accepts } BT(G'). \]

Theorem 3.1 follows easily: Using Lemma 3.2 we can reduce the order of the considered safe recursion scheme by one. We obtain a two-way B-automaton, which we convert back to a one-way B-automaton using Theorem 2.1. It is then sufficient to repeat this process, until we end up with a recursion scheme of order 0. A recursion scheme of order 0 generates a regular tree and, by Fact 2.2, we can decide whether the resulting B-automaton accepts this tree, answering our original question.

\textbf{Lambda-trees.} We now come to the proof of Lemma 3.2. The construction of $G'$ from of $G$ follows an analogous result for MSO [33, 34], which we generalise to B-automata. We represent some lambda-terms as trees. For a finite set $X$ of variables of type $\mathfrak{a}$, we define a new ranked alphabet $A_X$ that contains
1) a letter \( \pi \) of rank 0 for every letter \( a \in \mathcal{A} \);
2) a letter \( \pi \) of rank 0 for every variable \( x \in \mathcal{X} \);
3) a letter \( \overline{\lambda x} \) of rank 1 for every variable \( x \in \mathcal{X} \);
4) a letter \( \emptyset \) of rank 2.

We remark that \( \mathcal{A}, \mathcal{X} \) is a usual finite ranked alphabet. A lambda-tree is a tree over the alphabet \( \mathcal{A}, \mathcal{X} \), where \( \mathcal{X} \) is clear from the context. Intuitively, a lambda-tree is a tree representation of a first-order lambda-term.

The semantics \( [T]_{\mathcal{X},s} \) of a lambda-tree \( T \) is defined in such a way that if \( T \) “corresponds” to the lambda-term \( M \), then \( [T]_{\mathcal{X},s} = BT(M) \). Since \( T \) uses only variables of type \( \omega \) we can read the resulting Böhm tree directly, without performing any reduction. Essentially, we walk down through \( T \), skipping all lambda-binders and choosing the left branch in all applications.

Whenever we reach some variable \( x \), we go up to the corresponding lambda-binder, then up to the corresponding application, and then we again start going down in the argument of this application. Formally, let \( \mathcal{X} \) be a finite set of variables of type \( \omega \), and let \( s \in \mathbb{N} \).

The intended meaning is that \( \mathcal{X} \) contains variables that may potentially appear in the considered lambda-tree \( T \), and that \( s \) is a bound for the arity of types in the lambda-term represented by \( T \) (types of all its subterms should be of the form \( \omega^k \rightarrow \omega \) for \( k \leq s \)). We take \( \text{Dirs}_{\mathcal{X},s} = \{ \downarrow \} \cup \{ \uparrow_x | x \in \mathcal{X} \} \cup \{ \uparrow_{i} | 1 \leq i \leq s \} \).

Intuitively, \( \downarrow \) means to go down to the left child, \( \uparrow_x \) means that we are looking for the value of (lambda)variable \( x \), and \( \uparrow_i \) means that we are looking for the \( i \)-th argument of an application. For a node \( v \) of \( T \) denote its parent by \( \text{par}(v) \), and its \( i \)-th child by \( \text{ch}_i(v) \). For \( d \in \text{Dirs}_{\mathcal{X},s} \), and for a node \( v \) of \( T \) labeled by \( a \in \mathcal{A} \), we define the \((\mathcal{X}, s)\)-successor of \((d, v)\) as

1. \((\downarrow, \text{ch}_1(v))\) if \( d = \downarrow \) and \( a = \overline{\lambda x} \) (for some \( x \)) or \( \emptyset \),
2. \((\uparrow_x, v)\) if \( d = \downarrow \) and \( a = \pi \) (for some \( x \)),
3. \((\uparrow_x, \text{par}(v))\) if \( d = \uparrow_x \) and \( a \neq \overline{\lambda x} \) (including the case when \( a = \overline{\lambda y} \) for \( y \neq x \)),
4. \((\uparrow_i, \text{par}(v))\) if \( d = \uparrow_x \) and \( a = \overline{\lambda x} \),
5. \((\uparrow_{i+1}, \text{par}(v))\) if \( d = \uparrow_i \) for \( i < s \) and \( a = \overline{\lambda y} \) (for some \( y \)),
6. \((\uparrow_{i-1}, \text{par}(v))\) if \( d = \uparrow_i \) for \( i > 1 \) and \( a = \emptyset \),
7. \((\downarrow, \text{ch}_2(v))\) if \( d = \uparrow_1 \) and \( a = \emptyset \).

Rule 1 allows us go to down to the first child in the case of lambda-binders and applications. Rule 2 records that we have seen \( x \), and thus we need to find its value by going up. Rule 3 climbs the tree upwards as long as we do not see the corresponding binder \( \overline{\lambda x} \). Rule 4 records that we have seen \( \overline{\lambda x} \) and initialises its level to 1. We now need to find the corresponding application. Rule 5 increments the level and goes up when we encounter a binder \( \overline{\lambda y} \), and Rule 6 decrements it for applications \( \emptyset \). Finally, when we see an application at level 1 we apply Rule 7 which searches for the value of \( x \) in the right child.

An \((\mathcal{X}, s)\)-maximal path from \((d_1, v_1)\) is a sequence of pairs \((d_1, v_1), (d_2, v_2), \ldots \) in which every \((d_{i+1}, v_{i+1})\) is the \((\mathcal{X}, s)\)-successor of \((d_i, v_i)\), and which is either infinite or ends in a pair that has no \((\mathcal{X}, s)\)-successor. For \( d \in \text{Dirs}_{\mathcal{X},s} \), and for a node \( v \) of \( T \), we define the \((\mathcal{X}, s)\)-derived tree from \((T, d, v)\), denoted by \([T, d, v]_{\mathcal{X},s}\), by coinduction:

- if the \((\mathcal{X}, s)\)-maximal path from \((d, v)\) is finite and ends in \((\downarrow, w)\) for a node \( w \) labeled by \( \pi \), then \([T, d, v]_{\mathcal{X},s} = a\{[T, \uparrow_1, w]_{\mathcal{X},s}, \ldots, [T, \uparrow_{\text{rank}(a)}, w]_{\mathcal{X},s}\} \);
- otherwise, \([T, d, v]_{\mathcal{X},s} = \perp \).

The \((\mathcal{X}, s)\)-derived tree from \( T \) is \([T]_{\mathcal{X},s} = [T, \downarrow, v_0]_{\mathcal{X},s} \), where \( v_0 \) is the root of \( T \). We say that \( T \) is normalizing if \([T]_{\mathcal{X},s} \) does not contain \( \perp \).

The following lemma performs the order reduction. It crucially relies on the safety assumption. It is a variant of results proved in Knapik et al. [33, 34] (c.f. [4, Appendix C] for more details). Intuitively, it says that a lambda-tree representation \( T \) of a safe recursion scheme \( G \) of order \( m \) can be computed by a safe recursion scheme of order \( m - 1 \) in a semantic-preserving way.
Lemma 3.3 ([33, 34]). For every safe recursion scheme $G$ of order $m \geq 1$ one can construct a safe recursion scheme $G'$ of order $m - 1$, a finite set of variables $X$, and a number $s \in \mathbb{N}$ such that

$$[BT(G')]_{X,s} = BT(G).$$

Remark 3.4. In Knapik et al. [33, 34] the lambda-tree $T$ is denoted $2_G(X_0)$ (where $X_0$ is the starting nonterminal of $G$), and the recursion scheme $G'$ is denoted $G^\alpha$. The set $X$ is just the set of variables appearing in the letters used in $G^\alpha$; the number $s$ can be also read out of $G^\alpha$. They prove that the $(X, s)$-derived tree of $2_G(X_0)$ equals the tree generated by $G$ [33, Proposition 4], that $G^\alpha$ is safe [34, Lemma 3.5], and that $G^\alpha$ generates $2_G(X_0)$.

In order to prove Lemma 3.3, one needs to replace in $G$ every variable $x$ of type $\alpha$ by $\overline{x}$, every lambda-binder concerning such a variable by $\lambda \overline{x}$, and every application with an argument of type $\alpha$ by a construct creating a $\bot$-labeled node. Types of subterms change and the order of the recursion scheme decreases by one. Notice, however, that while computing $BT(A(G))$ we may need to rename variables during capture-avoiding substitutions, while in the tree generated by the modified recursion scheme we leave original variable names. In general (i.e., when the transformation is applied to an arbitrary recursion scheme) this causes a problem of overlapping variable names. The assumption that $G$ is safe is crucial here and there is no need to rename variables when applying the transformation to a safe recursion scheme.

Having Lemma 3.3, it remains to transform a one-way B-automaton $A$ operating on the tree generated by $G$ into a two-way B-automaton $A'$ operating on the lambda-tree generated by $G'$, as described by the following lemma (as mentioned on page 5, we can assume that $G$ is normalizing, which implies that $BT(G')$ is normalizing: the tree $[BT(G')]_{X,s} = BT(G)$ does not contain $\bot$).

Lemma 3.5. Let $A$ be an alternating one-way $B$-automaton over a finite alphabet $\mathcal{A}$, let $X$ be a finite set of variables, and let $s \in \mathbb{N}$. One can construct an alternating two-way $B$-automaton $A'$ such that for every normalizing lambda-tree $T$ over $\mathcal{A}_X$,

$$A \text{ accepts } [T]_{X,s} \text{ if and only if } A' \text{ accepts } T.$$

Proof. The B-automaton $A'$ simulates $A$ on the lambda-tree. Whenever $A$ wants to go down to the $i$-th child, $A'$ has to follow the $(X, s)$-maximal path from $(\uparrow_i, v)$ (where $v$ is the current node). To this end, it has to remember the current pair $(d, v)$, and repeatedly find its $(X, s)$-successor. Here $v$ is always just the current node visited by the B-automaton; the $d$ component comes from the (finite) set $\text{Dir}_{X,s}$, and thus it can be remembered in the state. It is straightforward to encode the definition of an $(X, s)$-successor in transitions of an automaton. We do not have to worry about infinite $(X, s)$-maximal paths, because by assumption the $(X, s)$-derived tree does not contain $\bot$-labeled nodes.

4 Downward closures of tree languages

In this section we lay down a method for the computation of the downward closure for classes of languages of finite trees closed under linear FTT transductions. This method is analogous to the one of Zetzsche [54] for the case of finite words. In Section 4.1 we define the downward closure of languages of finite ranked trees with respect to the embedding well-quasi order and in Section 4.2 we define the simultaneous unboundedness problem for trees and show how computing the downward closure reduces to it. In Section 4.3 we define the diagonal
problem for finite trees and show how the previous problem reduces to it. We will then solve the diagonal problem for languages of finite trees recognized by safe recursion schemes in Section 5.

Let us emphasize that this section can be applied to any class of languages of finite trees closed under linear FTT transductions, not just those recognized by safe recursion schemes.

### 4.1 Preliminaries

Given two finite trees \( S = a(S_1, \ldots, S_k) \) and \( T = b(T_1, \ldots, T_r) \), we say that \( S \) homeomorphically embeds into \( T \), written \( S \sqsubseteq T \), if, either

1. there exists \( i \in \{1, \ldots, r\} \) such that \( S_i \sqsubseteq T_i \), or
2. \( a = b, k = r, \) and \( S_i \sqsubseteq T_i \) for all \( i \in \{1, \ldots, r\} \).

For a language of finite trees \( \mathcal{L} \), its downward closure, denoted by \( \mathcal{L}_↓ \), is the set of trees \( S \) such that \( S \sqsubseteq T \) for some \( T \in \mathcal{L} \).

**Pure products.** Goubault-Larrecq and Schmitz [25] describe downward-closed sets of trees using so-called *simple tree regular expressions*. Among those expressions they distinguish products, which describe ideals of trees. Because every downward-closed set of trees is a finite union of ideals, such a set can be described by a finite list of products. Since their definition of a product is rather indirect, we consider the stronger notion of pure products.

A context is a tree possibly containing one or more occurrences of a special leaf \( \square \), called a hole. Given a context \( C \) and a set of trees \( \mathcal{L} \), we write \( C[\mathcal{L}] \) for the set of trees obtained from \( C \) by replacing every occurrence of the hole \( \square \) by some tree from \( \mathcal{L} \). Different occurrences of \( \square \) are replaced by possibly different trees from \( \mathcal{L} \). The definition readily extends to a set of contexts \( C \), by writing \( \bigcup_{C \in \mathcal{C}} C[\mathcal{L}] \). If \( C \) does not have any \( \square \), then \( C[\mathcal{L}] \) is just \( \{C\} \).

A pure product is defined according to the following abstract syntax:

\[
P ::= a^n(P, \ldots, P) \mid I^*.P,
C ::= a(P_1, \ldots, P_r),
I ::= C + \cdots + C,
P_\square ::= \square \mid P,
\]

where the sum of contexts is nonempty, and where in a context \( C = a(P_{\square,1}, \ldots, P_{\square,r}) \) it is required that at least one \( P_{\square,i} \) is a hole \( \square \). A pure product \( P \) denotes a set of trees \([P]_\sqsubseteq \) downward-closed for \( \sqsubseteq \), which is defined recursively as follows:

\[
\begin{align*}
[a^n(P_1, \ldots, P_r)] & = \{a(T_1, \ldots, T_r) \mid \forall i. T_i \in [P_i]\} \cup [P_1] \cup \cdots \cup [P_r], \\
[I^*.P] & = \bigcup_{n \in \mathbb{N}} [I]^n[\cdots[I][P]][\cdots],
\end{align*}
\]

\[
[C_1 + \cdots + C_k] = [C_1] \cup \cdots \cup [C_k],
[a(P_{\square,1}, \ldots, P_{\square,r})] = \{a(T_1, \ldots, T_r) \mid \forall i. T_i \in [P_{\square,i}]\} \cup [P_{\square,1}] \cup \cdots \cup [P_{\square,r}],
\]

\( [\square] = \{\square\} \).

For example, \( [(a(b(), c^*))] \) is the set of trees of the form either \( b() \), or \( c() \), or \( a(b(), a(b(), \ldots a(b(), x) \ldots)) \) with \( x \) either \( b() \) or \( c() \). Based on the results of Goubault-Larrecq and Schmitz [25] it is not difficult to deduce the following lemma (see [4, Appendix D] for a proof).

**Lemma 4.1.** Every set of trees \( \mathcal{L} \) downward-closed for \( \sqsubseteq \) can be represented as \( \mathcal{L} = [P_1] \cup \cdots \cup [P_k] \), in which \( P_1, \ldots, P_k \) are pure products.
This decomposition result strengthens the results of Goubault-Larrecq and Schmitz [25] by showing that pure products (instead of just products) suffice in order to represent downward-closed sets of trees.

**Transductions.** A (nondeterministic) finite tree transducer (FTT) is a tuple $A = (\mathbb{A}_{in}, \mathbb{A}_{out}, S, p^i, \delta)$, where $\mathbb{A}_{in}, \mathbb{A}_{out}$ are the input and output alphabets (finite, ranked), $S$ is a finite set of control states, $p^i \in S$ is an initial state, and $\delta$ is a finite set of transition rules of the form either $(p, a(x_1, \ldots, x_r)) \rightarrow T$ or $(p, x) \rightarrow T$, where $p \in S$ is a control state, $a \in \mathbb{A}_{in}$ is a letter of rank $r$, and $T$ is a finite tree over the alphabet $\mathbb{A}_{out} \cup (S \times \{x_1, \ldots, x_r\})$ or $\mathbb{A}_{out} \cup (S \times \{x\})$, respectively. The rank of all the pairs from $S \times \{x_1, \ldots, x_r\}$ or $S \times \{x\}$ is 0. An FTT is linear if for each rule of the form $(p, a(x_1, \ldots, x_r)) \rightarrow T$ and for each $i \in \{1, \ldots, r\}$, in $T$ there is at most one letter from $S \times \{x_i\}$, and moreover for each rule of the form $(p, x) \rightarrow T$, in $T$ there is at most one letter from $S \times \{x\}$. An FTT $A$ defines in a natural way a relation between finite trees, also denoted $A$ (c.f. Comon et al. [19]). For a language $\mathcal{L}$ we write $A(\mathcal{L})$ for the set of trees $U$ such that $(T, U) \in A$ for some $T \in \mathcal{L}$. A function that maps $\mathcal{L}$ to $A(\mathcal{L})$ for some linear FTT $A$ is called a linear FTT transduction.

**Fact 4.2.** The downward closure operation $\mathcal{L} \mapsto \mathcal{L}_\downarrow$ and the regular restriction operation $\mathcal{L} \mapsto \mathcal{L} \cap \mathcal{R}$ (for every regular language $\mathcal{R}$) are effectively linear FTT transductions.

**Lemma 4.3** (c.f. [4, Appendix E]). The class of languages of finite trees recognized by safe recursion schemes is effectively closed under linear FTT transductions.

## 4.2 The simultaneous unboundedness problem for trees

We say that a pure product $P$ is diversified, if no letter appears in $P$ more than once. The simultaneous unboundedness problem (SUP) for a class $\mathcal{C}$ of finite trees asks, given a diversified pure product $P$ and a language $\mathcal{L} \in \mathcal{C}$ such that $\mathcal{L} \subseteq [P]$, whether $[P] \subseteq \mathcal{L}_\downarrow$.

**Remark 4.4.** This is a generalization of SUP over finite words. In the latter problem, one is given a language of finite words $\mathcal{L}$ such that $\mathcal{L} \subseteq a_1^* \ldots a_k^*$, and must check whether $a_1^* \ldots a_k^* \subseteq \mathcal{L}_\downarrow$. A word in $a_1^* \ldots a_k^*$ can be represented as a linear tree by interpreting $a_1, \ldots, a_k$ as unary letters and by appending a new leaf $e$ at the end. Thus $a_1^* \ldots a_k^*$ can be represented as the language of the diversified pure product $(a_1(\varepsilon))^r(a_2(\varepsilon))^r \cdots (a_k(\varepsilon))^r e^r$.

Following Zetsche [54], we can reduce the computation of the downward closure to SUP.

**Theorem 4.5** (c.f. [4, Appendix F]). Let $\mathcal{C}$ be a class of languages of finite trees closed under linear FTT transductions. One can compute a finite tree automaton recognizing the downward closure of a given language from $\mathcal{C}$ if and only if SUP is decidable for $\mathcal{C}$.

**Remark 4.6.** Pure products for trees correspond to expressions of the form $A_0^\varepsilon A_1^\varepsilon \ldots A_k^\varepsilon$ for words (where $A_i$ are sets of letters). In SUP for words simpler expressions of the form $b_1^\varepsilon \ldots b_k^\varepsilon$ suffice. This is not possible for trees:

1) expressions of the form $a^\varepsilon(\cdot, \cdot)$ cannot be removed since they are responsible for branching, and

2) reducing the two contexts in $(a(P_1, \varepsilon) + b(P_2, \varepsilon))^rP_3$ to a single one would require changing trees of the form $a(T_1, b(T_2, T_3))$ into trees of the form $c(T_1, T_2, T_3)$, which is not a linear FTT transduction.
4.3 The diagonal problem for trees

In SUP for words, instead of checking whether \( a_1^* \cdots a_k^* \subseteq L \), one can equivalently check whether, for each \( n \in \mathbb{N} \), there is a word \( a_1^* \cdots a_k^* \in L \) such that \( x_1, \ldots, x_k \geq n \). The latter problem is known as the diagonal problem for words. In this section, we define an analogous diagonal problem for trees, and we show how to reduce SUP to it.

Given a set of letters \( \Sigma \), we say that a language of finite trees \( L \) is \( \Sigma \)-diagonal if, for every \( n \in \mathbb{N} \), there is a tree \( T \in L \) such that for every letter \( a \in \Sigma \) and every branch \( B \) of \( T \) there are at least \( n \) occurrences of \( a \) in \( B \). The diagonal problem for a class \( \mathcal{C} \) of finite trees asks, given a language \( L \in \mathcal{C} \) and a set of letters \( \Sigma \), whether \( L \) is \( \Sigma \)-diagonal.

**Versatile trees.** Contrary to the case of words, the presence of sums in our expressions creates some complications in reducing from SUP to the diagonal problem. We deal with these sums by introducing the notion of versatile trees. Intuitively, in order to obtain a versatile tree of a pure product \( P \), for every sum \( I = C_1 + \cdots + C_k \) we fix some order of the contexts \( C_1, \ldots, C_k \), and we allow the contexts to be appended in this order. Formally, the set \( \langle P \rangle \) of versatile trees of a pure product \( P \) is defined by structural induction on \( P \):

\[
\langle I^*.P \rangle = \bigcup_{n \in \mathbb{N}} \{ \langle I \rangle \langle I \cup \{\cdot\} \rangle \langle \cdots \langle I \cup \{\cdot\} \rangle \langle \{P\} \rangle \rangle \},
\]

\[
\langle a^*(P_1, \ldots, P_r) \rangle = \{ a(P_1, \ldots, P_r) \},
\]

\[
\langle C_1 + \cdots + C_k \rangle = \{ C_1 \cdots \{ C_k \} \cdots \},
\]

\[
\langle a(P_{\sqcup, 1}, \ldots, P_{\sqcup, r}) \rangle = \{ a(T_1, \ldots, T_r) \mid \forall i. T_i \in \langle P_{\sqcup, i} \rangle \},
\]

\[
\langle \cdot \rangle = \{ \cdot \}.
\]

For example, if \( I = a(S_1, \sqcup, \sqcup) + b(\sqcup, S_2) \), then \( \langle I \rangle = \{ a(S_1, b(\sqcup, S_2), b(\sqcup, S_2)) \} \). Notice that all trees in \( \langle P \rangle \) have the same root’s label; denote this label by \( \text{root}(P) \).

**From SUP to the diagonal problem.** Assuming that \( P \) is diversified, for a number \( n \in \mathbb{N} \) we say that a tree \( T \) is \( n \)-large with respect to \( P \) if, for every subexpression of \( P \) of the form \( I^*.P \), above every occurrence of \( \text{root}(P) \) in \( T \) there are at least \( n \) ancestors labeled by \( \text{root}(I^*.P) \). In other words, for \( T \in \langle P \rangle \) this means that in \( T \) every context appearing in \( P \) was appended at least \( n \) times, on all branches where it was possible to append it. Clearly \( \langle P \rangle \subseteq \langle P \rangle \). On the other hand, every tree from \( \langle P \rangle \) can be embedded into every large enough versatile tree. We thus obtain the following lemma.

**Lemma 4.7.** For every diversified pure product \( P \), and for every sequence of trees \( T_1, T_2, \ldots \in \langle P \rangle \) such that every \( T_n \) is \( n \)-large, \( \{ T_n \mid n \in \mathbb{N} \} \subseteq \langle P \rangle \).

Using versatile trees we can reduce from SUP to the diagonal problem.

**Lemma 4.8** (c.f. [4, Appendix G]). Let \( \mathcal{C} \) be a class of languages of finite trees closed under linear FTf transductions. SUP for \( \mathcal{C} \) reduces to the diagonal problem for \( \mathcal{C} \).

**Remark 4.9.** Another formulation of the diagonal problem for languages of finite trees [29, 14, 45] requires that, for every \( n \in \mathbb{N} \), there is a tree \( T \in L \) containing at least \( n \) occurrences of every letter \( a \in \Sigma \) (not necessarily on the same branch, unlike in our case). Such a formulation of the diagonal problem seems too weak to compute downward closures for languages of finite trees.
5 Languages of safe recursion schemes

In the previous section, we have developed a general machinery allowing one to compute downward closures for classes of languages of finite trees closed under linear FTT transductions. In this section, we apply this machinery to the particular case of languages recognized by safe recursion schemes. The following is the main theorem of this section.

Theorem 5.1. Finite tree automata recognizing downward closures of languages of finite trees recognized by safe recursion schemes are computable.

In order to prove the theorem we need to recall a formalism necessary to express the diagonal problem in logic.

Cost logics. Cost monadic logic (CMSO) was introduced in Colcombet [15] as a quantitative extension of monadic second-order logic. As usual, the logic can be defined over any relational structure, but we restrict our attention to CMSO over trees. In addition to first-order variables ranging over nodes of the tree and monadic second-order variables (also called set variables) ranging over sets of nodes, CMSO uses a single additional variable $N$, called the numeric variable, which ranges over $\mathbb{N}$. The atomic formulas in CMSO are those from MSO (the membership relation $x \in X$ and relations $a(x, x_1, \ldots, x_r)$ asserting that $a \in A$ of rank $r$ is the label at node $x$ with children $x_1, \ldots, x_r$ from left to right), as well as a new predicate $|X| \leq N$, where $X$ is any set variable and $N$ is the numeric variable. Arbitrary CMSO formulas are built inductively by applying Boolean connectives and by quantifying (existentially or universally) over first-order or set variables. We require that any predicates of the form $|X| \leq N$ appear positively in the formula (i.e., within the scope of an even number of negations). We regard $N$ as a parameter. As usual, a sentence is a formula without first-order or monadic free variables; however, the parameter $N$ is allowed to occur in a sentence. If we fix a value $n \in \mathbb{N}$ for $N$, the semantics of $|X| \leq N$ is what one would expect: the predicate holds when $X$ has cardinality at most $n$. We say that a sentence $\varphi$ $n$-accepts a tree $T$ if it holds in $T$ when $n$ is used as value of $N$; it accepts $T$ if it $n$-accepts $T$ for some $n \in \mathbb{N}$. The language defined by $\varphi$ is the set of all trees (over a fixed alphabet $A$) accepted by $\varphi$.

Weak cost monadic logic (WCMSO for short) is the variant of CMSO where the second-order quantification is restricted to finite sets. Vanden Boom [53, Theorem 2] proves that WCMSO is effectively equivalent to a subclass of alternating B-automata, called weak B-automata. Thanks to Theorem 3.1, we obtain the following corollary.

Corollary 5.2. The model-checking problem of safe recursion schemes against WCMSO properties is decidable.

Remark 5.3. The same holds for a more expressive logic called quasi-weak cost monadic logic (QWCMSO) [6], whose expressive power lies between WCMSO and the CMSO. Indeed, Blumensath et al. [6, Theorem 2] prove that QWCMSO is effectively equivalent to a subclass of alternating B-automata called quasi-weak B-automata, and thus by Theorem 3.1 even model checking of safe recursion schemes against QWCMSO properties is decidable.

Solving the diagonal problem. By Theorem 4.5 and Lemma 4.8, all we need to do is to show that the diagonal problem is decidable for languages recognized by safe recursion schemes, that is, that given a safe recursion scheme $\mathcal{G}$ and a set of letters $\Sigma$, one can check whether for every $n \in \mathbb{N}$ there is a tree $T \in \mathcal{L}(\mathcal{G})$ such that there are at least $n$ occurrences of every letter $a \in \Sigma$ on every branch of $T$ (we say that such a tree $T$ is $n$-large with respect
In order to do this, given a set of letters $\Sigma$, we write a WCMSO sentence $\varphi_\Sigma$ that $n$-accepts an (infinite) tree $T$ if and only if no tree in $L(T)$ is $n$-large with respect to $\Sigma$. Consequently, $\varphi_\Sigma$ accepts $T$ if for some $n$ no tree in $L(T)$ is $n$-large with respect to $\Sigma$, that is, if $L(T)$ is not $\Sigma$-diagonal. Thus, in order to solve the diagonal problem, it is enough to check whether $\varphi_\Sigma$ accepts $BT(\mathcal{G})$ (recall that $L(\mathcal{G})$ is defined as $L(BT(\mathcal{G}))$), which is decidable by Corollary 5.2. It remains to construct the aforementioned sentence $\varphi_\Sigma$.

First, observe that the process of producing a finite tree recognized by $\mathcal{G}$ from the infinite tree $BT(\mathcal{G})$ generated by $\mathcal{G}$ is expressible by a formula of WCMSO (actually, by a first-order formula). More precisely we can write a WCMSO formula $\text{tree}(X)$ that holds in a tree $T$ if and only if $X$ is instantiated to a set of nodes of a tree $T' \in L(T)$, together with their nd-labeled ancestors. See [4, Appendix H] for more details. Using $\text{tree}(X)$ we now construct the desired formula $\varphi_\Sigma$, and thus we finish the proof of Theorem 5.1.

**Lemma 5.4.** Given a set of letters $\Sigma$, one can compute a WCMSO sentence $\varphi_\Sigma$ that, for every $n \in \mathbb{N}$, $n$-accepts a tree $T$ if and only if no tree in $L(T)$ is $n$-large with respect to $\Sigma$.

**Proof.** We can reformulate the property as follows: for every tree $T' \in L(T)$ there is a letter $a \in \Sigma$, and a leaf $x$ that has less than $n$ $a$-labeled ancestors. This is expressed by the following formula of WCMSO (where $\text{leaf}(x)$ states that the node $x$ is a leaf, $a(x)$ that $x$ has label $a$, and $z \leq x$ that $z$ is an ancestor of $x$, all being easily expressible):

$$\forall X. \left( \text{tree}(X) \rightarrow \bigvee_{a \in \Sigma} \exists x \exists Z. \left( x \in X \land \text{leaf}(x) \land \forall z. \left( z \leq x \land a(z) \rightarrow z \in Z \right) \land |Z| < N \right) \right).$$

### 6 Conclusions

A tantalising direction for further work is to drop the safety assumption from Theorem 3.1, that is, to establish whether the model-checking problem against B-automata is decidable for trees generated by (not necessarily safe) recursion schemes. We also leave open whether downward closures are computable for this more expressive class. Another direction for further work is to analyse the complexity of the considered model-checking problem. The related problem described in Remark 4.9 is $k$-EXP-complete for languages of finite trees recognised by recursion schemes of order $k$ [45], and thus not harder than the nonemptiness problem [43]. Does the same upper bound hold for the more general diagonal problem that we consider in this paper? Zetzsche [56] has shown that the downward closure inclusion problem is co-$k$-NEXP-hard for languages of finite trees recognised by safe recursion schemes of order $k$. Is it possible to obtain a matching upper bound?
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Abstract

We investigate the impact of modifying the constraining relations of a Constraint Satisfaction Problem (CSP) instance, with a fixed template, on the set of solutions of the instance. More precisely we investigate sensitive instances: an instance of the CSP is called sensitive, if removing any tuple from any constraining relation invalidates some solution of the instance. Equivalently, one could require that every tuple from any one of its constraints extends to a solution of the instance.

Clearly, any non-trivial template has instances which are not sensitive. Therefore we follow the direction proposed (in the context of strict width) by Feder and Vardi in [13] and require that only the instances produced by a local consistency checking algorithm are sensitive. In the language of the algebraic approach to the CSP we show that a finite idempotent algebra $A$ has a $k + 2$ variable near unanimity term operation if and only if any instance that results from running the $(k, k + 1)$-consistency algorithm on an instance over $A^2$ is sensitive.

A version of our result, without idempotency but with the sensitivity condition holding in a variety of algebras, settles a question posed by G. Bergman about systems of projections of algebras that arise from some subalgebra of a finite product of algebras.

Our results hold for infinite (albeit in the case of $A$ idempotent) algebras as well and exhibit a surprising similarity to the strict width $k$ condition proposed by Feder and Vardi. Both conditions can be characterized by the existence of a near unanimity operation, but the arities of the operations differ by 1.
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Introduction

One important algorithmic approach to deciding if a given instance of the Constraint Satisfaction Problem (CSP) has a solution is to first consider whether it has a consistent set of local solutions. Clearly, the absence of local solutions will rule out having any (global) solutions, but in general having local solutions does not guarantee the presence of a solution. A major thrust of the recent research on the CSP has focused on coming up with suitable notions of local consistency and then characterizing those CSPs for which local consistency implies outright consistency or some stronger property. A good source for background material is the survey article [7].

Early results of Feder and Vardi [13] and also Jeavons, Cooper, and Cohen [15] establish that when a template (i.e., a relational structure) $A$ has a special type of polymorphism, called a near unanimity operation, then not only will an instance of the CSP over $A$ that has a suitably consistent set of local solutions have a solution, but that any partial solution of it can always be extended to a solution. The notion of local consistency that we investigate in this paper is related to that considered by these researchers but that, as we shall see, is weaker.

The following operations are central to our investigation.

Definition 1. An operation $n(x_1,\ldots,x_{k+1})$ on a set $A$ of arity $k+1$ is called a near unanimity operation on $A$ if it satisfies the equalities

$$n(b,a,a,\ldots,a) = n(a,b,a,\ldots,a) = \cdots = n(a,a,\ldots,a,b) = a$$

for all $a, b \in A$.

Near unanimity operations have played an important role in the development of universal algebra and first appeared in the 1970's in the work of Baker and Pixley [1] and Huhn [14]. More recently they have been used in the study of the CSP [13, 15] and related questions [2, 12]. The main results of this paper can be expressed in terms of the CSP and also in algebraic terms and we start by presenting them from both perspectives. In the concluding section, Section 6, a translation of parts of our results into a relational language is provided, along with some open problems.

1.1 CSP viewpoint

In their seminal paper, Feder and Vardi [13] introduced the notion of bounded width for the class of CSP instances over a finite template $A$. Their definition of bounded width was presented in terms of the logic programming language DATALOG but there is an equivalent formulation using local consistency algorithms, also given in [13]. Given a CSP instance $I$ and $k < l$, the $(k,l)$-consistency algorithm will produce a new instance having all $k$ variable constraints that can be inferred by considering $l$ variables at a time of $I$. This algorithm rejects $I$ if it produces an empty constraint. The class of CSP instances over a finite template $A$ will have width $(k,l)$ if the $(k,l)$-consistency algorithm rejects all instances from the class that do not have solutions, i.e., the $(k,l)$-consistency algorithm can be used to decide if a given instance from the class has a solution or not. The class has bounded width if it has width $(k,l)$ for some $k < l$. 
A lot of effort, in the framework of the algebraic approach to the CSP, has gone in to analyzing various properties of instances that are the outputs of these types of local consistency algorithms. On one end of the spectrum of the research is a rather wide class of templates of bounded width [5] and on the other a very restrictive class of templates having bounded strict width [13].

To be more precise, we now formally introduce instances of the CSP.

**Definition 2.** An instance \( I \) of the CSP is a pair \((V, C)\) where \( V \) is a finite set of variables, and \( C \) is a set of constraints of the form \( ((x_1, \ldots, x_n), R) \) where all \( x_i \) are in \( V \) and \( R \) is an \( n \)-ary relation over (possibly infinite) sets \( A_i \) associated to each variable \( x_i \).

A solution of \( I \) is an evaluation \( f \) of variables such that, for every \( ((x_1, \ldots, x_n), R) \in C \) we have \( (f(x_1), \ldots, f(x_n)) \in R \); a partial solution is a partial function satisfying the same condition.

The CSP over a relational structure \( A \), written \( \text{CSP}(A) \), is the class of CSP instances whose constraint relations are from \( A \).

**Example 3.** For \( k > 1 \), the template associated with the graph \( k \)-colouring problem is the relational structure \( D_{k\text{colour}} \) that has universe \( \{0, 1, \ldots, k - 1\} \) and a single relation \( \neq_k = \{(x, y) \mid x, y < k \text{ and } x \neq y\} \). The template associated with the HORN-3-SAT problem is the relational structure \( D_{\text{horn}} \) that has universe \( \{0, 1\} \) and two ternary relations \( R_0, R_1 \), where \( R_i \) contains all the triples but \((1, 1, i)\). It is known that \( \text{CSP}(D_{\text{horn}}) \) has width \((2, 2)\), that \( \text{CSP}(D_{2\text{colour}}) \) has width \((2, 3)\), and that for \( k > 2 \), \( \text{CSP}(D_{k\text{colour}}) \) does not have bounded width (see [7]).

Instances produced by the \((k, l)\)-consistency algorithm have uniformity and consistency properties that we highlight.

**Definition 4.** The CSP instance \( I \) is \( k \)-uniform if all of its constraints are \( k \)-ary and every set of \( k \) variables is constrained by a single constraint.

An instance is a \((k, l)\)-instance if it is \( k \)-uniform and for every choice of a set \( W \) of \( l \) variables no additional information about the constraints can be derived by restricting the instance to the variables in \( W \).

This last, very important, property can be rephrased in the following way: for every set \( W \subseteq V \) of size \( l \), every tuple in every constraint of \( I_{|W} \) participates in a solution to \( I_{|W} \) (where \( I_{|W} \) is obtained from \( I \) by removing all the variables outside of \( W \) and all the constraints that contain any such variables).

Consider the notion of strict width \( k \) introduced by Feder and Vardi [13, Section 6.1.2]. Let \( A \) be a template and let us assume, to avoid some technical subtleties, that every relation in \( A \) has arity at most \( k \). The class \( \text{CSP}(A) \) has strict width \((k, l)\) if whenever the \((k, l)\)-consistency algorithm does not reject an instance \( I \) from the class then “it should be possible to obtain a solution by greedily assigning values to the variables one at a time while satisfying the inferred \( k \)-constraints.” In other words, if \( I \) is the result of applying the \((k, l)\)-consistency algorithm to an instance of \( \text{CSP}(A) \), then any partial solution of \( I \) over at least \( k \) variables can be extended to a solution. The template \( A \) is said to have strict width \( k \) if it has strict width \((k, l)\) for some \( l > k \).

A polymorphism of a template \( A \) is a function on \( A \) that preserves all of the relations of \( A \). Feder and Vardi prove the following.

**Theorem 5** (see Theorem 25, [13]). Let \( k > 1 \) and let \( A \) be a finite relational structure with relations of arity at most \( k \). The class \( \text{CSP}(A) \) has strict width \( k \) if and only if it has strict width \((k, k + 1)\) if and only if \( A \) has a \((k + 1)\)-ary near unanimity operation as a polymorphism.
Using this Theorem we can conclude that $\text{CSP}(\mathbb{D}_{\text{2colour}})$ from Example 3 has strict width 2 since the ternary majority operation preserves the relation $\neq_2$. In fact this operation preserves all binary relations over the set $\{0,1\}$. On the other hand, $\text{CSP}(\mathbb{D}_{\text{horn}})$ does not have strict width $k$ for any $k \geq 3$.

Following the algebraic approach to the CSP we replace templates $A$ with algebras $A$.

**Definition 6.** An algebra $A$ is a pair $(A,F)$ where $A$ is a non-empty set, called the universe of $A$ and $F = (f_i \mid i \in I)$ is a set of finitary operations on $A$ called the set of basic operations of $A$. The function that assigns the arity of the operation $f_i$ to $i$ is called the signature of $A$. If $t(x_1, \ldots, x_n)$ is a term in the signature of $A$ then the interpretation of $t$ by $A$ as an operation on $A$ is called a term operation of $A$ and is denoted by $t^A$.

The CSP over $A$, written $\text{CSP}(A)$, is the class of CSP instances whose constraint relations are amongst those relations over $A$ that are preserved by the operations of $A$ (i.e., they are subuniverses of powers of $A$).

A number of important questions about the CSP can be reduced to considering templates that have all of the singleton unary relations [7]; the algebraic counterpart to these types of templates are the idempotent algebras.

**Definition 7.** An operation $f : A^n \rightarrow A$ on a set $A$ is idempotent if $f(a,a,\ldots,a) = a$ for all $a \in A$. An algebra $A$ is idempotent if all of its basic operations are.

It follows that if $A$ is idempotent then every term operation of $A$ is an idempotent operation.

As demonstrated in Example 22, several of the results in this paper do not hold in the absence of idempotency.

The characterization of strict width in Theorem 5 has the following consequence in terms of algebras.

**Corollary 8.** Let $k > 1$ and let $\mathcal{A}$ be a finite relational structure with relations of arity at most $k$. Let $A$ be the algebra with the same universe as $\mathcal{A}$ whose basic operations are exactly the polymorphisms of $\mathcal{A}$. The following are equivalent:
1. $A$ has a near unanimity term operation of arity $k + 1$;
2. in every $(k,k+1)$-instance over $A$, every partial solution extends to a solution.

The implication “1 implies 2” in Corollary 8 remains valid for general algebras, not necessarily coming from finite relational structures with restricted arities of relations. However, the converse implication fails even if $A$ is assumed to be finite and idempotent.

**Example 9.** Consider the rather trivial algebra $A$ that has universe $\{0,1\}$ and no basic operations. If $I$ is a $(2,3)$-instance over $A$ then, since, as noted just after Theorem 5, every binary relation over $\{0,1\}$ is invariant under the ternary majority operation on $\{0,1\}$ it follows that every partial solution of $I$ can be extended to a solution. Of course, $A$ does not have a near unanimity term operation of any arity.

What this example demonstrates is that in general, for a fixed $k$, the $k$-ary constraint relations arising from an algebra do not capture that much of the structure of the algebra. Example 22 provides further evidence for this.

Our first theorem shows that for finite idempotent algebras $A$, by considering a slightly bigger set of $(k,k+1)$-instances, over $\text{CSP}(A^2)$, rather than over $\text{CSP}(A)$, we can detect the presence of a $(k+1)$-ary near unanimity term operation. Moreover, it is enough to consider only instances with $k + 2$ variables. We note that every $(k,k+1)$-instance over $A$ can be easily encoded as a $(k,k+1)$-instance over $A^2$.
Theorem 10. Let $A$ be a finite, idempotent algebra and $k > 1$. The following are equivalent:
1. $A$ (or equivalently $A^2$) has a near unanimity term operation of arity $k + 1$;
2. in every $(k, k + 1)$-instance over $A^2$, every partial solution extends to a solution;
3. in every $(k, k + 1)$-instance over $A^2$ on $k + 2$ variables, every partial solution extends to a solution.

In Theorem 20 we extend our result to infinite idempotent algebras by working with local near unanimity term operations.

Going back the original definition of strict width: “it should be possible to obtain a solution by greedily assigning values to the variables one at a time while satisfying the inferred $k$-constraints” we note that the requirement that the assignment should be greedy is rather restrictive. The main theorem of this paper investigates an arguably more natural concept where the assignment need not be greedy.

Definition 11. An instance of the CSP is called sensitive, if removing any tuple from any constraining relation invalidates some solution of the instance.

In other words, an instance is sensitive if every tuple in every constraint of the instance extends to a solution. For $(k, k + 1)$-instances, being sensitive is equivalent to the instance being a $(k, n)$-instance, where $n$ is the number of variables present in the instance. We provide the following characterization.

Theorem 12. Let $A$ be a finite, idempotent algebra and $k > 1$. The following are equivalent:
1. $A$ (or equivalently $A^2$) has a near unanimity term operation of arity $k + 2$;
2. every $(k, k + 1)$-instance over $A^2$ is sensitive;
3. every $(k, k + 1)$-instance over $A^2$ on $k + 2$ variables is sensitive.

Exactly as in Theorem 10 we can consider infinite algebras at the cost of using local near unanimity term operations (see Theorem 21).

In conclusion we investigate a natural property of instances motivated by the definition of strict width and provide a characterization of this new condition in algebraic terms. A surprising conclusion is that the new concept is, in fact, very close to the strict width concept, i.e., for a fixed $k$ one characterization is equivalent to a near unanimity operation of arity $k + 1$ and the second of arity $k + 2$.

1.2 Algebraic viewpoint

Our work has as an antecedent the papers of Baker and Pixley [1] and of Bergman [8] on algebras having near unanimity term operations. In these papers the authors considered subalgebras of products of algebras and systems of projections associated with them. Baker and Pixley showed that in the presence of a near unanimity term operation, such a subalgebra is closely tied with its projections onto small sets of coordinates.

Definition 13. A variety of algebras is a class of algebras of the same signature that is closed under taking homomorphic images, subalgebras, and direct products. For $A$ an algebra, $V(A)$ denotes the smallest variety that contains $A$ and is called the variety generated by $A$. A variety $V$ has a near unanimity term of arity $k + 1$ if there is some $(k + 1)$-ary term in the signature of $V$ whose interpretation in each member of $V$ is a near unanimity operation.

Here is one version of the Baker-Pixley Theorem:
Sensitive Instances of the Constraint Satisfaction Problem

Theorem 14 (see Theorem 2.1 from [1]). Let $A$ be an algebra and $k > 1$. The following are equivalent:

1. $A$ has a $(k+1)$-ary near unanimity term operation;
2. for every $r > k$ and every $A_i \in \mathcal{V}(A)$, $1 \leq i \leq r$, every subalgebra $R$ of $\prod_{i=1}^{k} A_i$
   is uniquely determined by the projections of $R$ on all products $A_{i_1} \times \cdots \times A_{i_k}$ for $1 \leq i_1 < i_2 < \cdots < i_k \leq r$;
3. the same as condition 2, with $r$ set to $k + 1$.

In other words, an algebra has a $(k+1)$-ary near unanimity term operation if and only if every subalgebra of a product of algebras from $\mathcal{V}(A)$ is uniquely determined by its system of $k$-fold projections into its factor algebras. A natural question, extending the result above, was investigated by Bergman [8]: when does a given “system of $k$-fold projections” arise from a product algebra?

Note that such a system can be viewed as a $k$-uniform CSP instance: indeed, following the notation of Theorem 14, we can introduce a variable $x_i$ for each $i \leq r$ and a constraint $((x_{i_1}, \ldots, x_{i_k}); \text{proj}_{i_1,\ldots,i_k} R)$ for each $1 \leq i_1 < i_2 < \cdots < i_k \leq r$. In this way the original relation $R$ consists of solutions of the created instance (but in general will not contain all of them). In this particular instance, different variables can be evaluated in different algebras. Note that the instance is sensitive, if and only if it “arises from a product algebra” in the sense investigated by Bergman.

We will say that $I$ is a CSP instance over the variety $\mathcal{V}$ (denoted $I \in \text{CSP}(\mathcal{V})$) if all the constraining relations of $I$ are algebras in $\mathcal{V}$. In the language of the CSP, Bergman proved the following:

Theorem 15 ([8]). If $\mathcal{V}$ is a variety that has a $(k+1)$-ary near unanimity term then every $(k,k+1)$-instance over $\mathcal{V}$ is sensitive.

In commentary that Bergman provided on his proof of this theorem he noted that a stronger conclusion could be drawn from it and he proved the following theorem. We note that this theorem anticipates the results from [13] and [15] dealing with templates having near unanimity operations as polymorphisms.

Theorem 16 ([8]). Let $k > 1$ and $\mathcal{V}$ be a variety. The following are equivalent:

1. $\mathcal{V}$ has a $(k+1)$-ary near unanimity term;
2. any partial solution of a $(k,k+1)$-instance over $\mathcal{V}$ extends to a solution.

Theorem 15 provides a partial answer to the question that Bergman posed in [8], namely that in the presence of a $(k+1)$-ary near unanimity term, a necessary and sufficient condition for a $k$-fold system of algebras to arise from a product algebra is that the associated CSP instance is a $(k,k+1)$-instance.

In [8] Bergman asked whether the converse to Theorem 15 holds, namely, that if all $(k,k+1)$-instances over a variety are sensitive, must the variety have a $(k+1)$-ary near unanimity term? He provided examples that suggested that the answer is no, and we confirm this by proving that the condition is actually equivalent to the variety having a near unanimity term of arity $k + 2$. The main result of this paper, viewed from the algebraic perspective (but stated in terms of the CSP), is the following:

Theorem 17. Let $k > 1$. A variety $\mathcal{V}$ has a $(k+2)$-ary near unanimity term if and only if each $(k,k+1)$-instance of the CSP over $\mathcal{V}$ is sensitive.

The “if” direction of this theorem is proved in Section 3, while a sketch of a proof of the “only if” direction can be found in Section 5 (the complete reasoning is included in the full version of this paper). We note that a novel and significant feature of this result is that it does not assume any finiteness or idempotency of the algebras involved.
1.3 Structure of the paper

The paper is structured as follows. In the next section we introduce local near unanimity operations and state Theorem 10 and Theorem 12 in their full power. In Section 3 we collect the proofs that establish the existence of (local) near unanimity operations. Section 4 contains a proof of a new loop lemma, which can be of independent interest, and is necessary in the proof in Section 5. In Section 5 we provide a sketch of the proof showing that, in the presence of a near unanimity operation of arity \( k + 2 \), the \((k, k + 1)\)-instances are sensitive. A complete proof of this fact, which is our main contribution, can be found in the full version of this paper. Finally, Section 6 contains conclusions.

2 Details of the CSP viewpoint

In order to state our results in their full strength, we need to define local near unanimity operations. This special concept of local near unanimity operations is required, when considering infinite algebras.

Definition 18. Let \( k > 1 \). An algebra \( A \) has local near unanimity term operations of arity \( k + 1 \) if for every finite subset \( S \) of \( A \) there is some \((k + 1)\)-ary term operation \( n_S \) of \( A \) such that

\[
n_S(b, a, \ldots, a, a) = n_S(a, b, a, \ldots, a) = \cdots = n_S(a, a, \ldots, b, a) = n_S(a, a, \ldots, a, b) = a.
\]

for all \( a, b \in S \).

It should be clear that, for finite algebras, having local near unanimity term operations of arity \( k + 1 \) and having a near unanimity term operation of arity \( k + 1 \) are equivalent, but for arbitrary algebras they are not. The following provides a characterization of when an idempotent algebra has local near unanimity term operations of some given arity; it will be used in the proofs of Theorems 20 and 21. It is similar to Theorem 14 and is proved in the full version of this paper.

Theorem 19. Let \( A \) be an idempotent algebra and \( k > 1 \). The following are equivalent:
1. \( A \) has local near unanimity term operations of arity \( k + 1 \);
2. for every \( r > k \), every subalgebra of \( A^r \) is uniquely determined by its projections onto all \( k \)-element subsets of coordinates;
3. every subalgebra of \( A^{k+1} \) is uniquely determined by its projections onto all \( k \)-element subsets of coordinates.

We are ready to state Theorem 10 in its full strength:

Theorem 20. Let \( A \) be an idempotent algebra and \( k > 1 \). The following are equivalent:
1. \( A \) (or equivalently \( A^2 \)) has local near unanimity term operations of arity \( k + 1 \);
2. in every \((k, k + 1)\)-instance over \( A^2 \), every partial solution extends to a solution;
3. in every \((k, k + 1)\)-instance over \( A^2 \) on \( k + 2 \) variables, every partial solution extends to a solution.

Proof. Obviously condition 2 implies condition 3. A proof of condition 3 implying condition 1 can be found in Section 3. The implication from 1 to 2 is covered by Theorem 16.

Analogously, the main result of the paper, for idempotent algebras, and the full version of Theorem 12 states:
Theorem 21. Let \( A \) be an idempotent algebra and \( k > 1 \). The following are equivalent:
1. \( A \) (or equivalently \( A^2 \)) has local near unanimity term operations of arity \( k + 2 \);
2. every \((k, k+1)\)-instance over \( A^1 \) is sensitive;
3. every \((k, k+1)\)-instance over \( A^2 \) on \( k + 2 \) variables is sensitive.

Proof. Obviously condition 2 implies condition 3. For a proof that condition 3 implies condition 1 see Section 3. A sketch of the proof of the remaining implication can be found in Section 5 (see the full version of this paper for a complete proof).

The following examples show that in Theorems 19, 20, and 21 the assumption of idempotency is necessary.

Example 22. For \( n > 2 \), let \( S_n \) be the algebra with domain \([n] = \{1, 2, \ldots, n\}\) and with basic operations consisting of all unary operations on \([n]\) and all non-surjective operations on \([n]\) of arbitrary arity. The collection of such operations forms a finitely generated clone, called the Słupecki clone. Relevant details of these algebras can be found in [16, Example 4.6] and [20]. It can be shown that for \( m < n \), the subuniverses of \( S_n^m \) consist of all \( m \)-ary relations \( R_\theta \) over \([n]\) determined by a partition \( \theta \) of \([m]\) by

\[
R_\theta = \{(a_1, \ldots, a_m) \mid a_i = a_j \text{ whenever } (i, j) \in \theta\}.
\]

These rather simple relations are preserved by any operation on \([n]\), in particular by any majority operation or more generally, by any near unanimity operation.

It follows from Theorem 16 that if \( k > 1 \) and \( \mathcal{I} \) is a \((k, k+1)\)-instance of \( \text{CSP}(S_{2k+1}^2) \) then any partial solution of \( \mathcal{I} \) extends to a solution. This also implies that \( \mathcal{I} \) is sensitive. Furthermore any subalgebra of \( S_{k+1}^{k+1} \) is determined by its projections onto all \( k \)-element sets of coordinates. As noted in [16, Example 4.6], for \( n > 2 \), \( S_n \) does not have a near unanimity term operation of any arity, since the algebra \( S_n^2 \) has a quotient that is a 2-element essentially unary algebra.

Constructing near unanimity operations

In this section we collect the proofs providing, under various assumptions, near unanimity or local near unanimity operations. That is: the proofs of “3 implies 1” in Theorems 20 and Theorem 21 as well as a proof of the “if” direction from Theorem 17.

In the following proposition we construct instances over \( A^2 \) (for some algebra \( A \)). By a minor abuse of notation, we allow in such instances two kinds of variables: variables \( x \) evaluated in \( A \) and variables \( y \) evaluated in \( A^2 \). The former kind should be formally considered as variables evaluated in \( A^2 \) where each constraint enforces that \( x \) is sent to \( \{(b, b) \mid b \in A\} \).

Moreover, dealing with \( k \)-uniform instances, we understand the condition “every set of \( k \) variables is constrained by a single constraint” flexibly: in some cases we allow for more constraints with the same set of variables, as long as the relations are proper permutations so that every constraint imposes the same restriction.

Proposition 23. Let \( k > 1 \) and let \( A \) be an algebra such that, for every \((k, k+1)\)-instance \( \mathcal{I} \) over \( A^2 \) on \( k + 2 \) variables every partial solution of \( \mathcal{I} \) extends to a solution. Then each subalgebra of \( A^{k+1} \) is determined by its \( k \)-ary projections.

Proof. Let \( R \leq A^{k+1} \) and we will show that it is determined by the system of projections \( \text{proj}_j(R) \) as \( I \) ranges over all \( k \) elements subsets of coordinates. Using \( R \) we define the following instance \( \mathcal{I} \) of \( \text{CSP}(A^2) \). The variables of \( \mathcal{I} \) will be the set \( \{x_1, x_2, \ldots, x_{k+1}, y_{12}\} \) and the domain of each \( x_i \) is \( A \), while the domain of \( y_{12} \) is \( A^2 \).
For $U \subseteq \{x_1, \ldots, x_{k+1}\}$ of size $k$, let $C_U$ be the constraint with scope $U$ and constraint relation $R_U = \text{proj}_U(R)$. For $U$ a $(k-1)$-element subset of $\{x_1, \ldots, x_{k+1}\}$, let $C_{U \cup \{y_{12}\}}$ be the constraint with scope $U \cup \{y_{12}\}$ and constraint relation $R_{U \cup \{y_{12}\}}$ that consists of all tuples $(b_v | v \in U \cup \{y_{12}\})$ such that there is some $(a_1, \ldots, a_{k+1}) \in R$ with $b_v = a_i$ if $v = x_i$ and with $b_{y_{12}} = (a_1, a_2)$.

The instance $I$ is $k$-uniform and we will show that it is sensitive. Indeed every tuple in every constraining relation originates in some tuple $b \in R$. Setting $x_i \mapsto b_i$ and $y_{12} \mapsto (b_1, b_2)$ defines a solution that extends such a tuple.

In particular $I$ is a $(k, k+1)$-instance over $A^2$ with $k + 2$ variables and so any partial solution of it can be extended to a solution. Let $b \in A^{k+1}$ such that $\text{proj}_I(b) \in \text{proj}_I(R)$ for all $k$-element subsets $I$ of $[k+1]$. Then $b$ is a partial solution of $I$ over the variables $\{x_1, \ldots, x_{k+1}\}$ and there is some extension of it to the variable $y_{12}$ that produces a solution of $I$. But there is only one consistent way to extend $b$ to $y_{12}$ namely by setting $y_{12}$ to the value $(b_1, b_2)$. By considering the constraint with scope $\{x_3, \ldots, x_k, y_{12}\}$ it follows that $b \in R$, as required.

Now we are ready to prove the first implication tackled in this section: 3 implies 1 in Theorem 20.

**Proof of “3 implies 1” in Theorem 20.** By Theorem 19 it suffices to show that each subalgebra of $A^{k+2}$ is determined by its $k$-ary projections. Fortunately, Proposition 23 provides just that.

We move on proofs of “3 implies 1” in Theorem 21 and the “if” direction of Theorem 17. Similarly, as in the theorem just proved, we start with a proposition.

**Proposition 24.** Let $k > 1$ and let $A$ be an algebra such that every $(k, k+1)$-instance $I$ over $A^2$ on $k + 2$ variables is sensitive. Then each subalgebra of $A^{k+2}$ is determined by its $(k+1)$-ary projections.

**Proof.** We will show that if $R$ is a subalgebra of $A^{k+2}$ then $R = R^*$ where

$$R^* = \{a \in A^{k+2} | \text{proj}_I(a) \in \text{proj}_I(R) \text{ whenever } |I| = k+1\}.$$  

In other words, we will show that the subalgebra $R$ is determined by its projections into all $(k+1)$-element sets of coordinates.

We will use $R$ and $R^*$ from the previous paragraph to construct a $(k, k+2)$-instance $I = (V, C)$ with $V = \{x_1, \ldots, x_{k+2}, y_{12}, y_{34}, y_{13}, y_{24}\}$ where each $x_i$ is evaluated in $A$ while all the $y$’s are evaluated in $A^2$.

The set of constraints is more complicated. There is a special constraint on a special variable set $(\{y_{12}, y_{34}, x_5, \ldots, x_{k+2}\}, C)$ where

$$C = \{(a_1, a_2), (a_3, a_4), a_5, \ldots, a_{k+2} | (a_1, \ldots, a_{k+2}) \in R^*\}.$$  

The remaining constraints are defined using the relation $R$. For each set of variables $S = \{v_1, \ldots, v_k\} \subseteq V$ (which is different than the set for the special constraint) we define a constraint $((v_1, \ldots, v_k), D_S)$ with $(b_1, \ldots, b_k) \in D_S$ if and only if there exists a tuple $(a_1, \ldots, a_{k+2}) \in R$ such that:

- if $v_i$ is $x_j$ then $b_i = a_j$, and
- if $v_i$ is $y_m$ then $b_i = (a_l, a_m)$.

Note that the instance $I$ is $k$-uniform.

**Claim 25.** $I$ is a $(k, k+1)$-instance.
Let $S \subseteq V$ be a set of size $k$. If $S$ is not the special variable set, then every tuple in the relation constraining $S$ originates in some $(b_1, \ldots, b_{k+2}) \in R$ and, as in Proposition 23, sending $x_i \mapsto b_i$ and $y_{1m} \mapsto (b_i, b_m)$ defines a solution that extends such a tuple. We immediately conclude, that the potential failure of the $(k, k+1)$ condition must involve the special constraint.

Thus $S = \{y_{12}, y_{34}, x_5, \ldots, x_{k+2}\}$ and if $b$ is a tuple from the special constraint $C$ then there is some $(a_1, \ldots, a_{k+2}) \in R^*$ with

$$b = ((a_1, a_2), (a_3, a_4), a_5, \ldots, a_{k+2}).$$

The extra variable that we want to extend the tuple $b$ to is either $y_{13}$ or $y_{24}$. Both cases are similar and we will only work through the details when it is $y_{13}$. In this case, assigning the value $(a_1, a_3)$ to the variable $y_{13}$ will produce an extension $b'$ of $b$ to a tuple over $S \cup \{y_{13}\}$ that is consistent with all constraints of $I$ whose scopes are subsets of $\{y_{12}, y_{34}, x_5, \ldots, x_{k+2}, y_{13}\}$.

To see this, consider a $k$ element subset $S'$ of $\{y_{12}, y_{34}, x_5, \ldots, x_{k+2}, y_{13}\}$ that excludes some variable $x_j$. Then, by the definition of $R^*$ there exists some tuple of the form $(a_1, a_2, \ldots, a_{j-1}, a'_j, a_{j+1}, \ldots, a_{k+2}) \in R$. This tuple from $R$ can be used to witness that the restriction of $b'$ to $S'$ satisfies the constraint $D_{S'}$ since the scope of this constraint does not include the variable $x_j$.

Suppose that $S'$ is a $k$ element subset of $\{y_{12}, y_{34}, x_5, \ldots, x_{k+2}, y_{13}\}$ that excludes $y_{12}$. By the definition of $R^*$ there is some tuple of the form $(a_1, a'_2, a_3, \ldots, a_{k+2}) \in R$. Using this tuple it follows that the restriction of $b'$ to $S'$ satisfies the constraint $D_{S'}$. This is because neither of the variables $y_{12}$ and $y_{24}$ are in $S'$ and so the value $a'_2 \in A_2$ does not matter. A similar argument works when $S'$ is assumed to exclude $y_{34}$ and the claim is proved.

Since $I$ is a $(k, k+1)$-instance over $A^2$ and it has $k+2$ variables then by assumption, $I$ is sensitive. We can use this to show that $R^* \subseteq R$ to complete the proof of this proposition. Let $(a_1, \ldots, a_{k+2}) \in R^*$ and consider the associated tuple $b = ((a_1, a_2), (a_3, a_4), a_5, \ldots, a_{k+2}) \in C$. Since $I$ is sensitive then this $k$-tuple can be extended to a solution $b'$ of $I$. Using any constraints of $I$ whose scopes include combinations of $y_{12}$ or $y_{34}$ with $y_{13}$ or $y_{24}$ it follows that the value of $b'$ on the variables $y_{13}$ and $y_{24}$ are $(a_1, a_3)$ and $(a_2, a_4)$ respectively. Then considering the restriction of $b'$ to $S = \{x_5, \ldots, x_{k+2}, y_{13}, y_{24}\}$ it follows that $(a_1, \ldots, a_{k+2}) \in R$ since this restriction lies in the constraint relation $D_S$.

We are in a position to provide the two final proofs in this section.

**Proof of “3 implies 1” in Theorem 21.** By Theorem 19 it suffices to show that each subalgebra of $A^{k+2}$ is determined by its $(k+1)$-ary projections. Fortunately Propositions 24 provides just that.

**Proof of the “if” direction in Theorem 17.** For this direction we apply Proposition 24 to a special member of $\mathcal{V}$, namely the $\mathcal{V}$-free algebra freely generated by $x$ and $y$, which we will denote by $F$. Up to isomorphism, this algebra is unique and its defining property is that $F \in \mathcal{V}$ and for any algebra $A \in \mathcal{V}$, any map $f : \{x, y\} \to A$ extends uniquely to a homomorphism from $F$ to $A$. Consequently, for any two terms $s(x, y)$ and $t(x, y)$ in the signature of $\mathcal{V}$ if $s^F(x, y) = t^F(x, y)$ then the equation $s(x, y) \approx t(x, y)$ holds in $\mathcal{V}$.

Let $R$ be the subalgebra of $F^{k+2}$ generated by the tuples $(y, x, x, \ldots, x)$, $(x, y, x, \ldots, x)$, \ldots, $(x, \ldots, x, y)$. By Proposition 24, the algebra $R$ is determined by its $(k+1)$-ary projections and so the constant tuple $(x, \ldots, x)$ belongs to $R$. The term generating this tuple from the given generators of $R$ defines the required $(k+2)$-ary near unanimity operation.
4 New loop lemmata

A loop lemma is a theorem stating that a binary relation satisfying certain structural and algebraic requirements necessarily contains a loop – a pair \((a, a)\). In this section we provide two new loop lemmata, Theorem 31 and Theorem 32, which generalize an “infinite loop lemma” of Olšák [18] and may be of independent interest. Theorem 32 is a crucial tool for the proof presented in Section 5.

The algebraic assumptions in the new loop lemmata concern absorption, a concept that has proven to be useful in the algebraic theory of CSPs and in universal algebra [6]. We adjust the standard definition to our specific purposes. We begin with a very elementary definition.

▶ Definition 26. Let \(R\) and \(S\) be sets. We call a tuple \((a_1, \ldots, a_n)\) a one-\(S\)-in-\(R\) tuple if for exactly one \(i\) we have \(a_i \in S\) and all the other \(a_i\)’s are in \(R\).

Next we proceed to define a relaxation of the standard absorbing notion. We follow a standard notation, silently extending operations of an algebra to powers (by computing them coordinate-wise).

▶ Definition 27. Let \(A\) be an algebra, \(R \leq A^k\) and \(S \subseteq A^k\). We say that \(R\) locally \(n\)-absorbs \(S\) if, for every finite set \(C\) of one-\(S\)-in-\(R\) tuples of length \(n\), there is a term operation \(t\) of \(A\) such that \((a^1, \ldots, a^n) \in R\) whenever \((a^1, \ldots, a^n) \in C\). We will say that \(R\) locally absorbs \(S\), if \(R\) locally \(n\)-absorbs \(S\) for some \(n\).

Absorption, even in this form, is stable under various constructions. The following lemma lists some of them and we leave it without a proof (the reasoning is identical to the one in e.g. Proposition 2 in [6]).

▶ Lemma 28. Let \(A\) be an idempotent algebra and \(R \leq A^2\) such that \(R\) locally \(n\)-absorbs \(S\). Then \(R^{-1}\) locally \(n\)-absorbs \(S^{-1}\); and \(R \circ R\) locally \(n\)-absorbs \(S \circ S\), and \(R \circ R \circ R\) locally \(n\)-absorbs \(S \circ S \circ S\) etc.

Let us prove a first basic property of local absorption.

▶ Lemma 29. Let \(A\) be an idempotent algebra and \(R \leq A^2\) such that \(R\) locally \(n\)-absorbs \(S\). Let \((a_1, \ldots, a_n)\) and \((b_1, \ldots, b_n)\) be directed walks in \(R\), and let \((a_i, b_i) \in S\) for each \(i\) (see Figure 1). Then there exists a directed walk from \(a_1\) to \(b_n\) of length \(n\) in \(R\).

![Figure 1](image-url) Solid arrows represent tuples from \(R\) and dashed arrows represent tuples from \(S\).
Proof. We will show that there is a term operation $t$ of the algebra $A$ such that the following $(n+1)$-tuple of elements of $A$ is a walk of length $n$ in $R$ from $a_1$ to $b_n$.

$$(a_1 = t(a_1, a_1, a_1, \ldots, a_1),$$

$$t(b_1, a_2, a_2, \ldots, a_2),$$

$$t(b_2, b_2, a_3, \ldots, a_3),$$

$$\vdots$$

$$t(b_{n-1}, b_{n-1}, \ldots, b_{n-1}, a_n),$$

$$b_n = t(b_n, b_n, b_n, \ldots, b_n).$$

In order to choose a proper $t$ we apply the definition of local absorption to the set of $(n+1)$ one-$S$-in-$R$ tuples corresponding to the steps in the path.

The loop lemma of Olšák concerns symmetric relations absorbing the equality relation $\{(a, a) \mid a \in A\}$, which is denoted $=_A$. The original result, stated in a slightly different language, does not cover the case of local absorption. However, a typographical modification of a proof mentioned in [18] shows that the theorem holds. For completeness sake, we present this proof in the full version of this paper.

\begin{theorem} (\cite{18}). \label{t30} Let $A$ be an idempotent algebra and $R \leq A^2$ be nonempty and symmetric. If $R$ locally absorbs $=_A$, then $R$ contains a loop.
\end{theorem}

In order to apply this theorem in the case of sensitive instances, we need to generalize it. In the following two theorems we will gradually relax the requirement that $R$ is symmetric. In the first step, we substitute it with a condition requiring a closed, directed walk in the graph (i.e., a sequence of possibly repeating vertices, with consecutive vertices connected by forward edges and the first and last vertex identical). Recall that $R^{-1}$ is the inverse relation to $R$ and let us denote by $R^l$ the $l$-fold relational composition of $R$ with itself.

\begin{theorem} \label{t31} Let $A$ be an idempotent algebra and $R \leq A^2$ contain a directed closed walk. If $R$ locally absorbs $=_A$, then $R$ contains a loop.
\end{theorem}

Proof. Let $n$ denote the arity of the absorbing operations. The proof is by induction on $l \geq 0$, where $l$ is a number such that there exists a directed closed walk from $a_1$ to $a_1$ of length $2^l$.

We start by verifying that such an $l$ exists. Take a directed walk $(a_1, \ldots, a_{k-1}, a_k = a_1)$ in $R$. We may assume that its length $k$ is at least $n$, since we can, if necessary, traverse the walk multiple times. An application of Lemma 29 to the relations $R_1 =_A$ and tuples $(a_1, \ldots, a_n), (a_1, \ldots, a_n)$ gives us a directed walk from $a_1$ to $a_n$ of length $n$. Appending this walk with the walk $(a_n, a_{n+1}, \ldots, a_k = a_1)$ yields a directed walk from $a_1$ to $a_1$ of length $k + 1$. In this way, we can get a directed walk from $a_1$ to $a_1$ of any length greater than $k$.

Now we return to the inductive proof and start with the base of induction for $l = 0$ or $l = 1$. If $l = 0$, then we have found a loop. If $l = 1$ we have a closed walk of length 2, that is, a pair $(a, b)$ which belongs to both $R$ and $R^{-1}$. We set $R' = R \cap R^{-1}$ and observe that $R'$ is nonempty and symmetric, and it is not hard to verify that $R'$ locally absorbs $=_A$. Olšák’s loop lemma, in the form of Theorem 30, gives us a loop in $R$.

Finally, we make the induction step from $l - 1$ to $l$. Take a closed walk $(a_1, a_2, \ldots)$ of length $2^l$ and consider $R' = R^{2^l}$. Observe that $R'$ contains a directed closed walk of length $2^{l-1}$ (namely $(a_1, a_3, \ldots)$), and that $R'$ locally absorbs $=_A$ (by Lemma 28), so, by the inductive hypothesis, $R'$ has a loop. In other words, $R$ has a directed closed walk of length 2 and we are done by the case $l = 1$. \hfill \blacksquare
Note that we cannot further relax the assumption on the graph by requiring that, for example, it has an infinite directed walk. Indeed the natural order of the rationals (taken for $R$) locally 2-absorbs the equality relation by the binary arithmetic mean operation $(a + b)/2$ (i.e., all the absorbing evaluations are realized by a single operation). The same relation locally 4-absorbs equality with the near unanimity operation $n(x, y, z, w)$ which, when applied to $a \leq b \leq c \leq d$, in any order, returns $(b + c)/2$.

Nevertheless, we can strengthen the algebraic assumption and still provide a loop; the following theorem is one of the key components in the proof sketch provided in Section 5 (albeit applied there with $l = 1$).

Theorem 32. Let $\mathbf{A}$ be an idempotent algebra and $R \leq \mathbf{A}^2$ contain a directed walk of length $n - 1$. If $R$ locally $n$-absorbs $\equiv_{\mathbf{A}}$ and $R^{2l}$ locally $n$-absorbs $R^{-1}$ for some $l \in \mathbb{N}$ then $R$ contains a loop.

Proof. By applying Lemma 29 similarly as in the proof of Theorem 31, we can get, from a directed walk of length $n - 1$, a directed walk $(a_1, a_2, \ldots)$ of an arbitrary length. Moreover, by the same reasoning, for each $i$ and $j$ with $j \geq i + n - 1$, there is a directed walk from $a_i$ to $a_j$ of any length greater than or equal to $j - i$.

Consider the relations $R' = R^{2ln^2}$ and $S = (R^{-1})^{on^2}$, and tuples
\[
\mathbf{c} = (c_1, \ldots, c_n) := (a_{n^2}, a_{(n+1)n}, \ldots a_{(2n-1)n}) , \quad \text{and} \\
\mathbf{d} = (d_1, \ldots, d_n) := (a_n, a_{2n}, \ldots, a_{n^2})
\]

By the previous paragraph and the definitions, both $\mathbf{c}$ and $\mathbf{d}$ are directed walks in $R'$, and $(c_i, d_i) \in S$ for each $i$. Moreover, since $R^{2l}$ locally $n$-absorbs $R^{-1}$, Lemma 28 implies that $R'$ locally absorbs $S$. We can thus apply Lemma 29 to the relations $R'$, $S$ and the tuples $\mathbf{c}, \mathbf{d}$ and obtain a directed walk from $c_1 = a_{n^2}$ to $d_{n-1} = a_{n^2}$ in $R'$. This closed walk in turn gives a closed directed walk in $R$ and we are in a position to finish the proof by applying Theorem 31.

5 Consistent instances are sensitive (sketch of a proof)

In this section we present the main ideas that are used to prove the “only if” direction in Theorem 17 and “1 implies 2” in Theorem 21. These ideas are shown in a very simplified situation, in particular, only the case that $k = 2$ and $\mathbf{A}$ is finite is considered. In the end of this section we briefly discuss the necessary adjustments in the general situation. A complete proof is given in the full version of this paper.

Consider a finite idempotent algebra $\mathbf{A}$ with a 4-ary near unanimity term operation and a $(2,3)$-instance $\mathcal{I} = (V, \mathcal{C})$ over $\mathbf{A}$. Each pair $\{x, y\}$ of variables is constrained by a unique constraint $((x, y), R_{xy})$ or $((y, x), R_{yx})$. For convenience we also define $R_{yx} = R_{yx}^{-1}$ (or $R_{xy} = R_{yx}^{-1}$ in the latter case) and $R_{xx}$ to be the equality relation on $\mathbf{A}$. Our aim is to show that every pair in every constraint relation extends to a solution. The overall structure of the proof is by induction on the number of variables of $\mathcal{I}$.

We fix a pair of variables $\{x_1, x_2\}$ and a pair $(a_1, a_2) \in R_{x_1x_2}$ that we want to extend. The strategy is to consider the instance $\mathcal{J}$ obtained by removing $x_1$ and $x_2$ from the set of variables and shrinking the constraint relations $R_{uv}$ to $R'_{uv}$, so that only the pairs consistent with the fixed choice remain, that is,

\[
R'_{uv} = \{(b, c) \in R_{uv} : (a_1, b) \in R_{x_1u}, (a_2, b) \in R_{x_2u}, (a_1, c) \in R_{u_1v}, (a_2, c) \in R_{u_2v}\}.
\]
We will show that $J$ contains a nonempty (2,3)-subinstance, that is, an instance whose constraint relations are nonempty subsets of the original ones. The induction hypothesis then gives us a solution to $J$ which, in turn, yields a solution to $I$ that extends the fixed choice.

Having a nonempty (2,3)-subinstance can be characterized by the solvability of certain relaxed instances. The following concepts will be useful for working with relaxations of $I$ and $J$.

Definition 33. A pattern is a triple $P = (W; \mathcal{F}, l)$, where $(W; \mathcal{F})$ is an undirected graph, and $l$ is a mapping $l : W \rightarrow V$. The variable $l(i)$ is referred to as the label of $i$.

A realization (strong realization, respectively) of $P$ is a mapping $\alpha : W \rightarrow A$, which satisfies every edge $\{w_1, w_2\} \in \mathcal{F}$, that is, $(\alpha(w_1), \alpha(w_2)) \in R_{l(w_1), l(w_2)}$ (or $R'_{l(w_1), l(w_2)}$, respectively). (Strong realization only makes sense if $l(W) \subseteq V \setminus \{x_1, x_2\}$.)

A pattern is (strongly) realizable if it has a (strong) realization.

The most important patterns for our purposes are 2-trees, these are patterns obtained from the empty pattern by gradually adding triangles (patterns whose underlying graph is the complete graph on 3 vertices) and merging them along a vertex or an edge to the already constructed pattern. Their significance stems from the following well known fact.

Lemma 34. An instance (over a finite domain) contains a nonempty (2,3)-subinstance if and only if every 2-tree is realizable in it.

The “only if” direction of the lemma applied to the instance $I$ implies that every 2-tree is realizable. The “if” direction applied to the instance $J$ tells us that our aim boils down to proving that every 2-tree is strongly realizable. This is achieved by an induction on a suitable measure of complexity of the tree using several constructions. We will not go into full technical details here, we rather present several lemmata whose proofs contain essentially all the ideas that are necessary for the complete proof.

Lemma 35. Every edge (i.e., a pattern whose underlying graph is a single edge) is strongly realizable.

Proof sketch. Let $Q$ be the pattern formed by an undirected edge with vertices $w^1$ and $w^2$ labeled $z_1$ and $z_2$, respectively. Let $P$ be the pattern obtained from $Q$ by adding a set of four fresh vertices $W' = \{w_{11}, w_{12}, w_{21}, w_{22}\}$ labeled $x_1, x_2, x_1, x_2$, respectively, and adding the edges $\{w^i, w_{11}\}$ and $\{w^i, w_{22}\}$ for $i = 1, 2$, see Figure 2. Observe that the restriction of a realization $\beta$ of $P$, such that $\beta(w_{ij}) = a_j$ for each $i, j \in \{1, 2\}$, to the set $\{w^1, w^2\}$ is a strong realization of $Q$. 

Figure 2 Pattern $P$ in Lemma 35.

Figure 3 Path of three bow ties.
We consider the set $T$ of restrictions of realizations of $\mathbb{P}$ to the set $W'$. Since constraint relations are subuniverses of $A^2$, it follows that $T$ is a subuniverse of $A^4$.

\[ T = \{ (\beta(w_{11}), \beta(w_{12}), \beta(w_{21}), \beta(w_{22})) \mid \beta \text{ realizes } \mathbb{P} \} \leq A^4 \]

We need to prove that the tuple $a = (a_1, a_2, a_1, a_2)$ is in $T$. By the Baker-Pixley theorem, Theorem 14, it is enough to show that for any 3-element set of coordinates, the relation $T$ contains a tuple that agrees with $a$ on this set. This is now our aim.

For simplicity, consider the set of the first three coordinates. We will build a realization $\beta$ of $\mathbb{P}$ in three steps. After each step, $\beta$ will satisfy all the edges where it is defined. First, since $(a_1, a_2) \in R_{x_1, x_2}$ and $I$ is a (2,3)-instance, we can find $b_1 \in A$ such that $(a_1, b_1) \in R_{x_1, z_1}$ and $(a_2, b_1) \in R_{x_2, z_1}$, and we set $\beta(w_{11}) = a_1$, $\beta(w_{12}) = a_2$, and $\beta(w_{11}) = b_1$. Second, we find $b_2 \in A$ such that $(a_1, b_2) \in R_{x_1, z_2}$ and $(b_1, b_2) \in R_{x_1, z_2}$ (here we use $(a_1, b_1) \in R_{x_1, z_1}$ and that $I$ is a (2,3)-instance), and we set $\beta(w_{21}) = a_1$, $\beta(w_{22}) = a_2$. Third, using $(a_1, b_2) \in R_{x_1, z_2}$ we find $a_2'$ such that $(b_2, a_2') \in R_{x_2, z_2}$ and $\beta(w_{22}) = a_2'$. By construction, $\beta$ is a realization of $\mathbb{P}$ and $(\beta(w_{11}), \beta(w_{12}), \beta(w_{22})) = (a_1, a_2, a_1)$, so our aim has been achieved.

Using Lemma 35, one can go a step further and prove that every pattern built on a graph which is a triangle is strongly realizable. We are not going to prove this fact here.

\textbf{Lemma 36.} Every bow tie (a pattern whose underlying graph is formed by two triangles with a single common vertex) is strongly realizable.

\textbf{Proof sketch.} Let $W'_1$ and $W'_2$ be two triangles (viewed as undirected graphs) with a single common vertex $w$. Let $Q'$ be any pattern over $W'_1 \cup W'_2$ with labelling $l'$ sending $W'_1 \cup W'_2$ to $V \setminus \{x_1, x_2\}$. Similarly as in the proof of Lemma 35 we form a pattern $Q$ by adding to $Q'$ ten additional vertices (five of them labeled $x_1$, the other five $x_2$) and edges so that the restriction of a realization $\alpha$ of $Q$ to the set $W'_1 \cup W'_2$ is a strong realization of $Q'$ whenever the additional vertices have proper values (that is, value $a_1$ for vertices labeled $x_1$).

We will gradually construct a realization $\alpha$ of $Q$, which sends all the vertices labeled by $x_1$ to $a_1$, and all the vertices labeled by $x_2$ and adjacent to a vertex in $W'_1$ to $a_2$. First use the discussion after Lemma 35 to find a strong realization of $Q'$ restricted to $W'_1$. This defines $\alpha$ on $W'_1$ and its adjacent vertices labeled by $x_1$ and $x_2$.

Next, we want to use Lemma 35 for assigning values to the two remaining vertices of $W'_2$. However, in order to accomplish that, we need to shift the perspective: the role of $x_1$ is played by $x_1$, but the role of $x_2$ is played by $l'(w)$; and the role of $(a_1, a_2)$ is played by $(a_1, \alpha(w))$. In this new context, we use Lemma 35 to find a strong realization of the edge-pattern formed by the two remaining vertices of $W'_2$ (with a proper restriction of $l'$). This defines $\alpha$ on all the vertices of $Q$, except for the two vertices adjacent to $W'_2 \setminus \{w\}$ and labeled by $x_2$. Finally, similarly as in the third step in the proof of Lemma 35, we define $\alpha$ on the remaining two vertices (labeled $x_2$) to get a sought after realization of $Q$.

Now $\alpha$ assigns proper values ($a_1$ or $a_2$) to all additional vertices, except those two coming from the non-central vertices of $W'_2$ and labeled by $x_2$. We apply the 4-ary near unanimity term operation to the realization $\alpha$ and its 3 variants obtained by exchanging the roles of $W'_1$ and $W'_2$ and $x_1$ and $x_2$. The result of this application is a realization of $Q$ which defines a strong realization of $Q'$.

In the same way it is possible to prove strong realizability of further patterns, such as those in the following corollary.

\textbf{Corollary 37.} Every “path of 3 bow ties” (i.e., a pattern whose underlying graph is as in Figure 3) is strongly realizable.
The application of the loop lemma is illustrated by the final lemma in this section.

Lemma 38. Every diamond (i.e., a pattern whose underlying graph is formed by two triangles with a single common edge) is strongly realizable.

Proof sketch. The idea is to merge two vertices in a bow tie using the loop lemma. Let $Q'$ be a pattern over a graph which is a bow tie on two triangles $W_1'$ and $W_2'$ (just like in the proof of Lemma 36). Let $w_1 \in W_1' \setminus W_2'$ and $w_2 \in W_2' \setminus W_1'$ be such that $l(w_1) = l(w_2)$.

Let $Q$ be obtained from $Q'$ exactly as in the proof of Lemma 36 and notice that a proper realization $\alpha$ of $Q$ with $\alpha(w_1) = \alpha(w_2)$ gives us a strong realization of a diamond. Let $Q^3$ be the pattern obtained by taking the disjoint union of 3 copies of $Q$ and identifying the vertex $w_2$ in the $i$-th copy with the vertex $w_1$ in the $(i+1)$-first copy, for each $i \in \{1, 2\}$ (Figure 3 shows $Q^3$ without the additional vertices).

Denote by $T$ the set of all the realizations $\beta$ of $Q$ and denote by $S \subseteq T$ the set of those $\beta \in T$ that are proper. By a straightforward argument, both $T$ and $S$ are subuniverses of $\prod_{w \in Q} A$. Using the near unanimity term operation of arity 4, $S$ clearly 4-absorbs $T$.

The plan is to apply Theorem 32 to the binary relation $\text{proj}_{w_1, w_2} S \subseteq A \times A$. As noted above, a loop in this relation gives us the desired strong realization of a diamond, so it only remains to verify the assumptions of Theorem 32. By Corollary 37, the pattern $Q^3$ has a proper realization. The images of copies of vertices $w_1$ and $w_2$ in such a realization yield a directed walk in $\text{proj}_{w_1, w_2}(S)$ of length 3. Next, since $S$ 4-absorbs $T$, then $\text{proj}_{w_1, w_2}(S)$ 4-absorbs $\text{proj}_{w_1, w_2}(T)$, so it is enough to verify that the latter relation contains $=_{A}$ and $\text{proj}_{w_1, w_2}(S)^{-1}$.

We only look at the latter property. Consider any $(b_1, b_2) \in \text{proj}_{w_1, w_2}(S)^{-1}$. By the definition of $S$, the pattern $Q$ has a realization $\alpha$ such that $\alpha(w_1) = b_2$ and $\alpha(w_2) = b_1$. We flip the values $\alpha(w_1)$ and $\alpha(w_2)$, restrict $\alpha$ to $\{w_1, w_2\}$ together with the middle vertex of the bow tie, and then extend this assignment to a realization of $Q$, giving us $(b_1, b_2) \in \text{proj}_{w_1, w_2}(T)$. ◀

There are two major adjustments needed for the general case. First, the “if” direction of Lemma 34 (and its analogue for a general $k$) is no longer true over infinite domains. This is resolved by working directly with the realizability of $k$-trees and proving a more general claim by induction: instead of “a $(k, k+1)$-instance is sensitive” we prove, roughly, that any evaluation, which extends to a sufficiently deep $k$-tree, extends to a solution. Second, for higher values of $k$ than 2 we do not prove strong realizability in one step as in, e.g., Lemma 35, but rather go through a sequence of intermediate steps between realizability and strong realizability.

6 Conclusion

We have characterized varieties that have sensitive $(k, k+1)$-instances of the CSP as those that possess a near unanimity term of arity $k + 2$. From the computational perspective, the following corollary is perhaps the most interesting consequence of our results.

Corollary 39. Let $A$ be a finite CSP template whose relations all have arity at most $k$ and which has a near unanimity polymorphism of arity $k + 2$. Then every instance of the CSP over $A$, after enforcing $(k, k + 1)$-consistency, is sensitive.

Therefore not only is the $(k, k + 1)$-consistency algorithm sufficient to detect global inconsistency, we also additionally get the sensitivity property. Let us compare this result to some previous results as follows. Consider a template $A$ that, for simplicity, has only unary and binary relations and that has a near unanimity polymorphism of arity $k + 2 \geq 4$. Then any instance of the CSP over $A$ satisfies the following.
1. After enforcing \((2,3)\)-consistency, if no contradiction is detected, then the instance has a solution [4] (this is the bounded width property).

2. After enforcing \((k,k+1)\)-consistency, every partial solution on \(k\) variables extends to a solution (this is the sensitivity property).

3. After enforcing \((k+1,k+2)\)-consistency, every partial solution extends to a solution [13] (this is the bounded strict width property).

For \(k+2 > 4\) there is a gap between the first and the second item. Are there natural conditions that can be placed there?

The properties of a template \(\mathcal{A}\) from the first and the third item (holding for every instance) can be characterized by the existence of certain polymorphisms: a near unanimity polymorphism of arity \(k+2\) for the third item [13] and weak near unanimity polymorphisms of all arities greater than 2 for the first item [5, 11, 17]. This paper does not give such a direct characterization for the second item (essentially, since Theorem 21 involves a square). Is there any? Moreover, there are characterizations for natural extensions of the first and the third to relational structures with higher arity relations [13, 3]. This remains open for the second item as well.

In parallel with the flurry of activity around the CSP over finite templates, there has been much work done on the CSP over infinite \(\omega\)-categorical templates [9, 19]. These templates cover a much larger class of computational problems but, on the other hand, share some pleasant properties with the finite ones. In particular, the \((k,k+1)\)-consistency of an instance can still be enforced in polynomial time. Corollary 39 can be extended to this setting as follows.

\textbf{Corollary 40.} Let \(\mathcal{A}\) be an \(\omega\)-categorical CSP template whose relations all have arity at most \(k\) and which has local idempotent near unanimity polymorphisms of arity \(k+2\). Then every instance of the CSP over \(\mathcal{A}\), after enforcing the \((k,k+1)\)-consistency, is sensitive.

Bounded strict width \(k\) of an \(\omega\)-categorical template was characterized in [10] by the existence of a quasi-near unanimity polymorphism \(n\) of arity \(k+1\), i.e.,

\[ n(y, x, \ldots, x) \approx n(x, y, \ldots, x) \approx \cdots \approx n(x, x, \ldots, y) \approx n(x, x, \ldots, x), \]

which is, additionally, oligopotent, i.e., the unary operation \(x \mapsto n(x, x, \ldots, x)\) is equal to an automorphism on every finite set. This result extends the characterization of Feder and Vardi since an oligopotent quasi-near unanimity polymorphism generates a near unanimity polymorphism as soon as the domain is finite. On an infinite domain, however, oligopotent quasi-near unanimity polymorphisms generate local near unanimity polymorphisms which, unfortunately, do not need to be idempotent on the whole domain. Our results thus fall short of proving the following natural generalization of Corollary 39 to the infinite.

\textbf{Conjecture 41.} Let \(\mathcal{A}\) be an \(\omega\)-categorical CSP template whose relations all have arity at most \(k\) and which has an oligopotent quasi-near unanimity polymorphism of arity \(k+2\). Then every instance of the CSP over \(\mathcal{A}\), after enforcing \((k,k+1)\)-consistency, is sensitive.

To confirm the conjecture, a new approach, that does not use a loop lemma, will be needed since there are examples of \(\omega\)-categorical structures having oligopotent quasi-near unanimity polymorphisms for which the counterpart to Theorem 30 does not hold. Indeed, one such an example is the infinite clique.
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Introduction

There is a complexity gap between \textsc{ExpSpace} and \textsc{2ExpSpace} that shows up in several problems in the safety verification of multithreaded programs.

Atig, Bouajjani, and Qadeer \cite{Atig2017} study safety verification for \emph{dynamic networks of concurrent pushdown systems (DCPS)}, a theoretical model for multithreaded recursive programs with a finite shared global state, where threads can be recursive and can dynamically spawn additional threads. Unrestricted reachability is undecidable in this model. To ensure decidability, like many other works \cite{Matsushita2014, Attie2013, unosha2015, Attie2013b}, they assume a bound \( K \) that restricts each thread to have at most \( K \) context switches. For safety verification in this model, formulated as global state reachability, they show a lower bound of \textsc{ExpSpace} and an upper bound of \textsc{2ExpSpace}, “closing the gap” is left open.

Kaiser, Kroening, and Wahl \cite{Kaiser2018} study safety verification of multithreaded \emph{non-recursive} programs with local and global Boolean variables. In this model, an arbitrary number of non-recursive threads execute over shared global state, but each thread can maintain local state in Boolean variables. Although their paper does not provide an explicit complexity bound, a lower bound of \textsc{ExpSpace} and an upper bound of \textsc{2ExpSpace} can be derived from a reduction from Petri net coverability and their algorithm respectively.

Interestingly, when we restrict the models to disallow either context switches (i.e., each thread runs atomically to completion) or local state in the form of the pushdown stack or local variables (but allow arbitrary context switches), safety verification is in \textsc{ExpSpace} \cite{Atig2017, unosha2015}.

Thus, the complexity gap asks whether or not the combination of local state (maintained in local variables or in the stack) and bounded context switching provides additional power to computation. In this paper, we show that indeed it does. In fact, the combination of local state and just one context switch is sufficient to achieve \textsc{2ExpSpace} lower bounds for these problems. This closes the complexity gap.

We believe the constructions and models that we use along the way are of independent interest. We introduce \emph{transducer-defined Petri nets (TDPNs)}, a succinct representation for Petri nets. The places in a TDPN are encoded using words over a fixed alphabet, and the transitions are described by length-preserving transducers. We show that coverability for TDPNs is \textsc{2ExpSpace}-complete\footnote{After submitting this work, the authors were made aware of “(level 1) counter systems with chained counters” from \cite{Bouajjani2013}, for which \textsc{2ExpSpace}-hardness of state reachability is shown in \cite[Theorem 14]{Bouajjani2013}. The \textsc{2ExpSpace}-hardness of coverability in TDPN could also be deduced from that result.} and give a polynomial-time reduction from coverability for TDPNs to safety verification for DCPS with one context switch.

The idea of the latter reduction is to map a (compressed) place to the stack of a thread and a marking to the set of currently spawned threads. A key obstacle in the simulation is to “transfer” potentially exponential amount of information from before a transition to after it through a polynomial-sized global store. We present a “guess and verify” procedure, using non-determinism and the use of additional threads to verify a stack content letter-by-letter.

In order to show \textsc{2ExpSpace}-hardness for TDPNs, we introduce the model of \emph{recursive net programs (RNP}s), which add the power of making possibly recursive procedure calls to the model of net programs (i.e., programs with access to Petri net counters). The addition of recursion enables us to replace the “copy and paste code” idea in Lipton’s construction to show \textsc{ExpSpace}-hardness of Petri net coverability \cite{Lipton1977} with a more succinct and cleaner program description where the copies are instead represented by different values of the local variables of the procedures. The net effect is to push the requirement for copies into the call stack of the RNP while maintaining a syntax which gives us a RNP which is polynomial in the
size of a given counter program. When the stack size is bounded by an exponential function of
the size of the program, we get a 2EXPSPACE-lower bound. We show that recursive net
programs with exponentially large stacks can be simulated by TDPNs.

Finally, we note that the 2EXPSPACE lower bound holds for DCPS where each stack is
bounded by a linear function of the size. Such stacks can be encoded by polynomially many
local Boolean variables, giving us a 2EXPSPACE lower bound for the model of Kaiser et al.

In summary, we introduce a number of natural 2EXPSPACE-complete problems and,
through a series of reductions, close an exponential gap in the complexity of safety verification
for multithreaded recursive programs.

2 Dynamic Networks of Concurrent Pushdown Systems (DCPS)

In this section, we define the model of DCPS and then state our main result. Intuitively, a
DCPS consists of a finite state control and several pushdown threads with local configurations,
one of them being the active thread. A local configuration contains the number of context
switches the thread has already performed, as well as the contents of its local stack. An
action of a thread may specify a new thread with initially one symbol on the stack to be
spawned as an inactive thread. The active thread can be switched out for one of the inactive
threads at any time. When a thread is switched out, its context switch number increases by
one. One can view this model as a collection of dynamically created recursive threads (with
a call stack each), that communicate using some finite shared memory (the state control).

A multiset \( m : S \rightarrow \mathbb{N} \) over a set \( S \) maps each element of \( S \) to a natural number. Let
\( \mathbb{M}[S] \) be the set of all multisets over \( S \). We treat sets as a special case of multisets where
each element is mapped onto 0 or 1. We sometimes write \( m = [a_1, a_3, a_3] \) for the multiset
\( m \in \mathbb{M}[S] \) such that \( m(a_1) = 2, m(a_3) = 1 \), and \( m(a) = 0 \) for each \( a \in S \backslash \{a_1, a_3\} \). The
empty multiset is denoted 0. The size of a multiset \( m \), denoted \( |m| \), is given by \( \sum_{a \in S} m(a) \).
Note that this definition applies to sets as well.

Given two multisets \( m, m' \in \mathbb{M}[S] \) we define \( m \oplus m' \in \mathbb{M}[S] \) to be a multiset such that
for all \( a \in S \), we have \( (m \oplus m')(a) = m(a) + m'(a) \). We also define the natural order \( \preceq \)
on \( \mathbb{M}[S] \) as follows: \( m \preceq m' \) iff there exists \( m' \in \mathbb{M}[S] \) such that \( m \oplus m' = m' \). We also
define \( m \oplus m' \) for \( m' \preceq m \) analogously: for all \( a \in S \), we have \( (m \oplus m')(a) = m(a) - m'(a) \).

A Dynamic Network of Concurrent Pushdown Systems (DCPS) \( \mathcal{A} = (G, \Gamma, \Delta, g_0, \gamma_0) \)
consists of a finite set of (global) states \( G \), a finite alphabet of stack symbols \( \Gamma \), an initial
state \( g_0 \in G \), an initial stack symbol \( \gamma_0 \in \Gamma \), and a finite set of transition rules \( \Delta \). Elements
of \( \Delta \) have one of the two forms (1) \( g|\gamma \rightarrow g'|w', \) or (2) \( g|\gamma \rightarrow g'|w' > \gamma' \), where \( g, g' \in G, \gamma, \gamma' \in \Gamma, w' \in \Gamma^* \), and \( |w'| \leq 2 \). Rules of the first kind allow the DCPS to take a single step
in one of the pushdown threads while the second additionally spawn a new thread with top
of stack symbol \( \gamma' \). The size of \( \mathcal{A} \) is defined as \( |\mathcal{A}| = |G| + |\Gamma| + |\Delta| \).

The set of configurations of \( \mathcal{A} \) is \( G \times (\Gamma^* \times \mathbb{N}) \times \mathbb{M}[\Gamma^* \times \mathbb{N}] \). Given a configuration
\( g, (w, i), m \), we call \( g \) the (global) state, \( (w, i) \) the local configuration of the active thread,
and \( m \) the multiset of the local configurations of the inactive threads. The initial configuration
of \( \mathcal{A} \) is \( \langle g_0, (\gamma_0, 0), 0 \rangle \). For a configuration \( c \) of \( \mathcal{A} \), we will sometimes write \( c.g \) for the state
of \( c \) and \( c.m \) for the multiset of threads of \( c \) (both active and inactive). The size of a
configuration \( c = \langle g, (w, i), m \rangle \) is defined as \( |c| = |w| + \sum_{(w', i) \in m} |w'| \).

For \( i \in \mathbb{N} \) we define the relation \( \Rightarrow_i = \Rightarrow_{i-1} \cup \Rightarrow_i \) on configurations of \( \mathcal{A} \), where \( \Rightarrow_i \) and \( \Rightarrow_i \) are defined as follows:
\[ = (g, (\gamma, w, i), m) \rightarrow_i (g', (w', w, i), m') \] for all \( w \in \Gamma^* \) if (1) there is a rule \( g|\gamma \rightarrow g'|w' \in \Delta \) and \( m' = m \) or (2) there is a rule \( g|\gamma \rightarrow g'|w' > \gamma' \in \Delta \) and \( m' = m \oplus [(\gamma', 0)] \).
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Corresponding to the initial (resp. final) place we have the initial marking multiset $m$. This corresponds to asking whether the global state with $0$ context switches, whose initial stack content consists of a single specified symbol. For a marking $m$, we define the relation $\rightarrow_{m}$ to denote the reflexive, transitive closure of $\rightarrow$. We use $\rightarrow_{m}^{*}$ and $\rightarrow_{m}^{*}$ to denote the two kinds of transition rules at $i$ context switches. Both of them define pushdown transitions, which the active thread can perform. Type (2) also spawns an inactive pushdown thread with $0$ context switches, whose initial stack content consists of a single specified symbol. For each $i \in \mathbb{N}$, the relation $\rightarrow_{i}$ corresponds to switching out the active thread and raising its number of context switches from $i$ to $i+1$, while also switching in a previously inactive thread. For a fixed $K$, the $K$-bounded state reachability problem (SRP[$K$]) for a DCPS is:

Input: A DCPS $\mathcal{A}$ and a global state $g$

Question: Is $g$ $K$-bounded reachable in $\mathcal{A}$?

This corresponds to asking whether the global state $g$ is reachable if each thread can perform at most $K$ context switches.

**Theorem 1 (Main Result).** For each $K \geq 1$, the problem SRP[$K$] is 2EXPSPACE-complete.

The fact that SRP[$K$] is in 2EXPSPACE for any fixed $K$ follows from the results of Atig et al. [1]. They use a slightly different variant of DCPS. However, it is possible to show a reduction from SRP[$K$] for our variant to SRP[$K+2$] for theirs.

Our main result is to show 2EXPSPACE-hardness for SRP[1]. One may also adapt the results of Atig et al. to the problem where $K$ is part of the input (encoded in unary), to derive an EXPSPACE lower bound and a 2EXPSPACE upper bound. Our result immediately implies 2EXPSPACE-hardness for this problem as well.

In the remaining sections we prove the lower bound in Theorem 1. In Section 3, we introduce transducer-defined Petri nets (TDPN), a succinct representation for Petri nets for which we prove the coverability problem is 2EXPSPACE-complete. Then, we show a reduction from the coverability problem for TDPNs to the SRP[1] problem. In Section 4, we prove hardness for coverability of TDPNs, completing the proof.

### 3 Transducer Defined Petri Nets (TDPN)

In this section, we prove the lower bound in Theorem 1 by reducing coverability for a succinct representation of Petri nets, namely TDPN, to SRP[1] for DCPS. We first recall some definitions about Petri nets, transducers and problems related to them.

**Definition 2.** A Petri net is a tuple $N = (P, T, F, p_{0}, p_{f})$ where $P$ is a finite set of places, $T$ is a finite set of transitions with $T \cap P = \emptyset$, $F \subseteq (P \times T) \cup (T \times P)$ is its flow relation, and $p_{0} \in P$ (resp. $p_{f} \in P$) its initial place (resp. final place). A marking of $N$ is a multiset $m \in M[P]$. For a marking $m$ and a place $p$ we say that there are $m(p)$ tokens on $p$. Corresponding to the initial (resp. final) place we have the initial marking $m_{0} = \{p_{0}\}$ (resp. final marking $m_{f} = \{p_{f}\}$). The size of $N$ is defined as $|N| = |P| + |T|$.

A transition $t \in T$ is enabled at a marking $m$ if $\{p \mid (p, t) \in F\} \subseteq m$. If $t$ is enabled in $m$, it can be fired, which leads to a marking $m'$ with $m' = m \oplus \{p \mid (t, p) \in F\} \cup \{p \mid (p, t) \in F\}$. In this case we write $m \xrightarrow{t} m'$. A marking $m$ is coverable in $N$ if there is a sequence $m_{0} \xrightarrow{t_{1}} m_{1} \xrightarrow{t_{2}} \ldots \xrightarrow{t_{n}} m_{n}$ such that $m \leq m_{n}$. We call such a sequence a run of $N$. 

The coverability problem for Petri nets is defined as:

**Input** A Petri net \( N \).

**Question** Is \( m_f \) coverable in \( N \)?

**Definition 3.** For \( n \in \mathbb{N} \), a (length preserving) \( n \)-ary transducer \( \mathcal{T} = (\Sigma, Q, q_0, Q_f, \Delta) \) consists of an alphabet \( \Sigma \), a finite set of states \( Q \), an initial state \( q_0 \in Q \), a set of final states \( Q_f \subseteq Q \), and a transition relation \( \Delta \subseteq Q \times \Sigma^n \times Q \). For a transition \( (q, a_1, \ldots, a_n, q') \in \Delta \), we also write \( q \xrightarrow{a_1, \ldots, a_n} q' \). The size of \( \mathcal{T} \) is defined as \( |\mathcal{T}| = n \cdot |\Delta| \).

The language of \( \mathcal{T} \) is the \( n \)-ary relation \( L(\mathcal{T}) \subseteq (\Sigma^*)^n \) containing precisely those \( n \)-tuples \( (w_1, \ldots, w_n) \), for which there is a transition sequence \( q_0 \xrightarrow{a_{1,1}, \ldots, a_{n,1}} q_1 \xrightarrow{a_{1,2}, \ldots, a_{n,2}} \cdots \xrightarrow{a_{1,m}, \ldots, a_{n,m}} q_m \) with \( q_m \in Q_f \) and \( w_i = a_{i,1}a_{i,2} \cdots a_{i,n} \) for all \( i \in \{1, \ldots, n\} \). Such a transition sequence is called an accepting run of \( \mathcal{T} \).

We note that in the more general (i.e. non-length-preserving) definition of a transducer, the transition relation \( \Delta \) is a subset of \( Q \times (\Sigma \cup \varepsilon)^n \times Q \). All transducers we consider in this paper are length-preserving.

**Definition 4.** A transducer-defined Petri net \( \mathcal{N} = (w_{\text{init}}, w_{\text{final}}, \mathcal{T}_{\text{move}}, \mathcal{T}_{\text{fork}}, \mathcal{T}_{\text{join}}) \) consists of two words \( w_{\text{init}}, w_{\text{final}} \in \Sigma^l \) for some \( l \in \mathbb{N} \), a binary transducer \( \mathcal{T}_{\text{move}} \) and two ternary transducers \( \mathcal{T}_{\text{fork}} \) and \( \mathcal{T}_{\text{join}} \). Additionally, all three transducers share \( \Sigma \) as their alphabet. This defines an explicit Petri net \( N(\mathcal{N}) = (P, T, F, p_0, p_f) : \)

\begin{itemize}
    \item \( P = \Sigma^l \).
    \item \( T \) is the disjoint union of \( T_{\text{move}}, T_{\text{join}} \) and \( T_{\text{fork}} \)
    \item \( T_{\text{move}} = \{(w, w') \in \Sigma^l \times \Sigma^l \mid \langle w, w' \rangle \in L(\mathcal{T}_{\text{move}})\} \),
    \item \( T_{\text{fork}} = \{(w, w', w'') \in \Sigma^l \times \Sigma^l \times \Sigma^l \mid \langle w, w', w'' \rangle \in L(\mathcal{T}_{\text{fork}})\} \), and
    \item \( T_{\text{join}} = \{(w, w', w'') \in \Sigma^l \times \Sigma^l \times \Sigma^l \mid \langle w, w', w'' \rangle \in L(\mathcal{T}_{\text{join}})\} \).
    \item \( p_0 = w_{\text{init}} \) and \( p_f = w_{\text{final}} \).
    \item \( \forall t \in T : \)
    \begin{itemize}
        \item If \( t = (p_1, p_2) \in T_{\text{move}} \) then \( (p_1, t), (t, p_2) \in F \).
        \item If \( t = (p_1, p_2, p_3) \in T_{\text{fork}} \) then \( (p_1, t), (t, p_2), (t, p_3) \in F \).
        \item If \( t = (p_1, p_2, p_3) \in T_{\text{join}} \) then \( (p_1, t), (p_2, t), (p_3, t) \in F \).
    \end{itemize}
\end{itemize}

An accepting run of one of the transducers, which corresponds to a single transition of \( N \), is called a transducer-move. The size of \( \mathcal{N} \) is defined as \( |\mathcal{N}| = l + |T_{\text{move}}| + |T_{\text{fork}}| + |T_{\text{join}}| \).

A Petri net defined by transducers in this way can only contain three different types of transitions, each type corresponding to one of the three transducers. These transition types are depicted in Figure 1. The coverability problem for TDPN is given by:

**Input** A TDPN \( \mathcal{N} \).

**Question** Is \( m_f = [w_{\text{final}}] \) coverable in the corresponding explicit Petri net \( N(\mathcal{N}) \)?

---

\(^2\) Note that a tuple \((w, w', w'')\) in \( T_{\text{join}} \) is different from the same tuple in \( T_{\text{fork}} \). In the interest of readability, we have chosen not to introduce a 4th coordinate to distinguish the two.
Observe that the explicit Petri net $N(\mathcal{N})$ has $|\Sigma|^l$ places, which is exponential in the size of $\mathcal{N}$. This means that TDPN are exponentially succinct representations of Petri nets.

It is a common theme in complexity theory to consider succinct versions of decision problems \cite{12, 6, 15}. The resulting complexity is usually one exponent higher than the original version. In fact, certain types of hardness proofs can be lifted generically \cite{15} (but such a simple argument does not seem to apply in our case). The hardness proof in the following is deferred to Section 4.

\textbf{Theorem 5.} The coverability problem for TDPN is 2EXPSPACE-complete.

Traditionally, succinct versions of graphs and automata feature a compression using circuits \cite{6, 15} or formulas \cite{12}. One could also compress Petri nets by using circuits to accept binary encodings of elements $(p, t)$ or $(t, p)$ of the flow relation. It is relatively easy to reduce coverability for TDPN to this model by encoding transitions $t$ as the pair or triple of places that they correspond to, yielding 2EXPSPACE-hardness. We consider transducers because they make the reduction to DCPS more natural. 2EXPSPACE-membership for any such representation follows by first unravelling the Petri net and then checking coverability \cite{17}.

We now show that coverability for TDPN can be reduced in polynomial time to SRP\cite{1} for DCPS. The goal of the reduction is, given a TDPN $\mathcal{N} = (w_{\text{init}}, w_{\text{final}}, T_{\text{move}}, T_{\text{fork}}, T_{\text{join}})$, to produce a DCPS $A(\mathcal{N})$ with a global state $\text{halt}$ such that $w_{\text{final}}$ is coverable in $\mathcal{N}$ iff $\text{halt}$ is 1-bounded reachable in $A(\mathcal{N})$. We outline the main ideas and informally explain the solution to some technical issues that arise.

\textbf{Representation of Markings.} The main idea behind the simulation of a TDPN $\mathcal{N}$ by a DCPS $A(\mathcal{N})$ is that a token on a place $w$ of $\mathcal{N}$ is represented by a thread with stack content $w$. Extending this idea, a marking is represented by a multiset of threads, one for each token.

\textbf{Initialization.} The initial marking of $\mathcal{N}$ is $[w_{\text{init}}]$ and $A(\mathcal{N})$ starts by going into a special state where it always fills its stack with $w_{\text{init}}$ and then moving to a global state $\text{main}$. We need $O(l)$ states in the global memory for the initialization.

\textbf{Simulation of one Transducer-move.} In the sequel, we explain the simulation of a single transducer-move from $T_{\text{move}}$; the changes required to be made in the case of $T_{\text{join}}$ and $T_{\text{fork}}$ are explained at the end. Remembering the choice of transducer incurs a multiplicative cost of 3 in the global memory. The transducer-move requires us to do two things: Read the stack contents of a particular input thread which corresponds to a place $w$ from which a token is removed; after which we need to create an output thread which corresponds to a place $w'$ to which a token is added. This results in the following issue regarding input threads:

\textbf{Issue 1:} How can an input thread communicate its stack content $w$ which comes from an exponentially large space of possibilities (since this space is $\Sigma^l$) given the requirement for the global state space to be polynomial in $|\mathcal{N}|$?

\textbf{Solution 1:} We pop the contents of the thread while simultaneously spawning bit-threads, each of which contains one letter of $w$ along with the index $i \in \{1, \ldots, l\}$ of the letter and the information that $w$ is a place from which a token is being removed; all of which is coded into a single bit-symbol.

Note that we have two types of threads: bit-threads and token-threads (i.e., those whose stack contents encode a token’s position). Moreover, these two types of threads have disjoint sets of stack symbols: bit-symbols and token-symbols. The idea used to solve Issue 1 and read the stack contents, cannot be used in reverse to create an output token-thread since it is not possible to populate a stack with information from bit-threads.
Issue 2: How do we ensure the creation of appropriate output threads?

Solution 2: We implement a “guess-and-verify” procedure whereby we first guess the contents of an output token-thread while simultaneously producing bit-threads corresponding to $w'$; this is followed by a verification of the transition by comparing bit-threads produced corresponding to $w$ and $w'$, in a bit-by-bit fashion.

In particular, our simulation of a single transducer-move corresponds to a loop on the global state \textit{main} which is broken up into three stages: Read, guess and verify. The implementation of this loop ensures that a configuration $c$ of $A(N)$ where $c.g = \textit{main}$ has a multiset $c.m$ of threads faithfully representing a marking $\tilde{m}$ of $N$ in that $c.m$ contains exactly $\tilde{m}(w'')$ token-threads with stack content $w''$ for each place $w''$ of $N$ and no other threads.

We note that the discussion so far shows how the run of a $N$ can be simulated when the schedule switches contexts at appropriate times. We must also ensure that new behaviors cannot arise due to context switches at arbitrary other points. We accomplish this by using global \textit{locks} that ensure unwanted context switches get stuck.

Issue 3: How do we control the effect of arbitrary context switches?

Solution 3: The global state is partitioned in such a way as to only enable operations on bit-symbols while in some states and token-symbols in others. We ensure that for every bit-symbol $\gamma$, there is at most one thread with top of stack $\gamma$ at any given time. Thus with the help of global control, we make sure unwanted context switches to bit-threads get the system stuck. The problem reduces to avoiding unwanted context switches between token-threads.

We use a locking mechanism. We add an extra $\top$ symbol at the top of every token-thread when it is first created. A read-stage always begins in a special state used for unlocking a thread (i.e. removing $\top$). While reading a particular thread, the global state disallows any transition on $\top$ or bit-symbols. Since all inactive token-threads have $\top$ as the top of stack symbol, this implies that the system cannot proceed until it switches back to the unlocked token-thread. Similarly, during the guess-stage where we are creating a new token-thread, transitions are disallowed on $\top$ and bit-symbols. The verify-stage only operates on bit-threads and switching to a token-thread is similarly pointless.

We now describe the three stages. Recall that the global state keeps the information that the current step is a transducer-move from $T_{\text{move}}$.

Read-stage. We non-deterministically switch to a token-thread $t_0$ containing $w$ as stack content, which we need to read. As explained earlier, we produce bit-threads decorated appropriately and at the end of this stage, we have popped all of $t_0$ and created $l$ bit-threads; $t_0$ ceases to exist. The number of global states required in the stage is $O(l)$.

Guess-stage. Next, we create a new token-thread with $w'$ as its stack contents by non-deterministic guessing, simultaneously spawning bit-threads for each letter of $w'$. At the end of this stage $l$ more bit-threads have been added to the task buffer (for a total of $2l$ bit-threads) along with a token-thread containing $w'$. As in the read-stage, the number of global states used in this stage is $O(l)$.

Verify-stage. We guess a sequence of transitions $\delta_1 \ldots \delta_l$ of $T_{\text{move}}$ on-the-fly; we guess $\delta_i$, which must be of the form $q_{i-1} \xrightarrow{(w_i,w'_i)} q_i$ where $w_i$ (resp. $w'_i$) the $i^{th}$ letter of $w$ (resp. $w'$). We verify our guess by comparing each $\delta_i$ with the corresponding bit-threads $b_i, b'_i$ with index $i$ produced in the read-stage from $w, w'$ respectively, before moving on to $\delta_{i+1}$. During the verification, the bit-threads are \textit{killed}. We enforce the condition that the target state of $\delta_i$ matches the source state of $\delta_{i+1}$.
Claim. Killing a bit-thread $t'$ with a single stack symbol $\gamma'$ can be simulated by a DCPS.
Consider the following sequence of operations starting from global state $g$ with an active thread $t$ which contains only one symbol $\gamma$ on the stack:

1. Spawn a thread $t''$ with a special symbol $\gamma_{\text{spawn}}$ and move to a special kill-state $\text{kill}$ which contains information regarding the state $g$ prior to the kill operation and stack symbols of $t$ and $t'$.
2. Switch to a thread with symbol $\gamma'$ and pop its contents while moving to a special state $\text{return}$ which is forwarded the information contained in $\text{kill}$.
3. Switch to the thread with $\gamma_{\text{spawn}}$ as top of stack and replace it with $\gamma$ and at the same time go to global state $g$.

This concludes our proof sketch of the claim. Adding a kill operation to a DCPS only incurs a polynomial increase in the size of the DCPS.

In our setting, the net result of the sequence of operations simulating a kill-move is to remove the two bit-threads $b_i, b_i'$ from the multiset of threads without changing the global state or the top of stack symbol $\gamma$. The special states $\text{kill}$ (resp. $\text{return}$) ensure that if one switches to a thread whose top of stack is different from $\gamma'$ in Step 2 (resp. $\gamma_{\text{spawn}}$ in Step 3), no transition can be made. We return to our discussion regarding the sequence of transitions $\delta_i$.

Since this process of checking the transducer-move occurs bit-by-bit, we require $O(l|T_{\text{move}}|)$ many global states in this stage. At the end of the verification process, $\mathcal{A}(N)$ is once again in state $\text{main}$ and the new multiset is the result of the addition of a $w'$ thread and removal of the $w$ thread from the old multiset of threads. We can now simulate the next transducer-move.

Checking for Coverability. At any point when $\mathcal{A}(N)$ is in the state $\text{main}$, it makes a non-deterministic choice between simulating the next transducer-move or checking for coverability. In the latter case, it goes into a special check state where the active thread is compared letter by letter with $w_{\text{final}}$ in a process similar to initialization. At the end of the checking process, $\mathcal{A}(N)$ reaches the state $\text{halt}$. If the check fails at any intermediate point, $\mathcal{A}(N)$ terminates without reaching the $\text{halt}$ state. We require a further $O(l)$ states for checking coverability.

Fork and Join. We have shown above how a single transducer-move is simulated assuming that it is a transducer-move from $T_{\text{move}}$. In general, the transducer-move could be from $T_{\text{join}}$ or $T_{\text{fork}}$ as well. In these two cases, we have triples of the form $(w, w', w'')$ accepted by the transducer. However, in the former, we read $w, w'$ and guess $w''$ while in the latter, we read $w$ and guess $w', w''$. In the case of $T_{\text{join}}$, once we have read $w$, we non-deterministically switch to a thread containing $w'$ as its contents. Whenever the threads picked during the read-stage and the threads created during the guess-stage do not agree with the guessed transitions of the transducer-move, we encounter a problem during the verify-stage and $\mathcal{A}(N)$ terminates without reaching the $\text{halt}$ state.

Context Switches. Every thread (other than the initial one for $w_{\text{init}}$) is created during the guess-stage and then switched out once. The next time it is switched in, it is read and ceases to exist. This implies that there exists a run of $\mathcal{A}(N)$ simulating a run of $N$ where every thread undergoes at most one context switch. Conversely, we show that a run of $\mathcal{A}(N)$ reaching $\text{halt}$ where every thread is bounded by at most 1 context switch implies the existence of a run in $N$ which covers the final marking as desired.
This concludes our overview of the construction of $\mathcal{A}(\mathcal{N})$ and completes the reduction of coverability for TDPN to SRP[1] for DCPS. The global memory is polynomial in the size of $\mathcal{N}$. Similarly, the stack alphabet is expanded to include $O(|l| \cdot |\Sigma|)$ bit symbols, hence the alphabet of $\mathcal{A}(\mathcal{N})$ is polynomial as well. In summary, $\mathcal{A}(\mathcal{N})$ can be produced in time polynomial in the size of the input.

**Remark 6.** Our lower bound holds already for DCPS where the stack of each thread is bounded by a linear function of the size of the DCPS. Thus, as a corollary, we get $2\text{EXPSPACE}$-hardness for a related model in which each thread is a Boolean program, i.e., where each thread has its stack bounded by a constant but has a polynomial number (in the size of $|G| + |\Gamma| + |\Delta|$) of local Boolean variables. This closes the gap from [8] as well as other similar models studied in the literature [2, 9, 4].

## 4 Recursive Net Programs (RNP)

We prove Theorem 5 by adapting the Lipton construction [13], as it is explained in [5], to our succinct representation of Petri nets. Our construction requires two steps. First we reduce termination for bounded counter programs to termination for Petri net programs which do not allow zero tests. Second, we reduce termination of net programs with to coverability for TDPN.

For the first step, we have to show how we can simulate the operation of a bounded counter program with one without zero tests. In the Lipton construction, this is achieved by constructing a gadget that performs zero tests for counters bounded by some bound $B$. These gadgets are obtained by transforming a gadget for bound $B$ into a gadget for $B^2$. Starting with $B = 2$ and applying this transformation $n$ times leads to a gadget for $B = 2^{2^n}$. One then has to argue that the resulting net program still has linear size in the parameter $n$. For a $2\text{EXPSPACE}$ lower bound, one would need to simulate a program where the bound is triply exponential in $n$. A naive implementation of the gadget would then lead to a program with triply exponential counter values, but exponential program size in $n$.

In order to argue later that the resulting program can be encoded in a small TDPN, we will present the Lipton construction in a different way. Instead of growing the program with every gadget transformation, we implement the gadgets recursively using a stack. We call these programs recursive net programs (RNP). This way, when we instantiate the model for a triply exponential bound on the counters (to get $2\text{EXPSPACE}$-hardness instead of $\text{EXPSPACE}$-hardness), the resulting programs still have polynomial size control flow. Note that at run time, such programs can have an exponentially deep stack; however, this very large stack does not form part of the program description. We shall show that RNP have a natural encoding as TDPN.

For the second step, we reduce termination for RNP to coverability for TDPN. To this end, we borrow some techniques from the original construction to translate an RNP into an exponential sized Petri net. We then assign binary addresses to its places and construct transducers for those pairs and triples that correspond to transitions. This results in a TDPN of polynomial size. Finally, we argue that we do not need the whole exponential sized Petri net to reason about the transducers, and that just a polynomial size part suffices. This then gives us a polynomial time procedure.

### 4.1 From Bounded Counter Programs to RNP

**Bounded Counter Programs.** A counter program is a finite sequence of labelled commands separated by semicolons. Let $l, l_1, l_2$ be labels and $x$ be a variable (also called a counter). The labelled commands have one of the following five forms:
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Variables can hold values over the natural numbers, labels have to be pairwise distinct, but can otherwise come from some arbitrary set. For convenience, we require each program to contain exactly one \texttt{halt} command at the very end. The size \( |C| \) of a counter program \( C \) is the number of its labelled commands.

During execution, all variables start with initial value 0. The semantics of programs follows from the syntax, except for the case of decrementing a variable whose value is already 0. In this case, the program aborts, which is different from proper termination, i.e., the execution of the \texttt{halt} command. It is easy to see that each counter program has only one execution, meaning it is deterministic. This execution is \( k \)-bounded if none of the variables ever reaches a value greater than \( k \) during it.

Let \( \exp^{n+1}(x) := \exp(\exp^n(x)) \) and \( \exp^1(x) = \exp(x) := 2^x \). The \( N \)-fold exponentially bounded halting problem (also called termination) for counter programs (\( \text{HP}[N] \)) is given by:

\begin{itemize}
  \item \textbf{Input} A unary number \( n \in \mathbb{N} \) and a counter program \( C \).
  \item \textbf{Question} Does \( C \) have an \( \exp^N(n) \)-bounded execution that reaches the \texttt{halt} command?
\end{itemize}

We make use of the following well-known result regarding this problem:

\begin{itemize}
  \item \textbf{Theorem 7.} For each \( N > 0 \), the problem \( \text{HP}[N + 1] \) is \textsc{N-EXPSPACE}-complete.
\end{itemize}

The proof for arbitrary \( N \) matches the proof for \( N = 1 \), which the Lipton construction used.

Recursive Net Programs. The definition of recursive net programs (RNP) also involves sequences of labelled commands separated by semicolons. Let \( l, l_1, l_2 \) be labels, \( x \) be a variable, and \( \text{proc} \) be a procedure name. Then the labelled commands can still have one of the previous forms (1) to (4). However, form (5) changes from a conditional to a nondeterministic jump, and there are two new forms for procedure calls:

\begin{itemize}
  \item (1) \texttt{l: inc x;} // increment
  \item (2) \texttt{l: dec x;} // decrement
  \item (3) \texttt{l: halt}
  \item (4) \texttt{l: goto l_1;} // unconditional jump
  \item (5) \texttt{l: goto l_1 or goto l_2;} // nondeterministic jump
  \item (6) \texttt{l: call proc;} // procedure call
  \item (7) \texttt{l: return;} // end of procedure
\end{itemize}

In addition to labelled commands, these programs consist of a finite set \( \text{PROC} \) of procedure names and also a maximum recursion depth \( k \in \mathbb{N} \). Furthermore, they not only contain one sequence of labelled commands to serve as the main program, but also include two additional sequences of labelled commands for each procedure name \( \text{proc} \in \text{PROC} \). The second sequence for each \( \text{proc} \) is not allowed to contain any \texttt{call} commands and serves as a sort of “base case” only to be called at the maximum recursion depth. Each label has to be unique among all sequences and each jump is only allowed to target labels of the sequence it belongs to. Each RNP contains exactly one \texttt{halt} command at the end of the main program.
For \( \text{proc} \in \text{PROC} \) let \( \#c(\text{proc}) \) be the number of commands in both of its sequences added together and let \( \#c(\text{main}) \) be the number of commands in the main program. Then the size of an \( \text{RNP} \) \( R \) is defined as \( |R| = \lfloor \log k \rfloor + \#c(\text{main}) + \sum_{\text{proc} \in \text{PROC}} \#c(\text{proc}) \).

The semantics here is quite different compared to counter programs: If the command “\( l : \text{call proc} \)” is executed, the label \( l \) gets pushed onto the call stack. Then if the stack contains less than \( k \) labels, the first command sequence pertaining to \( \text{proc} \), which we now call \( \text{proc}_{\text{c}} \), is executed. If the stack already contains \( k \) labels, the second command sequence, \( \text{proc}_{\text{m}} \), is executed instead. Since \( \text{proc}_{\text{m}} \) cannot call any procedures by definition, the call stack’s height (i.e. the recursion depth) is bounded by \( k \). On a return command, the last label gets popped from the stack and we continue the execution at the label occurring right after the popped one.

How increments and decrements are executed depends on the current recursion depth \( d \). For each variable \( x \) appearing in a command, \( k+1 \) copies \( x_0, x_1, \ldots, x_k \) are maintained during execution. The commands \( \text{inc} \) \( x \) resp. \( \text{dec} \) \( x \) are then interpreted as increments resp. decrements on \( x_d \) (and not \( x \) or any other copy). As before, all these copies start with value 0 and decrements fail at value 0, which is different from proper termination.

Instead of a conditional jump, we now have a nondeterministic one, that allows the program execution to continue at either label. Regarding termination we thus only require there to be at least one execution that reaches the \( \text{halt} \) command. This gives us the following halting problem for \( \text{RNP} \):

**Input** An \( \text{RNP} \) \( R \)

**Question** Is there an execution of \( R \) that reaches the \( \text{halt} \) command?

We now adapt the Lipton construction to recursive net programs. We start with a \( \exp^2(n) \)-bounded counter program \( C \) with a set of counters \( X \) and construct an \( \text{RNP} \) \( R(C) \) with maximum recursion depth \( n+1 \) that terminates iff \( C \) terminates. The number of commands in \( R(C) \) will be linear in \( |C| \).

**Auxiliary Variables.** The construction of \( R(C) \) involves simulating the zero test. To this end, we introduce for each counter \( x \in X \) a complementary counter \( \bar{x} \) and ensure that the invariant \( x_0 + \bar{x}_0 = \exp^2(n) \) always holds. We can then simulate a zero test on \( x \) by checking that \( \bar{x} \) can be decremented \( \exp^2(n) \) times. This requires us to implement a decrement by \( \exp^2(n) \) in linearly many commands and also a similar increment to reach a value of \( \exp^2(n) \) for \( \bar{x} \) from its initial value 0 at the start of the program. Furthermore, we need helper variables \( s \), \( \bar{s} \), \( y \), \( \bar{y} \), \( z \), and \( \bar{z} \). We also sometimes need to increment or decrement the \( (d+1) \)th copy of one of these six variables at recursion level \( d \). As an example, for incrementing \( s_{d+1} \) in this way, we define the procedure \( s_{\text{inc}} \):

\[
\begin{align*}
\text{s}_{\text{inc}}_{<\text{max}} & : \text{inc} \; s; \text{return} \\
\text{s}_{\text{inc}}_{=\text{max}} & : \text{inc} \; s; \text{return}
\end{align*}
\]

The analogous procedures for \( \bar{s} \), \( y \), \( \bar{y} \), \( z \), and \( \bar{z} \) are defined similarly.

**Program Structure.** The program \( R(C) \) consists of two parts: The initial part \( R_{\text{init}}(C) \), which initializes all the complementary counters as mentioned above, followed by \( R_{\text{sim}}(C) \), the part that simulates \( C \). We construct \( R_{\text{sim}}(C) \) from \( C \) by replacing some of its commands. Increments of the form \( \text{inc} \; x \) are replaced by \( \text{dec} \; \bar{x}; \text{inc} \; x \), decrements \( \text{dec} \; x \) are replaced by \( \text{dec} \; x; \text{inc} \; \bar{x} \). Unconditional jumps and the \( \text{halt} \) command stay the same. Each conditional jump (form (5) for counter programs) is replaced by

\[
\begin{align*}
l & : \text{Test}(x, l_{\text{continue}}, l_2); \\
l_{\text{continue}} & : \text{Test}(ar{x}, l_1, l_2)
\end{align*}
\]
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Test \((x, l_{\text{zero}}, l_{\text{nonzero}})\): 

\[
goto l_{\text{next}} \text{ or } \text{goto } l_{\text{loop}}; \\
l_{\text{next}}: \text{dec } x; \text{inc } x; \text{goto } l_{\text{nonzero}}; \\
l_{\text{loop}}: \text{dec } x; \text{inc } x; \text{call } s_{\text{dec}}; \text{call } s_{\text{inc}}; \\
\text{goto } l_{\text{exit}} \text{ or } \text{goto } l_{\text{loop}}; \\
l_{\text{exit}}: \text{call } \text{dec } \text{goto } l_{\text{zero}}
\]

\[
d_{\leq \text{max}}: \\
l_{\text{outer}}: \text{call } y_{\text{dec}}; \text{call } y_{\text{inc}}; \\
l_{\text{inner}}: \text{call } z_{\text{dec}}; \text{call } z_{\text{inc}}; \\
\text{dec } s; \text{inc } s; \\
\text{Test}_{+1}(z, l_{\text{next}}, l_{\text{inner}}); \\
l_{\text{next}}: \text{Test}_{+1}(y, l_{\text{exit}}, l_{\text{outer}}); \\
l_{\text{exit}}: \text{return}
\]

\[
d_{= \max}: \\
\text{dec } s; \text{inc } s; \text{dec } s; \text{inc } s; \\
\text{return}
\]

\[\text{Figure 2} \text{ Definitions of the macros } \text{Test and } \text{Test}_{+1} \text{ as well as the procedure } \text{dec}. \text{ Regarding the second macro we require } v \in \{y, z\}.\]

where Test \((x, l_{\text{zero}}, l_{\text{nonzero}})\) is what we call a \textit{macro}. We use it as syntactic sugar to be replaced by its specification for the actual construction of \(R(C)\). This is in contrast to procedures, which refer to specific parts of the program that can be called to increase the recursion depth.

**Test Macros and Decrement Procedure.** The macro Test is specified in the left part of Figure 2. It involves a call to the procedure dec, which is defined in the right part of the same figure. Below Test we have also specified the variant Test_{+1}, which is used in dec. The main difference is that Test_{+1} can only be invoked on variables \(y\) or \(z\) and acts on their \((d+1)\)th copy at recursion depth \(d\).

Semantically, dec at recursion depth \(d\) decrements \(s_d\) by \(\exp^2(n + 1 - d)\) (and increments \(\bar{s}_d\) by the same amount). Both variants of Test simulate a conditional jump and have the side effect of switching the values \(x_d\) and \(\bar{x}_d\) if the tested variable \(x_d\) was 0. Because of this, every conditional jump of \(C\) gets replaced by two instances of the Test macro, where the second one reverses the potential side effect.

The decrements of procedure dec are performed via two nested loops that each run \(\exp^2(n - d)\)-times. Each of these loops uses a helper variable \(y_{d+1}\) or \(z_{d+1}\) that has to be tested for zero at the end, using the Test_{+1} macro. This involves transferring the helper variable’s value to \(s_{d+1}\) and then calling dec at the next recursion depth. Essentially, any decrement by \(\exp^2(j)\) for some \(j\) is implemented using \(\exp^2(j - 1)\) many decrements by \(\exp^2(j - 1)\) via the nested loops. This iterative squaring of the value by which we decrement continues down to the base case of \(\exp^2(0) = 2\).

**Semantics.** Our construction is semantically very similar to the Lipton construction, barring two main differences: Firstly, instead of having \(n + 1\) different procedure definitions of dec (one per level \(d\)), we only need two because of recursion. The case for the Test macros is
whose corresponding definitions have constant size. For each command in while \( x \) variables retain their initial values. The situation is quite similar for Test and Test variables start with index \( s \), \( y \), \( z \) and their complements. Secondly, our variable copies start with index 0 counting upwards, whereas in the Lipton construction the variables start with index \( n \) and count downwards. This means that for some index \( d \) we have the invariant \( s_d + \bar{s}_d = \exp^2(n + 1 - d) \) in our construction, where it is \( s_d + \bar{s}_d = \exp^2(d) \) for Lipton. While the invariant of the Lipton construction is simpler, ours allows us to define the recursion depth starting at 0 and going upwards, which seemed more natural for recursion.

Let us give a more precise analysis regarding the effect of the Test macros and \texttt{dec} procedure. During the execution of \texttt{dec} at recursion depth \( d \), we begin with \( s_d = \exp^2(n + 1 - d) \), \( y_d+1 = z_d+1 = \exp^2(n - d) \), and \( \bar{s}_d = \bar{y}_d+1 = \bar{z}_d+1 = 0 \). The invariants \( s_d + \bar{s}_d = \exp^2(n + 1 - d) \), \( y_d+1 + \bar{y}_d+1 = \exp^2(n - d) \), and \( z_d+1 + \bar{z}_d+1 = \exp^2(n - d) \) are upheld throughout. At the end we have \( s_d = \bar{y}_d+1 + \bar{z}_d+1 = 0 \), \( y_d+1 = z_d+1 = \exp^2(n - d) \), and \( \bar{s}_d = \exp^2(n + 1 - d) \), meaning the decrements were performed correctly and all helper variables retain their initial values. The situation is quite similar for Test and Test\(_{+1}\), if the variable to be tested was initially 0. In the non-zero case, the tested variable is just decremented and incremented once, whereas no other variables are touched. All executions that differ from the described behavior are guaranteed to get stuck.

Correctness of these semantics can be proven by induction on the recursion depth. It requires the assumptions \( x_0 + \bar{x}_0 = \exp^2(n) \), \( v_d + \bar{v}_d = \exp^2(n + 1 - d) \), and \( \bar{v}_y = 0 \) for all \( x \in X \), \( v \in \{s, y, z\} \), and \( d > 0 \).

**Initialization.** We now have to construct \( R_{\text{init}}(C) \) in such a way, that it performs all the necessary increments for these assumptions to hold at the start of \( R_{\text{sim}}(C) \). Since this is again achieved using iterative squaring, we omit the precise construction. It involves calling a procedure \texttt{inc} to perform the increments on copies of variables at lower recursion depths, while \( x_0 \) is incremented in the main program for each \( x \in X \).

**Size Analysis.** To give a brief size analysis of \( R(C) \), PROC contains 14 procedure names, whose corresponding definitions have constant size. For each command in \( C \), \( R_{\text{sim}}(C) \) contains constantly many commands, and \( R_{\text{init}}(C) \) has linearly many commands in the size of the variable set \( X \). Since wlog. each variable of \( C \) is involved in at least one of its commands, the amount of commands in \( R(C) \) is linear in |\( C \)|. Here, for doubly exponential counter values, we would not even need \( n \) to be given in unary since only \( \lceil \log(n + 1) \rceil \) factors into the size of \( R(C) \).

**Handling Triply Exponential Counter Values.** The exact same construction with a maximum recursion depth of \( 2^n + 1 \) can be used to simulate a counter program with counters bounded by \( \exp^3(n) \): Starting with 2 and squaring \( n \)-times yields \( \exp^3(n) \), therefore squaring \( 2^n \) times instead yields \( \exp^3(n) \). The correctness follows from the same inductive proofs as before. For this changed maximum recursion depth, configurations contain exponentially in \( n \) many counter values and also maintain a call stack of size up to \( 2^n \). However, since the maximum recursion depth can be encoded in binary, its size is still polynomial in the unary encoding of \( n \). Thus, the halting problem for recursive net programs is 2\text{EXPSPACE}-hard.

### 4.2 From RNP to TDPN

Figure 3 and Figure 4 show how the commands of recursive net programs can be simulated by Petri net transitions. This is again done in similar fashion to Esparza’s description [5] of the Lipton construction [13]. As we can see, this involves only the three types of transitions defined by our transducers.
Figure 3: Petri net transitions for five of the seven command types found in recursive net programs. Here, \( d \in \{0, \ldots, k\} \), where \( k \) is the maximum recursion depth.

Figure 4: Petri net transitions for procedure calls found in recursive net programs. Here, \( d \in \{0, \ldots, k-1\} \), where \( k \) is the maximum recursion depth.

Let us give more detail regarding the Petri net construction: Given an RNP \( R \) with maximum recursion depth \( k \) we construct a transducer-defined Petri net \( \mathcal{N} = (w_{\text{init}}, w_{\text{final}}, T_{\text{move}}, T_{\text{fork}}, T_{\text{join}}) \), which defines the Petri net \( N(\mathcal{N}) = (P, T, p_0, p_f) \), such that \([p_f]\) is coverable in \( N(\mathcal{N}) \) iff there is a terminating execution of \( R \). We begin by arguing about the shape of \( N(\mathcal{N}) \) and then construct our transducers afterwards.

The idea is for \( N(\mathcal{N}) \) to start with one place per variable and one place per label, as well as one auxiliary place for each \texttt{call} command and each \texttt{proc} \( \in \text{PROC} \), which can be seen in Figure 4. Additionally, there is also a single auxiliary place \( w_{\text{halt}} \) for the \texttt{halt} command. Let the number of all these places be \( h \). Then each such place gets copied \( k+1 \) times, so that a copy exists for each possible recursion depth. Transitions get added at each recursion depth \( d \) according to Figure 3 and Figure 4, whereas some transitions in the latter also connect to places of recursion depth \( d+1 \).

Regarding the transducers, we use the alphabet \( \{0, 1\} \). Every place address \( w = u.v \) has a prefix \( u \) of length \( \lceil \log h \rceil \) and a postfix \( v \) of length \( \lceil \log k \rceil \). We assign each of the \( h \) places that \( N(\mathcal{N}) \) started with a number from 0 to \( h-1 \). The binary representation of this number (with leading zeros) is used for the \( u \)-part of its address. For the \( v \)-part, we use the binary representation of the recursion depth \( d \) (also with leading zeros), that a particular copy of this place corresponds to. The address of the place corresponding to the first label in the main program at recursion depth 0 is used for \( w_{\text{init}} \), whereas the one corresponding to \( w_{\text{halt}} \) at recursion depth 0 is used for \( w_{\text{final}} \).

To accept a particular pair or triple of addresses as a transition, each of the three transducers distinguishes between all possibilities regarding the \( u \)-parts. Any pair or triple of \( \lceil \log h \rceil \)-length words that matches a particular transition of the right type (move, fork, join) has a unique path in the transducer, while all non-matching pairs or triples do not. Then for the \( v \)-parts, the transducer needs to either check for equality, if all places correspond to the
same recursion depth, or for one binary represented number to be one higher. Since it is clear from the u-parts, whether the recursion depths should all match or not, we can just connect the unique paths to the correct part of the transducer at the end.

The transducer parts for the first $\lceil \log h \rceil$ bits require to distinguish between up to $2^{3 \log k}$ = $8h$ possibilities, meaning they require polynomially in $h$ many states. The parts for the last $\lceil \log k \rceil$ bits can easily be constructed using polynomially many states in $\log k$. Since $h$ is linear in the number of commands in $R$ and $\lceil \log k \rceil$ is the size of the binary encoding of the maximum recursion depth, $N$ is of polynomial size compared to $R$. Because we can construct $N$ by first constructing $N(N)$ without the copies for each recursion depth, this is feasible in polynomial time. Thus, the coverability problem for transducer-defined Petri nets is 2EXPSPACE-hard.

5 Discussion

The chain of reductions in Sections 3 and 4 complete the 2EXPSPACE lower bound for 1-bounded reachability for DCPS. In fact, an inspection of the reductions show a technical strengthening: the 2EXPSPACE lower bound already holds for SRP[1] of DCPS which satisfy two additional properties, boundedness and local termination.

▶ Definition 8. A DCPS $A$ is said to be bounded if there is a global bound $B \in \mathbb{N}$ on the size of every configuration of every run of $A$. It is locally terminating if every infinite run of $A$ contains infinitely many context switches.

Consider the chain of reductions from the halting problem for bounded counter programs to RNP to TDPN to SRP[1]. The configurations of the counter programs, by definition, are bounded by a triply-exponential bound on the parameter $n$. This bound translates to bounds on the RNP and TDPN instances. In particular, the number of places in the TDPN produced in the reduction is exponentially bounded in $n$ and the number of tokens on these places is triple-exponentially bounded in $n$. The DCPS constructed from the TDPN uses the stack of a thread to store an address of a place; thus, the height of a stack is bounded by a polynomial in $n$. In addition, since the number of tokens in the TDPN correspond to the number of in-progress threads in the DCPS, this implies a triple exponential (in $n$) bound on the number of threads in any execution of the DCPS. Thus, the size of every configuration in every run of the DCPS is bounded.

Second, the rules of the constructed DCPS do not allow any one thread to run indefinitely. In other words, any non-terminating run of the DCPS must involve infinitely many threads and the run contains infinitely many context switches.
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1 Introduction

In the search for expressive logics with decidable satisfiability problem, two-variable logic, denoted here as $\text{FO}_2$, is one yardstick. This logic is expressive enough to subsume basic modal logic and many description logics, while satisfiability and finite satisfiability coincide, and both are decidable [23, 15, 9]. However, $\text{FO}_2$ lacks the ability to count. Two-variable logic with counting, $\text{C}_2$, is a decidable extension of $\text{FO}_2$ that adds counting quantifiers. In $\text{C}_2$ one can express, for example, $\exists^3 x\ P(x)$ and $\forall x\exists^5 y\ E(x, y)$ which, respectively, mean that there are exactly 5 elements in unary relation $P$, and that every element in a graph has at least 5 adjacent edges. Satisfiability and finite satisfiability do not coincide for $\text{C}_2$, but both are decidable [10, 16]. In [16] the problems were shown to be NEXPTIME-complete under a unary encoding of numbers, and this was extended to binary encoding in [18]. However, the numerical capabilities of $\text{C}_2$ are quite limited. For example, one can not express that the number of outgoing edges of each element in the graph is even.
A natural extension is to combine \( \text{FO}^2 \) with Presburger arithmetic where one is allowed to define collections of tuples of integers from addition and equality using boolean operators and quantifiers. The collections of \( k \)-tuples that one can define in this way are the semi-linear sets, and the collections of integers (when \( k = 1 \)) definable are the ultimately periodic sets. Prior work has considered the addition of Presburger quantification to fragments of two-variable logic. For every definable set \( \phi(x,y) \) and every ultimately periodic set \( S \), one has a formula \( \exists^S y \phi(x,y) \) that holds at \( x \) when the number of \( y \) such that \( \phi(x,y) \) is in \( S \). We let \( \text{FO}^2_{\text{Pres}} \) denote the logic that adds this construct to \( \text{FO}^2 \).

On the one hand, the corresponding quantification over general \( k \)-tuples (allowing semi-linear rather than ultimately periodic sets) easily leads to undecidability [11, 3]. On the other hand, adding this quantification to modal logic has been shown to preserve decidability [1, 7]. Related one-variable fragments in which we have only a unary relational vocabulary and the main quantification is \( \exists^S x \phi(x) \) are known to be decidable (see, e.g. [2]), and their decidability is the basis for a number of software tools focusing on integration of relational languages with Presburger arithmetic [14]. The decidability of full \( \text{FO}^2_{\text{Pres}} \) is, to the best of our knowledge, still open [4]. There are a number of other extensions of \( \text{C}^2 \) that have been shown decidable; for example it has been shown that one can allow a distinguished equivalence relation [22] or a forest-structured relation [6, 5]. \( \text{FO}^2_{\text{Pres}} \) is easily seen to be orthogonal to these other extensions.

In this paper we show that both satisfiability and finite satisfiability of \( \text{FO}^2_{\text{Pres}} \) are decidable. Our result makes use of the biregular graph method introduced for analyzing \( \text{C}^2 \) in [13]. The method focuses on the problem of existence of graphs equipped with a partition of vertices based on constraints on the out- and in-degree. Such a partitioned graph can be characterized by the cardinalities of each partition component, and the key step in showing these decidability results is to prove that the set of tuples of integers representing valid sizes of partition components is definable by a formula in Presburger arithmetic. From this “graph constraint Presburger definability” result one can reduce satisfiability in the logic to satisfiability of a Presburger formula, and from there infer decidability using known results on Presburger arithmetic.

The approach is closely-related to the machinery developed by Pratt-Hartmann (the “star types” of [21]) for analyzing the decidability and complexity of \( \text{C}^2 \), its fragments [19], and its extensions [22, 5]. An advantage of the biregular graph approach is that it is transparent how to extract more information about the shape of witness structures. In particular we can infer that the spectrum of any formula is Presburger definable, where the spectrum of a formula \( \phi \) is the set of cardinalities of finite models of \( \phi \). It is also interesting to note that a more restricted version of our biregular graph method is used to prove the decidability of \( \text{FO}^2 \) extended with two equivalence relations [12].

Characterising the spectrum for general first order formulas is quite a difficult problem, with ties to major open questions in complexity theory [8]. This work can be seen as a demonstration of the power of the biregular graph method to get new decidability results. We make heavy use of both techniques and results in [13], adapting them to the richer logic. We also require additional inductive arguments to handle the interaction of ordinary counting quantifiers and modulo counting quantification.

### 2 Preliminaries

Let \( \mathbb{N} = \{0, 1, 2, \ldots \} \) and let \( \mathbb{N}_{\infty} = \mathbb{N} \cup \{\infty\} \).
Linear and ultimately periodic sets. A set of the form \( \{a + ip \mid i \in \mathbb{N}\} \), for some \( a, p \in \mathbb{N} \) is a linear set. We will denote such a set by \( a^p \), where \( a \) and \( p \) are called the offset and period of the set, respectively. Note that, by definition, \( a^0 = \{a\} \), which is a linear set. For convenience, we define \( 0 \) and \( \{\infty\} \) (which may be written as \( \infty^p \)) to also be linear sets.

An ultimately periodic set (u.p.s.) \( S \) is a finite union of linear sets. Usually we write a u.p.s. \( \{c_1\} \cup \cdots \cup \{c_m\} \cup a_1^{p_1} \cup \cdots \cup a_n^{p_n} \) as just \( \{c_1, \ldots, c_m, a_1^{p_1}, \ldots, a_n^{p_n}\} \), and abusing notation, we write \( a^p \in S \) for a u.p.s. \( S \) if \( a + ip \in S \) for every \( i \in \mathbb{N} \).

Two-variable logic with ultimately periodic counting quantifiers. An atomic formula is either an atom \( R(\vec{u}) \), where \( R \) is a predicate, and \( \vec{u} \) is a tuple of variables of appropriate size, or an equality \( u = u' \), with \( u \) and \( u' \) variables, or one of the formulas \( \top \) and \( \bot \) denoting the True and False values. The logic \( \FO^2_{\Pres} \) is a class of first-order formulas using only variables \( x \) and \( y \), built up from atomic formulas and equalities using the usual boolean connectives and also ultimately periodic counting quantification, which is of the form \( \exists^S x \phi \) where \( S \) is a u.p.s. One special case is where \( S = \{a\} \) with \( a \in \mathbb{N}_\infty \), which we write \( \exists^a x \phi \); in case of \( a \in \mathbb{N} \), these are counting quantifiers. The semantics of \( \FO^2_{\Pres} \) is defined as usual except that, for every \( a \in \mathbb{N} \), \( \exists^a x \phi \) holds when there are exactly \( a \) number of \( x \)’s such that \( \phi \) holds, \( \exists^\infty \phi \) holds when there are infinitely many \( x \)’s such that \( \phi \) holds, and \( \exists^S x \phi \) holds when there is some \( a \in S \) such that \( \exists^a x \phi \) holds.

Note that when \( S = \{\infty\} \cup 0^{+1} = \mathbb{N}_\infty \), \( \exists^\infty x \phi \) is equivalent to \( \top \). When \( S = 0^{+1} \), \( \exists^\infty x \phi \) semantically means that there are finitely many \( x \) such that \( \phi \) holds. We define \( \exists^0 x \phi \) to be \( \bot \) for any formula \( \phi \). We also note that \( \exists^a x \phi \) is equivalent to \( \forall x \neg \phi \), and \( \neg \exists^S x \phi \) is equivalent to \( \exists^S \neg \forall x \phi \).

For example, we can state in \( \FO^2_{\Pres} \) that every node in a graph has even degree (i.e., the graph is Eulerian). Clearly \( \FO^2_{\Pres} \) extends \( \C^2 \), the fragment of the logic where only counting quantifiers are used, and \( \FO^2 \), the fragment where only the classical quantifier \( \exists x \) is allowed.

Presburger arithmetic. An existential Presburger formula is a formula of the form \( \exists x_1 \ldots x_k \phi \), where \( \phi \) is a quantifier-free formula over the signature including constants 0, 1, a binary function symbol +, and a binary relation \( \leq \). Such a formula is a sentence if it has no free variables. The notion of a sentence holding in a structure interpreting the function, relations, and constants is defined in the usual way. The structure \( \mathcal{N} = (\mathbb{N}, +, \leq, 0, 1) \), is defined by interpreting +, \( \leq \), 0, 1 in the standard way, while the structure \( \mathcal{N}_\infty = (\mathbb{N}_\infty, +, \leq, 0, 1) \) is the same except that \( a + \infty = \infty \) and \( a \leq \infty \) for each \( a \in \mathbb{N}_\infty \).

It is known that the satisfiability of existential Presburger sentences over \( \mathcal{N} \) is decidable and belongs to NP [17]. Further, the satisfiability problem for \( \mathcal{N}_\infty \) can easily be reduced to that for \( \mathcal{N} \). Indeed, we can first guess which variables are mapped to \( \infty \) and then which atoms should be true, then check whether each guessed atomic truth value is consistent with other guesses and determine additional variables which must be infinite based on this choice, and finally restrict to atoms that do not involve variables guessed to be infinite, and check that the conjunction is satisfiable by standard integers.

Theorem 1. The satisfiability problem for existential Presburger sentences over both \( \mathcal{N} \) and \( \mathcal{N}_\infty \) are both in NP.

3 Main result

In this section we prove the decidability of \( \FO^2_{\Pres} \) satisfiability. Our decision procedure is based on the key notion of regular graphs. Note that whenever we talk about graphs or
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3.1 Regular graphs

In the following we fix an integer $p \geq 0$. Let $\mathbb{N}_{\infty,+p}$ denote the set whose elements are either $a$ or $a^{+p}$, where $a \in \mathbb{N}_\infty$. For integers $t, m \geq 1$, let $\mathbb{N}_{\infty,+p}^{t \times m}$ denote the set of matrices with $t$ rows and $m$ columns where each entry is an element from $\mathbb{N}_{\infty,+p}$.

A $t$-color bipartite (undirected) graph is $G = (U, V, E_1, \ldots, E_t)$, where $U$ and $V$ are sets of vertices and $E_1, \ldots, E_t$ are pairwise disjoint sets of edges between $U$ and $V$. Edges in $E_i$ are called $E_i$-edges. We will write an edge in a bipartite graph as $(u, v) \in U \times V$. For a vertex $u \in U \cup V$, the $E_i$-degree of $u$ is the number of $E_i$-edges adjacent to $u$. The degree of $u$ is the sum of the $E_i$-degrees for $i = 1 \ldots t$. We say that $G$ is complete, if $U \times V = \bigcup_{i=1}^{t} E_i$.

For two matrices $A \in \mathbb{N}_{\infty,+p}^{t \times m}$ and $B \in \mathbb{N}_{\infty,+p}^{t \times n}$, the graph $G$ is a $A|B$-biregular graph, if there exist partitions $U_1, \ldots, U_m$ of $U$ and $V_1, \ldots, V_n$ of $V$ such that for every $1 \leq i \leq t$, for every $1 \leq k \leq m$, for every $1 \leq l \leq n$, the $E_i$-degree of every vertex in $U_k$ is $A_{i,k}$ and the $E_i$-degree of every vertex in $V_l$ is $B_{i,l}$. For each such partition, we say that $G$ has size $\bar{M}|\bar{N}$, where $\bar{M} = (|U_1|, \ldots, |U_m|)$ and $\bar{N} = (|V_1|, \ldots, |V_n|)$. The partition $U_1, \ldots, U_m$ and $V_1, \ldots, V_n$ is called a witness partition. We should remark that some $U_i$ and $V_i$ are allowed to be empty.

The above definition can be easily adapted for the case of directed graphs that are not necessarily bipartite. A $t$-color directed graph (or digraph) is $G = (V, E_1, \ldots, E_t)$, where $E_1, \ldots, E_t$ are pairwise disjoint set of directed edges on a set of vertices $V$. As before, edges in $E_i$ are called $E_i$-edges. The $E_i$-indegree and -outdegree of a vertex $u$, is defined as the number of incoming and outgoing $E_i$-edges incident to $u$.

In a $t$-color digraph $G$ we will assume that (i) there are no self-loops – that is, $(v,v)$ is not an $E_i$-edge, for every vertex $v \in V$ and every $E_i$, and (ii) if $(u,v)$ is an $E_i$-edge, then its inverse $(v,u)$ is not an $E_i$-edge for any $E_j$. This will suffice for the digraphs that arise in our decision procedure. We say that a digraph $G$ is complete, if for every $u, v \in V$ and $u \neq v$, either $(u,v)$ or $(v,u)$ is an $E_i$-edge, for some $E_i$.

We say that $G$ is a $A|B$-regular digraph, where $A, B \in \mathbb{N}_{\infty,+p}^{t \times m}$, if there exists a partition $V_1, \ldots, V_m$ of $V$ such that for every $1 \leq i \leq t$, for every $1 \leq k \leq m$, the $E_i$-indegree and -outdegree of every vertex in $V_k$ is $A_{i,k}$ and $B_{i,k}$, respectively. We say that $G$ has size $(|V_1|, \ldots, |V_m|)$, and call $V_1, \ldots, V_m$ a witness partition.

Lemma 2 below will be the main technical tool for our decidability result. Let $\bar{x}$ and $\bar{y}$ be vectors of variables of length $m$ and $n$, respectively.

> **Lemma 2.** For every $A \in \mathbb{N}_{\infty,+p}^{t \times m}$ and $B \in \mathbb{N}_{\infty,+p}^{t \times n}$, there exists (effectively computable) existential Presburger formula $c$-bireg$_{A|B}(\bar{x},\bar{y})$ such that for every $(\bar{M}, \bar{N}) \in \mathbb{N}_{\infty}^m \times \mathbb{N}_{\infty}^n$, the following holds: there is complete $A|B$-biregular graph with size $\bar{M}|\bar{N}$ if and only if $c$-bireg$_{A|B}(\bar{M}, \bar{N})$ holds in $\mathbb{N}_{\infty}$.

Lemma 3 below is the analog for digraphs.

> **Lemma 3.** For every $A \in \mathbb{N}_{\infty,+p}^{t \times m}$ and $B \in \mathbb{N}_{\infty,+p}^{t \times m}$, there exists (effectively computable) existential Presburger formula $c$-reg$_{A|B}(\bar{x})$ such that for every $\bar{M} \in \mathbb{N}_{\infty}^m$, the following holds. There is complete $A|B$-regular digraph with size $\bar{M}$ if and only if $c$-reg$_{A|B}(\bar{M})$ holds in $\mathbb{N}_{\infty}$.

---

1 By abuse of notation, when we say that an integer $z$ equals $a^{+p}$, we mean that $z \in a^{+p}$. Thus, when writing $A_{i,k} = a^{+p}$, we mean that the degree of the vertex is an element in $a^{+p}$. 
Lemmas 2 and 3 can be easily readjusted when we are interested only in finite sizes, i.e., \( \tilde{M} \in \mathbb{N}^m \) and \( \tilde{N} \in \mathbb{N}^n \), by requiring the formulas to hold in \( \mathcal{N} \), instead of \( \mathcal{N}_\infty \). Alternatively, we can also state inside the formulas that none of the variables in \( \tilde{x} \) and \( \tilde{y} \) are equal to \( \infty \).

The proofs of these two lemmas are discussed in Section 4.

### 3.2 Decision procedure

Theorem 4 below is the main result in this paper.

**Theorem 4.** For every \( \text{FO}^2_{\text{Pres}} \) sentence \( \phi \), there is an (effectively computable) existential Presburger formula \( \text{PRES}_\phi \) such that (i) \( \phi \) has a model iff \( \text{PRES}_\phi \) holds in \( \mathcal{N}_\infty \) and (ii) \( \phi \) has a finite model iff \( \text{PRES}_\phi \) holds in \( \mathcal{N} \).

From the decision procedure for existential Presburger formulas (Theorem 1) mentioned in Section 2, we immediately will obtain the following corollary.

**Corollary 5.** Both satisfiability and finite satisfiability for \( \text{FO}^2_{\text{Pres}} \) are decidable.

We will sketch how Theorem 4 is proven, making use of Lemmas 2 and 3. We start by observing that satisfiability (and spectrum analysis) for an \( \text{FO}^2_{\text{Pres}} \) sentence can be converted effectively into the same questions for a sentence in a variant of Scott normal form:

\[
\phi := \forall x \forall y \, \alpha(x,y) \land \bigwedge_{i=1}^{k} \forall x \exists^{\geq S_i} y \, \beta_i(x,y) \land x \neq y,
\]

where \( \alpha(x,y) \) is a quantifier-free formula, each \( \beta_i(x,y) \) is an atomic formula and each \( S_i \) is an u.p.s. The proof, which is fairly standard, will appear in the full version of this paper. By taking the least common multiple, we may assume that all the (non-zero) periods in all \( S_i \) are the same.

We recall some standard terminology. A 1-type is a maximally consistent set of atomic and negated atomic unary formulas using only variable \( x \). A 1-type can be identified with the quantifier-free formula that is the conjunction of its constituent formulas. Thus, we say that an element \( a \) in a structure \( \mathcal{A} \) has 1-type \( \pi \), if \( \pi \) holds on the element \( a \). We denote by \( A_\pi \) the set of elements in \( \mathcal{A} \) with 1-type \( \pi \). Clearly the domain \( A \) of a structure \( \mathcal{A} \) is partitioned into the sets \( A_\pi \). Similarly, a 2-type is a maximally consistent set of atomic and negated atomic binary formulas using only variables \( x, y \), containing the predicate \( x \neq y \).

The notion of a pair of elements \( (a, b) \) in a structure \( \mathcal{A} \) having 2-type \( E \) is defined as with 1-types. We denote by\( \Pi = \{ \pi_1, \pi_2, \ldots, \pi_n \} \) and \( E = \{ E_1, \ldots, E_t \} \) the sets of all 1-types and 2-types, respectively, where \( E_i(x, y) = E_i(y, x) \) for each \( 1 \leq i \leq t \) — that is, each \( E_i \) is the reversal of \( E_i \).

Let \( g : \mathcal{E} \times \Pi \to \mathbb{N}_{\infty,+} \) be a function. We will use such a function \( g \) to describe the “behavior” of the elements in the following sense. Let \( \mathcal{A} \) be a structure. We say that an element \( a \in \mathcal{A} \) behaves according to \( g \), if for every \( E \in \mathcal{E} \) and for every \( \pi \in \Pi \), the number of elements \( b \in A_\pi \) such that the 2-type of \( (a, b) \) is \( E \) belongs to \( g(E, \pi) \). We denote by \( A_{\pi,g} \) the set of all elements in \( A_\pi \) that behave according to \( g \). The restriction of \( g \) on 1-type \( \pi \) is the function \( g_{\pi} : \mathcal{E} \to \mathbb{N}_{\infty,+} \), where \( g_{\pi}(E) = g(E, \pi) \). We call the function \( g_{\pi} \) the behavior (function) towards 1-type \( \pi \).

We are, of course, only interested in functions \( g \) that are consistent with the sentence \( \phi \) in (1), and we formalize this as follows:

- A 1-type \( \pi \in \Pi \) and a function \( g : \mathcal{E} \times \Pi \to \mathbb{N}_{\infty,+} \) are incompatible (w.r.t. \( \forall x \forall y \, \alpha(x,y) \)), if there is \( E \in \mathcal{E} \) and \( \pi' \in \Pi \) such that \( \pi(x) \land E(x,y) \land \pi'(y) \models \neg \alpha(x,y) \) and \( g(E, \pi') \neq 0 \).
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The idea is that for a structure $A$, the 2-types that are realized between $A_\pi$ and $A_{\pi'}$ can be viewed as a 2-color bipartite graph $G = (A_\pi, A_{\pi'}, E_1, \ldots, E_t, \overline{E}_i, \ldots, \overline{E}_t)$, where the direction of the edges are ignored. Moreover, a pair $(a, b)$ has 2-type $E$ if and only if $(b, a)$ has 2-type $\overline{E}$. Thus, if $A \models \phi$, the graph $G$ is a complete $L_\pi\overline{L}_\pi$-biregular graph.

Now we are ready to define the formula $\text{consistent}_2(\bar{X})$. We enumerate all the 1-types $\pi_1, \ldots, \pi_n$ and define $\text{consistent}_2$ as follows:

$$\text{consistent}_2(\bar{X}) := \bigwedge_{1 \leq i \leq n} \text{c-reg}_{M_\pi, |\bar{M}_\pi|}(\bar{X}_{\pi_i}) \land \bigwedge_{1 \leq i < j \leq n} \text{c-bireg}_{L_{\pi_j}|\overline{L}_{\pi_i}}(\bar{X}_{\pi_i}, \bar{X}_{\pi_j}). \quad (4)$$

The formula $\text{consistent}_1(\bar{X})$ is Presburger definable by inspection, while $\text{consistent}_2(\bar{X})$ is Presburger definable using Lemmas 2 and 3. The correctness comes directly from the following lemma.

$\textbf{Lemma 6.}$ For every structure $A \models \phi$, $\text{consistent}_1(\bar{N}) \land \text{consistent}_2(\bar{N})$ holds, where $\bar{N} = (|A_\pi, g_1|, \ldots, |A_\pi, g_m|)$. Conversely, for every $\bar{N}$ such that $\text{consistent}_1(\bar{N}) \land \text{consistent}_2(\bar{N})$ holds, there is $A \models \phi$ such that $\bar{N} = (|A_\pi, g_1|, \ldots, |A_\pi, g_m|)$.

$\textbf{Proof.}$ Let $\phi$ be in Scott normal form as in (1). As before, $\Pi = \{\pi_1, \pi_2, \ldots, \pi_n\}$ denote the set of all 1-types and $E = \{E_1, \pi_1, \pi_2, \pi_3, \ldots, \pi_t\}$ the set of all 2-types, where $E_i(x,y) = E_i(y,x)$ for each $1 \leq i \leq t$. Recall that each 2-type $E$ contains the predicate $x \neq y$ and that $G = \{g_1, \ldots, g_m\}$ is the set of all good functions.

Note that for $\pi, \pi' \in \Pi$ and $E \in E$, the conjunction $\pi(x) \land E(x,y) \land \pi'(y)$ corresponds to a boolean assignment of the atomic predicates in $\alpha(x,y)$. Thus, either $\pi(x) \land E(x,y) \land \pi'(y) \models \alpha(x,y)$ or $\pi(x) \land E(x,y) \land \pi'(y) \models \neg \alpha(x,y)$. Similarly, $\pi(x) \land x = y \models \alpha(x,y)$ or $\pi(x) \land x = y \models \neg \alpha(x,y)$.

We first prove the first statement in the lemma. Let $A \models \phi$. Partition $A$ into $A_{\pi, g}$'s. We will show that $\text{consistent}_1(\bar{X}) \land \text{consistent}_2(\bar{X})$ holds when each $X_{\pi, g}$ is assigned with the value $|A_{\pi, g}|$.

Since $A \models \forall x \forall y \alpha(x,y)$, by definition $A_{\pi, g} = \emptyset$, whenever $\pi$ and $g$ are incompatible. Thus, $\text{consistent}_1(\bar{X})$ holds.

Next, we will show that $\text{consistent}_2(\bar{X})$ holds. Let $\pi \in \Pi$. By definition of $A_\pi$, $A_\pi$ is a complete $M_{\pi, |\bar{M}_\pi|}$-regular digraph $G = (V, E_1, \ldots, E_t)$, with size $(|A_\pi, g_1|, \ldots, |A_\pi, g_m|)$. Thus, by Lemma 3, $\text{c-reg}_{M_{\pi, |\bar{M}_\pi|}}(\bar{X}_x)$ holds.

For $\pi_i, \pi_j \in \Pi$, where $i < j$, the structure $A$ restricted to $A_{\pi_i}$ and $A_{\pi_j}$ can be viewed as a complete $L_{\pi_i}|\overline{L}_{\pi_j}$-biregular graph $G = (U, V, E_1, \ldots, E_t, \overline{E}_i, \ldots, \overline{E}_t)$, where $U = A_{\pi_i}$ and $V = A_{\pi_j}$, and for each $1 \leq i < t$, we have the interpretation denoted (by a slight abuse of notation) as $E_i$ consist of all pairs $(a, b) \in A_{\pi_i} \times A_{\pi_j}$, whose 2-type is $E_i$, and similarly for $\overline{E}_i$. By Lemma 2, $\text{c-bireg}_{L_{\pi_j}|\overline{L}_{\pi_i}}(\bar{X}_{\pi_i}, \bar{X}_{\pi_j})$ holds.

Now we prove the second statement. Suppose $\text{PRES}_{\phi}$ holds. By definition, there exists an assignment to the variables in $X$ such that $\text{consistent}_1(\bar{X}) \land \text{consistent}_2(\bar{X})$ holds. Absuring notation as we often do in this work, we denote the value assigned to each $X_{\pi, g}$ by the variable $X_{\pi, g}$ itself.

For each $(\pi, g)$, we have a set $V_{\pi, g}$ with cardinality $X_{\pi, g}$. We denote by $V_{\pi} = \bigcup_g V_{\pi, g}$. We construct a structure $A$ that satisfies $\phi$ as follows.

- The domain is $A = \bigcup_{\pi} V_{\pi, g}$.
- For each $\pi \in \Pi$, for each $a \in V_{\pi}$, the unary atomic formulas on $a$ are defined such that the 1-type of $a$ becomes $\pi$. 
For each $\pi \in \Pi$, the binary predicates on $(u, v) \in V_\pi \times V_\pi$ are defined as follows. Since $c\text{-}\text{reg}_{M_\pi}^{\bar{X}_\pi}(\bar{X}_\pi)$ holds, there is a complete $M_\pi|\bar{X}_\pi$-regular digraph $G = (V_\pi, E_1, \ldots, E_t)$ with size $\bar{X}_\pi$. The edges $E_1, \ldots, E_t$ define precisely the 2-types among elements in $V_\pi$.

For each $\pi_i, \pi_j$, where $i < j$, the binary predicates on $(u, v) \in V_{\pi_i} \times V_{\pi_j}$ are defined as follows. Since $c\text{-}\text{bireg}_{M_\pi}^{\bar{V}_\pi}(\bar{X}_\pi, \bar{X}_\pi)$ holds, there is a $L_\pi|\bar{X}_\pi$-biregular graph $G = (V_{\pi_i}, V_{\pi_j}, E_1, \ldots, E_t, \bar{E}_1, \ldots, \bar{E}_t)$ with size $\bar{X}_\pi|\bar{X}_\pi$. The edges $E_1, \ldots, E_t, \bar{E}_1, \ldots, \bar{E}_t$ define precisely the 2-types on $(u, v) \in V_{\pi_i} \times V_{\pi_j}$.

We first show that $A \models \forall x \forall y \alpha(x, y)$. Indeed, suppose there exist $u, v \in A$ such that $\pi(u) \land E(u, v) \land \pi'(v) \not= \alpha(u, v)$. By definition, there is $g$ such that $u \in V_{\pi,g}$ and $g(E, \pi') \not= 0$. Thus, $V_{\pi,g} \not= \emptyset$. This also means that $\pi$ is incompatible with $g$, which implies that $X_{\pi,g} = 0$ by consistent$(\bar{X})$, thus, contradicts the assumption that $V_{\pi,g} \not= \emptyset$.

Next, we show that $A \models \bigwedge_{i=1}^k \forall x \exists S_i^g \beta_i(x, g) \land x \not= g$. Note that $G = \{g_1, \ldots, g_m\}$ consists of only good functions. Thus, for every $g \in G$, for every $\beta_i$, the sum $\sum \pi \sum \beta_i(x, g) \in E \ g(E, \pi)$ is an element in $S_i$.

4 Proof ideas for Lemmas 2 and 3

We now discuss the proof of the main biregular graph lemmas. Due to space constraints, we deal only with the 1-color case, which gives the flavor of the arguments. The general case, which is much more involved, is deferred to the full version of this paper.

This section is organized as follows. In Subsection 4.1 we will focus on a relaxation of Lemma 2 where the requirement being complete is dropped. This will then be used to prove the complete case in Subsection 4.2. Finally, in Subsection 4.3 we present a brief explanation on how to modify the proof for the biregular graphs to the one for regular digraphs.

4.1 The case of incomplete 1-color biregular graphs

This subsection is devoted to the proof of the following lemma. 

\textbf{Lemma 7.} For every $A \in \mathbb{N}_{\infty,+}^{1 \times m}$ and $B \in \mathbb{N}_{\infty,+}^{1 \times n}$, there exists (effectively computable) existential Presburger formula $\text{bireg}_{A,B}(\bar{x}, \bar{y})$ such that for every $(M, \bar{N}) \in \mathbb{N}_{\infty}^m \times \mathbb{N}_{\infty}^n$ the following holds: there is an $A|B$-biregular graph with size $\bar{M}|\bar{N}$ if and only if $\text{bireg}_{A,B}(M, \bar{N})$ holds in $\mathcal{N}_\infty$.

The desired formula $c\text{-}\text{bireg}_{A,B}(\bar{x}, \bar{y})$ for complete biregular graphs will be defined using the formula $\text{bireg}_{A,B}(\bar{x}, \bar{y})$.

We will use the following notations. The term vectors always refer to row vectors, and we usually use $\bar{a}, \bar{b}, \ldots$ (possibly indexed) to denote them. We write $(\bar{a}, \bar{b})$ to denote the vector $\bar{a}$ concatenated with $\bar{b}$. Obviously 1-row matrices can be viewed as row vectors. For $\bar{a} = (a_1, \ldots, a_k) \in \mathbb{N}_{\infty}^k$, we write $\bar{a}^{+p}$ to denote the vector $(a_1^{+p}, \ldots, a_k^{+p})$.

Matrix entries of the form $a^{+p}$ are called periodic entries. Otherwise, they are called fixed entries. By grouping the entries according to whether they are fixed/periodic, we write a 1-row matrix $M$ as $(\bar{a}, \bar{b}^{+p})$, where $\bar{a}$ and $\bar{b}^{+p}$ correspond to the fixed and periodic entries in $M$. Matrices that contain only fixed (or, periodic) entries are written as $\bar{a}$ (or, $\bar{a}^{+p}$).

To specify $A|B$-biregular graphs, we write $(\bar{a}, \bar{b}^{+p})(\bar{c}, \bar{d}^{+p})$-biregular graph, where $A = (\bar{a}, \bar{b}^{+p})$ and $B = (\bar{c}, \bar{d}^{+p})$. Similarly, when, say, $A$ contains only fixed entries, it is written as $\bar{a}(\bar{c}, \bar{d}^{+p})$-biregular. The size of $(\bar{a}, \bar{b}^{+p})(\bar{c}, \bar{d}^{+p})$-biregular graph is written as $(\bar{M}_0, \bar{M}_1)(\bar{N}_0, \bar{N}_1)$, where the lengths of $\bar{M}_0, \bar{M}_1, \bar{N}_0, \bar{N}_1$ are the same as $\bar{a}, \bar{b}, \bar{c}, \bar{d}$, respectively. The other cases, when some of $\bar{a}, \bar{b}^{+p}, \bar{c}, \bar{d}^{+p}$ are omitted, are treated in similar manner.
As before, we will write \( \bar{x}, \bar{y} \) (possibly indexed) to denote a vector of variables. We write \( \bar{1} \) to denote the vector with all components being 1. We use \( \cdot \) to denote the standard dot product between two vectors. To avoid being repetitive, when dot products are performed, it is implicit that the vector lengths are the same. In particular, \( \bar{x} \cdot \bar{1} \) is the sum of all the components in \( \bar{x} \).

We now outline the proof of Lemma 7, focusing only on the case where there is no infinite degree in the matrices. The case where such a degree exists is similar but simpler. Without loss of generality, we can also assume that none of the fixed entries are zero. For vectors \( M_0, M_1, \bar{N}_0, \bar{N}_1 \) with the same length as \( \bar{a}, \bar{b}, \bar{c}, \bar{d} \), respectively, we say that \( (M_0, M_1)(\bar{N}_0, \bar{N}_1) \) is big enough for \((\bar{a}, \bar{b}) (\bar{c}, \bar{d})\), if the following holds:

(a) \( M_0 \cdot \bar{1} + M_1 \cdot \bar{1} + \bar{N}_0 \cdot \bar{1} + \bar{N}_1 \cdot \bar{1} \geq 2\delta_{\max}^2 + 3 \),

(b) \( M_1 \cdot \bar{1} \geq \delta_{\max}^2 + 1 \),

(c) \( \bar{N}_1 \cdot \bar{1} \geq \delta_{\max}^2 + 1 \).

Here \( \delta_{\max} \) is \( \max(p, \bar{a}, \bar{b}, \bar{c}, \bar{d}) \) – that is, the maximal element among \( p \) and the components in \( \bar{a}, \bar{b}, \bar{c}, \bar{d} \). When \( \bar{b}^{i\cdot p} \) or \( \bar{d}^{i\cdot p} \) are missing, the same notion can be defined by dropping condition (b) or (c), respectively. For example, we say that \( M|\bar{N} \) is big enough for \( \bar{a}|\bar{b} \), if \( M \cdot \bar{1} + \bar{N} \cdot \bar{1} \geq 2\delta_{\max}^2 + 3 \), where \( \delta_{\max} = \max(\bar{a}, \bar{b}) \). Similarly, \( (M_0, M_1)|\bar{N} \) is big enough for \((\bar{a}, \bar{b}) (\bar{c}, \bar{d})\), if \( M_0 \cdot \bar{1} + M_1 \cdot \bar{1} + \bar{N} \cdot \bar{1} \geq 2\delta_{\max}^2 + 3 \), and \( M_1 \cdot \bar{1} \geq \delta_{\max}^2 + 1 \), where \( \delta_{\max} = \max(p, \bar{a}, \bar{b}, \bar{c}) \).

The proof idea is as follows. We first construct a formula that deals with big enough sizes. Then, we construct a formula for each of the cases when one of the conditions (a), (b), or (c) is violated. The interesting case will be when condition (b) is violated. This means that the number of vertices with degrees from \( \bar{b}^{i\cdot p} \) is fixed, and they can be “encoded” inside the Presburger formula.

We start with the big enough case. When there are only fixed entries, we will use the following lemma.

**Lemma 8.** For \( M|\bar{N} \) big enough for \( \bar{a}|\bar{b} \), there is a \( \bar{a}|\bar{b} \)-biregular graph with size \( M|\bar{N} \) if and only if \( M \cdot \bar{a} = \bar{N} \cdot \bar{b} \).

**Proof.** Note that if we have a biregular graph with the desired outdegrees on the left, then the total number of edges must be \( M \cdot \bar{a} \), and similarly the total number of edges considering the requirement for vertices on the right, we see that the total number of edges must be \( \bar{N} \cdot \bar{b} \). Thus this condition is always a necessary one, regardless of whether \( M|\bar{N} \) is big enough.

When both \( M \) and \( \bar{N} \) do not contain \( \infty \), [13, Lemma 7.2] shows that when \( M|\bar{N} \) is big enough for \( \bar{a}|\bar{b} \), the converse holds: \( M \cdot \bar{a} = \bar{N} \cdot \bar{b} \) implies that there is a \( \bar{a}|\bar{b} \)-biregular graph with size \( M|\bar{N} \). We briefly mention the proof idea there, which we will also see later (e.g., in the proof of Lemma 9). There is a preliminary construction that handles the requirement on vertices on one side in isolation, leaving the vertices on the right with outdegree 1. A follow-up construction merges vertices on the right in order to ensure the necessary number of incoming edges on the right. In doing so we exploit the “big enough” property in order to avoid merging two nodes on the right with a common adjacent edge on the left.

We will now prove that the condition is also sufficient when either \( M \) or \( \bar{N} \) contains \( \infty \). So assume \( M \cdot \bar{a} = \bar{N} \cdot \bar{b} \), and thus both \( M, \bar{N} \) contain \( \infty \).

We construct an \( \bar{a}|\bar{b} \)-biregular graph \( G = (U, V, E) \) with size \( M|\bar{N} \) as follows. Let \( \bar{a} = (a_1, \ldots, a_m) \) and \( \bar{b} = (b_1, \ldots, b_n) \). Let \( M = (M_1, \ldots, M_m) \) and \( \bar{N} = (\bar{N}_1, \ldots, \bar{N}_n) \). We pick pairwise disjoint sets \( U_1, \ldots, U_m \), where each \(|U_i| = M_i \) and \( V_1, \ldots, V_n \), where \(|V_i| = N_i \). We set \( U = \bigcup_i U_i \) and \( V = \bigcup_i V_i \).

The edges are constructed as follows. For each \( i \leq i \leq m \), when \(|U_i| \) is finite, we make each vertex \( u \in U_i \) have degree \( a_i \), as follows. For each \( 1 \leq j \leq t \), we pick \( a_i \) “new” vertices from some infinite set \( V_i \) – that is, vertices that are not adjacent to any edge, and connect them to \( u \). Likewise, for each vertex \( v \in V_i \) when \(|V_i| \) is finite. After performing this, every
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There exists a vertex in infinite $U_i$ and $V_i$ has degree $a_i$ and $b_i$, respectively, and every vertex in infinite sets $U_i$ and $V_i$ has degree at most 1.

Finally, we iterate the following process. For every infinite $U_i$, if $u \in U_i$ has degree other than $a_i$, we change the degree to $a_i$ by picking “new” vertices from some infinite set $V_i$, and connect them to $u$ by an appropriate number of edges. Likewise, we can make each vertex $v$ in infinite $V_i$ to have degree $b_i$. Note that in any iteration, for every infinite set $U_i$, the degree of a vertex $u \in U_i$ is either $a_i$, 1, or 0. Likewise, in any iteration, for every infinite set $V_i$, the degree of a vertex $v \in V_i$ is either $b_i$, 1, or 0. Since there is an infinite supply of vertices, there are always new vertices that can be picked in any iteration.

Now we move to the case where the entries are still big enough, but some of the entries are periodic on one side. Then we consider the following formula $\Psi_{(\bar{a}, \bar{b}, p)}(\bar{c}, \bar{x}_0, \bar{x}_1, \bar{y})$:

$$\exists z \ (z \neq \infty) \land (\bar{a} \cdot \bar{x}_0 + \bar{b} \cdot \bar{x}_1 + pz = \bar{c} \cdot \bar{y}).$$

Note that if $G = (U, V, E)$ is a $(\bar{a}, \bar{b}, p)|\bar{c}$-biregular graph with size $(\bar{M}_0, \bar{M}_1)|\bar{N}$, then the number of edges $|E|$ should equal the sum of the degrees of the vertices in $U$, which is $\bar{a} \cdot \bar{M}_0 + \bar{b} \cdot \bar{M}_1 + pz$ for some integer $z \geq 0$. Since this quantity must equal the sum of the degrees of the vertices in $V$, which is $\bar{c} \cdot \bar{N}$, we again conclude that this formula is a necessary condition – regardless of whether the entries are big enough. We again show the converse.

**Lemma 9.** For $(\bar{M}_0, \bar{M}_1)|\bar{N}$ big enough for $(\bar{a}, \bar{b}, p)|\bar{c}$ the following holds. There is a $(\bar{a}, \bar{b}, p)|\bar{c}$-biregular graph with size $(\bar{M}_0, \bar{M}_1)|\bar{N}$ if and only if $\Psi_{(\bar{a}, \bar{b}, p)}(\bar{c}, \bar{M}_0, \bar{M}_1, \bar{N})$ holds.

**Proof.** Assume that $\Psi_{(\bar{a}, \bar{b}, p)}(\bar{c}, \bar{M}_0, \bar{M}_1, \bar{N})$ holds. As before, abusing notation, we denote the value assigned to variable $z$ by $z$ itself. Suppose $\bar{a} \cdot \bar{M}_0 + \bar{b} \cdot \bar{M}_1 + pz = \bar{N} \cdot \bar{c}$. Since $(\bar{M}_0, \bar{M}_1)|\bar{N}$ is big enough for $(\bar{a}, \bar{b}, p)|\bar{c}$, it follows immediately that $(\bar{M}_0, \bar{M}_1, z)|\bar{N}$ is big enough for $(\bar{a}, \bar{b}, p)|\bar{c}$. Applying Lemma 8, there is a $(\bar{a}, \bar{b}, p)|\bar{c}$-biregular graph with size $(\bar{M}_0, \bar{M}_1, z)|\bar{N}$. That is, we have a graph that satisfies our requirements, but there is an additional partition class $Z$ on the left of size $z$ where the number of adjacent vertices is $p$, rather than being $\bar{b}, p$ as we require. Let $G = (U, V, E)$ be such a graph, and let $U = U_0 \cup U_1 \cup Z$, where $U_0$, $U_1$, and $Z$ are the sets of vertices whose degrees are from $\bar{a}$, $\bar{b}$, and from $p$. Note that $|U_0| = \bar{M}_0 \cdot 1$, $|U_1| = \bar{M}_1 \cdot 1$ and $|Z| = z$.

We will construct a $(\bar{a}, \bar{b}, p)|\bar{c}$-biregular graph with size $(\bar{M}_0, \bar{M}_1)|\bar{N}$. The idea is to merge the vertices in $Z$ with vertices in $U_1$. Let $z_0 \in Z$. The number of vertices in $U_1$ reachable from $z_0$ in distance 2 is at most $\delta_{\text{max}}^2$. Since $(\bar{M}_0, \bar{M}_1)|\bar{N}$ is big enough for $(\bar{a}, \bar{b}, p)|\bar{c}$, we have $|U_1| = \bar{M}_1 \cdot 1 \geq \delta_{\text{max}}^2 + 1$. Thus, there is a vertex $u \in U_1$ not reachable in distance 2. We merge $z_0$ and $u$ into one vertex. Since the degree of $z_0$ is $p$, such merging increases the degree of $u$ by $p$, which does not break our requirement. We perform such merging for every vertex in $Z$.

Finally, we turn to the big enough case where there are periodic entries on both sides. There we will deal with the following formula $\Psi_{(\bar{a}, \bar{b}, p)}(\bar{c}, \bar{d}, p)(\bar{x}_0, \bar{x}_1, \bar{y}_0, \bar{y}_1)$:

$$\exists z_1 \exists z_2 \ (z_1 \neq \infty) \land (z_2 \neq \infty) \land (\bar{a} \cdot \bar{x}_0 + \bar{b} \cdot \bar{x}_1 + pz_1 = \bar{c} \cdot \bar{y}_0 + \bar{d} \cdot \bar{y}_1 + pz_2).$$

**Lemma 10.** For $(\bar{M}_0, \bar{M}_1)(\bar{N}_0, \bar{N}_1)$ big enough for $(\bar{a}, \bar{b}, p)(\bar{c}, \bar{d}, p)$ the following holds: there exists a $(\bar{a}, \bar{b}, p)(\bar{c}, \bar{d}, p)$-biregular graph with size $(\bar{M}_0, \bar{M}_1)(\bar{N}_0, \bar{N}_1)$ if and only if $\Psi_{(\bar{a}, \bar{b}, p)(\bar{c}, \bar{d}, p)}(\bar{M}_0, \bar{M}_1, \bar{N}_0, \bar{N}_1)$ holds.
Proof. As before, the “only if” part is straightforward, so we focus on the “if” part. Suppose \( \Psi_{(\bar{a}, \bar{b}^+p)}((\bar{c}, \bar{d})^p)}(M_0, M_1, N_0, N_1) \) holds. Thus, \( \bar{a} \cdot M_0 + \bar{b} \cdot M_1 + p z_1 = \bar{c} \cdot N_0 + \bar{d} \cdot N_1 + p z_2 \). If \( z_1 \geq z_2 \), then the equation can be rewritten as \( \bar{a} \cdot M_0 + \bar{b} \cdot M_1 + p (z_1 - z_2) = \bar{c} \cdot N_0 + \bar{d} \cdot N_1 \).

By Lemma 9, there is a \((\bar{a}, \bar{b}^+p)\)(\(\bar{c}, \bar{d}\))\-biregular graph with size \((M_0, M_1)(N_0, N_1)\), which of course, is also \((\bar{a}, \bar{b}^+p)\)(\(\bar{c}, \bar{d}^p\))\-biregular. The case when \( z_2 \geq z_1 \) is symmetric.

The previous lemmas give formulas that capture the existence of 1-color biregular graphs for big enough sizes. We now turn to sizes that are not big enough – that is, when one of the conditions (a), (b) or (c) is violated. When condition (a) is violated, we have restricted the total size of the graph, and thus we can write a formula that simply enumerate all possible valid sizes. We will consider the case when condition (b) is violated, with the case where condition (c) is violated being symmetric.

If (b) is violated we can fix the value of \( M_1 \cdot \bar{1} \) as some \( r \), and it suffices to find a formula that works for this \( r \). The idea is that a fixed number of vertices in a graph can be “encoded” as formulas. For \( \bar{a} = (a_1, \ldots, a_k) \), \( \bar{b} = (b_1, \ldots, b_l) \), \( \bar{c} = (c_1, \ldots, c_m) \) and \( d = (d_1, \ldots, d_n) \), and for integer \( r \geq 0 \), define the formula \( \Phi_r^{(\bar{a}, \bar{b}^+p)}((\bar{c}, \bar{d}^p)}(\bar{x}_0, \bar{x}_1, \bar{y}_0, \bar{y}_1) \) as follows:

1. when \( r = 0 \), let \( \Phi_r^{(\bar{a}, \bar{b}^+p)}((\bar{c}, \bar{d}^p)}(\bar{x}_0, \bar{x}_1, \bar{y}_0, \bar{y}_1) := \bar{x}_1 \cdot \bar{1} = 0 \land \Psi_{\bar{a}((\bar{c}, \bar{d}^p)}(\bar{x}_0, \bar{y}_0, \bar{y}_1) \),

where \( \Psi_{\bar{a}((\bar{c}, \bar{d}^p)}(\bar{x}_0, \bar{y}_0, \bar{y}_1) \) is as defined in equation (5);

2. when \( r \geq 1 \), let \( \bar{x}_1 = (x_{1,1}, \ldots, x_{1,k}) \) and

\[
\Phi_r^{(\bar{a}, \bar{b}^+p)}((\bar{c}, \bar{d}^p)}(\bar{x}_0, \bar{x}_1, \bar{y}_0, \bar{y}_1) := \\
\exists \bar{z}_0 \exists \bar{z}_1 \exists \bar{z}_2 \exists \bar{z}_3 \exists \bar{s} \exists i \left( (x_{1,i} \neq 0) \land (b_i + ps = z_1 \cdot 1 \cdot z_3 \cdot 1) \land (s \neq 0) \right) \\
\land (z_0 + z_1 = y_0) \land (z_2 + z_3 = y_1) \\
\land \Phi_{r-1}^{(\bar{a}, \bar{b}^+p)}((\bar{c}, \bar{d}^p)}(\bar{x}_0, \bar{x}_1 - \bar{e}_i, \bar{z}_0, \bar{z}_1, \bar{z}_2, \bar{z}_3),
\]

where \( \bar{e}_i \) denotes the unit vector (with length \( k \)) where the \( i \)-th component is 1, and the lengths of \( \bar{z}_0 \) and \( \bar{z}_1 \) are the same as \( \bar{y}_0 \), and the lengths of \( \bar{z}_2 \) and \( \bar{z}_3 \) are the same as \( \bar{y}_1 \).

The motivation for these formulas will be explained in the proof of the following lemma.

\textbf{Lemma 11.} For every \( \bar{a}, \bar{b}, \bar{c}, \bar{d} \), every integer \( r \geq 0 \) and every \( M_0, M_1, N_0, N_1 \) such that

1. \( M_0 \cdot \bar{1} + N_0 \cdot \bar{1} + N_1 \cdot \bar{1} \geq 2 \delta_\text{max}^2 + 3 \),

2. \( N_1 \cdot \bar{1} \geq \delta_\text{max}^2 + 1 \),

3. \( M_1 \cdot \bar{1} = r \),

where \( \delta_\text{max} = \max(p, \bar{a}, \bar{c}, \bar{d}) \), the following holds: there is a \((\bar{a}, \bar{b}^+p)\)(\(\bar{c}, \bar{d}^p\))\-biregular graph with size \((M_0, M_1)(N_0, N_1) \) if and only if \( \Phi_r^{(\bar{a}, \bar{b}^+p)}((\bar{c}, \bar{d}^p)}(M_0, M_1, N_0, N_1) \) holds.

\textbf{Proof.} The proof is by induction on \( r \). The base case \( r = 0 \) follows from Lemma 9, so we focus on the induction step.

We begin with the “only if” direction, which provides the intuition for these formulas. Suppose \( G = (U, V, E) \) is a \((\bar{a}, \bar{b}^+p)\)(\(\bar{c}, \bar{d}^p\))\-biregular graph with size \((M_0, M_1)(N_0, N_1) \) We let \( U = U_{0,1} \cup \cdots \cup U_{0,k} \cup U_{1,1} \cup \cdots \cup U_{1,l} \), where \( M_0 = (|U_{0,1}|, \ldots, |U_{0,k}|) \) and \( M_1 = (|U_{1,1}|, \ldots, |U_{1,l}|) \). Likewise, we let \( V = V_{0,1} \cup \cdots \cup V_{0,m} \cup V_{1,1} \cup \cdots \cup V_{1,n} \), where \( N_0 = (|V_{0,1}|, \ldots, |V_{0,m}|) \) and \( N_1 = (|V_{1,1}|, \ldots, |V_{1,n}|) \).

Since we are not in the base case, we can assume \( M_1 \cdot \bar{1} = \sum_{i=1}^l |U_{1,i}| = r \neq 0 \). Thus we can fix some \( i \) with \( 1 \leq i \leq l \) such that \( U_{1,i} \neq 0 \), and fix also some \( u \in U_{1,i} \). Based on this \( u \), we define, for each \( 1 \leq j \leq m \), \( Z_{0,j} \) to be the set of vertices in \( V_{0,j} \) adjacent to \( u \). For each \( 1 \leq j \leq n \) we let \( Z_{1,j} \) be the set of vertices in \( V_{1,j} \) adjacent to \( u \). Figure 1 illustrates the situation.

If we omit the vertex \( u \) and all its adjacent edges, we have the following:
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Thus, we have a

Note also that

We prove from this that a biregular graph of the appropriate size exists. Note that the

We can check that the sizes allow us to apply the induction hypothesis to this graph, keeping in mind that the sizes on the left have now decreased by one. We conclude that

We prove from this that a biregular graph of the appropriate size exists. Note that the hypothesis requires that

and such that
1. for every $1 \leq i \leq m$, the degree of vertices in $V_{0,j}$ and $V_{1,j}$ are $c_j$ and $c_j - 1$, respectively;
2. for every $1 \leq i \leq n$, the degree of vertices in $V_{2,j}$ and $V_{3,j}$ are $d_j + p$ and $(d_j - 1) + p$, respectively.

Note also that $z_0 = (|V_{0,1}|, \ldots, |V_{0,m}|)$, $z_1 = (|V_{1,1}|, \ldots, |V_{1,m}|)$, $z_2 = (|V_{2,1}|, \ldots, |V_{2,m}|)$, and $z_3 = (|V_{3,1}|, \ldots, |V_{3,m}|)$.

Let $u$ be a fresh vertex. We can construct a $(\bar{a}, \bar{b} + p)(\bar{c}, \bar{d} + p)$-biregular graph $G' = (U \cup \{u\}, V, E')$, by connecting the vertex $u$ with every vertex in $V_1 \cup V_3$. Note that the formula states that $\bar{z}_1 = \bar{1} + \bar{z}_2 \cdot \bar{1} = b + ps$, which equals to $|V_1| + |V_3|$, thus, the degree of $u$ is $b_i + ps$, which satisfies our requirement for a vertex to be in $U_i$. Since prior to the connection, the degrees of $V_{1,j}$ and $V_{3,j}$ are $c_j - 1$ and $(d_j - 1) + p$, after connecting $u$ with each vertex in $V_1 \cup V_3$, their degrees become $c_j$ and $d_j + p$. That is, the right side vertices now have the desired degrees, i.e., $G'$ is $(\bar{a}, \bar{b} + p)(\bar{c}, \bar{d} + p)$-biregular. Moreover, $\bar{z}_0 + \bar{z}_1 = \bar{N}_0$ and $\bar{z}_2 + \bar{z}_3 = \bar{N}_1$.

Thus, the resulting graph $G'$ has size $(\bar{M}_0, \bar{M}_1)(\bar{N}_0, \bar{N}_1)$.

The formula $\text{bireg}_{(\bar{a}, \bar{b} + p),(\bar{c}, \bar{d} + p)}(\bar{x}_0, \bar{x}_1, \bar{y}_0, \bar{y}_1)$ characterizing the sizes of $(\bar{a}, \bar{b} + p)(\bar{c}, \bar{d} + p)$-biregular graphs can be defined by combining all the cases described above.

### 4.2 Proof of Lemma 2 for 1-color graphs (the complete case)

We now turn to bootstrapping the biregular case to add the completeness requirement imposed in Lemma 2. Let $\bar{a} = (a_1, \ldots, a_k)$, $\bar{b} = (b_1, \ldots, b_l)$, $\bar{c} = (c_1, \ldots, c_m)$ and $\bar{d} = (d_1, \ldots, d_n)$. Let $\bar{x}_0 = (x_{0,1}, \ldots, x_{0,k})$, $\bar{x}_1 = (x_{1,1}, \ldots, x_{1,l})$, $\bar{y}_0 = (y_{0,1}, \ldots, y_{0,m})$, and $\bar{y}_1 = (y_{1,1}, \ldots, y_{1,n})$.

The formula $\text{c-bireg}_{(\bar{a}, \bar{b} + p),(\bar{c}, \bar{d} + p)}(\bar{x}_0, \bar{x}_1, \bar{y}_0, \bar{y}_1)$ for the sizes of complete $(\bar{a}, \bar{b} + p)(\bar{c}, \bar{d} + p)$-biregular graphs is the conjunction of $\text{bireg}_{(\bar{a}, \bar{b} + p),(\bar{c}, \bar{d} + p)}(\bar{x}_0, \bar{x}_1, \bar{y}_0, \bar{y}_1)$ such that

1. for every $1 \leq i \leq k$, if $x_{0,i} \neq 0$, then $y_{0} \cdot \bar{1} + y_{1} \cdot \bar{1} = a_i$;
2. for every $1 \leq i \leq l$, if $x_{1,i} \neq 0$, then $y_{0} \cdot \bar{1} + y_{1} \cdot \bar{1} = b_i + pz_i$, for some $z_i$;
3. for every $1 \leq i \leq m$, if $y_{0,i} \neq 0$, then $x_{0} \cdot \bar{1} + x_{1} \cdot \bar{1} = c_i$;
4. for every $1 \leq i \leq n$, if $y_{1,i} \neq 0$, then $x_{0} \cdot \bar{1} + x_{1} \cdot \bar{1} = d_i + pz_i$, for some $z_i$.

To understand these additional conditions, consider a complete biregular graph meeting the cardinality specification. The completeness criterion for 1-color graphs implies that each element on the left is connected to every element on the right. Thus if the size of a partition required to have fixed outdegree $a_i$ is non-empty, we must have that $a_i$ is exactly the cardinality of the number of elements on the right. This is what is captured in the first item. If we have non-empty size for a partition whose outdegree is constrained to be $b_i$ plus a multiple of $p$, then the total number of elements on the right must be $b_i$ plus a multiple of $p$. This is what the second item specifies. Considering elements on the left motivates the third and fourth item. Thus we see that these conditions are necessary.

Suppose $\text{c-bireg}_{(\bar{a}, \bar{b} + p),(\bar{c}, \bar{d} + p)}(\bar{M}_0, \bar{M}_1, \bar{M}_0, \bar{M}_1)$ holds. Then, there is a $(\bar{a}, \bar{b} + p)(\bar{c}, \bar{d} + p)$-biregular graph $G = (U, V, E)$ with size $(\bar{M}_0, \bar{M}_1)(\bar{N}_0, \bar{N}_1)$, which are not necessarily complete. Note that $\bar{N}_0 \cdot \bar{1} + \bar{N}_1 \cdot \bar{1}$ is precisely the number of vertices in $V$. The first item states that the existence of a vertex $u$ with degree $a_i$ implies $u$ is adjacent to every vertex in $V$. Now, suppose there is a vertex $u \in U$ with degree $b_i + p$. If $u$ is not adjacent to every vertex in $V$, then we can add additional edges so that $u$ is adjacent to every vertex in $V$. The second item states that $|V| = b_i + p$. Thus, adding such edges is legal, since the degree of $u$ stays $b_i + p$.

We can make vertices in $V$ adjacent to every vertex in $U$ using the same argument.
4.3 The proof for regular digraphs

Recall that in the prior argument we consider only digraphs without any self-loop. Thus, a digraph can be viewed as a bipartite graph by splitting every vertex $u$ into two vertices, where one is adjacent to all the incoming edges, and the other to all the outgoing edges. Thus, $A|B$-regular digraphs with size $\bar{M}$ can be characterized as $A|B$-biregular graphs with size $\bar{M}|\bar{M}$. For more details, see [13, Section 8].

5 Extensions and applications

A type/behavior profile for a model $M$ is the vector of cardinalities of the sets $A_{\pi,g}$ computed in $M$, where $\pi$ ranges of 1-types and $g$ over behavior functions (for a fixed $\phi$). Recall that in the proof Theorem 4 we actually showed, in Lemma 6, that we can obtain existential Presburger formulas which define exactly the vectors of integers that arise as the type/behavior profiles of models of $\phi$. The domain of the model can be broken up as a disjoint union of sets $A_{\pi,g}$, and thus its cardinality is a sum of numbers in this vector. We can thus add one additional integer variable $x_{\text{total}}$ in $\text{PRES}_\phi$, which will be free, with an additional equation stating that $x_{\text{total}}$ is the sum of all $X_{\pi,g}$'s. This allows us to conclude definability of the spectrum.

▶ Theorem 12. From an $\text{FO}_2^{\text{Pres}}$ sentence $\phi$, we can effectively construct a Presburger formula $\psi(n)$ such that $\mathcal{N} \models \psi(n)$ exactly when $n$ is the size of a finite structure that satisfies $\phi$, and similarly a formulas $\psi_{\infty}(n)$ such that $\mathcal{N}_{\infty} \models \psi_{\infty}(n)$ exactly when $n$ is the size of a finite or countably infinite model of $\phi$.

We say that $\phi$ has $\text{NP}$ data complexity of (finite) satisfiability if there is a non-deterministic algorithm that takes as input a set of ground atoms $A$ and determines whether $\phi \land \bigwedge A$ is satisfiable, running in time polynomial in the size of $A$. Pratt-Hartmann [20] showed that $C^2$ formulas have $\text{NP}$ data complexity of both satisfiability and finite satisfiability. Following the general approach to data complexity from [20], while plugging in our Presburger characterization of $\text{FO}_2^{\text{Pres}}$, we can show that the same data complexity bound holds for $\text{FO}_2^{\text{Pres}}$.

▶ Theorem 13. $\text{FO}_2^{\text{Pres}}$ formulas have $\text{NP}$ data complexity of satisfiability and finite satisfiability.

Proof. We give only the proof for finite satisfiability. We will follow closely the approach used for $C^2$ in Section 4 of [20], and the terminology we use below comes from that work.

Given a set of facts $D$, our algorithm guesses a set of facts (including equalities) on elements of $D$, giving us a finite set of facts $D^+$ extending $D$, but with the same domain as $D$. We check that our guess is consistent with the universal part $\alpha$ and such that equality satisfies the usual transitivity and congruence rules.

Now consider 1-types and 2-types with an additional predicate Observable. Based on this extended language, we consider good functions as before, and define the formulas $\text{consistent}_1$ and $\text{consistent}_2$ based on them. 1-types with that contain the predicate Observable will be referred to as observable 1-types. The restriction of a behavior function to observable 1-types will be called an observable behavior. Given a structure $M$, an observable one-type $\pi$, and an observable behavior function $g_0$, we let $M_{\pi,g_0}$ be the elements of $M$ having 1-type $\pi$ and observable behavior $g_0$, and we analogously let $D_{\pi,g_0}$ be the elements of $D$ whose 1-type and behavior in $D^+$ match $\pi$ and $g_0$. 
We declare that all elements in $A$ are in the predicate Observable. Add to the formulas $\text{consistent}_1$ and $\text{consistent}_2$ additional conjuncts stating that for each observable 1-type $\pi$ and for each observable behavior function $g_0$, the total sum of the number of elements with 1-type $\pi$ and a behavior function $g$ extending $g_0$ (i.e., the cardinality of $M_{\pi,g_0}$) is the same as $|D_{\pi,g_0}|$, with the cardinality being counted modulo equalities of $D^+$. At this point our algorithm returns true exactly when the sentence obtained by existentially quantifying this extended set of conjuncts is satisfiable in the integers. The solving procedure is certainly in $\text{NP}$. In fact, since the number of variables is fixed, with only the constants varying, it is in $\text{PTIME}$ [17].

We argue for correctness, focusing on the proof that when the algorithm returns true we have the desired model. Assuming the constraints above are satisfied, we get a graph, and from the graph we get a model $M$. $M$ will clearly satisfy $\phi$, but its domain does not contain the domain of $D$. Letting $O$ be the elements of $M$ satisfying Observable, we know, from the additional constraints imposed, that the cardinality of $O$ matches the cardinality of the domain of $D$ modulo the equalities in $D^+$, and for each observable 1-type $\pi$, and observable behavior $g_0$, $|M_{\pi,g_0}| = |D_{\pi,g_0}|$.

Fix an isomorphism $\lambda$ taking each $M_{\pi,g_0}$ to (equality classes of) $D_{\pi,g_0}$. Create $M'$ by redefining $M$ on $O$ by connecting pairs $(o_1,o_2)$ via $E$ exactly when $\lambda(o_1),\lambda(o_2)$ are connected via $E$ in $D^+$. We can thus identify $O$ with $D^+$ modulo equalities in $M'$.

Clearly $M'$ now satisfies $D$. To see that $M'$ satisfies $\phi$, we simply note that since all of the observable behaviors are unchanged in moving from an element $e$ in $M$ to the corresponding element $\lambda(e)$ in $M'$, and every such $e$ modified has an observable type, it follows that the behavior of every element in $M$ is unchanged in moving from $M$ to $M'$. Since the 1-types are also unchanged, $M'$ satisfies $\phi$. $\triangleright$

Note that the data complexity result here is best possible, since even for $\text{FO}^2$ the data complexity can be $\text{NP}$-hard [20].

## 6 Conclusion

We have shown that we can extend the powerful language two-variable logic with counting to include ultimately periodic counting quantifiers without sacrificing decidability, and without losing the effective definability of the spectrum of formulas within Presburger arithmetic. We believe that by refining our proof we can obtain a $2\text{NEXPTIME}$ bound on complexity. However the only lower bound we know of is $\text{NEXPTIME}$, inherited from $\text{FO}^2$. We leave the analysis of the exact complexity for future work.
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1 Introduction

One of the appealing features of regular languages for finite alphabets is the robustness of the notion: it can be characterised by many equivalent models of automata (one-way, two-way, deterministic, nondeterministic, alternating, etc.), regular expressions, finite semigroups, or monadic second-order logic. A similar robustness appears for transducers, see [11] for a survey; particularly for the class of regular string-to-string functions, which can be characterised using deterministic two-way transducers, streaming string transducers, or MSO transductions.

This robustness vanishes for infinite alphabets. We consider infinite alphabets that are constructed using an infinite set $A$ of atoms, also called data values. Atoms can only be compared for equality. The literature for infinite alphabets is full of depressing diagrams like [15, Figure 1] or [6, p. 24], which describe countless models that satisfy only trivial relationships such as deterministic $\subseteq$ nondeterministic, one-way $\subseteq$ two-way, etc.

This lack of robustness has caused several authors to ask if there is a notion of “regular language” for infinite alphabets; see [3, p. 703] or [4, p. 2]. This question was probably rhetorical, with the assumed answer being “no”. In this paper, we postulate a “yes” answer. The main theme is register automata, as introduced by Kaminski and Francez [13], but with
the single-use restriction, which says that immediately after a register is used, its value is destroyed. As we show in this paper, many automata constructions, which fail for unrestricted register automata, start to work again in the presence of the single-use restriction.

Before describing the results in the paper, we illustrate the single-use restriction.

**Example 1.** Consider the language “there are at most three distinct letters in the input word, not counting repetitions”, over alphabet \( A \). There is a natural register automaton which recognises this language: use three registers to store the distinct atoms that have been seen so far, and if a fourth atom comes up, then reject. This automaton, however, violates the single-use restriction, because each new input letter is compared to all the registers.

Here is a solution that respects the single-use restriction. The idea is that once the automaton has seen three distinct letters \( a, b, c \), it stores them in six registers as explained in the picture on the right. Assume that a new input letter \( d \) is read. The behaviour of the automaton (when it already has three atoms in its registers) is explained in the flowchart in Figure 1.

A similar flowchart is used for the corner cases when the automaton has seen less than three letters so far.

Our first main result, Theorem 6 (in Section 3), says that the following models recognise the same languages over infinite alphabets:
1. deterministic one-way single-use automata;
2. deterministic two-way single-use automata;
3. orbit-finite monoids [5];
4. rigidly guarded mso\(\sim\) [9];
5. string-to-boolean regular list functions with atoms.

The equivalence of the models in items 3 and 4 was shown in [9]; the remaining models and their equivalences are new (item 5 is an extension of the regular list functions from [7]).

Just like their classical versions, one-way and two-way single-use automata are equivalent as language acceptors, but they are no longer equivalent as transducers. For example, a two-way single-use transducer can reverse the input string, which is impossible for a one-way single-use transducer. In Sections 4 and 5 we develop the theory of single-use transducers:

In Section 4, we investigate single-use one-way transducers. For finite alphabets, one of the most important results about one-way transducers is the Krohn-Rhodes Theorem [14], which says that every Mealy machine (which is a length preserving one-way transducer) can be decomposed into certain “prime” Mealy machines. We show that the same can be done for infinite alphabets, using a single-use extension of Mealy machines. The underlying prime machines are all the machines from the original Krohn-Rhodes theorem, plus one additional register machine which moves atoms to later positions.

In Section 5, we investigate single-use two-way transducers, and show that the corresponding class of string-to-string functions enjoys similar robustness properties as the languages discussed in Theorem 6, with four models being equivalent.
1. single-use two-way transducers;
2. an atom extension of streaming string transducers [2];
3. string-to-string regular list functions with atoms;
4. compositions of certain “prime two-way machines” (Krohn & Rhodes style).

We also show other good properties of the string-to-string functions in the above items, including closure under composition (which follows from item 4) and decidable equivalence.

Summing up, the single-use restriction allows us to identify languages and string-to-string functions with infinite alphabets, which share the robustness and good mathematical theory usually associated with regularity for finite alphabets.

Due to space constraints, and a large number of results, virtually all of the proofs are in an appendix. We use the available space to explain and justify the many new models that are introduced.

2 Automata and transducers with atoms

For the rest of the paper, fix an infinite set $A$, whose elements are called atoms. Atoms will be used to construct infinite alphabets. Intuitively speaking, atoms can only be compared for equality. It would be interesting enough to consider alphabets of the form $A \times \Sigma$, for some finite $\Sigma$, as is typically done in the literature on data words [4, p. 1]. However, in the proofs, we use more complicated sets, such as the set $A^2$ of pairs of atoms, the set $A + \{\top, \bot\}$ obtained by adding two endmarkers to the atoms, or the co-product (i.e. disjoint union) $A^2 + A^3$. This motivates the following definition.

Definition 2. A polynomial orbit-finite set is any set that can be obtained from $A$ and singleton sets by means of finite products and co-products (i.e. disjoint unions).

We only care about properties of such sets that are stable under atom automorphisms, as described below. Define an atom automorphism to be any bijection $A \to A$. (This notion of automorphism formalises the intuition that atoms can only be compared for equality). Atom automorphisms form a group. There is a natural action of this group on polynomial

---

The name “orbit-finite” is used because the above definition is a special case of orbit-finite sets discussed later in the paper, and the name “polynomial” is used to underline that the sets are closed under products and co-products.
orbit-finite sets: for elements of $A$ we apply the atom automorphism, for singleton sets the action is trivial, and for other polynomial orbit-finite sets the action is lifted inductively along $+$ and $\times$ in the natural way. Let $\Sigma$ and $\Gamma$ be sets equipped with an action of the group of atom automorphisms – in particular, these could be polynomial orbit-finite sets. A function $f : \Sigma \to \Gamma$ is called equivariant if $f(\pi(x)) = \pi(f(x))$ holds for every $x \in \Sigma$ and every atom automorphism $\pi$. The general idea is that equivariant functions can only talk about equality of atoms. In the case of polynomial orbit-finite sets, equivariant functions can also be finitely represented using quantifier-free formulas [6, Lemma 1.3].

The model. We now describe the single-use machine models discussed in this paper. There are four variants: machines can be one-way or two-way, and they can recognise languages or compute string-to-string functions. We begin with the most general form – two-way string-to-string functions – and define the other models as special cases.

The machine reads the input string, extended with left and right endmarkers $\downarrow, \uparrow$. It uses registers to store atoms that appear in the input string. A register can store either an atom, or the undefined value $\bot$. The single-use restriction, which is highlighted in bold below, says that a register is set to $\bot$ immediately after being used.

\begin{definition}
The syntax of a two-way single-use transducer\footnote{Unless otherwise noted, all transducers and automata considered in this paper are deterministic. The theory of nondeterministic single-use models seems to be less appealing.} consists of

- input and output alphabets $\Sigma$ and $\Gamma$, both polynomial orbit-finite sets;
- a finite set of states $Q$, with a distinguished initial state $q_0 \in Q$;
- a finite set $R$ of register names;
- a transition function which maps each state $q \in Q$ to an element of:

\[
\begin{array}{c}
\text{questions} \\
\text{question that is asked}
\end{array} \times 
\begin{array}{c}
(Q \times \text{actions}) \\
\text{what to do if the question has a yes answer}
\end{array} \times 
\begin{array}{c}
(Q \times \text{actions}) \\
\text{what to do if the question has a no answer}
\end{array}
\]

where the allowed questions and actions are taken from the following toolkit:

1. Questions.
   a. Apply an equivariant function $f : \Sigma + \{\downarrow, \uparrow\} \to \{\text{yes, no}\}$ to the letter under the head, and return the answer.
   b. Are the atoms stored in registers $r_1, r_2$ equal and defined? If any of these registers is undefined, then the run immediately stops and rejects\footnote{By remembering in the state which registers are defined, one can modify an automaton so that this never happens.}. This question has the side effect of setting the values of $r_1$ and $r_2$ to $\bot$.

2. Actions.
   a. Apply an equivariant function $f : \Sigma + \{\downarrow, \uparrow\} \to A + \bot$ to the letter under the head, and store the result in register $r \in R$.
   b. Apply an equivariant function $f : A^k \to \Gamma$ to the contents of distinct registers $r_1, \ldots, r_k \in R$, and append the result to the output string. If any of the registers is undefined, stop and reject. This action has the side effect of setting the values of $r_1, r_2, \ldots, r_k$ to $\bot$.
   c. Move the head to the previous/next input position.
   d. Accept/reject and finish the run.
\end{definition}
The semantics of the transducer is a partial function from strings over the input alphabet to strings over the output alphabet. Consider a string of the form $\vdash w \dashv$ where $w \in \Sigma^*$. A configuration over such a string consists of (a) a position in the string; (b) a state; (c) a register valuation, which is a function of type $R \to \mathbb{A}^+ \perp$; (d) an output string, which is a string over the output alphabet. A run of the transducer is defined to be a sequence of configurations, where consecutive configurations are related by applying the transition function in the natural way. The output of a run is defined to be the contents of the output string in the last configuration. An accepting configuration is one which executes the accept action from item 2d – accepting configurations have no successors. The initial configuration is a configuration where the head is over the left endmarker $\vdash$, the state is the initial state, the register valuation maps all registers to the undefined value, and the output string is empty. An accepting run is a run that begins in the initial configuration and ends in an accepting one. By determinism, there is at most one accepting run. The semantics of the transducer is defined to be the partial function $\Sigma^* \to \Gamma^*$, which inputs $w \in \Sigma^*$ and returns the output of the accepting run over $\vdash w \dashv$. If there is no accepting run, $f(w)$ has no value.

Special cases. A one-way single-use transducer is the special case of Definition 3 which does not use the “previous” action from item 2c. A two-way single-use automaton is the special case which does not use the output actions from item 2b. The language recognised by such an automaton is defined to be the set of words which admit an accepting run. A one-way single-use automaton is the special case of a two-way single-use automaton, which does not use the “previous” action from item 2c.

3 Languages recognised by single-use automata

In this section we discuss languages recognised by single-use automata. The main result is that one-way and two-way single-use automata recognise the same languages, and furthermore these are the same languages that are recognised by orbit-finite monoids [5], the logic rigidly guarded mso$\sim$ [9], and a new model called regular list functions with atoms, that will be defined in Section 5.

Orbit-finite monoids. We begin by defining orbit-finite sets and orbit-finite monoids, which play an important technical role in this paper. For more on orbit-finite sets, see the lecture notes [6]. For a tuple $\bar{a} \in \mathbb{A}^*$, an $\bar{a}$-automorphism is defined to be any atom automorphism that maps $\bar{a}$ to itself. Consider set $X$ equipped with an action of the group of atom automorphisms. We say that $x \in X$ is supported by a tuple of atoms $\bar{a} \in \mathbb{A}^*$ if $\pi(x) = x$ holds for every $\bar{a}$-automorphism $\pi$. We say that a subset of $X$ is $\bar{a}$-supported if it is an $\bar{a}$-supported element of the powerset of $X$; similarly we define supports of relations and functions. We say that $x$ is finitely supported if it is supported by some tuple $\bar{a} \in \mathbb{A}^*$. Define the $\bar{a}$-orbit of $x$ to be its orbit under the action of the group of $\bar{a}$-automorphisms.

Definition 4 (Orbit-finite sets). Let $X$ be a set equipped with an action of atom automorphisms. A subset $Y \subseteq X$ is called orbit-finite if (a) every element of $Y$ is finitely supported; and (b) there exists some $\bar{a} \in \mathbb{A}^*$ such that $Y$ is a union of finitely many $\bar{a}$-orbits.
An equivariant orbit-finite set is the special case where the tuple \( \bar{a} \) in item (b) is empty. The polynomial orbit-finite sets from Section 2 are a special case of equivariant orbit-finite sets\(^4\). The following notion was introduced in [5, Section 3].

\[\textbf{Definition 5 (Orbit-finite monoid).} \text{ An orbit-finite monoid is a monoid where the underlying set is orbit-finite, and the monoid operation is finitely supported. If } \Sigma \text{ is an orbit-finite set, then we say that a language } L \subseteq \Sigma^* \text{ is recognised by an orbit-finite monoid } M \text{ if there is a finitely supported monoid morphism } h : \Sigma^* \to M \text{ and a finitely supported accepting set } F \subseteq M \text{ such that } L \text{ contains exactly the words whose image under } h \text{ belongs to } F.\]

In this paper, we are mainly interested in the case where both the morphism and the accepting set are equivariant. In this case, it follows that the alphabet \( \Sigma \), the image of the morphism, and the recognised language all also have to be equivariant.

The structural theory of orbit-finite monoids was first developed in [5], where it was shown how the classical results about Green’s relations for finite monoids extend to the orbit-finite setting. This theory was further investigated in [9], including a lemma stating that every orbit-finite group is necessarily finite. In the full version of this paper we build on these results, to prove an orbit-finite version of the Factorisation Forest Theorem of Simon [17, Theorem 6.1], which is used in proofs of Theorems 6 and 12.

**Main theorem about languages.** We are now ready to state Theorem 6, which is our main result about languages.

\[\textbf{Theorem 6.} \text{ Let } \Sigma \text{ be a polynomial orbit-finite set. The following conditions are equivalent for every language } L \subseteq \Sigma^*: \]

1. \( L \) is recognised by a single-use one-way automaton;
2. \( L \) is recognised by a single-use two-way automaton;
3. \( L \) is recognised by an orbit-finite monoid, with an equivariant morphism and an equivariant accepting set;
4. \( L \) can be defined in the rigidly guarded MSO\(^{-}\) logic;
5. \( L \)'s characteristic function \( \Sigma^* \to \{\text{yes, no}\} \) is an orbit-finite regular list function.

The equivalence of items 4 and 3 has been proved in [9, Theorems 4.2 and 5.1], and since we do not use rigidly guarded MSO\(^{-}\) outside of this theorem, we do not give a definition here (see [9, Section 3]). The orbit-finite regular list functions from item 5 will be defined in Section 5. The proof outline for Theorem 6 is given in the following diagram.

All equivalences in the theorem are effective, i.e. there are algorithms implementing the conversions between any of the models.

The single-use restriction is crucial in the theorem. Automata without the single-use restriction – call them multiple-use – only satisfy the trivial inclusions:

\[^4\text{The converse does not hold – there exist sets that are equivariant orbit finite but not polynomial orbit finite e. g. the set of unordered pairs of atoms: } \{(a, b) \mid a, b \in \mathbb{A}, a \neq b\}.\]
Two-way multiple-use automata have an undecidable emptiness problem [15, Theorem 5.3]. For one-way (even multiple-use) automata, emptiness is decidable and even tractable in a suitable parametrised understanding [6, Corollary 9.12]. We leave open the following question: given a one-way multiple-use automaton, can one decide if there is an equivalent automaton that is single-use (by Theorem 6, it does not matter whether one-way or two-way)?

3.1 From two-way automata to orbit-finite monoids

In this section, we show the implication $2 \Rightarrow 3$ of Theorem 6. (This is the only proof presented in the conference version of the paper – we chose it, because it illustrates the importance of the single-use restriction). The implication states that the language of every single-use two-way automaton can also be recognised by an equivariant homomorphism into an orbit-finite monoid. In the proof, we use the Shepherdson construction for two-way automata [16] and show that, thanks to the single-use restriction, it produces monoids which are orbit-finite.

Consider a two-way single-use automaton, with $k$ registers and let $Q$ be the set of its states. For a string over the input alphabet (extended with endmarkers), define its Shepherdson profile to be the function of the type

$$Q \times (\mathbb{A} + \bot)^k \times \{\leftarrow, \rightarrow\}$$

that describes runs of the automaton in the natural way (see [16, Proof of Theorem 2]). The run is taken until the automaton either exits the string from either side, accepts, or enters an infinite loop. By the same reasoning as in Shepherdson’s proof, one can equip the set of Shepherdson profiles with a monoid structure so that the function which maps a word to its Shepherdson profile becomes a monoid homomorphism. We use the name Shepherdson monoid for the resulting monoid (it only contains the “achievable” profiles – the image of $\Sigma^*$).

It is easy to see that whether a word is accepted depends only on an equivariant property of its Shepherdson profile, and therefore the language recognised by the automaton is also recognised by the Shepherdson monoid.

It remains to show that the Shepherdson monoid is orbit-finite, which is the main part of the proof. Unlike the arguments so far, this part of the proof relies on the single-use restriction. To illustrate this, we give an example of a one-way automaton that is not single-use and whose Shepherdson monoid is not orbit-finite.

Example 7. Consider the language over $\mathbb{A}$ of words whose first letter appears again. This language is not recognised by any orbit-finite monoid [6, Exercise 91], but it is recognised by a multiple-use one-way automaton, which stores the first letter in a register, and then compares this register with all remaining letters of the input word. For this automaton, the Shepherdson profile needs to remember all of the distinct letters that appear in the word. In particular, if two words have different numbers of distinct letters, then their Shepherdson profiles cannot be in the same orbit. Since input strings can contain arbitrarily many distinct letters, the Shepherdson monoid of this automaton is not orbit-finite.
Lemma 8. For every single-use two-way automaton there is some $N \in \mathbb{N}$ such that every Shepherdson profile is supported by at most $N$ atoms.

Before proving the lemma, we use it to show that the Shepherdson monoid is orbit-finite. In the full version of the paper, we show that if an equivariant set consists of functions from one orbit-finite set to another orbit-finite set (as is the case for the underlying set in the Shepherdson monoid) and all functions in the set have supports of bounded size (as is the case thanks to Lemma 8), then the set is orbit-finite. This leaves us with proving Lemma 8.

Proof. Define a transition in a run to be a pair of consecutive configurations. Each transition has a corresponding question and action. A transition in a run is called important if its question or action involves a register that has not appeared in any action or question of the run. The number of important transitions is bounded by $k$ – the number of registers. The crucial observation, which relies on the single-use restriction, is that if the input word, head position, and state are fixed (but not the register valuation), then the sequence of actions in the corresponding run depends only on the answers to the questions in the important transitions. This is described in more detail below.

Fix a choice of the following parameters: (a) a string over the input alphabet that might contain endmarkers; (b) an entry point of the automaton – either the left or the right end of the word; (c) a state of the automaton. We do not fix the register valuation. For a register valuation $\eta$, define $\rho(\eta)$ to be the run which begins in the configuration described by the parameters (abc) together with $\eta$, and which is maximal, i.e. it ends when the automaton either accepts, rejects, or tries to leave the fixed string. For $i \in \{0, 1, \ldots, k\}$ define $\alpha_i(\eta)$ to be the sequence of actions that are performed in the maximal prefix of the run $\rho(\eta)$ which uses at most $i$ important transitions. The crucial observation that was stated at the beginning of this proof is that once the parameters (abc) are fixed, then the sequence of actions $\alpha_i(\eta)$ depends only on the answers to the questions asked in the first $i$ important transitions. In particular, the function $\alpha_i$ has at most $2^i$ possible values. Furthermore, by a simple induction on $i$, one can show the following claim.

Claim 9. The function $\alpha_i$ is supported by at most $2^{i+1}$ atoms.

Since there are at most $k$ important transitions in a run, the above claim implies that, for every fixed choice of parameters (abc), at most $2^{k+1}$ atoms are needed to support the function which maps $\eta$ to the sequence of actions in the run $\rho(\eta)$. In the arguments for the Shepherdson profile for a fixed word $w$, parameter (b) can have two values (first or last position) and parameter (c) can have at most $|Q|$ values. Therefore, at most $2|Q|2^{k+1}$ atoms are needed to support the function which takes an argument as in the Shepherdson profile, and returns the sequence of actions in the corresponding run. The lemma follows.

4 A Krohn-Rhodes decomposition of one-way transducers with atoms

In this section, we present a decomposition result for single-use one-way transducers, which is a version of the celebrated Krohn-Rhodes Theorem [14, p. 454]. We think that this result gives further evidence for the good structure of single-use models. In the next section, we give a similar decomposition result for two-way single-use transducers which will be used to prove the equivalence of several other characterisations of the two-way model.

We begin by describing the classical Krohn-Rhodes Theorem. A Mealy machine is a deterministic one-way length-preserving transducer, which is obtained from a deterministic finite automaton by labelling transitions with output letters and ignoring accepting states.
The Krohn-Rhodes Theorem says that every function computed by a Mealy machine is a composition of functions computed by certain prime Mealy machines (which are called reversible and reset in [1, Chapter 6]). In this section, we prove a version of this theorem for orbit-finite alphabets; this version relies crucially on the single-use restriction. To distinguish the original model of Mealy machines from the single-use model described below, we will use the name classical Mealy machine for the Mealy machines in the original Krohn-Rhodes Theorem, i.e. the alphabets and state spaces are finite.

Define a single-use Mealy machine to have the same syntax as in Definition 3, with the following differences: there are no “next/previous” actions from item 2c, but the output action from item 2b has the side effect of moving the head to the next position. A consequence is that a Mealy machine is length-preserving, i.e. it outputs exactly one letter for each input position. Furthermore, there are no endmarkers and no “accept” or “reject” actions from item 2d; the automaton begins in the first input position and accepts immediately once its head leaves the input word from the right.

Example 10. Define atom propagation to be the following length-preserving function. The input alphabet is $A + \{\epsilon, \downarrow\}$ and the output alphabet is $A + \bot$. If a position $i$ in the input string has label $\downarrow$ and there is some (necessarily unique) position $j < i$ with an atom label such that all positions strictly between $j$ and $i$ have label $\epsilon$, then the output label of position $i$ is the atom in input position $j$. For all other input positions, the output label is $\bot$. Here is an example of atom propagation:

<table>
<thead>
<tr>
<th>input</th>
<th>1 2 $\epsilon$ $\epsilon$ $\downarrow$ $\downarrow$ 3 $\epsilon$ $\epsilon$ $\downarrow$ $\downarrow$</th>
</tr>
</thead>
<tbody>
<tr>
<td>output</td>
<td>$\bot$ $\bot$ $\bot$ $\bot$ 2 $\bot$ $\bot$ $\bot$ $\bot$ 3 $\bot$ $\bot$</td>
</tr>
</tbody>
</table>

Atom propagation is computed by a single-use Mealy machine, which stores the most recently seen atom in a register, and outputs the register at the nearest appearance of $\downarrow$.

The following example illustrates some of the technical difficulties with single-use Mealy machines: It is often useful to consider a Mealy machine that computes the run of another Mealy machine i.e. decorate every input position with the state and the register valuation that the Mealy machine will have after reading the input up to (but not including) that position. As shown in the following example the single-use restriction makes this construction impossible.

Example 11. Consider the single-use Mealy machine that implements the atom propagation function from Example 10. This machine has only one register. Every time it sees an atom value, it stores the value in the register and every time it sees $\downarrow$, and the register is non-empty, the machine outputs the register’s content. We claim that the run of this machine cannot be computed by a Mealy machine. If it could, we would be able to use it to construct a Mealy machine that given a word over $A$, equips every position with the atom from the first position. This would easily lead to a construction of a single-use automaton for the language “the first letter appears again” (from Example 7) which, as we already know, is impossible.

The Krohn-Rhodes Theorem, both in its original version and in our orbit-finite version below, says that every Mealy machine can be decomposed using two types of composition:

$\Sigma^* \xrightarrow{f} \Gamma^* \xrightarrow{g} \Delta^*$ sequential $\Sigma_1^* \xrightarrow{f_1} \Gamma_1^* \xrightarrow{g_2} \Delta_2^*$ parallel $\Sigma_2^* \xrightarrow{f_2} \Gamma_2^* \xrightarrow{g_2} \Delta_2^*$

The sequential composition is simply function composition. The parallel composition – which only makes sense for length preserving functions – applies the function $f_i$ to the $i$-th projection of the input string.
Theorem 12. Every total function computed by a single-use Mealy machine can be obtained, using sequential and parallel composition, from the following prime functions:

1. Length-preserving homomorphisms. Any function of type $\Sigma^* \to \Gamma^*$, where $\Sigma$ and $\Gamma$ are polynomial orbit-finite, obtained by lifting to strings an equivariant function of type $\Sigma \to \Gamma$.

2. Classic Mealy machines. Any function computed by a classical Mealy machine.


By the original Krohn-Rhodes theorem, classical Mealy machines can be further decomposed. Define a composition of primes to be any function that can be obtained from the prime functions by using a parallel and sequential composition. In this terminology, Theorem 12 says that every function computed by a single-use Mealy machine is a composition of primes. In the full version of the paper we show that the converse is also true: every prime function is computed by a single-use Mealy machine, and single-use Mealy machines are closed under both kinds of composition.

Decomposition of single-use one-way transducers. A Mealy machine is the special case of a single-use one-way transducer which is length preserving, and does not see an endmarker. A corollary of Theorem 12 is that, in order to generate all total functions computed by single-use one-way transducers, it is enough to add two items to the list of prime functions from Theorem 12: (a) a function $w \mapsto w^\dagger$ which appends an endmarker, and (b) equivariant homomorphisms over polynomial orbit-finite alphabets that are not necessarily length-preserving.

5 Two-way single-use transducers

In this section, we turn to two-way single-use transducers. For them, we show three other equivalent models: (a) compositions of certain two-way prime functions; (b) an atom variant of the streaming string transducer (sst) model of Alur and Černý from [2]; and (c) an atom variant of the regular string functions from [7]. We believe that the atom variants of items (b) and (c), as described in this section, are the natural atom extensions of the original models; and the fact that these extensions are all equivalent to single-use two-way transducers is a further validation of the single-use restriction.

We illustrate the transducer models using the functions from the following example.

Example 13. Consider some polynomial orbit-finite alphabet $\Sigma$. The input and output alphabets are the same, namely $\Sigma$ extended with a separator symbol $. Define map reverse (respectively, map duplicate) to be the function which reverses (respectively, duplicates) every string between consecutive separators, as in the following examples:

$12|345|678|9 \mapsto 21|543|876|9$

$12|345|678|9 \mapsto 1212|345345|678678|99$

Both functions can be computed by single-use two-way transducers. These functions will be included in the prime functions for two-way single-use transducers, as discussed in item (a) at the beginning of this section.

This function accounts for the fact that a one-way transducer (contrary to a Mealy machine) may perform some computation and produce some output at the end of the input word.
Streaming string transducers with atoms. A streaming string transducer with atoms has two types of registers: atom registers \( r, s, \ldots \) which are the same as in Definition 3, and string registers \( A, B, C, \ldots \) which are used to store strings over the output alphabet. Both kinds of registers are subject to the single-use restriction, which is highlighted in bold in the following definition.

▶ Definition 14 (Streaming string transducer with atoms). Define the syntax of a streaming string transducer (\( \text{sst} \)) with atoms in the same way as a one-way single-use transducer (variant of Definition 3), except that the model is additionally equipped with a finite set of string registers, with a designated output string register. The actions are the same as for one-way single-use transducers except that the output action is replaced by two kinds of actions:

1. Apply an equivariant function \( f : A^k \rightarrow \Gamma \) to the contents of distinct registers \( r_1, \ldots, r_k \in R \), and put the result into string register \( A \) (overwriting its previous contents). If any of these registers is undefined, then the run immediately stops and rejects. This action has the side effect of setting the values of \( r_1, r_2, \ldots, r_k \) to \( \perp \).
2. Concatenate string registers \( A \) and \( B \), and put the result into string register \( C \). This action has the side effect of setting \( A \) and \( B \) to the empty string.

The output of a streaming string transducer is defined to be the contents of the designated output register when the “accept” action is performed. In the atomless case, when no atom registers are allowed and the input and output alphabets are finite, the above definition is equivalent to the original definition of streaming string transducers from [2].

▶ Example 15. Consider the map reverse function from Example 13, with alphabet \( A \). To compute it, we use two string registers \( A \) and \( B \), with the output register being \( B \). When reading an atom \( a \in A \), the transducer executes an action \( A := aA \). (This action needs to be broken into simpler actions as in Definition 14 and requires auxiliary registers). When reading a separator symbol, the automaton executes action \( B := B \mid A \), which erases the content of register \( A \). Similar idea works for map duplicate – it uses two copies of register \( A \).

Regular list functions with atoms. Our last model is based on the regular list functions from [7]. Originally, the regular list functions were introduced to characterise two-way transducers (over finite alphabets), in terms of simple prime functions and combinators [7, Theorem 6.1]. The following definition extends the original definition\(^6\) in only two ways: we add an extra datatype \( A \) and an equality test \( \text{eq} : A^2 \rightarrow \{\text{yes}, \text{no}\} \).

▶ Definition 16 (Regular list functions with atoms). Define the datatypes to be sets which can be obtained from \( A \) and singleton sets, by applying constructors for products \( \tau \times \sigma \), co-products \( \tau + \sigma \) and lists \( \tau^* \). The class of regular list functions with atoms is the least class which:

1. contains all equivariant constant functions;
2. contains all functions from Figure 2, and an equality test \( \text{eq} : A^2 \rightarrow \{\text{yes}, \text{no}\} \);
3. is closed under applying the following combinators:
   a. \( \text{comp} \) function composition \( (f, g) \mapsto f \circ g \);
   b. \( \text{pair} \) function pairing \( (f_0, f_1) \mapsto (x \mapsto (f_0(x), f_1(x))) \);
   c. \( \text{cases} \) function co-pairing \( (f_0, f_1) \mapsto ((i, a) \mapsto f_i(a)) \);
   d. \( \text{map} \) lifting functions to lists \( f \mapsto ([a_1, \ldots, a_n] \mapsto [f(a_1), \ldots, f(a_n)]) \).

\(^6\) In [7], the group product operation has output type \( G^* \), while this paper uses \((G \times \sigma)^* \). This difference is due to an error in [7].
project$_i$ : $(\sigma_0 \times \sigma_1) \rightarrow \sigma_i$
projection $(a_0, a_1) \mapsto a_i$

coproject$_i$ : $\sigma_i \rightarrow (\sigma_0 + \sigma_1)$
coprojection $a_i \mapsto (i, a_i)$

distr : $(\sigma_1 + \sigma_2) \times \tau \rightarrow (\sigma_1 \times \tau) + (\sigma_2 \times \tau)$
distribution $((i, a), b) \mapsto (i, (a, b))$

reverse : $\sigma^* \rightarrow \sigma^*$
list reverse $[a_1, \ldots, a_n] \mapsto [a_n, \ldots, a_1]$

concat : $(\sigma \times \sigma^*) \rightarrow \sigma^*$
list concatenation, defined by $[] \mapsto []$ and $[a] \cdot l \mapsto a \cdot \text{concat}(l)$

append : $(\sigma \times \sigma^*) \rightarrow \sigma^*$
append, defined by $(a, l) \mapsto [a] \cdot l$

coappend : $\sigma \rightarrow (\sigma \times \sigma^*) + \perp$
the opposite of append, defined by $[] \mapsto (1, \perp)$ and $[a] \cdot l \mapsto (0, (a, l))$

block : $(\sigma + \tau)^* \rightarrow (\sigma^* + \tau^*)^*$
group the list into maximal connected blocks from $\sigma^*$ or $\tau^*$

group : $(G \times \sigma)^* \rightarrow (G \times \sigma)^*$
$(g_1, a_1), \ldots, (g_n, a_n) \mapsto [(1, a_1), (g_1, a_2), (g_1 g_2, a_3), \ldots, (g_1 \cdots g_{n-1}, a_n)]$

Figure 2 For every datatypes $\tau, \tau_0, \tau_1, \sigma$, every finite group $G$, and every $i \in \{0, 1\}$ the above functions are regular list functions with atoms.

Every polynomial orbit-finite set is a datatype (actually, polynomial orbit-finite sets are exactly the datatypes that do not use lists), and therefore it makes sense to talk about regular list functions with atoms that describe string-to-string functions with input and output alphabets that are polynomial orbit-finite sets. Also, one can consider string-to-boolean functions – they describe languages, and are the model mentioned in item 5 of Theorem 6.

Example 17. We show that map reverse from Example 13 is a regular list function with atoms. Consider an input string, say

$[1, 2, |, 3, 4, 5, |, 6, 7, 8, |, 9] \in (A + |)^*$.

Apply the prime block function, yielding

$[[1, 2], [|, |], [3, 4, 5], [|], [6, 7, 8], [|], [9]] \in (A^* + |)^*$.

Using the cases and map combinators, apply reverse to all list items, yielding

$[[2, 1], [|], [5, 4, 3], [|], [8, 7, 6], [|], [9]] \in (A^* + |)^*$.

To get the final output, apply concat. A similar idea works for map duplicate, except we need to derive the string duplication function:

$w \mapsto (w, [w]) \mapsto append [w, w] \mapsto concat w w$

Equivalence of the models. The main result of this section is that all models described above are equivalent, and furthermore admit a decomposition into prime functions in the spirit of the Krohn-Rhodes theorem. Since the functions discussed in this section are no longer length-preserving, the Krohn-Rhodes decomposition uses only sequential composition.
Theorem 18. The following conditions are equivalent for every total function $f : \Sigma^* \rightarrow \Gamma^*$, where $\Sigma$ and $\Gamma$ are polynomial orbit-finite sets:

1. $f$ is computed by a two-way single-use transducer;
2. $f$ is computed by a streaming string transducer with atoms;
3. $f$ is a regular list function with atoms;
4. $f$ is a sequential composition of functions of the following kinds:
   a. single-use Mealy machines;
   b. equivariant homomorphisms that are not necessarily length-preserving;
   c. map reverse and map duplicate functions from Example 13.

In the future, we plan to extend the above theorem with one more item, namely a variant of MSO transductions based on rigidly guarded $\text{MSO}^\prec$. The models in items 3 and 4 are closed under sequential composition, and therefore the same is true for the models in items 1 and 2; we do not know any direct proof of composition closure for items 1 and 2, which contrasts the classical case without atoms [8, Theorem 2]. The Krohn-Rhodes decomposition from item 4, in the case without atoms, was present implicitly in [7]; in this paper we make the decomposition explicit, extend it to atoms, and leverage it to get a relatively simple proof of Theorem 18. Even for the reader interested in transducers but not atoms, our Krohn-Rhodes-based proof of Theorem 18 might be of some independent interest.

Here are some immediate corollaries of Theorem 18:

1. Every function in item 4 is computed by a two-way single-use transducer which is reversible in the sense of [10, p. 2]; hence two-way single-use transducers can be translated into reversible ones.
2. Since the equivalence in Theorem 18 also works for functions with yes/no outputs, it follows that items 2 and 5 in Theorem 6 are equivalent.
3. If $f$ is a transducer from the class described in Theorem 18, then the language class described in Theorem 6 is preserved under inverse images of $f$.

All conversions between the models in Theorem 18 are effective. Our last result concerns the equivalence problem for these models, which is checking if two transducers compute the same function. Using a reduction to the equivalence problem for copyful streaming string transducers without atoms [12, p. 81], we prove the following result:

Theorem 19. Equivalence is decidable for streaming string transducers with atoms (and therefore also for every other of the equivalent models from Theorem 18).
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Abstract

We investigate the connection between properties of formal languages and properties of their generating series, with a focus on the class of holonomic power series. We first prove a strong version of a conjecture by Castiglione and Massazza: weakly-unambiguous Parikh automata are equivalent to unambiguous two-way reversal bounded counter machines, and their multivariate generating series are holonomic. We then show that the converse is not true: we construct a language whose generating series is algebraic (thus holonomic), but which is inherently weakly-ambiguous as a Parikh automata language. Finally, we prove an effective decidability result for the inclusion problem for weakly-unambiguous Parikh automata, and provide an upper-bound on its complexity.

2012 ACM Subject Classification  Theory of computation – Formal languages and automata theory; Mathematics of computing – Generating functions

Keywords and phrases  generating series, holonomicity, ambiguity, reversal bounded counter machine, Parikh automata

Digital Object Identifier  10.4230/LIPIcs.ICALP.2020.114

Category  Track B: Automata, Logic, Semantics, and Theory of Programming

1 Introduction

This article investigates the link between holonomic (or D-finite) power series and formal languages. We consider the classical setting in which this connection is established via the generating series \( L(x) = \sum_{n \geq 0} \ell_n x^n \) counting the number \( \ell_n \) of words of length \( n \) in a given language \( L \).

On the languages side, the Chomsky–Schützenberger hierarchy [10] regroups languages in classes of increasing complexity: regular, context-free, context-sensitive and recursively enumerable. For power series, a similar hierarchy exists, consisting of the rational, algebraic and holonomic series. The first two levels of each hierarchy share a strong connection, as the generating series of a regular (resp. unambiguous context-free) language is a rational (resp. algebraic) power series.

This connection has borne fruits both in formal language theory and in combinatorics. In combinatorics, finite automata and unambiguous grammars are routinely used to establish rationality and algebraicity of particular power series. In formal languages, this connection was (implicitly) used to give polynomial-time algorithms for the inclusion and universality
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tests for unambiguous finite automata [35]. In [15], Flajolet uses the connection between unambiguous context-free grammars and algebraic series to prove the inherent ambiguity of certain context-free languages, solving several conjectures with this tool. Using analytic criteria on the series (for instance, the existence of infinitely many singularities), he establishes that the series of these context-free languages is not algebraic. Hence these languages cannot be described by unambiguous context-free grammars and are therefore inherently ambiguous.

In this article we propose to extend the connection to holonomic series. Holonomic series enjoy non-trivial closure properties whose algorithmic counterparts are actively studied in computer algebra. Our aim is to show that these advances can be leveraged to obtain non-trivial results in the formal languages and verification worlds. These results are particularly noteworthy as the notion of unambiguity in automata theory is not fully understood [11]. The work of extending the connection was already initiated by Massazza in [27], where he introduces two families of languages, named RCM\(^1\) and linearly constrained languages (LCL), whose generating series are holonomic. These classes are, however, not captured by well-known models of automata, and this limits their appeal. Recently, Castiglione and Massazza addressed this issue and conjectured that RCM contains the languages accepted by deterministic one-way reversal bounded machines (RBCM for short) [8]; Massazza proved the result for RBCM for two subclasses of one-way deterministic RBCM [28, 29]. This conjecture hints that the class RCM is related to models of automata such as RBCM, which are used in program verification.

Our first contribution is to prove a stronger version of this conjecture. We show that RCM and LCL respectively correspond to the languages accepted by weakly-unambiguous\(^2\) version of Parikh automata (PA, for short) [24] and pushdown Parikh automata. Intuitively, Parikh automata are\(^3\) finite non-deterministic word automata enriched with the ability to test semilinear constraints between the number of occurrences of each transition in the run. In terms of RBCM, these classes correspond to unambiguous two-way RBCM and unambiguous one-way RBCM enriched with a stack. Parikh automata are also commonly used in program verification. In view of the literature, these results might seem expected but they still require a careful adaptation of the standard techniques in the absence of a stack and become even more involved when a stack is added.

After having established the relevance of the classes of languages under study, we provide two consequences of the holonomicity of their associated generating series.

The first consequence follows Flajolet’s approach mentioned previously and gives criteria to establish the inherent weak-ambiguity for languages accepted by PA or pushdown PA, by proving that their generating series are not holonomic. These criteria are sufficient but not necessary; this is not surprising as the inherent weak-ambiguity is undecidable for languages accepted by PA. Yet, the resulting method captures non-trivial examples with quite short and elegant proofs. In contrast, we give an example of inherently weakly-ambiguous PA language having a holonomic series (and therefore not amenable to the analytic method) for which we prove inherent weak-ambiguity by hand. The proof is quite involved but shows the inherent ambiguity of this language for a much larger class of automata (i.e., PA whose semi-linear sets are replaced by arbitrary recursive sets).

---

1 The name RCM comes from the fact that these languages are defined using a Regular language, a semilinear Constraint and a Morphism.
2 We use the term weakly-unambiguous here to avoid a possible confusion with the class of unambiguous PA defined in [7] which is strictly contained in our class. Our notion of non-ambiguity is the standard one: every word has at most one accepting computation (this is detailed in Remark 11).
3 In this article, we use an equivalent definition where the transitions of the automaton are additionally labeled by vectors of natural numbers. A run is accepting if the sum of all the vectors encountered in the run satisfies a semilinear constraint.
The second consequence is of an algorithmic nature. We focus on the inclusion problem for weakly-unambiguous PA, whose decidability can be deduced from Castiglione and Massazza’s work [8]. Here our contribution is an effective decidability result: we derive a concrete bound \( B \), depending on the size of the representation of the two PAs, such that the inclusion holds if and only if the languages are included when considering words up to the length \( B \).

This bound \( B \) is obtained by a careful analysis of the proofs establishing the closure properties of holonomic series (in several variables), notably under Hadamard product and specialization. We do this by controlling various parameters (order, size of the polynomial coefficients, . . .) of the resulting partial differential equations.

2 Primer on holonomic power series in several variables

In this section, we introduce power series in several variables and the classes of rational, algebraic and holonomic power series. We recall the connection with regular and context-free languages via the notions of generating series in one or several variables.

Let \( \mathbb{Q}[x_1, \ldots, x_k] \) be the ring of polynomials in the variables \( x_1, \ldots, x_k \) with coefficients in \( \mathbb{Q} \) and let \( \mathbb{Q}(x_1, \ldots, x_k) \) be the associated field of rational functions.

The generating series of a sequence \( (f_n)_{n \in \mathbb{N}} \) is the (formal) power series in the variable \( x \) defined by \( F(x) = \sum_{n \in \mathbb{N}} f_n x^n \). More generally, the generating series of a sequence \( a(n_1, \ldots, n_k) \) is a multivariate (formal) power series in the variables \( x_1, \ldots, x_k \) defined by \( A(x_1, \ldots, x_k) = \sum_{(n_1, \ldots, n_k) \in \mathbb{N}^k} a(n_1, \ldots, n_k) x_1^{n_1} \cdots x_k^{n_k} \). In this article, we only consider power series whose coefficients belong to the field \( \mathbb{Q} \). The set of such \( k \)-variate power series is denoted \( \mathbb{Q}[[x_1, \ldots, x_k]] \). Power series are naturally equipped with a sum and a product which generalize those of polynomials, for which \( \mathbb{Q}[[x_1, \ldots, x_k]] \) is a ring. We use the bracket notation for the coefficient extraction: \( [x_1^{n_1} \cdots x_k^{n_k}] A(x_1, \ldots, x_k) = a(n_1, \ldots, n_k) \). The support of \( A \in \mathbb{Q}[[x_1, \ldots, x_k]] \) is the set of \( (n_1, \ldots, n_k) \) such that \( [x_1^{n_1} \cdots x_k^{n_k}] A \neq 0 \). The inverse \( 1/A \) of a series \( A \in \mathbb{Q}[[x_1, \ldots, x_k]] \) is well-defined when its constant term \( [x_1^{n_1} \cdots x_k^{n_k}] A \) is not zero. For instance, the inverse of \( A(x_1, x_2) = 1 - x_1 x_2^2 \) is \( \frac{1}{1-x_1 x_2^2} = \sum_{n \geq 0} x_1^n x_2^{2n} \).

The generating series of a language \( L \) over the alphabet \( \Sigma = \{a_1, \ldots, a_k\} \) is the univariate power series \( L(x) = \sum_{w \in L} x^{|w|} = \sum_{n \in \mathbb{N}} \ell_n x^n \), where \( \ell_n \) counts the number of words of length \( n \) in \( L \). Similarly the multivariate generating series of \( L \) defined by \( L(x_{a_1}, \ldots, x_{a_k}) = \sum_{(n_1, \ldots, n_k) \in \mathbb{N}^k} \ell(n_1, \ldots, n_k) x_{a_1}^{n_1} \cdots x_{a_k}^{n_k} \) where \( \ell(n_1, \ldots, n_k) \) denotes the number of words \( w \) in \( L \) such that \( |w|_{a_1} = n_1, |w|_{a_2} = n_2, \ldots \) and \( |w|_{a_k} = n_k \) and \( |w|_a \) denotes the number of occurrences of \( a \in \Sigma \) in \( w \). This way, we create one dimension per letter, so that each letter \( a \in \Sigma \) has a corresponding variable \( x_a \).

Observe that the univariate generating series of a language is exactly \( L(x, \ldots, x) \), obtained by setting each variable to \( x \) in its multivariate generating series.

Example 1. The generating series of the language \( P \) of well-nested parentheses defined by the grammar \( S \to a S b S + \varepsilon \) is \( P(x_a, x_b) = \frac{1 - \sqrt{1 - 4 x_a x_b}}{2 x_a x_b} \) and its counting series is \( P(x_a, x_b) = x_a x_b (P(x_a, x_b))^2 + 1 \). This equation admits only one power series solution, namely \( 1 - \sqrt{1 - 4 x_a x_b} / 2 x_a x_b \).

---

As for the inverse, the square root of a power series with nonzero constant term can be defined using the usual Taylor formula \( \sqrt{1 - x} = \sum_{n \geq 0} \frac{1}{(1 - 2 n)^{1/2}} \left( \begin{array}{c} 2 n \\ n \end{array} \right) x^n \).
A power series $A(x_1, \ldots, x_k) = \sum_{n_1, \ldots, n_k} a(n_1, \ldots, n_k)x_1^{n_1} \cdots x_k^{n_k}$ is rational if it satisfies an equation of the form: $P(x_1, \ldots, x_k)A(x_1, \ldots, x_k) = Q(x_1, \ldots, x_k)$, with $P, Q \in \mathbb{Q}[x_1, \ldots, x_k]$ and $P \neq 0$. The generating series (both univariate and multivariate) of regular languages (i.e., languages accepted by a finite state automaton) are rational power series [4]. It is well-known that the generating series can be effectively computed from a deterministic automaton accepting the language (see for instance [17, §1.4.2] for a detailed proof). For example, the multivariate generating series of the regular language $(abc)^*$ is $\frac{1}{1-x_1x_2x_3} = \sum_{n \geq 0} x_1^n x_2^n x_3^n$. Its univariate generating series is $\frac{1}{1-x}$.

The connection between rational languages and rational power series is not tight. For instance, the generating series of the non-regular context-free language $\{a^nb^n : n \geq 0\}$ is $\frac{1}{1-x}$, which is rational. In fact, it has the same generating series as the regular language $(ab)^*$. Also, there exist rational power series with coefficients in $\mathbb{N}$ which are not the generating series of any rational language. This is the case for $\frac{x + 5x^2}{1 + x - 5x^2 - 12x^3}$ as shown in [4].

A power series $A(x_1, \ldots, x_k)$ is algebraic if there exists a non-zero polynomial $P \in \mathbb{Q}[x_1, \ldots, x_k, A(x_1, \ldots, x_k)] = 0$. All rational series are algebraic.

**Example 2.** The series $\frac{1}{1-x_1 x_2} = \sum_{n \geq 0} x_1^n x_2^n$ is rational, as it satisfies the equation $(1 - x_1 x_2)A(x_1, x_2) = 1$. The series $A(x_1, x_2) = \sqrt{1 - x_1 x_2}$ is algebraic but not rational, since $A(x_1, x_2)^2 + (x_1 x_2 - 1) = 0$ and there is no similar algebraic equation of degree 1.

The reader is referred to [34, 17] for a detailed account on rational and algebraic series.

In the same manner that rational series satisfy linear equations and algebraic series satisfy polynomial equations, holonomic series satisfy linear differential equations with polynomial coefficients. To give a precise definition, we need to introduce the formal partial differentiation of power series. The differential operator $\partial_{x_i}$ with respect to the variable $x_i$ is defined by

$$\partial_{x_i} A(x_1, \ldots, x_k) = \sum_{n_1, \ldots, n_k} n_i a(n_1, \ldots, n_k)x_1^{n_1} \cdots x_i^{n_i-1}x_i^{-1}x_{i+1}^{n_{i+1}} \cdots x_k^{n_k}.$$ The composed operator $\partial_{x_i}^j$ is inductively defined for $j \geq 1$ by $\partial_{x_i}^1 = \partial_{x_i}$ and $\partial_{x_i}^{j+1} = \partial_{x_i} \circ \partial_{x_i}^j$.

**Definition 3 (see [33, 26]).** A power series $A(x_1, \ldots, x_k)$ is holonomic or D-finite\(^5\) if the $\mathbb{Q}(x_1, \ldots, x_k)$-vector space spanned by the family $\{\partial_{x_1} \cdots \partial_{x_k} A(x_1, \ldots, x_k) : (i_1, \ldots, i_k) \in \mathbb{N}^k\}$ has a finite dimension. Equivalently, for every variable $z \in \{x_1, \ldots, x_k\}$, $A(x_1, \ldots, x_k)$ satisfies a linear differential equation of the form $P_z(x_1, \ldots, x_k)\partial_z^k A(x_1, \ldots, x_k) + \cdots + P_0(x_1, \ldots, x_k)A(x_1, \ldots, x_k) = 0$, where the $P_i$’s are polynomials of $\mathbb{Q}[x_1, \ldots, x_k]$ with $P_r \neq 0$.

In the sequel, except for Section 5, we rely on the closure properties of the holonomic series and will not need to go back to Definition 3.

**Example 4.** A simple example of holonomic series is $A(x) = e^{x^2} = \sum_{n \geq 0} \frac{x^{2n}}{n!}$. It is holonomic (in one variable) since it satisfies $\partial_x A(x) - 2xA(x) = 0$.

For a more involved example, consider the language $L_3 = \{w \in \{a, b, c\}^* : |w|_a = |w|_b = |w|_c\}$, containing the words having the same number of occurrences of $a$’s, $b$’s and $c$’s. This language is classically not context-free. Moreover there are $\binom{3n}{n,n,n}$ words of length $3n$ in $L_3$.

---

\(^5\) A priori, these notions differ: a function $A(x_1, \ldots, x_k)$ is called D-finite if all its partial derivatives $\partial_{x_1} \cdots \partial_{x_k}$ generate a finite dimensional space over $\mathbb{Q}(x_1, \ldots, x_k)$, and holonomic if the functions $x_1 \cdots x_k \partial_{x_k}^k \cdots \partial_{x_1}^1$ subject to the constraint $\alpha_1 + \cdots + \alpha_k + \beta_1 + \cdots + \beta_k \leq N$ span a vector space whose dimension over $\mathbb{Q}$ grows like $O(N^k)$. The equivalence of these notions is proved by deep results of Bernstein [2] and Kashiwara [21, 36].
and the power series $\sum_{n \geq 0} \left(\frac{3n}{n!}\right)x^n$ is transcendental [15, §7]. Its multivariate generating series $L_3(x_a, x_b, x_c)$ is equal to $\sum_{n \geq 0} \left(\frac{(3n)!}{(n!)^3}\right)x^n$ and satisfies the partial differential equation:

$$(27x_a^2x_bx_c - x_a)\partial_{x_a}^2 f(x_a, x_b, x_c) + (54x_a^2x_bx_c - 1)\partial_{x_a} f(x_a, x_b, x_c) + 6x_bx_c f(x_a, x_b, x_c) = 0,$$

and the symmetric ones for the other variables $x_b$ and $x_c$.

Holonomic series are an extension of the hierarchy we presented, as stated in the following proposition (see [12] for a proof, and [3] for bounds, algorithms and historical remarks).

**Proposition 5.** Multivariate algebraic power series are holonomic.

In the univariate case, a power series $A(x) = \sum_{n \geq 0} a_n x^n$ is holonomic if and only if its coefficients satisfy a linear recurrence of the form $p_i(n)a_{n+r} + \ldots + p_0(n)a_n = 0$, where every $p_i$ is a polynomial with rational coefficients [33, Th. 1.2].

We now focus on these closure properties.

**Proposition 6 ([33]).** Multivariate holonomic series are closed under sum and product.

Holonomic series are also closed under substitution by algebraic series as long as the resulting series is well-defined.

**Proposition 7 ([26, Prop. 2.3]).** Let $A(x_1, \ldots, x_k)$ be a power series and let $G_i(y_1, \ldots, y_\ell)$ be algebraic power series such that $B(y_1, \ldots, y_\ell) = A(G_1(y_1, \ldots, y_\ell), \ldots, G_k(y_1, \ldots, y_\ell))$ is well-defined as a power series. If $A$ is holonomic, then $B$ is also holonomic.

A sufficient condition for the substitution to be valid is that $G_i(0, \ldots, 0) = 0$ for all $i$ (see [33, Th. 2.7]). For the case $G_1 = \cdots = G_k = 1$, called the specialization to 1, a sufficient condition is that for every index $(i_1, \ldots, i_\ell)$, $[x_1^{i_1} \ldots x_\ell^{i_\ell}]A$ is a polynomial in $y_1, \ldots, y_\ell$.

The Hadamard product is the coefficient-wise multiplication of power series. If the series $A(x_1, \ldots, x_k)$ and $B(x_1, \ldots, x_k)$ are the generating series of the sequences $a(n_1, \ldots, n_k)$ and $b(n_1, \ldots, n_k)$, the Hadamard product $A \odot B$ of $A$ and $B$ is the power series defined by

$$A \odot B(x_1, \ldots, x_k) = \sum_{(n_1, \ldots, n_k) \in \mathbb{N}^k} a(n_1, \ldots, n_k) b(n_1, \ldots, n_k) x_1^{n_1} \cdots x_k^{n_k}.$$  

Observe that the support of $F \odot G$ is the intersection of the supports of $F$ and $G$.

**Theorem 8 ([25]).** Multivariate holonomic series are closed under Hadamard product.

**Example 9.** The generating series of the language $L_3$ of Example 4, which is not context-free, can be expressed using the Hadamard product: since $\frac{1}{1-x_a + x_b x_c}$ is the support series of the subset $\{(n, n, n) : n \in \mathbb{N}\}$, and since $\frac{1}{1-(x_a + x_b + x_c)}$ is the multivariate series of all the words on $\{a, b, c\}$, we have $L_3(x_a, x_b, x_c) = \frac{1}{1-x_a + x_b x_c} \odot \frac{1}{1-(x_a + x_b + x_c)}$, which is not algebraic.

One of our main technical contributions is to provide bounds on the sizes of the polynomials in the differential equations of the holonomic representation of the Hadamard product of two rational series $\frac{P_1}{Q_1}$ and $\frac{P_2}{Q_2}$; we prove that their maxdegree is at most $(kM)^{O(k)}$ and that the logarithm of their largest coefficient is at most $(kM)^{O(k^2)}(1 + \log S\infty)$, where $M$ (resp. $S\infty$) is the maxdegree plus one (resp. largest coefficient) in $P_1$, $Q_1$, $P_2$ and $Q_2$.

---

6 The generalization of this equivalence to the multivariate case is not straightforward (see [26] for more details) and will not be used in this article.

7 Note that the substitution of a power series into another power series might not yield a power series: for instance substituting $x$ by $1+y$ in $\sum_{n \geq 0} a_n x^n$ does not result in a power series as the constant term would be infinite.
3 Weakly-unambiguous Parikh automata

In this section, we introduce weakly-unambiguous Parikh automata and show that their multivariate generating series are holonomic. We establish that they accept the same languages as unambiguous two-way reversal bounded counter machines [19]. Finally, we prove that the class of accepted languages coincides with Massazza’s RCM class [27, 8].

Parikh automata (PA for short) were introduced in [23, 24]. Informally, a PA is a finite automaton whose transitions are labeled by pairs \((a, v)\) where \(a\) is a letter of the input alphabet and \(v\) is a vector in \(\mathbb{N}^d\). A run \(q_0 \xrightarrow{a_1, v_1} q_1 \xrightarrow{a_2, v_2} \cdots \xrightarrow{a_n, v_n} q_0\) computes the word \(a_1 \cdots a_n\) and the vector \(v_1 + \cdots + v_n\) where the sum is done component-wise. The acceptance condition is given by a set of final states and a semilinear set of vectors. A run is accepting if it reaches a final state and if its vector belongs to the semilinear set.

\[
\begin{array}{c}
0 \xrightarrow{a(1), b(2), c(3)} 1 \\
& \text{0} \\
1 \xrightarrow{a(1), b(2), c(3)} 2
\end{array}
\]

The PA depicted above, equipped with the semilinear constraint \(\{(n_1, n_2, n_1 + n_2) : n_1, n_2 \geq 0\}\), accepts the set of words \(w\) over \(\{a, b, c\}\) that start and end with \(a\) and that are such that \(|w|_a + |w|_b = |w|_c\).

3.1 Semilinear sets and their characteristic series

A set \(L \subseteq \mathbb{N}^d\) is linear if it is of the form \(c + P^\ast := \{c + \lambda_1 p_1 + \cdots + \lambda_k p_k : \lambda_1, \ldots, \lambda_k \in \mathbb{N}\}\), where \(c \in \mathbb{N}^d\) is the constant of the set and \(P = \{p_1, \ldots, p_k\} \subset \mathbb{N}\) its set of periods. A set \(C \subseteq \mathbb{N}^d\) is semilinear if it is a finite union of linear sets. For example, the semilinear set \(\{(n_1, n_2, n_1 + n_2) : n_1, n_2 \geq 0\}\) is in fact a linear set \((0, 0, 0) + \{(1, 0, 1), (0, 1, 1)\}\).

In [13, 20], it is shown that every semilinear set admits an unambiguous presentation. A presentation \(c + P^\ast\) with \(P = \{p_1, \ldots, p_k\}\) of a linear set \(L\) is unambiguous if for all \(x \in L\), the \(\lambda_i\)’s such that \(x = c + \lambda_1 p_1 + \cdots + \lambda_k p_k\) are unique. An unambiguous presentation of a semilinear set is given by a disjoint union of unambiguous linear sets. A bound on the size of the equivalent unambiguous presentation is given in [9].

Semilinear sets are ubiquitous in theoretical computer science and admit numerous characterizations. They are the rational subsets of the commutative monoid \((\mathbb{N}^d, +)\), the unambiguous rational subset of \((\mathbb{N}^d, +)\) [13, 20], the Parikh images of context-free languages [30], the sets definable in Presburger arithmetic [31], the sets defined by boolean combinations of linear inequalities, equalities and equalities modulo constants.

For example, the semilinear set \(\{(2n, 3n, 5n) : n \geq 0\}\) is equal to \((0, 0, 0) + \{(2, 3, 5)\}\). It is also the Parikh image of the regular (hence context-free) language \((aabbccccc)^\ast\). In \((\mathbb{N}, +)\), it is defined by the Presburger formula \(\phi(x, y, z) = 3x = 2y + z\). Finally it is characterized in \(\mathbb{N}^3\) by the equalities \(3x = 2y\) and \(5z = 2z\).

For a semilinear set \(C \subseteq \mathbb{N}^d\), we consider its characteristic generating series \(C(x_1, \ldots, x_d)\) defined by \(\sum_{(i_1, \ldots, i_d) \in C} x_1^{i_1} \cdots x_d^{i_d}\). It is well-known [13, 20] that this power series is rational.

\(^8\) The characteristic series of an unambiguous linear set \(c + P^\ast \subseteq \mathbb{N}^d\) with \(P = \{p_1, \ldots, p_k\}\) is \(x_1^{e_1(1)} \cdots x_d^{e_d(1)} \prod_{l=1}^d (1 - x_1^{p_1(l)} \cdots x_d^{p_d(l)}/c(l))^{-1}\) and hence is rational. As an unambiguous semilinear set is the disjoint union of unambiguous linear sets, its characteristic series is the sum of their series and it is therefore rational.
3.2 Weakly-unambiguous PAs and their generating series

We now introduce PA and their weakly-unambiguous variant. We discuss the relationship with the class of unambiguous PA introduced by Cadilhac et al. in [7] and the closure properties of this class.

A Parikh automaton of dimension \( d \geq 1 \) is a tuple \( A = (\Sigma, Q, q_I, F, C, \Delta) \) where \( \Sigma \) is the alphabet, \( Q \) is the set of states, \( q_I \in Q \) is the initial state, \( F \subseteq Q \) is the set of final states, \( C \subseteq N^d \) is the semilinear constraint and \( \Delta \subseteq Q \times (\Sigma \times N^d) \times Q \) is the transition relation.

A run of the automaton is a sequence \( q_0 \xrightarrow{a_1, v_1} q_1 \xrightarrow{a_2, v_2} \cdots q_{n-1} \xrightarrow{a_n, v_n} q_n \) where for all \( i \in [1, n] \), \((q_{i-1}, (a_i, v_i), q_i)\) is a transition in \( \Delta \). The run is labeled by the pair \((a_1 \cdots a_n, v_1 + \cdots + v_n) \in \Sigma^* \times N^d\). It is accepting if \( q_0 = q_I \), the state \( q_n \) is final and if the vector \( v_1 + \cdots + v_n \) belongs to \( C \). The word \( w \) is then said to be accepted by \( A \). The language accepted by \( A \) is denoted by \( L(A) \).

To define a notion of size for a PA, we assume that the constraint set is given by an unambiguous presentation \( \bigcup_{i=1}^P c_i + P^*_i \). We denote by \(|A| := |Q| + |\Delta| + p + \sum_i |P_i| \) and by \( \|A\|_{\infty} \) the maximum coordinate of a vector appearing in \( \Delta \), the \( c_i \)’s and the \( P_i^* \)’s.

**Definition 10.** A Parikh automaton is said to be weakly-unambiguous if for every word there is at most one accepting run.

A language is inherently weakly-ambiguous if it cannot be accepted by any weakly-unambiguous PA. The language \( S \) (defined in Section 4.1) is an example\(^9\) of a language accepted by a non-deterministic PA which is inherently weakly-ambiguous.

**Remark 11.** We consider here the standard notion of unambiguity for finite state machines. However we decided to use the name weakly-unambiguous to avoid the confusion with the class of unambiguous PA which appears in the literature. This class was introduced by Cadilhac et al. in [7] for constraint automata, a model equivalent to PA and was latter defined directly on PAs. This notion of unambiguity is more restrictive than ours: they call a Parikh automaton unambiguous if the underlying automaton on letters, where the vectors have been erased, is unambiguous. Clearly such automata are weakly-unambiguous. However the converse is not true. Consider the language \( L = \{c^a w : w = x_1 x_2 \cdots x_m \in \{a, b\}^* \land m \geq n > 0 \land |x_1 x_2 \cdots x_n|_a < |x_1 x_2 \cdots x_n|_b \} \) over the alphabet \( \{a, b, c\} \). Using results from [7], one can show that it is not recognized by any unambiguous Parikh automata.

However, it is accepted by the weakly-unambiguous automaton depicted in Fig. 1 below with the semilinear \( \{\{n_1, n_2, n_3\} : n_1 = n_2 + n_3 \text{ and } n_2 < n_3\} \).

The lack of expressivity of unambiguous PAs is counter-balanced by their closure under boolean operations, which is explained by their link with a class of deterministic PA [7, 14]. It was pointed out to us by a reviewer that the class of weakly-unambiguous PA is briefly considered, under the name OneCA, in Cadilhac’s PhD thesis [5, p. 117], where only basic properties are established, in particular the strict inclusion of unambiguous PA in this class.

Using a standard product construction when the vectors are concatenated and using the concatenation of the constraints, it is easy to show that weakly-unambiguous PA are closed under union. However their construction has an irrecoverable flaw and we do not know if weakly-unambiguous PA are closed under union or under complementation.

---

\(^9\) Using the equivalences between weakly-unambiguous PA and RCM established in Proposition 13 and PA and RBCM [23, 6], it also gives an example of a language accepted by a RBCM with a non-holonomic generating series (strengthening Theorem 12 of [8]) and a witness for the strict inclusion of RCM in RBCM announced in Theorem 11 of [8]. Remark that their proof of this theorem only shows that there exists no recursive translation from RBCM to RCM.

\(^\text{10}\) Actually, their claim is for the class RCM, which we will show to be equivalent in Section 3.4.
We now give a very short proof of the fact that weakly-unambiguous languages in PA have holonomic generating series. The idea of the proof can be traced back to [25]. A similar proof was given in [27] for languages in the class RCM but using the closure under algebraic substitutions instead of specialization (see Remark 25).

Our approach puts into light a different multivariate power series associated with a weakly-unambiguous PA $A$ of dimension $d$. The multivariate weighted generating series $G(x,y_1,\ldots,y_d)$ of $A$ is such that for all indices $(n,i_1,\ldots,i_d)$, $[x^n y_1^{i_1} \cdots y_d^{i_d}]G$ counts the number of words of length $n$ accepted by $A$ with a run labeled by the vector $(i_1,\ldots,i_d)$.

\begin{proposition}

The generating series of the language recognized by a weakly-unambiguous Parikh automaton is holonomic.

\end{proposition}

\begin{proof}

Let $A$ be a weakly-unambiguous PA with a constraint set $C \subseteq \mathbb{N}^d$. We first prove that its weighted series $G(x,y_1,\ldots,y_d)$ is holonomic. As holonomic series are closed under Hadamard product (see Theorem 8), it suffices to express $G$ as the Hadamard product of two rational series $\mathcal{A}$ and $\mathcal{C}$ in the variables $x,y_1,\ldots,y_d$.

The first series $\mathcal{A}(x,y_1,\ldots,y_d)$ is such that for all $n,i_1,\ldots,i_d \geq 0$, $[x^n y_1^{i_1} \cdots y_d^{i_d}]\mathcal{A}$ counts the number of runs of $A$ starting in $q_1$, ending in a final state and labeled with a word of length $n$ and the vector $(i_1,\ldots,i_d)$. Note that we do not require that $(i_1,\ldots,i_d)$ belongs to $C$. As this series simply counts the number of runs in an automaton, its rationality is proved via the standard translation of the automaton into a linear system of equations.

For the second series, we take $\mathcal{C}(x,y_1,\ldots,y_d) := \frac{1}{x} \tilde{C}(y_1,\ldots,y_d)$ where $\tilde{C}$ is the support series of $C$, which is rational (see [13, 20]). A direct computation yields that for all $n,i_1,\ldots,i_d \geq 0$, $[x^n y_1^{i_1} \cdots y_d^{i_d}]\mathcal{C}$ is equal to 1 if $(i_1,\ldots,i_d)$ belongs to $C$ and 0 otherwise.

The Hadamard product of $\mathcal{A}$ and $\mathcal{C}$ counts the number of runs accepting a word of length $n$ with the vector $(i_1,\ldots,i_d)$. As $A$ is weakly-unambiguous, this quantity is equal to the number of words of length $n$ accepted with this vector. Hence $G = \mathcal{A} \odot \mathcal{C}$.

The univariate series $A(x)$ of $A$ is equal to $G(x,1,\ldots,1)$. Indeed, for all $n \geq 0$, $[x^n]G(x,1,\ldots,1) = \sum_{i=(i_1,\ldots,i_d)} [x^n y_1^{i_1} \cdots y_d^{i_d}]G(x,y_1,\ldots,y_d)$ is the sum over all vectors $i \in \mathbb{N}^d$ of the number of words of length $n$ accepted with the vector $i$. As $A$ is weakly-unambiguous, each word is accepted with at most one vector and this sum is therefore equal to the total number of accepted words of length $n$. Thanks to Proposition 7, $A(x) = G(x,1,\ldots,1)$ is holonomic.

\end{proof}

3.3 Equivalence with unambiguous reversal bounded counter machines

A $k$-counter machine [19] is informally a Turing machine with one read-only tape that contains the input word, and $k$ counters. Reading a letter $a$ on the input tape, in a state $q$, the machine can check which of its counters are zero, increment or decrement its counters, change
its state, and move its read head one step to the left or right, or stay on its current position. Note that the machine does not have access to the exact value of its counters. A $k$-counter machine is said $(m, n)$-reversal bounded if its reading head can change direction between left and right at most $m$ times, and if every counter can alternate between incrementing and decrementing at most $n$ times each. Finally, a reversal bounded counter machine (RBCM) is a $k$-counter machine which is $(m, n)$-reversal bounded for some $m$ and $n$. A RBCM is unambiguous if for every word there is at most one accepting computation.

RBCM are known\(^{11}\) to recognize the same languages as Parikh automata (see [24, 23, 6]). This equality does not hold anymore for their deterministic versions [6, Prop. 3.14]. However, the proof of the equivalence for the general case can be slightly modified to preserve unambiguity.

\begin{proposition}
The class of languages accepted by unambiguous RBCM and weakly-unambiguous PA coincide.
\end{proposition}

\textbf{Proof sketch.} Unambiguous RBCMs are shown to be equivalent to one-way unambiguous RBCMs. In turn these are shown to be equivalent to weakly-unambiguous PA with $\varepsilon$-transitions, which in turn are equivalent to weakly-unambiguous PA. This $\varepsilon$-removal step needs to be adapted to preserve weak-unambiguity.

\subsection{Equivalence with RCM}

If we fix an alphabet $\Gamma = \{a_1, \ldots, a_d\}$ with the ordering $a_1 < \cdots < a_d$ on the letters, we can associate with every semilinear set $C$ of dimension $d$, the language $[C] = \{w \in \Gamma^* : (|w|_{a_1}, \ldots, |w|_{a_d}) \in C\}$ of words whose numbers of occurrences of each letter satisfy the constraint expressed by $C$. For instance, if we take the semilinear set $C_0 = \{(n, m, n, m) : n, m \geq 0\}$ and the alphabet $\{a, b, c, d\}$ ordered by $a < b < c < d$, $[C_0]$ consists of all words having as many $a$’s as $c$’s and as many $b$’s as $d$’s.

A language $L$ over $\Sigma$ belongs to RCM if there exist a regular language $R$ over $\Gamma = \{a_1, \ldots, a_d\}$, a semilinear set\(^{12}\) $C \subseteq \mathbb{N}^d$ and a length preserving morphism $\mu : \Gamma^* \rightarrow \Sigma^*$, that is injective over $R \cap [C]$, so that $L = \{\mu(r) : r \in C\}$. For example, $L_{abab} = \{a^n b^m a^n b^m : n, m \in \mathbb{N}\}$ can be shown to be in RCM by taking $\Gamma = \{a, b, c, d\}$, $\Sigma = \{a, b\}$, $\mu(a) = \mu(c) = a$, $\mu(b) = \mu(d) = b$, $R = a^\ast b^\ast c^\ast d^\ast$ and the semilinear set $C_0$ defined in the previous paragraph.

\begin{theorem}
$L \in \text{RCM}$ iff $L$ is recognized by a weakly-unambiguous Parikh automaton.
\end{theorem}

\textbf{Proof sketch.} Every language in RCM can be accepted by a weakly-unambiguous PA that guesses the underlying word over $\Gamma$: the weak-unambiguity is guaranteed by the injectivity of the morphism. Conversely a language accepted by a weakly-unambiguous PA is in RCM by taking for $R$ the set of runs of the PA and translating the constraint: the injectivity of the morphism is guaranteed by the weak-unambiguity of the PA.

In [8], the authors conjectured that the class RCM contains the one-way deterministic RBCM. From Theorem 14 and Proposition 13 we get a stronger result:

\begin{corollary}
The languages in RCM are the languages accepted by unambiguous RBCM.
\end{corollary}

\footnotesize\(^{11}\)The proof in [23] contains a patchable error, that was corrected in [6].

\footnotesize\(^{12}\)Our definition may seem a little more general than Massazza’s, which only uses semilinear defined without modulo constraints, but it can be shown that the classes are equivalent.
3.5 Weakly-unambiguous pushdown Parikh automata

A pushdown Parikh automaton (PA for short) is a PA where the finite automaton is replaced by a pushdown automaton. A weakly-unambiguous PA has at most one accepting run for each word. Most results obtained previously can be adapted for weakly-unambiguous PA. However, unsurprisingly, the class of languages accepted by weakly-unambiguous PA is not closed under union and intersection. This can be shown using the inherent weak-ambiguity of the language $D$ proved in Section 4.1. The closure under complementation is left open.

Proposition 16. The generating series of a weakly-unambiguous PA is holonomic.

Proof. The proof is almost identical to the proof of Proposition 12. The only difference is that the series $A$ is algebraic and not rational. Indeed it counts the number of runs in a pushdown automaton and the language of runs is a deterministic context-free language even if the pushdown automaton is not deterministic.

Remark that using the same techniques, we can prove that the generating series of weakly-unambiguous Parikh tree automata are holonomic. As we proved that all these series are also generating series of PAs, we do not elaborate on this model in this extended abstract.

RBCM can be extended with a pushdown storage to obtain a RBCM with a stack [19].

Theorem 17. Weakly-unambiguous PA are equivalent to unambiguous one-way RBCM with a stack.

Proof sketch. We first establish that unambiguous one-way RBCM with a stack are equivalent to weakly-unambiguous PA with $\varepsilon$-transitions. Contrarily to the PA case, the removal of $\varepsilon$-transitions is quite involved and uses weighted context-free grammars.

The class LCL of [27] is defined as RCM is, except that the regular language is replaced by an unambiguous context-free language. Similarly to the PA case, one can prove:

Proposition 18. LCL is the set of languages accepted by weakly-unambiguous PA.

4 Examples of inherently weakly-ambiguous languages

There is a polynomial-time algorithm to decide whether a given PA is weakly-unambiguous. But inherent weak-ambiguity is undecidable, as a direct application of a general theorem from [18]. This emphasizes that inherent weak-ambiguity is a difficult problem in general.

4.1 Two examples using an analytic criterion

Following an idea from Flajolet [15] for context-free languages, the link between weakly-unambiguous PA and holonomic series yields sufficient criteria to establish inherent weak-ambiguity, of analytic flavor: the contraposition of Proposition 12 indicates that if $L$ is recognized by a PA but its generating series is not holonomic, then $L$ is inherently weak-ambiguous. Hence, any criterion of non-holonomicity can be used to establish the inherent weak-ambiguity. Many such criteria can be obtained when considering the generating series as analytic functions (of complex variables). See [15, 16] for several examples. For the presentation of this method in this extended abstract, we only rely on the following property:

---

13 In [27], LCL is defined without the injective morphism but we adapt it following [8].
14 Using deterministic context-free languages instead of unambiguous ones in the definition of LCL would result in the same class.
Proposition 19 ([33]). A holonomic function in one variable has finitely many singularities.

Our first example is the language \( \mathcal{D} \), defined over the alphabet \( \{a, b\} \) as follows:

\[
\mathcal{D} = \{n_1 n_2 \ldots n_k : k > 0, \; n_1 = 1 \text{ and } \exists j < k, n_{j+1} \neq 2n_j\}, \quad \text{where } n = a^n b.
\]

This language is recognized by a weakly-ambiguous Parikh automaton, which guesses the correct \( j \), and then verifies that \( n_{j+1} \neq 2n_j \). Let \( \overline{\mathcal{D}} = ab(a^*)^c \setminus \mathcal{D} \), and suppose by contradiction that \( \mathcal{D} \) can be recognized by a weakly-unambiguous PA. Then its generating series should be holonomic by Proposition 12. Since the generating series of \( \overline{\mathcal{D}} \) is \( D(x_a, x_b) = \frac{x + 2x^2}{1 - 2x} - D(x_a, x_b) \), it should be holonomic too. Looking closely at the form of the words of \( \overline{\mathcal{D}} \), we get that its generating series is \( \sum_{k \geq 1} x^{2^k - 1} k^{k} \). It is not holonomic as \( x \overline{D}(x, 1) + x \) has infinitely many singularities, see [15, p. 296–297].

Our second example is Shamir’s language \( \mathcal{S} = \{a^n b v_1 a^n v_2 : n \geq 1, v_1, v_2 \in \{a, b\}^*\} \). One can easily design a PA recognizing \( \mathcal{S} \), where one coordinate stands for the length of the first run of \( a \)'s and the other one for the second run of \( a \)'s, the automaton guessing when the second run starts. Flajolet proved that \( \mathcal{S} \) is inherently ambiguous as a context-free language, since its generating series \( S(z) = \frac{x(1-z)}{1-2z} \sum_{n \geq 1} x^{2^n} \) has an infinite number of singularities [15, p. 296–297]. This also yields its inherent weak-ambiguity as a PA language.

4.2 Limit of the method: an example using pumping techniques

As already mentioned, the analytic method presented is not always sufficient to prove inherent ambiguity. In this section, we develop an example where it does not apply. We consider the following language \( \mathcal{L}_{\text{even}} \), which is accepted both by a deterministic pushdown automaton and a non-deterministic PA (where \( n = a^n b \) as in Section 4.1):

\[
\mathcal{L}_{\text{even}} = \{n_1 n_2 \ldots n_{2k} : k \in \mathbb{N}, \; \forall i \leq 2k, n_i > 0, \; \text{and } \exists j \leq k, n_{2j} = n_{2j-1}\}.
\]

In other words, \( \mathcal{L}_{\text{even}} \) is the language of sequences of encoded numbers having two consecutive equal values, the first one being at an odd position. This language is accepted by a non-deterministic PA but is also deterministic context-free. This means that its generating series is algebraic and hence holonomic. This puts it out of the reach of our analytic method.

In this section we establish the following result:

Theorem 20. The language \( \mathcal{L}_{\text{even}} \) is inherently weakly-ambiguous as a PA language.
From the weak-unambiguity of $\mathcal{A}$ we can prove that there are at most $c$ distinct possible signatures, where $c$ only depends on $\mathcal{A}$, and that $f$ is always at most $|Q_\mathcal{A}|$.

Ramsey’s Theorem [32] guarantees that there exists an integer $r$ such that any complete undirected graph with at least $r$ vertices, whose edges are colored using $c^2$ different colors, admits a monochromatic triangle. We fix two positive integers $n$ and $k$ sufficiently large, which will be chosen later on, depending on $\mathcal{A}$ only. For $\ell \in \{1, \ldots, r\}$, let $w_\ell$ be the word $w_\ell = n_1 n_2 \cdots n_{2\ell}$, where $n_i = n$ for odd $i$ and $n_{2\ell} = n + k$ if $i \neq \ell$ and $n_{2\ell} = n$. Each $w_\ell$ is in $L_{\text{even}}$, with a match at position $2\ell$ only. By weak-unambiguity, each $w_\ell$ has a unique accepting run $R_\ell$ in $\mathcal{A}$, each such run having $2r$ $a$-subpaths by construction. For $i \neq j$ in $\{1, \ldots, r\}$, let $\lambda_{ij}$ be the signature of the $2j$-th $a$-subpath of $R_\ell$, which is a path of length $n + k$ by definition. The complete undirected graph of vertex set $\{1, \ldots, r\}$ where each edge $ij$, with $i < j$, is colored by the pair $(\lambda_{ij}, \lambda_{ji})$ admits a monochromatic triangle of vertices $\alpha < \beta < \gamma$. In particular, $\lambda_{\alpha\beta} = \lambda_{\alpha\gamma}$ and $\lambda_{\alpha\alpha} = \lambda_{\gamma\beta}$.

We choose $k = \lcm(|\{\sigma : \sigma \in \Pi(\mathcal{A})\}|)$, and $n$ sufficiently large so that any $a$-subpath of an accepting run contains an $a$-piece $\sigma$ repeated at least $k + 1$ times. This is possible as the $w_\ell$’s have bounded length, and there are at most $|Q_\mathcal{A}| + 1$ of them. Hence, the $2\gamma$-th $a$-subpath of $w_\alpha$ contains an $a$-piece $\sigma$ that is repeated more than $s$ times, where $s = k/|\sigma|$. As $\lambda_{\alpha\beta} = \lambda_{\gamma\gamma}$, the piece $\sigma$ is also in the $2\beta$-th $a$-subpath of $w_\alpha$. If we alter the accepting path $R_\alpha$ into $R'_\alpha$ by looping $s$ more times in $\sigma$ in the $a$-subpath at position $2\beta$ and less times in $\sigma$ at position $2\gamma$, we obtain a run for the word $w = \cdots n n \cdots n n + 2k \cdots n n \cdots$. This run is accepting as the PA computes the same vector as for $w_\alpha$, by commutativity of vectors addition. And the signatures remain unchanged, as there are sufficiently many repetitions of $\sigma$ at position $2\gamma$ in $w_\alpha$. Similarly, as $\lambda_{\gamma\alpha} = \lambda_{\gamma\beta}$, we can alter the accepting path $R_\gamma$ into an accepting path $R'_\gamma$ of same signatures as $R_\gamma$, for the same word $w$, by removing $s' = k/|\sigma'|$ iterations of an $a$-piece $\sigma'$ at position $2\beta$ and adding them at position $2\beta$.

We have built two paths $R'_\alpha$ and $R'_\gamma$ that both accept the same word $w$. Therefore, as $\mathcal{A}$ is weakly-unambiguous, they are equal. As the signatures have not changed, this implies that the signature at position $2\alpha$ in $R'_\alpha$ is $\lambda_{\alpha\alpha}$, which is equal to $\lambda_{\gamma\beta}$ (monochromaticity), which is equal to $\lambda_{\alpha\beta}$ ($R'_\alpha$ and $R'_\gamma$ have same signatures). This is a contradiction as we could remove one $a$-piece at position $2\alpha$ in $w_\alpha$ and add it at position $2\beta$, while computing the same vector with the same starting and ending states: but this word is not in $L_{\text{even}}$.

Remark 21. The proof relies on manipulations of paths in the automaton, and we only use the commutativity of the addition for the vector part. Thus, it still holds if we consider automata where we use a recursively enumerable set instead of a semilinear set for acceptance.

5 Algorithmic consequence of holonomicity

Generating series of languages have already been used to obtain efficient algorithms on unambiguous models of automata. For instance, they were used by Stearns and Hunt as a basic tool to obtain bounds on the length of a word witnessing the non-inclusion between two unambiguous word automata [35]. More precisely, the proof in [35] relies on the recurrence equation satisfied by the coefficients of the generating series (which is guaranteed to exist by holonomicity in one variable). In the rational case, this recurrence relation can be derived from the automaton and does not require advanced results on holonomic series. In this section, our aim is to obtain a similar bound for the inclusion problem for weakly-unambiguous Parikh automata. The inclusion problem for RCM (and hence for weakly-unambiguous PA) is shown to be decidable in [8] but no complexity bound is provided. Note that this problem
is known to be undecidable for non-deterministic PA [19]. We follow the same approach as for the rational case [35] and for RCM [8]. In stark contrast with the rational case, it is necessary to closely inspect holonomic closure properties in order to give concrete bounds.

Fix $\mathcal{A}$ and $\mathcal{B}$ two weakly-unambiguous PA. We can construct a weakly-unambiguous PA $\mathcal{C}$ accepting $L(\mathcal{A}) \cap L(\mathcal{B})$. We rely on the key fact that the series $D(x) = A(x) - C(x)$ counts the number of words of length $n$ in $L(\mathcal{A}) \setminus L(\mathcal{B})$. In particular, $L(\mathcal{A}) \subseteq L(\mathcal{B})$ if and only if $D(x) = 0$.

As $D(x)$ is the difference of two holonomic series, it is holonomic. As equality between holonomic series is decidable, [8] concludes that the problem is decidable. But without further analysis, no complexity upper-bound can be derived. The coefficients of $D(x) = \sum_{n \geq 0} a_n x^n$ satisfy a recurrence equation of the form $a_0(n)d_n = \sum_{k=1}^{r} p_k(n)d_{n-k}$ for $n \geq r$ with $p_0(n) \neq 0$. This equation fully determines $d_n$ in terms of its $r$ previous values $d_{n-1}, \ldots, d_{n-r}$, provided that $p_0(n) \neq 0$. In particular, if the $r$ previous values are all equal to 0, then $d_n = 0$. Consequently, if $d_n$ is equal to 0 for all $n \leq r + R$ where $R$ denotes the largest positive root of $p_0$ (which is bounded from above by its $\infty$-norm, as a polynomial on $\mathbb{Z}$) then $15 D(x) = 0$.

Taking $W := r + R$, we have that if $L(\mathcal{A}) \not\subseteq L(\mathcal{B})$ then there exists a word witnessing this non-inclusion of length at most $W$. We now aim at computing an upper-bound on $W$ on the size of the inputs $\mathcal{A}$ and $\mathcal{B}$.

For this, we first bound the order of the linear recurrence satisfied by $A(x)$ and $C(x)$, as well as the degrees and norm of the polynomials involved. This is stated in Proposition 22, whose proof follows the one of Proposition 12, while establishing such bounds for the multivariate Hadamard product and the specialization to 1.

\begin{proposition}
The generating series $A(x)$ of a weakly-unambiguous PA $\mathcal{A}$ of dimension $d \geq 1$ satisfies a non-trivial linear differential equation $q_s(x) \partial_x^s A(x) + \cdots + q_0(x) A(x) = 0$, with $s \leq ((d + 1)|\mathcal{A}| \|\mathcal{A}\|_\infty)^{O(d)}$ and for all $i \in [0, s]$, $\deg(q_i) \leq ((d + 1)|\mathcal{A}| \|\mathcal{A}\|_\infty)^{O(d)}$ and $\log \|q_i\|_\infty \leq ((d + 1)|\mathcal{A}| \|\mathcal{A}\|_\infty)^{O(d)}$ using the notations of Section 3.2.
\end{proposition}

Finally, we transfer these bounds to the series $D(x)$ of $L(A) \setminus L(B)$ using the analysis of [22] for the sum of holonomic series in one variable.

\begin{theorem}
Given two weakly-unambiguous PA $\mathcal{A}$ and $\mathcal{B}$ of respective dimensions $d_{\mathcal{A}}$ and $d_{\mathcal{B}}$, if $L(\mathcal{A})$ is not included in $L(\mathcal{B})$ then there exists a word in $L(\mathcal{A}) \setminus L(\mathcal{B})$ of length at most $2^{2^{((d_{\mathcal{A}} + d_{\mathcal{B}}) \log(d_{\mathcal{A}} + d_{\mathcal{B}}))}}$ where $d = d_{\mathcal{A}} + d_{\mathcal{B}}$ and $M = |\mathcal{A}| |\mathcal{B}| \|\mathcal{A}\|_\infty \|\mathcal{B}\|_\infty$.
\end{theorem}

Using the bound of Theorem 23, the inclusion problem can be solved in triply exponential time by a naive counting of all words up to the bound. Using dynamic programming to compute the number of accepted words, we can decide inclusion in doubly exponential time.

\begin{corollary}
Given two weakly-unambiguous PA $\mathcal{A}$ and $\mathcal{B}$ of dimensions $d_{\mathcal{A}}$ and $d_{\mathcal{B}}$, we can decide if $L(\mathcal{A})$ is included in $L(\mathcal{B})$ in time $2^{2^{(d_{\mathcal{A}} \log(d_{\mathcal{A}}))}}$ where $d = d_{\mathcal{A}} + d_{\mathcal{B}}$ and $M = |\mathcal{A}| |\mathcal{B}| \|\mathcal{A}\|_\infty \|\mathcal{B}\|_\infty$.
\end{corollary}

\begin{remark}
In [8], the authors propose a different construction to prove the holonomicity of the generating series of languages in RCM. This proof uses the closure of holonomic series under Hadamard product and algebraic substitution $x_1 = x_2 = \cdots = x_n = x$. It is natural to wonder if this approach would lead to better bounds in Proposition 22 (using the

\footnote{The proof of Theorem 7 in [8] wrongly suggests that we can take the order of the differential equation for $D$ as a bound on the length of a witness for non-inclusion. In general, this is not the case. For instance consider $D(x) = x^{1000}$ which satisfies the first-order differential equation $1000D(x) - xD(x) = 0$. It is clear that the coefficients $D_0 = 0$ and $D_1 = 0$ are not enough to decide that $D$ is not zero.}
equivalence between weakly-unambiguous PA and RCM). It turns out that the operation \( x_1 = x_2 = \cdots = x_n = x \) is more complicated than it seems at a first glance. Indeed, to our knowledge, no proof of the closure under algebraic substitution explains what happens if, during the substitution process, the equations become trivial. This issue can be overcome by doing the substitution step by step: \( x_2 = x_1 \), then \( x_3 = x_1 \), etc. However, this naive approach would produce worse bounds.

6 Perspectives

The bounds obtained in Section 5 are derived directly from constructions given in the proofs of the closure properties. In particular, we did not use any information on the special form of our series. The bounds are certainly perfectible using more advanced tools from computer algebra. Also it seems that the complexity of the closure under the algebraic substitution deserves more investigation, as discussed in Remark 25.

A more ambitious perspective is to find larger classes of automata whose generating series are holonomic. This would certainly require new ideas, as for instance any holonomic power series with coefficients in \( \{0, 1\} \) is known to be the characteristic series of some semilinear set [1].

References


On the Size of Finite Rational Matrix Semigroups

Georgina Bumpus
University of Oxford, UK

Christoph Haase
University College London, UK

Stefan Kiefer
University of Oxford, UK

Paul-Ioan Stoienescu
University of Oxford, UK

Jonathan Tanner
University of Oxford, UK

Abstract

Let $n$ be a positive integer and $M$ a set of rational $n \times n$-matrices such that $M$ generates a finite multiplicative semigroup. We show that any matrix in the semigroup is a product of matrices in $M$ whose length is at most $2^{3(n+1)}g(n)n^{1+1} \in 2^{O(n^2 \log n)}$, where $g(n)$ is the maximum order of finite groups over rational $n \times n$-matrices. This result implies algorithms with an elementary running time for deciding finiteness of weighted automata over the rationals and for deciding reachability in affine integer vector addition systems with states with the finite monoid property.

2012 ACM Subject Classification
Mathematics of computing → Discrete mathematics; Theory of computation → Algebraic language theory; Theory of computation → Quantitative automata

Keywords and phrases
Matrix semigroups, Burnside problem, weighted automata, vector addition systems

Digital Object Identifier 10.4230/LIPIcs.ICALP.2020.115

Category Track B: Automata, Logic, Semantics, and Theory of Programming


Funding This work is part of a project that has received funding from the European Research Council (ERC) under the European Union’s Horizon 2020 research and innovation programme (Grant agreement No. 852769, ARiAT).

Georgina Bumpus: Work supported by St John’s College, Oxford.
Stefan Kiefer: Work supported by a Royal Society University Research Fellowship.
Paul-Ioan Stoienescu: Work supported by St John’s College, Oxford.
Jonathan Tanner: Work supported by St John’s College, Oxford.

Acknowledgements The authors thank James Worrell for discussing [17] with them.

1 Introduction

The Burnside Problem

An element $g$ of a semigroup $G$ is called torsion if $g^i = g^j$ holds for some naturals $i < j$, and $G$ torsion if all its elements are torsion. Burnside [6] asked in 1902 a question which became known as the Burnside problem for groups: is every finitely generated torsion group finite? Schur [28] showed in 1911 that this holds true for groups of invertible complex matrices, i.e., any finitely generated torsion subgroup of $GL(n, \mathbb{C})$ is finite. This was generalised by
Kaplansky [21, p. 105] to matrices over arbitrary fields. The Burnside problem for groups has a negative answer in general: in 1964 Golod and Shafarevich exhibited a finitely generated infinite torsion group [13, 14].

The Maximal Order of Finite Matrix Groups

Schur’s result [28] assures that finitely generated torsion matrix groups are finite, but does not bound the group order. Indeed, it is easy to see that any finite cyclic group is isomorphic to a group generated by a matrix in $GL(2, \mathbb{R})$. The same is not true for $GL(n, \mathbb{Q})$: An elementary proof, see e.g. [23], shows that any finite subgroup of $GL(n, \mathbb{Q})$ is conjugate to a finite subgroup of $GL(n, \mathbb{Z})$. Another elementary proof shows that the order of any finite subgroup of $GL(n, \mathbb{Z})$ divides $(2n)!$; see, e.g., [27, Chapter IX]. Thus, denoting the order of the largest finite subgroup of $GL(n, \mathbb{Q})$ by $g(n)$, we have $g(n) \leq (2n)!$. It is shown in a paper by Friedland [12] that $g(n) = 2^n n!$ holds for all sufficiently large $n$. This bound is attained by the group of signed permutation matrices. Friedland’s proof rests on an article by Weisfeiler [34] which in turn is based on the classification of finite simple groups. Feit showed in an unpublished manuscript [9] that $g(n) = 2^n n!$ holds if and only if $n \in \mathbb{N} \{2, 4, 6, 7, 8, 9, 10\}$. Feit’s proof relies on an unpublished manuscript [33], also based on the classification of finite simple groups, which Weisfeiler left behind before his tragic disappearance.

Deciding Finiteness of Matrix Groups

Bounds on group orders give a straightforward, albeit inefficient, way of deciding whether a given set of matrices generates a finite group: starting from the set of generators, enlarge it with products of matrices in the set, until either it is closed under product or the bound on the order has been exceeded. One can do substantially better: it is shown in [2] that, using computations on quadratic forms, one can decide in polynomial time if a given finite set of rational matrices generates a finite group.

Deciding Finiteness of Matrix Semigroups

The Burnside problem has a natural analogue for semigroups. In 1975, McNaughton and Zalcstein [26] positively solved the Burnside problem for matrix semigroups, i.e., they showed, for any field $\mathbb{F}$, that any finitely generated torsion subsemigroup of $\mathbb{F}^{n \times n}$ is finite, using the result for groups by Schur and Kaplansky as a building block. From a computational point of view, McNaughton and Zalcstein’s result suggests an approach for deciding finiteness of the semigroup generated by a given set of rational matrices: finiteness is recursively enumerable, by closing the set of generators under product, as described above for groups. On the other hand, infiniteness is recursively enumerable by enumerating elements in the generated semigroup and checking each element whether it is torsion. By the contrapositive of McNaughton and Zalcstein’s result, if the generated matrix semigroup is infinite, it has a non-torsion element, witnessing infiniteness. However, deciding whether a given matrix has finite order is nontrivial. Only in 1980 did Kannan and Lipton [19, 20] show that the so-called orbit problem is decidable (in polynomial time), implying an algorithm for checking whether a matrix has finite order.

1 A list of the maximal-order finite subgroups of $GL(n, \mathbb{Q})$ for $n \in \{2, 4, 6, 7, 8, 9, 10\}$ can be found in [3, Table 1].
Avoiding this problem, Mandel and Simon [25] showed in 1977 that there exists a function \( f : \mathbb{N}^3 \to \mathbb{N} \) such that if \( S \) is a finite subsemigroup of \( \mathbb{F}^{n \times n} \), generated by \( m \) of its elements, and the subgroups of \( S \) have order at most \( g \), then \( S \) has size (cardinality) at most \( f(n, m, g) \). For rational matrices, one may use the function \( g(n) \) from above for \( g \). By making, in a sense, McNaughton and Zalcstein’s proof quantitative, Mandel and Simon explicitly construct such a function \( f \), which implies an algorithm, with bounded runtime, for deciding finiteness of a finitely generated rational matrix semigroup. A similar result about the decidability of this problem was obtained independently and concurrently by Jacob [18].

**Size Bounds**

Unlike the function \( g \) for rational matrix groups, Mandel and Simon’s function \( f(n, m, g) \) depends on \( m \), the number of generators. This is unavoidable: the semigroup generated by the set \( \mathcal{M}_m := \left\{ \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} : i \in \{0, \ldots, m - 1\} \right\} \) is the set \( \mathcal{M}_m \) itself, with \( |\mathcal{M}_m| = m \) for any \( m \in \mathbb{N} \). Further, the growth in \( n \) of Mandel and Simon’s \( f \) is, roughly, a tower of exponentials of height \( n \). They write in [25, Section 3]: “However, it is likely that our upper bound \( \lceil f(n, m, g) \rceil \) can be significantly improved.”

In [4, Chapter VI], Berstel and Reutenauer also show, for the rational case, the existence of a function in \( n \) and \( m \) that bounds the semigroup size. They write: “As we shall see, the function […] grows extremely rapidly.” An analysis of their proof shows that the growth of their function is comparable with the growth of Mandel and Simon’s function. A related approach is taken in [31]. Further proofs of McNaughton and Zalcstein’s result can be found, e.g., in [24, 11, 8, 30], but they do not lead to better size bounds.

**Length Bounds**

In 1991, Weber and Seidl [32] considered semigroups over nonnegative integer matrices. Using combinatorial and automata-theoretic techniques, they showed that if a finite set \( \mathcal{M} \subseteq \mathbb{N}^{n \times n} \) generates a finite monoid, then for any matrix \( M \) of that monoid there are \( M_1, \ldots, M_{\ell} \in \mathcal{M} \) with \( \ell \leq [e^2n!]/2 \) such that \( M = M_1 \cdots M_{\ell} \); i.e., any matrix in the monoid is a product of matrices in \( \mathcal{M} \) whose length is at most \([e^2n!]/2\). Note that this bound does not depend on the number of generators. Weber and Seidl also give an example that shows that such a length bound cannot be smaller than \( 2^{n^2/2} \).

Almeida and Steinberg [1] proved in 2009 a length bound for rational matrices and expressing the zero matrix: if a finite set \( \mathcal{M} \subseteq \mathbb{Q}^{n \times n} \) (with \( n > 1 \)) generates a finite semigroup that includes the zero matrix 0, then there are \( M_1, \ldots, M_{\ell} \in \mathcal{M} \) with \( \ell \leq (2n - 1)^{n^2} - 1 \) such that \( 0 = M_1 \cdots M_{\ell} \). A length bound of \( n^5 \) for expressing the zero matrix was recently given in the nonnegative integer case [22]. It is open whether there is a polynomial length bound for expressing the zero matrix in the rational case.

**Our Contribution**

We prove a \( 2^{O(n^2 \log n)} \) length bound for the rational case:

> **Theorem 1.** Let \( \mathcal{M} \subseteq \mathbb{Q}^{n \times n} \) be a finite set of rational matrices such that \( \mathcal{M} \) generates a finite semigroup \( \overline{\mathcal{M}} \). Then for any \( M \in \overline{\mathcal{M}} \) there are \( M_1, \ldots, M_{\ell} \in \mathcal{M} \) with \( \ell \leq 2^{n(2n+3)}g(n)^{n+1} \in 2^{O(n^2 \log n)} \) such that \( M = M_1 \cdots M_{\ell} \). (Here \( g(n) \leq (2n)! \) denotes the order of the largest finite subgroup of \( GL(n, \mathbb{Q}) \).)
The example by Weber and Seidl mentioned above shows that any such length bound must be at least \(2^n-2\). A length bound trivially implies a size bound, and Theorem 1 allows us to obtain the first significant improvement over the fast-growing function of Mandel and Simon.

\[\text{Corollary 2.} \text{ Let } \mathcal{M} \subseteq \mathbb{Q}^{n \times n} \text{ be a finite set of } m \text{ rational matrices that generate a finite semigroup } \overline{\mathcal{M}}. \text{ Then } |\overline{\mathcal{M}}| \leq m^{2^{O(n^2 \log n)}}.\]

The proof of Theorem 1 is largely based on linear-algebra arguments, specifically on the structure of a certain graph of vector spaces obtained from \(\mathcal{M}\). This graph was introduced and analysed by Hrushovski et al. [17] for the computation of the Zariski closure of the generated matrix semigroup.

After the preliminaries (section 2) and the proof of Theorem 1 (section 3), we discuss applications in automata theory (section 4). In particular we show that our result implies the first elementary-time algorithm for deciding finiteness of weighted automata over the rationals.

2 Preliminaries

We write \(\mathbb{N} = \{0, 1, 2, \ldots\}\). For a finite alphabet \(\Sigma\), we write \(\Sigma^* = \{a_1 \cdots a_k : k \geq 0, a_i \in \Sigma\}\) and \(\Sigma^+ = \{a_1 \cdots a_k : k \geq 1, a_i \in \Sigma\}\) for the free monoid and the free semigroup generated by \(\Sigma\). The elements of \(\Sigma^*\) are called \textit{words}. For a word \(w = a_1 \cdots a_k\), its \textit{length} \(|w|\) is \(k\).

We denote by \(\varepsilon\) the empty word, i.e., the word of length 0. For \(L \subseteq \Sigma^*\), we also write \(L^* = \{w_1 \cdots w_k : k \geq 0, w_i \in L\} \subseteq \Sigma^*\) and \(L^+ = \{w_1 \cdots w_k : k \geq 1, w_i \in L\} \subseteq \Sigma^*\).

We denote by \(I_n\) the \(n \times n\)-identity matrix, and by \(\mathbf{0}\) the zero vector. For vectors \(v_1, \ldots, v_k\) from a vector space, we denote their span by \(\langle v_1, \ldots, v_k \rangle\). In this article, we view elements of \(\mathbb{Q}^n\) as \textit{row} vectors.

For some \(n \in \mathbb{N} \setminus \{0\}\), let \(\mathcal{M} \subseteq \mathbb{Q}^{n \times n}\) be a finite set of rational matrices, generating a finite semigroup \(\overline{\mathcal{M}}\). For notational convenience, throughout the paper, we associate to \(\mathcal{M}\) an alphabet \(\Sigma\) with \(|\mathcal{M}| = |\Sigma|\), and a bijection \(M : \Sigma \to \mathcal{M}\) which we extend to the monoid morphism \(M : \Sigma^* \to \overline{\mathcal{M}} \cup \{I_n\}\). Thus we may write \(M(\Sigma)\) and \(M(\Sigma^*)\) for \(\mathcal{M}\) and \(\overline{\mathcal{M}} \cup \{I_n\}\), respectively.

We often identify a matrix \(A \in \mathbb{Q}^{\times n}\) with its linear transformation \(A : \mathbb{Q}^n \to \mathbb{Q}^n\) such that \(x \mapsto xA\) for row vectors \(x \in \mathbb{Q}^n\). To avoid clutter, we extend linear-algebra notions from matrices to words, i.e., we may write \(Im(w), Ker(w), rk(w)\) for the image \(Im(M(w)) = \mathbb{Q}^n M(w)\), the kernel \(Ker(M(w)) = \{x \in \mathbb{Q}^n : xM(w) = \mathbf{0}\}\), and the rank of \(M(w)\).

If all matrices in \(M(\Sigma)\) are invertible and \(M(\Sigma^*)\) is finite, then \(M(\Sigma^*)\) is a finite subgroup of \(GL(n, \mathbb{Q})\). For \(n \in \mathbb{N}\), let us write \(g(n)\) for the size of the largest finite subgroup of \(GL(n, \mathbb{Q})\). As discussed in the introduction, a non-trivial but elementary proof shows \(g(n) \leq (2n)!\), and it is known that \(g(n) = 2^n n!\) holds for sufficiently large \(n\).

Exterior Algebra

This brief introduction is borrowed and slightly extended from [17, Section 3]. Let \(V\) be an \(n\)-dimensional vector space over a field \(F\). (We will only consider \(V = \mathbb{Q}^n\).) For any \(r \in \mathbb{N}\), let \(A_r\) denote the set of maps \(B : V^r \to F\) so that \(B\) is linear in each argument and further \(B(v_1, \ldots, v_r) = 0\) holds whenever \(v_i = v_{i+1}\) holds for some \(i \in \{1, \ldots, r-1\}\). These conditions imply that swapping two adjacent arguments changes the sign, i.e.,

\[B(v_1, \ldots, v_{i-2}, v_{i-1}, v_{i+1}, v_i, v_{i+2}, v_{i+3}, \ldots, v_r) = -B(v_1, \ldots, v_r).\]
These properties of \( \mathcal{A}_r \) imply that, given an arbitrary basis \( \{e_1, \ldots, e_n\} \) of \( V \), any \( B \in \mathcal{A}_r \) is uniquely determined by all \( B(e_{i_1}, \ldots, e_{i_r}) \) where \( 1 \leq i_1 < i_2 < \ldots < i_r \leq n \). For any \( v_1, \ldots, v_r \in V \), define the wedge product

\[
\bigwedge v_1 \wedge \cdots \wedge v_r : \mathcal{A}_r \to \mathbb{F} \quad \text{by} \quad (\bigwedge v_1 \wedge \cdots \wedge v_r)(B) = B(v_1, \ldots, v_r).
\]

It follows from the properties of \( \mathcal{A}_r \) above that the wedge product is linear in each argument: if \( v_1 = \lambda u + \lambda' u' \) then

\[
\left( \bigwedge_{1 \leq i \leq k} v_i \right)(B) = \lambda \left( \bigwedge_{1 \leq j < i} v_j \wedge u \wedge \bigwedge_{i < j \leq k} v_j \right)(B) + \lambda' \left( \bigwedge_{1 \leq j < i} v_j \wedge u' \wedge \bigwedge_{i < j \leq k} v_j \right)(B).
\]

Moreover, \( (v_1 \wedge \cdots \wedge v_r)(B) = 0 \) if \( v_i = v_j \) holds for some \( i, j \) with \( i \neq j \).

For \( r \in \mathbb{N} \) define \( \Lambda^r V \) as the vector space generated by the length-\( r \) wedge products \( v_1 \wedge \cdots \wedge v_r \) with \( v_1, \ldots, v_r \in V \). For any basis \( \{e_1, \ldots, e_n\} \) of \( V \), the set \( \{e_{i_1} \wedge \cdots \wedge e_{i_r} : 1 \leq i_1 < \cdots < i_r \leq n\} \) is a basis of \( \Lambda^r V \); hence \( \dim \Lambda^r V = \binom{n}{r} \). Note that \( \Lambda^1 V = V \) and \( \binom{0}{r} = 0 \) for \( r > n \). One can view the wedge product as an associative operation \( \wedge : \Lambda^r V \times \Lambda^s V \to \Lambda^{r+s} V \). Define the exterior algebra of \( V \) as the direct sum \( \Lambda^r V = \Lambda^0 V \oplus \Lambda^1 V \oplus \cdots \). Then also \( \wedge : \Lambda V \times \Lambda V \to \Lambda V \).

It follows that for \( u_1, \ldots, u_r \in V \), we have \( u_1 \wedge \cdots \wedge u_r \neq 0 \) if and only if \( \{u_1, \ldots, u_r\} \) is linearly independent. Furthermore, for \( u_1, \ldots, u_r, v_1, \ldots, v_r \in V \) and \( u = u_1 \wedge \cdots \wedge u_r \neq 0 \) and \( v = v_1 \wedge \cdots \wedge v_r \neq 0 \), we have that \( u, v \) are scalar multiples if and only if \( \langle u_1, \ldots, u_r \rangle = \langle v_1, \ldots, v_r \rangle \).

The Grassmannian \( \text{Gr}(n) \) is the set of subspaces of \( \mathbb{Q}^n \). By the above-stated properties of the wedge product there is an injective function

\[ \iota : \text{Gr}(n) \to \Lambda \mathbb{Q}^n \]

such that, for all \( W \in \text{Gr}(n) \), we have \( \iota(W) = v_1 \wedge \cdots \wedge v_r \) where \( \{v_1, \ldots, v_r\} \) is an arbitrarily chosen basis of \( W \). Note that the particular choice of a basis for \( W \) only changes the value of \( \iota(W) \) up to a constant. Given subspaces \( W_1, W_2 \in \text{Gr}(n) \), we moreover have \( W_1 \cap W_2 = \{0\} \) if and only if \( \iota(W_1) \wedge \iota(W_2) \neq 0 \).

### 3 Proof of Theorem 1

It is convenient to state and prove our main result in terms of monoids rather than semigroups:

**Theorem 3.** Let \( M : \Sigma^* \to \mathbb{Q}^{n \times n} \) be a monoid morphism whose image \( M(\Sigma^*) \) is finite. Then for any \( w \in \Sigma^* \) there is \( u \in \Sigma^* \) with \( M(w) = M(u) \) and

\[ |u| \leq 2^{n(2n+3)g(n)^n+1} \in 2^{O(n^3 \log n)} . \]

With this theorem at hand, Theorem 1 follows immediately:

**Proof of Theorem 1.** Let \( M \in \overline{\mathcal{M}} \) be an element of the semigroup generated by \( \mathcal{M} \). If \( M \neq I_n \), by Theorem 3, \( M \) can be written as a short product. Otherwise, \( M = I_n \in G \), where \( G = \overline{\mathcal{M}} \cap GL(n, \mathbb{Q}) \) is a finite group of order at most \( g(n) \). For any product \( M_1 \cdots M_\ell \) with \( \ell > g(n) \), there are \( 1 \leq i < j \leq \ell \) such that \( M_1 \cdots M_i = M_1 \cdots M_j \), and so \( M_1 \cdots M_\ell = M_1 \cdots M_i M_{i+1} \cdots M_\ell \). Hence, there are \( \ell \in \{1, \ldots, g(n)\} \) and \( M_1, \ldots, M_\ell \in \mathcal{M} \) such that \( M = I_n = M_1 \cdots M_\ell \). \( \blacksquare \)
Remark 4. The same argument as in the proof above shows that in a finite monoid \((H, \cdot)\), generated by \(G \subseteq H\), for any \(h \in H\) there are \(\ell \in \{0, \ldots, |H| - 1\}\) and \(g_1, \ldots, g_\ell \in G\) with \(h = g_1 \cdots g_\ell\).

In the remainder of this section, we prove Theorem 3. We assume that \(M : \Sigma^* \to \mathbb{Q}^{n \times n}\) is a monoid morphism with finite image \(M(\Sigma^*)\).

### 3.1 The Maximum-Rank Case

In this subsection we prove:

Proposition 5. Suppose that there is \(r \leq n\) with \(\text{rk} a = r\) for all \(a \in \Sigma\). Let \(w \in \Sigma^*\) with \(\text{rk} w = r\). Then there is \(u \in \Sigma^*\) with \(M(w) = M(u)\) and

\[ |u| \leq 2^{2n+3}g(n) - 1 \leq 2^{O(n \log n)}. \]

In this subsection we assume that \(\text{rk} a = r\) holds for all \(a \in \Sigma\). For the proof of Proposition 5, we define a directed labelled graph \(G\) whose vertices are the vector spaces \(\text{im} w\) for \(w \in \Sigma^*\) such that \(\text{rk} w = r\), and whose edges are triples \((V_1, a, V_2)\) such that \(a \in \Sigma\) and \(V_1 M(a) = V_2\). Let \((V_1, a, V_2)\) be an edge; then \(V_2 \subseteq \text{im} a\), but \(\text{dim} V_2 = r = \text{rk} a = \dim \text{im} a\), hence \(V_2 = \text{im} a\), i.e., the edge label determines the edge target. We will implicitly use the fact that any path in \(G\) is determined by its start vertex and the sequence of its edge labels.

Note that if \(V_1\) is a vertex and \(a \in \Sigma\), the edge \((V_1, a, \text{im} a)\) is present in \(G\) if and only if \(\text{rk} V_1 M(a) = r\) if and only if \(V_1 \cap \ker a = \{0\}\).

The following two lemmas, which are variants of lemmas in [17, Section 6], are statements about the structure of \(G\) in terms of its strongly connected components (SCCs).

Lemma 6. Let \(w = w_1 \cdots w_k\) for \(w_1, \ldots, w_k \in \Sigma^+\) with \(\text{rk} w = r\) such that the \(k\) vertices \(\text{im} w_1, \ldots, \text{im} w_k\) are all different SCCs of \(G\). Then \(k \leq 2^{|\Sigma|}\).

Proof. Let \(i \in \{2, \ldots, k-1\}\). Since \(\text{rk} w_i = r = \text{rk}(w_i w_{i+1})\), we have \(\text{im} w_i \cap \ker w_{i+1} = \{0\}\), thus \(\iota(\text{im} w_i) \land \iota(\ker w_{i+1}) \neq \{0\}\). On the other hand, for any \(j < i\), since \(\text{im} w_j, \text{im} w_j\) are in different SCCs and \(\text{im} w_j\) is reachable from \(\text{im} w_i\), the vertex \(\text{im} w_j\) is not reachable from \(\text{im} w_i\); therefore we have \(\text{im} w_i \cap \ker w_j \neq \{0\}\), thus \(\iota(\text{im} w_i) \land \iota(\ker w_j) \neq \{0\}\). It follows that \(\iota(\ker w_{i+1}) \not\subseteq \iota(\ker w_j)\) for some \(\lambda_1, \lambda_2, \ldots, \lambda_{i-1}\) then, by linearity of the wedge product, \(\iota(\text{im} w_i) \land \iota(\ker w_{i+1}) = \sum_{j < i} \lambda_j \iota(\ker w_j)\), where \(\sum_{j < i} \lambda_j \iota(\ker w_j) = \{0\}\), a contradiction.

We show by induction on \(i\) that \(\dim \langle \iota(\ker w_j) : j \in \{1, \ldots, i\}\rangle \geq i/2\) for all \(i \in \{1, \ldots, k\}\). This is clear for \(i = 1, 2\). For the induction step, we have \(\dim \langle \iota(\ker w_j) : j \in \{1, \ldots, i+1\}\rangle \geq \dim \langle \iota(\ker w_{i+1}) \rangle \geq 1 + (i + 1)/2 = (i + 1)/2\). Hence \(k/2 \leq \dim \langle \iota(\ker w_j) : j \in \{1, \ldots, k\}\rangle \leq \dim \Lambda^{n-r}Q^n = \binom{n}{r}. \)

Lemma 7. Let \(a_1 \cdots a_k \in \Sigma^*\) be (the edge labels of) a shortest path in \(G\) from a vertex \(\text{im} a_0\) to \(\text{im} a_k\). Then \(k \leq \binom{|\Sigma|}{r}\).

Proof. Let \(i \in \{0, \ldots, k-2\}\). We have \(\text{im} a_i \cap \ker a_{i+1} = \{0\}\), thus \(\iota(\text{im} a_i) \land \iota(\ker a_{i+1}) \neq \{0\}\). On the other hand, for any \(j > i + 1\), since \(a_{i+1} \cdots a_j\) is a shortest path from \(\text{im} a_i\) to \(\text{im} a_j\), there is no edge from \(\text{im} a_i\) to \(\text{im} a_j\); therefore we have \(\text{im} a_i \cap \ker a_j \neq \{0\}\), thus \(\iota(\text{im} a_i) \land \iota(\ker a_j) = \{0\}\). It follows that \(\iota(\ker a_{i+1}) \not\subseteq \iota(\ker a_j)\) for \(j > i + 1\).

By induction it follows that \(\dim \langle \iota(\ker a_j) : j \in \{i+1, \ldots, k\}\rangle \geq k - i - 1\) holds for all \(i \in \{0, \ldots, k-1\}\). Hence \(k \leq \dim \langle \iota(\ker a_j) : j \in \{1, \ldots, k\}\rangle \leq \dim \Lambda^{n-r}Q^n = \binom{n}{r}. \)
The next lemmas discuss cycles $w \in \Sigma^+$ in $G$, i.e., (the edge labels of) paths in $G$ such that $\text{im}(w) \cap \ker(w) = \{0\}$. A cycle $w$ is said to be around $w_0$ if $\text{im}(w) = \text{im}(w_0)$. The following lemma says, loosely speaking, that cycles around a single vertex "generate a group".

**Lemma 8.** Let $w_0 \in \Sigma^+$ with $\text{rk} w_0 = r$, and let $P \in \mathbb{Q}^{r \times n}$ be a matrix with $\text{im} P = \text{im} w_0$. Then for every cycle $w \in \Sigma^+$ around $w_0$ there exists a unique invertible matrix $M'(w) \in \text{GL}(r, \mathbb{Q})$ such that $PM(w) = M'(w)P$. Moreover, for any nonempty set $C \subseteq \Sigma^+$ of cycles around $w_0$, $M'(C^+) \subseteq \text{GL}(r, \mathbb{Q})$ is a finite subgroup of $\text{GL}(r, \mathbb{Q})$.

**Proof.** Let $w \in \Sigma^+$ be a cycle around $w_0$. Since $\text{im} P \cap \ker(M(w)) = \{0\}$, it follows that $\text{im}(PM(w)) = \text{im}(w) = \text{im} P$. So the rows of $PM(w)$ are linear combinations of rows of $P$, and vice versa, hence there is a unique $M'(w) \in \text{GL}(r, \mathbb{Q})$ with $PM(w) = M'(w)P$.

Let $C \subseteq \Sigma^+$ be a nonempty set of cycles around $w_0$. For any $w_1, w_2 \in C$ we have $M'(w_1 w_2)P = PM(w_1 w_2) = PM(w_1)M(w_2) = M'(w_1)M'(w_2)$, and since the rows of $P$ are linearly independent, it follows that $M'(w_1 w_2) = M'(w_1)M'(w_2)$. Thus, $M'(C^+) \subseteq \text{GL}(r, \mathbb{Q})$ is a semigroup.

Towards a contradiction, suppose $M'(C^+)$ were infinite. Since the rows of $P$ are linearly independent, it follows that $M'(C^+)P$ is infinite, thus $PM(C^+)$ is infinite. Since $\text{im} w_0 = \text{im} P$, there is a matrix $B \in \mathbb{Q}^{n \times r}$ with $M(w_0) = BP$. Since the columns of $B$ are linearly independent, the set $\text{BPM}(C^+)$ is infinite. But this set equals $M(w_0C^*)$, contradicting the finiteness of $M(\Sigma^*)$. Thus the semigroup $M'(C^+)$ is finite. As $M'(C^+) \subseteq \text{GL}(r, \mathbb{Q})$, it follows that $M'(C^+)$ is a finite group.

The following lemma allows us, loosely speaking, to limit the number of cycles in a word.

**Lemma 9.** Let $w_0, w_1, \ldots, w_k \in \Sigma^+$ such that $w_1, \ldots, w_k$ are cycles around $w_0$. Then there exist $\ell \leq g(n) - 1$ and \{u_1, \ldots, u_\ell\} $\subseteq \{w_1, \ldots, w_k\}$ such that $M(w_0 w_1 \cdots w_k) = M(w_0 u_1 \cdots u_\ell)$.

**Proof.** We can assume $k \geq 1$. Let $C = \{w_1, \ldots, w_k\}$. Let $P$ and $M'(w)$ for $w \in C$ as in Lemma 8. By Lemma 8, the set $M'(C^+)$ is a finite subgroup of $\text{GL}(r, \mathbb{Q})$, so we have $|M'(C^+)| \leq g(r) \leq g(n)$. By Remark 4, there are $\ell \leq g(n) - 1$ and $u_1, \ldots, u_\ell \in C$ such that $M'(w_1) \cdots M'(w_k) = M'(u_1) \cdots M'(u_\ell)$. Since $\text{im} w_0 = \text{im} P$, there is a matrix $B \in \mathbb{Q}^{n \times r}$ with $M(w_0) = BP$. Hence we have $M(w_0 w_1 \cdots w_k) = BPM(w_0) \cdots BPM(w_k) = BM'(w_1) \cdots BM'(w_k)P = BM'(u_1) \cdots BM'(u_\ell)P = BPM(u_1) \cdots BPM(u_\ell) = M(w_0 u_1 \cdots u_\ell)$.

The following lemma allows us to add cycles to a word.

**Lemma 10.** Let $w \in \Sigma^+$ be a cycle in $G$. Then there exists $\rho(w) \in \mathbb{N} \setminus \{0\}$ such that $M(w_0) = M(w_0 w^{\rho(w)})$ holds for all $w_0 \in \Sigma^+$ with $\text{im} w_0 = \text{im} w$.

**Proof.** Let $P \in \mathbb{Q}^{r \times n}$ be a matrix with $\text{im} P = \text{im} w$. By Lemma 8, there exists $M'(w) \in \text{GL}(r, \mathbb{Q})$ such that $PM(w) = M'(w)P$ and $\{M'(w)^i : i \in \mathbb{N}\}$ is a finite group. Define $\rho(w)$ to be the order of this group, i.e., $M'(w)^{\rho(w)} = I_r$. Let $w_0 \in \Sigma^+$ with $\text{im} w_0 = \text{im} w$. Since $\text{im} w_0 = \text{im} P$, there is a matrix $B \in \mathbb{Q}^{n \times r}$ with $M(w_0) = BP$. Hence $M(w_0) = BP = BLP = BPM(w)^{\rho(w)}P = BPM(w)^{\rho(w)} = M(w_0)M(w)^{\rho(w)} = M(w_0 w^{\rho(w)})$.

The following lemma allows us to limit the length of paths within an SCC.

**Lemma 11.** Let $a \in \Sigma$, and let $w \in \Sigma^*$ be a path in $G$ from $\text{im} a$ such that $\text{im} a$ and $\text{im} w$ are in the same SCC. Then there exists $u \in \Sigma^*$ with $M(aw) = M(au)$ and $|u| \leq 2^{\rho(w) + g(n) - 2} \in 2^{O(n \log n)}$. 
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For any $a_1, a_2 \in \Sigma$ such that $im(a_1), im(a_2)$ are in the SCC of $im(a)$, let $s(b_1, b_2) \in \Sigma^+$ be a shortest path from $im(a_1)$ to $im(a_2)$. By Lemma 7, we have $|s(b_1, b_2)| \leq \binom{n}{2}$.

Suppose $w = a_1 \cdots a_k$ for $a_i \in \Sigma$. For $i \in \{1, \ldots, k\}$ define the cycle $w_i := s(a_i, a)s(a, a_i)$ around $im(a)$. By Lemma 10, we have $M(a w) = M(a w')$ for

$$w' := a_1 w_1^{\rho(u_1)} a_2 w_2^{\rho(u_2)} \cdots a_k w_k^{\rho(u_k)}.$$

For $i \in \{1, \ldots, k\}$ also define the cycle $v_i := s(a, a_i)s(a_i, a)$ around $im(a)$. Then we have:

$$w' = a_1 s(a_1, a)v_1^{\rho(u_1)-1}s(a_1, a_2)s(a_2, a)v_2^{\rho(u_2)-1}s(a_2, a_3)\cdots a_k s(a_k, a)v_k^{\rho(u_k)-1}s(a, a_k).$$

Figure 1 illustrates the paths $w$ and $w'$. Define a set of cycles $C \subseteq \Sigma^*$ around $im(a)$ by

$$C := \{ a_1 s(a_1, a), v_1, s(a, a_1)a_2 s(a_2, a), v_2, \ldots, s(a, a_{k-1})a_k s(a_k, a), v_k \}.$$

Since $w' \in C^* s(a, a_k)$, by Lemma 9, there exist $\ell \leq g(n) - 1$ and $u_1, \ldots, u_\ell \in C$ such that $M(a w) = M(a w') = M(a u_1 u_2 \cdots u_\ell s(a, a_k))$. For all $v \in C$ we have $|v| \leq 2^{\binom{n}{2}} + 1 \leq 2^{2n+2}$, and $|s(a, a_k)| \leq \binom{n}{2} \leq 2^n$. Hence the lemma holds for $u := u_1 u_2 \cdots u_\ell s(a, a_k)$, as $|u| \leq 2^{n+2}(g(n) - 1) + 2^n \leq 2^{2n+2}g(n) - 2$.

We are ready to prove Proposition 5.

**Proof of Proposition 5.** Decompose the word $w$ into $w = a_1 w_1 a_2 w_2 \cdots a_k w_k$ for $a_i \in \Sigma$ so that for all $i \in \{1, \ldots, k\}$ the vertices $im(a_i), im(w_i)$ are in the same SCC, and for all $i \in \{1, \ldots, k-1\}$ the vertices $im(w_i), im(a_{i+1})$ are in different SCCs. By Lemma 6, we have $k \leq 2^{\binom{n}{2}} \leq 2^{2n+1}$. For all $i \in \{1, \ldots, k\}$, by Lemma 11, there is $u_i \in \Sigma^*$ with $|u_i| \leq 2^{n+2} g(n) - 2$ such that $M(a_i w_i) = M(a_i u_i)$. Hence the proposition holds for $u := a_1 u_1 a_2 u_2 \cdots a_k u_k$, as $|u| \leq 2^{n+1} (2^{n+2} g(n) - 2 + 1) \leq 2^{2n+3} - 1$. ▶
3.2 The General Case

In this subsection we prove Theorem 3. For $r \in \{0, \ldots, n\}$ let $d_r \in \mathbb{N}$ be the smallest number such that for any $w \in \Sigma^*$ with $\text{rk} w \geq r$ there is $u \in \Sigma^*$ with $M(w) = M(u)$ and $|u| \leq d_r$. Also write $h$ for the bound from Proposition 5.

**Proposition 12.** For any $r \in \{0, \ldots, n-1\}$ we have $d_r \leq d_{r+1} + (d_{r+1} + 1)h$.

**Proof.** Let $w \in \Sigma^*$ with $\text{rk} w \geq r$. We need to show that there is $u \in \Sigma^*$ with $M(w) = M(u)$ and $|u| \leq d_{r+1} + (d_{r+1} + 1)h$. Decompose $w$ into $w = w_0a_1w_1a_2w_2 \cdots a_kw_k$ for $a_i \in \Sigma$ such that $\text{rk} w_0 > r$ and for all $i \in \{1, \ldots, k\}$ we have $\text{rk}(a_iw_i) = r$ and $\text{rk} w_i > r$. (This decomposition is unique; in particular, $a_kw_k$ is the shortest suffix of $w$ with rank $r$.) By the definition of $d_{r+1}$, for all $i \in \{0, \ldots, k\}$ there exists $u_i \in \Sigma^*$ with $M(w_i) = M(u_i)$ and $|u_i| \leq d_{r+1}$. Then $M(w) = M(u_0a_1u_1a_2u_2 \cdots a_kw_k)$.

Define a new alphabet $\Sigma_r$ and a monoid morphism $M_r : \Sigma_r \to Q^{n \times n}$ with $M_r(\Sigma) = \{M(a_iu_i) : i \in \{1, \ldots, k\}\}$, and note that $\text{rk} M_r(b) = r$ for all $b \in \Sigma_r$. There is then a word $y \in \Sigma_r^*$ such that $M_r(y) = M(a_1u_1 \cdots a_kw_k)$. By Proposition 5, there is $x \in \Sigma_r^*$ with $M_r(x) = M_r(y)$ and $|x| \leq h$. Obtain the word $v \in \Sigma^*$ from $x$ by replacing each letter $b \in \Sigma_r$ in $x$ by $a_iu_i$ for $i \in \{1, \ldots, k\}$ such that $M_r(b) = M(a_iu_i)$. Then $M_r(x) = M_r(v)$, and thus $M(w) = M(w_0a_1u_1 \cdots a_kw_k) = M(u_0)M_r(y) = M(u_0)M_r(x) = M(u_0)M(v) = M(u_0)v$, where $|u_0| = |u_0| + |v| \leq d_{r+1} + (d_{r+1} + 1)|x| \leq d_{r+1} + (d_{r+1} + 1)h$.

We can now prove our main result.

**Proof of Theorem 3.** We prove by induction that for all $r \in \{0, \ldots, n\}$ we have $d_r \leq (h + 1)^{n-r}d_n + (h + 1)^{n-r} - 1$. For the base case, $r = n$, this is trivial. For the step, let $r < n$. We have:

$$
\begin{align*}
    d_r & \leq h + (h + 1)d_{r+1} & \text{(Proposition 12)} \\
    & \leq h + (h + 1)((h + 1)^{n-r-1}d_n + (h + 1)^{n-r-1} - 1) & \text{(induction hypothesis)} \\
    &= h + (h + 1)^{n-r}d_n + (h + 1)^{n-r} - h - 1 \\
\end{align*}
$$

This completes the induction proof. Hence $d_0 \leq (h + 1)^n(d_n + 1) = 2^{n(2n+3)}g(n)^n(d_n + 1)$. The rank-$n$ matrices in $M(\Sigma)$ generate a finite subgroup of $GL(n, \mathbb{Q})$. So it follows by Remark 4 that $d_n + 1 \leq g(n)$. Thus $d_0 \leq 2^{n(2n+3)}g(n)^{n+1}$.

4 Algorithmic Applications

Theorem 1 gives an exponential-space algorithm for deciding finiteness of a finitely generated rational matrix semigroup. In fact, the following theorem shows that deciding finiteness is in the second level of the weak EXP hierarchy (see e.g. [16] for a definition).

**Theorem 13.** Given be a finite set $M \subseteq \mathbb{Q}^{n \times n}$ of rational matrices, the problem of deciding finiteness of the generated semigroup $\overline{M}$ is in coNEXP$^{\text{NP}}$.

**Proof.** For a NEXP$^{\text{NP}}$ algorithm deciding infiniteness, non-deterministically guess in exponential time some $M = M_1 \cdots M_\ell$, $M_i \in M$, with $\ell = 2^{n(2n+3)}g(n)^{n+1} + 1$ as a witness for infiniteness. Then, using a call to an NP oracle, check whether there are $M_1', \ldots, M_\ell' \in M$ such that $M = M_1' \cdots M_\ell'$ for some $0 \leq r < \ell$. If the call is successful then reject, otherwise accept.

Correctness of the algorithm immediately follows from Theorem 1: if $\overline{M}$ is finite, then the $M_1', \ldots, M_\ell' \in M$ such that $M = M_1' \cdots M_\ell'$ are guaranteed to exist.
This is the first improvement of the non-elementary algorithm of Mandel and Simon [25]. Another immediate consequence of Theorem 1 is an upper bound on the complexity of the membership problem for finite matrix semigroups:

**Theorem 14.** Given a finite set of rational matrices \( M \subseteq \mathbb{Q}^{n \times n} \) such that \( \overline{M} \) is finite and \( A \in \mathbb{Q}^{n \times n} \), the problem of deciding whether \( A \in \overline{M} \) is in \( \text{NEXP} \).

In the remainder of this section, we discuss implications of Theorem 13 to decision problems in automata theory.

### 4.1 Weighted Automata

The motivation for Mandel and Simon to study the finiteness problem originated from investigating the decidability of the finiteness problem (originally called boundedness problem in [25]) for weighted automata. A **weighted automaton** over \( \mathbb{Q} \) is a quintuple \( \mathcal{A} = (n, \Sigma, M, \alpha, \eta) \) where \( n \in \mathbb{N} \) is the number of states, \( \Sigma \) is the finite alphabet, \( M : \Sigma \to \mathbb{Q}^{n \times n} \) maps letters to transition matrices, \( \alpha \in \mathbb{Q}^n \) is the initial state vector, and \( \eta \in \mathbb{Q}^n \) is the final state vector. We extend \( M \) to the monoid morphism \( M : \Sigma^* \to \mathbb{Q}^{n \times n} \) as before. Such an automaton defines a function \( |A| : \Sigma^* \to \mathbb{Q} \) by defining \( |A|(w) = \alpha M(w) \eta^T \), where the superscript \( T \) denotes transpose. We say, \( \mathcal{A} \) is **finite** if the image of \( |A| \) is finite, i.e., if \( |A|(\Sigma^*) \subseteq \mathbb{Q} \) is a finite set. The **finiteness problem** asks whether a given automaton is finite. It is clear that if \( M(\Sigma^*) \) is finite then \( \mathcal{A} \) is finite. The converse is not generally true: e.g., any automaton \( \mathcal{A} \) whose initial state vector is the zero vector satisfies \( |A|(\Sigma^*) = \{0\} \), hence is finite, regardless of \( M(\Sigma^*) \). However, it is argued in the proof of Corollary 5.4 in [25] that, given an automaton \( \mathcal{A} \), one can compute, in exponential time, a polynomial-size automaton \( \mathcal{B} \) with monoid morphism \( M_B \) such that (i) \( |A| = |B| \), and (ii) \( \mathcal{A} \) (and hence \( \mathcal{B} \)) is finite if and only if \( M_B(\Sigma^*) \) is finite.² Mandel and Simon use this argument to show that the finiteness problem for weighted automata over \( \mathbb{Q} \) is decidable. Theorem 13 then immediately gives:

**Corollary 15.** The finiteness problem for weighted automata over \( \mathbb{Q} \) can be decided in \( \text{coNEXP}^{\text{NP}} \).

### 4.2 Affine Integer Vector Addition Systems with States

We show that Theorem 1 together with Corollary 2 imply an upper bound for the reachability problem in affine integer vector addition systems with states with the finite monoid problem (afmp-$\mathbb{Z}$-VASS) studied in [5]. An affine \( \mathbb{Z} \)-VASS in dimension \( d \in \mathbb{N} \) is a tuple \( \mathcal{V} = (d, Q, T) \) such that \( Q \) is a finite set of states and \( T \subseteq Q \times \mathbb{Z}^{d \times d} \times \mathbb{Z}^d \times Q \) is a finite transition relation. Setting \( M := \{ A \in \mathbb{Z}^{d \times d} : (q, \bar{A}, \bar{b}, r) \in T \} \), in afmp-$\mathbb{Z}$-VASS we additionally require that \( \overline{M} \) is finite. A configuration of \( \mathcal{V} \) is a tuple \( (q, \bar{v}) \in Q \times \mathbb{Z}^d \) which we write as \( q(\bar{v}) \). We define the step relation \( \rightarrow \subseteq (Q \times \mathbb{Z}^d)^2 \) such that \( q(\bar{v}) \to r(\bar{w}) \) if and only if there is a transition \( (q, \bar{A}, \bar{b}, r) \in T \) such that \( \bar{w} = A \cdot \bar{v} + \bar{b} \). Moreover, we denote by \( \rightarrow^* \) the reflexive transitive closure of \( \to \). For a configuration \( q(\bar{v}) \), we define the reachability set of \( q(\bar{v}) \) as \( R(q(\bar{v})) := \{ r(\bar{w}) : q(\bar{v}) \rightarrow^* r(\bar{w}) \} \). Given configurations \( q(\bar{v}) \) and \( r(\bar{w}) \), reachability is the problem of deciding whether \( r(\bar{w}) \in R(q(\bar{v})) \). Note that \( R(q(\bar{v})) \) is in general infinite despite \( \overline{M} \) being finite.

² We remark that this automaton \( \mathcal{B} \) has the minimal number of states among the automata defining the function \( |A| \). This minimal automaton goes back to [29] and has been further studied in, e.g., [7, 10].
The reachability problem for afmp-$\mathbb{Z}$-VASS was shown decidable in [5] by a reduction to reachability in $\mathbb{Z}$-VASS. A $\mathbb{Z}$-VASS is an afmp-$\mathbb{Z}$-VASS in which every transition is of the form $(q, I_d, b, r)$. The reachability problem for $\mathbb{Z}$-VASS is known to be NP-complete, see e.g. [15]. The size of the $\mathbb{Z}$-VASS obtained in the reduction given in [5] grows in $|M|$ and hence leads to a non-elementary upper bound for reachability in afmp-$\mathbb{Z}$-VASS assuming Mandel and Simon’s bound. The results of this paper enable us to significantly improve this upper bound.

**Corollary 16.** The reachability problem for afmp-$\mathbb{Z}$-VASS can be decided in EXPSPACE.

**Proof.** Let $V = (d, Q, T)$ be an afmp-$\mathbb{Z}$-VASS and let $M$ be defined as above. Set $||M|| := |M| \cdot d^2 \cdot \max\{\log(||A|| + 1) : A \in M\}$, where $||A||$ is the largest absolute value of all entries of $A$. Since $||A_1 \cdots A_n|| \leq d^n \cdot ||A_1|| \cdots ||A_n||$ for all $A_1, \ldots, A_n \in \mathbb{Z}^{d \times d}$ and $n \in \mathbb{N}$, by Theorem 1 and Corollary 2 we have

$$||M|| \leq |T|^{2^{O(d^2 \log d)}} \cdot d^2 \cdot 2^{d(2d+3)} \cdot g(d+1) \cdot (\log d + ||T||) \leq ||T||^{2^{O(d^2 \log d)}}$$

where $||T|| := \sum_{(q,A,b,r) \in T} d^2 \cdot [\log ||A|| + \log ||b|| + 1]$. It can be deduced from the proof of [5, Thm. 7] that reachability in $V$ can be decided in non-deterministic space that is polynomially bounded in the encoding of $V$ and poly-logarithmically in $||M||$, from which the desired exponential space upper bound follows.

**5 Conclusion**

The main result of this paper has been to show that any element in the finite multiplicative semigroup $\overline{M}$ generated by a finite set $M$ of $m$ rational $n \times n$ matrices can be obtained as a product of generators of length at most $2^{O(n^2 \log n)}$. This length bound immediately gives that $|\overline{M}|$ is bounded by $m^{2^{O(n^2 \log n)}}$.

There remain two immediate questions that we did not answer in this article. The first is whether the order of growth of $|\overline{M}|$ we obtained is tight. If $\overline{M}$ is a group its order can be bounded by $2^{n^2}$ for almost all $n$, and this bound is attained by the group of signed permutation matrices. In contrast, in the semigroup case $|\overline{M}|$ also depends on $m$. We conjecture that our doubly exponential upper bound is not optimal and that it is possible to establish an exponential upper bound of $|\overline{M}|$ in terms of $m$ and $n$. The second open question concerns the precise complexity of deciding finiteness of matrix semigroups. We have been unable to establish any non-trivial lower bounds on this problem and conjecture that our coNEXP$^\text{NP}$ upper bound can significantly be improved, possibly by adapting techniques of Babai et al. [2].
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Abstract
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1 Introduction

Subsets of groups. Regular languages are an extremely versatile tool in algorithmics on sets of finite words. This is mainly due to two reasons. First, they are robust in terms of representations and closure properties: They can be described by finite automata, by recognizing morphisms, and by monadic second-order logic and they are closed under Boolean and an abundance of other operations. Second, many properties (such as emptiness) are easily decidable using finite automata.
Rational Subsets of Baumslag-Solitar Groups

Given this success, there have been several attempts to develop an analogous notion for subsets of (infinite, finitely generated) groups. Adapting the notion of recognizing morphism yields recognizable subsets of a group $G$. They are closed under Boolean operations, and problems such as membership or emptiness are decidable. However, since they are merely unions of cosets of finite-index normal subgroups, their expressiveness is severely limited.

Another notion is that of rational subsets, which transfer (non-deterministic) finite automata to groups. Starting with pioneering work by Benois [6] in 1969, they have matured into an important tool in group theory. Rational subsets are quite expressive: They include finitely generated submonoids and are closed under (finite) union, pointwise product, and Kleene star. Moreover, they have been applied successfully to solving equations in groups [11, 9], as well as in other settings [2, 34].

The high expressiveness of rational subsets comes at the cost of undecidability of decision problems for many groups. The most fundamental one is the membership problem for rational subsets: Given a rational subset $R$ of a group $G$ and an element $g \in G$, does $g$ belong to $R$? Understanding for which groups this problem is decidable received significant attention over the last two decades, see [24] for a survey. Unfortunately, the rational subsets do not quite reach the level of robustness of regular languages. In general, the class of rational subsets of a group is not closed under Boolean operations, and the papers [25, 4] study for which groups the rational subsets form a Boolean algebra.

### Baumslag-Solitar groups

A prominent class of groups is that of Baumslag-Solitar groups $BS(p,q)$. For each $p, q \in \mathbb{N}$, the group is defined as $BS(p,q) = \langle a, t \mid ta^pt^{-1} = a^q \rangle$. They were introduced in 1962 by Baumslag and Solitar to provide an example of a two-generator one-relator group that is non-Hopfian. They recently came into focus from the algorithmic perspective in a paper by Kharlampovich, López, and Miasnikov [22], which shows that solvability of equations is decidable in $BS(1,q)$. They have also been studied from several other perspectives, such as the decidability and complexity of the word problem [28, 14, 35], the conjugacy problem [14, 35], tiling problems [1], and computing normal forms [13, 18, 17].

More specifically to our setting, the Baumslag-Solitar-groups have recently been identified by Diekert, Potapov, and Semukhin [15] as a stumbling block in solving rational subset membership in the group $GL(2, \mathbb{Q})$, that is, the group of invertible $2 \times 2$ matrices over $\mathbb{Q}$. They show that any subgroup of $GL(2, \mathbb{Q})$ containing $GL(2, \mathbb{Z})$ is either of the form $GL(2, \mathbb{Z}) \times \mathbb{Z}^k$ for $k \geq 1$ or contains $BS(1,q)$ as a subgroup for some $q \geq 2$. Rational subset membership for $GL(2, \mathbb{Z}) \times \mathbb{Z}^k$ is today a matter of standard arguments [24], because $GL(2, \mathbb{Z})$ is virtually free. Therefore, making significant progress towards decidability in larger subgroups requires understanding rational subsets of $BS(1,q)$.

One can represent the elements of $BS(1,q)$ as pairs $(r,m)$, where $r$ is a number in $\mathbb{Z}[\frac{1}{q}]$, say $r = \pm \sum_{i=-n}^{n} a_i q^i$ for $a_{-n}, a_{-n+1}, \ldots, a_n \in \{0, \ldots, q-1\}$, and $m \in \mathbb{Z}$. Here, one can think of $m$ as a cursor pointing to a position in the $q$-ary expansion $a_0 q^n + \cdots + a_{-n} q^{-n}$. Then the action of the generators of $BS(1,q)$ is as follows. Multiplication by $t$ or $t^{-1}$ moves the cursor to the left or the right, respectively. Multiplication by $a$ adds $q^m$; likewise, multiplication by $a^{-1}$ subtracts $q^{-m}$. Thus, from an automata-theoretic perspective, one can view the rational subset membership problem as the reachability problem for an extended version of one-counter automata. Instead of storing a natural number, such an automaton stores a number $r \in \mathbb{Z}[\frac{1}{q}]$. Moreover, instead of instructions “increment by 1” and “decrement

---

1 $\mathbb{Z}[\frac{1}{2}]$ denotes (the additive group of) the smallest subring of $(\mathbb{Q}, +, \cdot)$ containing $\mathbb{Z}$ and $1/2$; as a set, it consists of all rational numbers of the form $n \cdot q^j$, $n, j \in \mathbb{Z}$. 
by 1", it has an additional $\mathbb{Z}$-counter $m$ that determines the value to be added in the next update. Then, performing “increment” on $r$ will add $q^m$ and “decrement” on $r$ will subtract $q^m$. The $\mathbb{Z}$-counter $m$ supports the classical “increment” and “decrement” instructions.

**Contribution.** Our first main contribution is to show that for each group $BS(1, q)$, the rational subset membership problem is decidable and $\text{PSPACE}$-complete. To this end, we show that each rational subset can be represented by a regular language of finite words that encode elements of $BS(1, q)$ in the natural way: For $(r, m)$ as above, we encode each digit $a_i$ by a letter; and we decorate the digits at position 0 and at position $m$. We call this encoding the pointed expansion (PE) of $(r, m)$. This leads to a natural notion of subsets of $BS(1, q)$, which we call PE-regular. We regard the introduction of this notion as the second main contribution of this work.

The class of PE-regular subsets of $BS(1, q)$ has several properties that make them a promising tool for decision procedures for $BS(1, q)$: First, our proof shows that it effectively includes the large class of rational subsets, in particular any finitely generated submonoid. Second, they form an effective Boolean algebra. Third, due to them being regular languages of words, they inherit many algorithmic tools from the setting of free monoids. We apply these properties to obtain three applications of our main results.

1. Membership in each fixed rational subset can be decided in logarithmic space.
2. We show that it is decidable whether a given PE-regular subset (and thus a given rational subset) is recognizable. Recognizability of rational subsets is rarely known to be decidable for groups: The only examples known to the authors are free groups, for which decidability was shown by Sénizergues [31] (and simplified by Silva [33]) and free abelian groups (this follows from [19, Theorem 3.1]). Since (i) finitely generated subgroups are rational subsets and (ii) a subgroup of any group $G$ is recognizable if and only if it has finite index in $G$, our result implies that it is decidable whether a given finitely generated subgroup of $BS(1, q)$ has finite index. Studying decidability of this finite index problem in groups was recently proposed by Kapovich [12, Section 4.3].
3. Our results imply that emptiness of Boolean combinations (hence inclusion, equality, etc.) of rational subsets is decidable. (We also show that the rational subsets of $BS(1, q)$ are not closed under intersection.) This is a strong decidability property that already fails for groups as simple as $F_2 \times \mathbb{Z}$ (this follows from [20, Theorem 6.3]), where $F_2$ is the free group over two generators, and hence for $\text{GL}(2, \mathbb{Z}) \times \mathbb{Z}^k$, $k \geq 1$.

Finally, we remark that since $BS(1, q)$ is isomorphic to the group of all matrices $\left( \begin{array}{ll} q^m & r \\ 0 & 1 \end{array} \right)$ for $m \in \mathbb{Z}$ and $r \in \mathbb{Z}[1/2]$, our results can be interpreted as solving the rational subset membership problem for this subgroup of $\text{GL}(2, \mathbb{Q})$.

**Related work.** It is well-known that membership in a given finitely generated subgroup, called the generalized word problem of $BS(1, q)$, is decidable. This is due to a general result of Romanovskii, who showed in [29] and [30] that solvable groups of derived length two have a decidable generalized word problem (it is an easy exercise to show that $BS(1, q)$ is solvable of derived length two for each $q \in \mathbb{N}$).

Another restricted version of rational subset membership is the knapsack problem, which was introduced by Myasnikov, Nikolaev, and Ushakov [27]. Here, one is given group elements $g_1, \ldots, g_k, g$ and is asked whether there exist $x_1, \ldots, x_k \in \mathbb{N}$ with $g_1^{x_1} \cdots g_k^{x_k} = g$. A recent paper on the knapsack problem in Baumslag-Solitar groups by Dudkin and Treyer [16] left open whether the knapsack problem is decidable in $BS(1, q)$ for $q \geq 2$. This was settled very recently in [26], where one expresses solvability of $g_1^{x_1} \cdots g_k^{x_k} = g$ in a variant of Büchi...
arithmetic. A slight extension of that proof yields a regular language as above for the set $S = \{g_1^{x_1} \cdots g_k^{x_k} \mid x_1, \ldots, x_k \in \mathbb{N}\}$. Note that each element $g_i$ moves the cursor either to the left (i.e. increases $m$), to the right (i.e. decreases $m$), or not at all. Thus, in a product $g_1^{x_1} \cdots g_k^{x_k}$, the cursor direction is reversed at most $k - 1$ times. The challenge of our translation from rational subsets to PE-regular subsets is to capture products where the cursor changes direction an unbounded number of times.

Finally, closely related to rational subsets, there is another approach to group-theoretic problems via automata: One can represent finitely generated subgroups of free groups using Stallings graphs. Due to the special setting of free groups, they behave in many ways similar to automata over words and are thus useful for decision procedures [21]. Stallings graphs have recently been extended to semidirect products of free groups and free abelian groups by Delgado [10]. However, this does not include products $\mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ and is restricted to subgroups.

2 Basic notions

Automata, rational subsets, and regular languages. Since we work with automata over finite words and over groups, we define automata over a general monoid $M$. A subset $S \subseteq M$ is recognizable if there is a finite monoid $F$ and a morphism $\varphi: M \rightarrow F$ such that $S = \varphi^{-1}(\varphi(S))$. If $M$ is a group, one can equivalently require $F$ to be a finite group.

For a subset $S \subseteq M$, we write $\langle S \rangle$ or $S^*$ for the submonoid generated by $S$, i.e. the set of elements that can be written as a (possibly empty) product of elements of $S$. In particular, the neutral element $1 \in M$ always belongs to $\langle S \rangle = S^*$. A generating set is a subset $\Sigma \subseteq M$ such that $M = \langle \Sigma \rangle$. We say that $M$ is finitely generated (f.g.) if it has a finite generating set. Suppose $M$ is finitely generated and fix a finite generating set $\Sigma$. An automaton over $M$ is a tuple $A = (Q, \Sigma, E, q_0, q_f)$, where $Q$ is a finite set of states, $E \subseteq Q \times \Sigma \times Q$ is a finite set of edges, $q_0 \in Q$ is its initial state, and $q_f \in Q$ is its final state. A run (in $A$) is a sequence $\rho = (p_0, a_1, p_1) \cdots (p_{m-1}, a_m, p_m)$, where $(p_{i-1}, a_i, p_i) \in E$ for $i \in [1, m]$. It is accepting if $p_0 = q_0$ and $p_m = q_f$. By $[\rho]$, we denote the production of $\rho$, that is, the element $a_1 \cdots a_m \in M$. Two runs are equivalent if they start in the same state, end in the same state, and have the same production. For a set of runs $P$, we denote $[P] = \{[\rho] \mid \rho \in P\}$.

The subset accepted by $A$ is $L(A) = \{[\rho] \mid \rho$ is an accepting run in $A\}$. A subset $R \subseteq M$ is called rational if it is accepted by some automaton over $M$. It is a standard fact that the family of rational subsets of $M$ does not depend on the chosen generating set $\Sigma$. Rational subsets of a free monoid $\Gamma^*$ for some alphabet $\Gamma$ are also called regular languages. If $M = \Gamma^* \rtimes \Delta^*$ for alphabets $\Gamma, \Delta$, then rational subsets of $M$ are also called rational transductions. If $T \subseteq \Gamma^* \times \Delta^*$ and $L \subseteq \Gamma^*$, then we set $TL = \{v \in \Delta^* \mid \exists u \in L: (u, v) \in T\}$. It is well-known that if $L \subseteq \Gamma^*$ is regular and $T \subseteq \Gamma^* \times \Delta^*$ is rational, then $TL$ is regular as well [7].

Baumslag-Solitar groups. The Baumslag-Solitar groups are the groups $BS(p, q)$ for $p, q \in \mathbb{N}$, where $BS(p, q) = \langle a, t \mid t^p t^{-1} = a^q \rangle$. They were introduced in 1962 by Baumslag and Solitar [3] to provide an example of a non-Hopfian group with two generators and one defining relation. In this paper, we focus on the case $p = 1$. In this case, there is a well-known isomorphism $BS(1, q) \cong \mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ and we will identify the two groups. Here, $\mathbb{Z}[\frac{1}{q}]$ is the additive group of number $nq^i$ with $n, i \in \mathbb{Z}$, and $\rtimes$ denotes semidirect product. Building this semidirect product requires us to specify an automorphism $\varphi_m$ of $\mathbb{Z}[\frac{1}{q}]$ for each $m \in \mathbb{Z}$, which is given by $\varphi_m(nq^i) = q^m \cdot nq^i$. 

For readers not familiar with semidirect products, we give an alternative self-contained definition of $\mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$. The elements of this group are pairs $(r, m)$, where $r \in \mathbb{Z}[\frac{1}{q}]$ and $m \in \mathbb{Z}$. The multiplication is defined as

$$(r, m)(r', m') = (r + q^m \cdot r', m + m').$$

We think of an element $(r, m)$ as representing a number $r$ in $\mathbb{Z}[\frac{1}{q}]$ together with a cursor $m$ to a position in the $q$-ary expansion of $r$. Multiplying an element $(r, m)$ by the pair $(1, 0)$ from the right means adding 1 at the position in $r$ given by $m$, hence adding $q^m$ to $r$ and leaving the cursor unchanged: we have $(r, m)(1, 0) = (r + q^m, m)$. Multiplying by $(0, 1)$ moves the cursor one position to the left: $(r, m)(0, 1) = (r, m + 1)$. It is easy to see that $\mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ is generated by the set $\{(1, 0), (-1, 0), (0, 1), (0, -1)\}$. The isomorphism $\mathbb{BS}(1, q) \cong \mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ mentioned above maps $a$ to $(1, 0)$ and $t$ to $(0, 1)$. Since we identify $\mathbb{BS}(1, q)$ and $\mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$, we will have $a = (1, 0)$ and $t = (0, 1)$. In particular, $a$ can be thought of as “add”/“increment”, and $t$ as “move”. We regard elements of the subgroup $\mathbb{Z}[\frac{1}{q}] \times \{0\}$ of $\mathbb{BS}(1, q)$ as elements of $\mathbb{Z}[\frac{1}{q}]$, i.e., integers or rational fractions with denominator $q^i$, $i \geq 1$.

Rational subset membership. Unless specified otherwise, automata over $\mathbb{BS}(1, q)$ will use the generating set $\Sigma = \{a, a^{-1}, t, t^{-1}\} = \{(1, 0), (-1, 0), (0, 1), (0, -1)\}$. The central decision problem of this work is the rational subset membership problem for $\mathbb{BS}(1, q)$: Given an automaton $\mathcal{A}$ over $\mathbb{BS}(1, q)$ and an element $g \in \mathbb{BS}(1, q)$ as a word over $\Sigma$. Question: Does $g$ belong to $L(\mathcal{A})$?

Automata over $\mathbb{BS}(1, q)$. In the following definitions, let $A = (Q, \Sigma, E, q_0, q_f)$ be an automaton over $\mathbb{BS}(1, q)$. For a run $\rho$ of $\mathcal{A}$, recall that $[\rho] \in \mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ is the production of $\rho$. Moreover, if $[\rho] = (r, m)$ with $r \in \mathbb{Z}[\frac{1}{q}]$ and $m \in \mathbb{Z}$, then we define $\text{pos}(\rho) = m$, and call this the final position of $\rho$. More generally, the position at a particular point in $\rho$ is the final position of the corresponding prefix of $\rho$. By $\text{pos}_{\max}(\rho)$, we denote the maximal value of $\text{pos}(\pi)$ where $\pi$ is a prefix of $\rho$. Analogously, $\text{pos}_{\min}(\rho)$ is the minimal value of $\text{pos}(\pi)$ where $\pi$ is a prefix of $\rho$. A run $\rho$ is returning if $\text{pos}(\rho) = 0$. It is returning-left if in addition $\text{pos}_{\min}(\rho) = 0$. Note that for a returning run $\rho$, we have $[\rho] \in \mathbb{Z}[\frac{1}{q}]$ and if $\rho$ is returning-left, we have $[\rho] \in \mathbb{Z}$. Let $|\rho|$ be the length of the run $\rho$ as a word over $E$. We will often write $\rho_i$ assuming $\rho = \rho_1 \rho_2 \ldots \rho_\ell$ where each $\rho_i \in E$ and $\ell = |\rho|$. A run is a cycle if it is returning and starts and ends in the same state. The thickness of a run $\rho$ is defined as the greatest number of times a position is seen:

$$\text{thickness}(\rho) = \max_{n \in \mathbb{Z}} |\{i : \text{pos}(\rho_1 \cdots \rho_i) = n\}|.$$

We call a run $k$-thin if its thickness is at most $k$.

We let $\text{Runs}(\mathcal{A})$ (resp. $\text{Ret}(\mathcal{A})$, $\text{RetL}(\mathcal{A})$) be the set of all accepting runs (resp. accepting returning runs, accepting returning-left runs) of $\mathcal{A}$. We add $k$ in subscript to restrict the set to $k$-thin runs; for instance, $\text{Ret}_k(\mathcal{A})$ is the set of $k$-thin returning runs. Further, we write $\text{Runs}^{k,p\rightarrow p'}(\mathcal{A})$ for $k$-thin runs that start in $p$ and end in $p'$, and use the similar notations $\text{Ret}^{k,p\rightarrow p'}_k(\mathcal{A})$ and $\text{RetL}^{k,p\rightarrow p'}_k(\mathcal{A})$.

Seeing $\{0, \ldots, q - 1\}$ as an alphabet, write $\Phi_q$ for letters from this alphabet with possibly a • subscript (e.g., $0_1$), a $\bowtie$ superscript (e.g., $0^\bowtie$), or both (e.g., $0^*_{\bowtie}$). For $v = (r, n) \in \mathbb{BS}(1, q)$, we write $\text{pe}(v)$ for its base-$q$ pointed expansion (or just expansion) as a word in $\pm \Phi_q^*$, where the subscript • and the superscript $\bowtie$ appear only once, the former representing the radix point, the latter indicating the value of $n$. That is, if $r = \sum_{i=-k}^{k} a_i q^i$, with $k_1, k_2 \geq 0$, $\text{pe}(v)$ is the following word:

$$\pm a_{k_1} \cdots a_1 (a_0)_{\bowtie} a_{-1} \cdots a_{-k_2},$$
where \(a\) is added to \(a_n\). We tacitly assume a uniqueness condition: the expansion \(pe(v)\) of an element \(v \in BS(1,q)\) is the shortest that abides by the definition. Expansions are read by automata in the left to right direction, i.e., from most to least significant digit.

**Definition 2.1.** We say that a subset of \(R \subseteq BS(1,q)\) is PE-regular, where PE stands for pointed expansion, if the word language \(\{pe(v) \mid v \in R\}\) is regular.

We remark that basic properties of regular languages support the transformation of noncanonical expansions of elements \(BS(1,q)\), i.e., those with zeros on the left or right, into canonical ones, \(pe(v)\). Finally, recall that we identify each \(r \in \mathbb{Z}_{\frac{1}{q}}\) with \((r,0) \in \mathbb{Z}_{\frac{1}{q}} \times \mathbb{Z}\). Hence, for \(r \in \mathbb{Z}_{\frac{1}{q}}, pe(r)\) is the \(q\)-ary expansion of \(r\) (with \(a\) as an additional decoration at the radix point).

### 3 Main results

Our first main result is that one can translate rational subsets into PE-regular subsets.

**Theorem 3.1.** Every rational subset of \(BS(1,q)\) is effectively PE-regular.

This will be shown in Section 4. Since membership is decidable for regular languages and given \(g \in BS(1,q)\) as a word over \(\{a,a^{-1}, t, t^{-1}\}\), one can compute \(pe(g)\). Theorem 3.1 implies that rational subset membership is decidable. Our next main result is that the problem is \(PSPACE\)-complete.

**Theorem 3.2.** The rational subset membership problem for \(BS(1,q)\) is \(PSPACE\)-complete.

This is shown in Section 5. We shall also conclude that membership to each fixed rational subset is decidable in logspace.

**Theorem 3.3.** For each fixed rational subset of \(BS(1,q)\), membership is decidable in logarithmic space.

The proof can also be found in Section 5. Note that, in particular, membership to each fixed subgroup of \(BS(1,q)\) is decidable in logarithmic space. Another application of Theorem 3.1 is that one can decide whether a given rational subset of \(BS(1,q)\) is recognizable.

**Theorem 3.4.** Given a PE-regular subset \(R\) of \(BS(1,q)\), it is decidable whether \(R\) is recognizable.

This is shown in Section 6. Since a subgroup of any group \(H\) is recognizable if and only if it has finite index in \(H\) (see, e.g. [2, Prop. 3.2]), we obtain:
Corollary 3.5. Given a f.g. subgroup of BS(1, q), it is decidable whether it has finite index.

We close this section by showing that regular subsets of BS(1, q) are robust in terms of closure properties.

Proposition 3.6. The PE-regular subsets of BS(1, q) form an effective Boolean algebra. Moreover, for PE-regular subsets R, S ⊆ BS(1, q), the sets RS = {rs | r ∈ R, s ∈ S} and $R^{-1} = \{r^{-1} \mid r ∈ R\}$ are PE-regular as well.

The proof is straightforward. Together with Theorem 3.1, this implies that emptiness of Boolean combinations (hence inclusion, equality) is decidable for rational subsets. To further highlight the advantages of PE-regular subsets, we also show that the rational subsets of BS(1, q) are not closed under intersection.

Example 3.7 (Intersection of rational subsets). Let R be the set accepted by the automaton in Figure 1a. The automaton first moves an even number of positions to the right ($p_1$) and then an even number of positions to the left while adding 1 in a subset of the odd positions ($p_2$). Finally, it goes an even number of positions to the left again. Note that $(r, m) ∈ R$ if and only if $r = \sum_{i∈A} q_i^{2i+1}$ for some finite $A ⊆ Z$ and $m ∈ 2Z$. Now consider the rational sets $aR$ and $Ra$ and their intersection $I = aR ∩ Ra$. Note that $(r, m) ∈ aR$ if and only if $r = 1 + \sum_{i∈A} q_i^{2i+1}$ and $m ∈ 2Z$ for some finite $A ⊆ Z$. Moreover, $(r, m) ∈ Ra$ if and only if $r = q^m + \sum_{i∈A} q_i^{2i+1}$ and $m ∈ 2Z$ for some finite $A ⊆ Z$. Therefore, we have $(r, m) ∈ I$ if and only if $r = 1 + \sum_{i∈A} q_i^{2i+1}$ and $m = 0$ for some finite $A ⊆ Z$. Since I only contains elements with cursor 0, but carries non-zero digits in positions that are arbitrarily far to the right, it follows that I is not rational.

However, the PE-regular subsets of BS(1, q) are not closed under iteration.

Example 3.8 (Iteration of PE-regular subsets). The subset $A = \{(1 + 2^{-i}, 0) \mid i ≥ 1\}$ of BS(1, 2) is PE-regular, because $pe(A) = 1^*1^{0^*}1$ is a regular language. However, the set $A^*$ is not PE-regular: one can show that for each $n ≥ 1$, we have $n = \min\{m ∈ N \mid (m + 2^{-1} + \cdots + 2^{-n}, 0) ∈ A^*\}$. Therefore, for each $n ≥ 1$, a word in $pe(A^*)$ with $1^n$ to the right of the radix point can have an integer part of $n$ and cannot have a smaller integer part. This implies that $pe(A^*)$ is not regular.

4 Every rational subset of BS(1, q) is effectively PE-regular

In this section, we prove Theorem 3.1. We first illustrate our approach on an example.

Example 4.1. Consider the automaton over BS(1, 2) in Figure 1b. In its only initial and final state $p_0$, it has a choice of two operations: (i) move the cursor one position to the right (i.e. multiplication by $t^{-1}$) or (ii) perform the increment on two neighbouring cells and stop one position left of them (i.e. multiplication by $atat$). The automaton can perform these operations arbitrarily many times in any order.

We shall prove that the automaton accepts

$$ R = \{(3n \cdot 2^{m-2k}, m) \mid n ∈ N, k ∈ N, m ∈ Z, 0 ≥ m - 2k, 3n \cdot 2^{m-2k} ≥ f(m, k)\} , $$

where

$$ f(m, k) = \sum_{i=1}^{k} 3 \cdot 2^{m-2i} = \sum_{j=m-2k}^{m-1} 2^j = 2^m - 2^{m-2k} . $$

---

2 We denote $N = \{0, 1, 2, \ldots\}$. 
The language $\text{pe}(R)$ is regular. Indeed, note that the number $f(m, k)$ has a particularly simple binary representation. A pointed expansion of $(r, m)$ belongs to $\text{pe}(R)$ if there is a position $m - 2k \leq 0$ such that reading the digits left of position $m - 2k$ yields a number (namely $3n$) that (a) is divisible by 3 and (b) lies above a bound with a simple binary expansion.

Let us now prove that the automaton accepts $R$. Let $\rho$ be an accepting run producing $(r, m)$. Choose $k \in \mathbb{N}$ so that $\text{pmin}(\rho) = m - 2k$ or $\text{pmin}(\rho) = m - 2k + 1$ (depending on whether $m - \text{pmin}(\rho)$ is even or odd). Then $0 \geq \text{pmin}(\rho) \geq m - 2k$. Each time operation (ii) is performed from position $\ell \in \mathbb{Z}$, the update is $(r, m) \rightarrow (r + 3 \cdot 2^i, m + 2)$.

Now, once $\rho$ visits position $\text{pmin}(\rho)$, in order to eventually reach a position $\ell > \text{pmin}(\rho)$, the operation (ii) must be performed on some position $\geq \ell - 2$. In particular, to reach position $m$, it must be performed at some position $m_1 \geq m - 2$. If $m_1 > \text{pmin}(\rho)$, to reach $m_1$, it must also be performed at some position $m_2 \geq m - 4$, etc. Therefore, $\rho$ has to perform (ii) at positions $m_i \geq m - 2i$ for each $i$ with $m > m - 2i \geq \text{pmin}(\rho) - 1$. In other words, it has to do this for each $i = 1, \ldots, k$. Each time $\rho$ performs (ii) at $m_i$, it adds $3 \cdot 2^m$. Moreover, each extra time $\rho$ performs (ii), it adds a multiple of $3 \cdot 2^{m - 2i}$, because $\text{pmin}(\rho) \geq m - 2k$.

Thus, the number produced in total is $3n \cdot 2^{m - 2k}$ where

$$3n \cdot 2^{m - 2k} \geq \sum_{i=1}^{k} 3 \cdot 2^{m_i} \geq \sum_{i=1}^{k} 3 \cdot 2^{m - 2i} = f(m, k).$$

Conversely, suppose $n \in \mathbb{N}$ and $k \in \mathbb{N}$, $m \in \mathbb{Z}$, $0 \geq m - 2k$, and $3n \cdot 2^{m - 2k} \geq f(m, k)$. The automaton first moves to position $m - 2k$ using operation (i). Then, it performs operations (ii), (i), and (i) again, $\ell$ times in a loop (we specify $\ell$ later). That way, it adds $3\ell \cdot 2^{m - 2k}$. Then, it moves to position $m$ by applying operation (ii) exactly $k$ times. Hence, it applies (ii) at positions $m - 2i$ for $i = 1, \ldots, k$ and each time, it adds $3 \cdot 2^{m - 2i}$. In total, the effect is

$$3\ell \cdot 2^{m - 2k} + \sum_{i=1}^{k} 3 \cdot 2^{m - 2i} = 3\ell \cdot 2^{m - 2k} + f(m, k).$$

Since $3n \cdot 2^{m - 2k} \geq f(m, k)$ and $f(m, k)$ is an integer multiple of $3 \cdot 2^{m - 2k}$, we can choose $\ell \in \mathbb{N}$ so as to produce $3n \cdot 2^{m - 2k}$.

Following this example, we first show that any run has the same production as a thin (i.e. bounded thickness) run in which thin returning-left cycles are inserted (p. 9); in the example, such a cycle applies operations (ii), (i), and (i). We then prove that the productions of thin runs form a PE-regular set (p. 10); in the example, the thin run moves to the right to position $\text{pmin}(\rho)$ using operation (i) and then left to $m \geq \text{pmin}(\rho)$ using operations (i) and (ii). Finally, we show that iterating returning-left thin cycles also leads to a PE-regular set (p. 11); in the example, this is how we get all numbers divisible by 3 above a particular bound. We combine these three statements to prove Theorem 3.1.

In combining the thin run with cycles, we will need to ensure that the cycles are anchored on the correct state. To this end, we introduce an annotated version of $\text{pe}(\rho)$ as follows. Let $A$ be an automaton over $\text{BS}(1, q)$ with state set $Q$. Let $\rho$ be a run in $A$ starting and ending in arbitrary states and with $[\rho] = (r, m)$. Letting $Q = \{\tilde{p} \mid p \in Q\}$ be a copy of $Q$, we define $\text{sv}(\rho)$, the state view of $\rho$, to be the word over the alphabet $\Phi_q \cup Q \cup Q \cup \{\pm\}$ built as follows. First, write: $\text{pe}(\rho) = \pm a_k \cdots a_1 a_{q-1} \cdots a_{-1} \cdots a_{-k_2}$, where $a_0$ has subscript $\bullet$. Second, let $P_i \in (Q \cup Q)^{|Q|}$, for $i \in \{-k_2, \ldots, k_1\}$, be a word that contains all the states of $Q$ once in
a fixed ordering of $Q$, either with a bar or not; the states without a bar are exactly those that visit position $i$ in $\rho$. That is, $p$ appears in $P_i$ iff there is a prefix of $\rho$ ending in $p$ whose final position is $i$. The state view of $\rho$ is then:

$$\sv(\rho) = \pm a_{k_1} \cdot P_{k_1} \cdots a_0 \cdot P_0 \cdot a_{1} \cdot P_{-1} \cdots a_{-k_2} \cdot P_{-k_2} .$$

We naturally extend $\sv$ to sets of runs.

**Any run is equivalent to a thin run augmented with thin returning-left cycles.** We now focus on two properties of runs: the states they visit in the automaton and the final position of their prefixes. To that end, we introduce the following notions. For $Q$ a finite set, a *position path* is a word $\pi \in (Q \times Z)^*$. We extend the analogy with graphs calling elements of $Q \times Z$ vertices, talking of the vertices visited by a position path, and using the notion of (position) subpaths and cycles. The thickness of a position path $\pi$ is defined as:

$$\text{thickness}(\pi) = \max_{n \in \mathbb{Z}} |\{ i \mid \pi_i = (q, n) \text{ for some } q \}| .$$

▷ **Lemma 4.2.** Let $Q$ be a finite set and $\pi \in (Q \times Z)^*$ be a position path. For any subset $V'$ of the vertices visited by $\pi$, there exists a subpath $\pi'$ of $\pi$ such that:

1. $\pi'$ starts and ends with the same vertices as $\pi$,
2. $\pi'$ visits all the vertices in $V'$,
3. $\text{thickness}(\pi') \leq |Q| \cdot (1 + 2|V'|)$,
4. $\pi - \pi'$ consists only of cycles.

Proof (sketch). We first consider a shortest subpath $\pi'$ of $\pi$ from the initial to the final vertices of $\pi$—this implies that $\pi'$ has thickness at most $|Q|$. We then treat each missing vertex from $V'$ in turn, and add to $\pi'$ a subpath from $\pi$ that is a cycle and includes that vertex. Each of these iterations can augment the thickness of $\pi'$ by at most $2|Q|$. ◄

▷ **Corollary 4.3.** Let $A$ be an automaton over BS$(1, q)$ with state set $Q$, and let $k = |Q| + 2|Q|^2$.

Any run of $A$ is equivalent to a run in Runs$_k(A)$ on which, for each state $p$ appearing in the run, cycles from RetL$^{p\rightarrow p}(A)$ are inserted at an occurrence of $p$ with smallest position.

Conversely, any run built by taking a run in Runs$_k(A)$ and inserting cycles from RetL$^{p\rightarrow p}(A)$ at an occurrence of $p$ is a run of $A$.

Proof. The converse is clear, we thus focus on the first direction.

(Step 1: Decomposing a run into a thin run and cycles.) Let $\rho \in \text{Runs}(A)$, and extract from it a position path $\pi = \pi_0 \cdots \pi_{|\rho|}$ as follows. We let, $\pi_0 = (q_0, 0)$ and for all $i \geq 1$:

$$\pi_i = (p, n) \text{ where } p_i = (\cdots, p) \text{ and } n = \pos(p_i \cdots p_1) .$$

For each state $p$ visited by $\rho$, let $n_p = \min\{ n \mid \text{there exists } i \text{ such that } \pi_i = (p, n) \}$; in words, $n_p$ is the smallest final position of a prefix of $\rho$ ending in $p$. Using $V' = \{(p, n_p) \mid p \text{ visits } \rho \}$, Lemma 4.2 provides a position path $\pi'$ of thickness $\leq k = |Q| + 2|Q|^2$ visiting all of $V'$.

From $\pi'$, we can obtain the corresponding subpath $\rho'$ of $\rho$ that has the same starting and ending state and positions as $\rho$, and such that $\rho$ is made of $\rho'$ onto which cycles are added. The thickness of $\rho'$ is bounded by $k$, but the cycles can be of any thickness.

(Step 2: Thinning the cycles.) Consider a cycle $\beta$ that gets added to $\rho'$ to form $\rho$, say at position $i$ (after initial $i$ moves, $\rho'_1 \cdots \rho'_i$), and assume that $\text{thickness}(\beta) > k$. Since a position is repeated more than $k > |Q|$ times, there is a cycle $\beta'$ within $\beta$ with $\text{thickness}(\beta') \leq k$;
write then \( \beta = \alpha \cdot \beta' \cdot \alpha' \). Let \( p \) be the state in \( \beta' \) that has the smallest position, that is, \( p \) is the ending state of the prefix \( \gamma \) of \( \beta' \) with final position \( \text{pmin}(\beta') \); write \( \beta'' = \gamma \cdot \gamma' \). By definition, we have \( \text{pos}(\rho_1 \cdots \rho_j \alpha \gamma) \geq n_p \). Note that \( \gamma' \cdot \gamma \) is in \( \text{Ret}^{p,p}(A) \). We now remove \( \beta' \) from \( \beta \) and then insert \( \gamma' \cdot \gamma \) at the position \( j \) in \( \rho' \) that is such that \( \rho_1 \cdots \rho_j \) ends in \( p \) with final position \( n_p \). For the contribution of \( \gamma' \cdot \gamma \) to be the same as that of \( \beta' \) in the original path, we insert it \( q^d \) times, where \( d = \text{pos}(\rho_1 \cdots \rho_j \alpha \gamma) - n_p \).

This shows that if any cycle added to \( \rho' \) is of thickness \( > k \), then a subcycle of it can be moved to another position of \( \rho' \) as a returning-left cycle. Iterating this process, all the cycles added to \( \rho' \) will thus be of thickness \( \leq k \). Moreover, if an added cycle \( \beta \) is not returning-left after these operations, or if it does not sit at an occurrence of its initial state with smallest position, this means that we can decompose it just as above as \( \gamma' \cdot \gamma \), with \( \gamma \) reaching \( \text{pmin}(\beta) \), and move \( \gamma' \cdot \gamma \), a returning-left cycle, to an appropriate position in \( \rho' \) as before.

\[ \square \]

**Intermezzo: reflecting on Corollary 4.3.** Before we continue with the proof, we want to illustrate how crucial the previous corollary is. Lemma 4.2 tells us that we can obtain every run from a thin run by then adding cycles. This already simplifies the structure of \( \text{Runs}(A) \): indeed, inserting cycles at a certain position in a run \( \rho \in \text{Runs}(A) \) corresponds (in algebraic terms) to adding to \( [\rho] \) a subset of \( \mathbb{Z}[\frac{1}{q}] \) closed under addition, i.e., a submonoid. (Closure under addition follows from the observation that any two returning cycles from each \( \text{Ret}^{p,p}(A) \) can be concatenated.)

Sometimes one can conclude that every submonoid of a monoid has a simple structure. For example, every submonoid \( M \) of \( \mathbb{Z} \) is semilinear and hence a PE-regular subset of \( \mathbb{Z}[\frac{1}{q}] \). Unfortunately, the situation in \( \mathbb{Z}[\frac{1}{q}] \) is not as simple as in \( \mathbb{Z} \): One can show that \( \mathbb{Z}[\frac{1}{2}] \) has uncountably many submonoids. Thus, \( \mathbb{Z}[\frac{1}{q}] \) has submonoids with undecidable membership problem; moreover, there is no hope for a finite description for every submonoid as in \( \mathbb{Z} \). Thus, we need to look at our specific submonoids. A simple observation similar to Lemma 4.2 allows us to obtain every run from a thin part by adding *thin* cycles. Hence, the submonoids that we add are of the form \( [\text{Ret}^{p,p}(A)]^* \). It is not hard to show (see Lemma 4.4) that \( [\text{Ret}^{p,p}(A)]^* \) is always a PE-regular set. Thus, one may hope to prove that the regularity of \( [\text{Ret}^{p,p}(A)]^* \) implies regularity of \( [\text{Ret}^{p,p}(A)]^* \). (This was an approach to rational subset membership proposed by the third author of this work in [12, Section 4.7].) However, Example 3.8 tells us that even for PE-regular \( R \subseteq \text{BS}(1,q) \), the set \( R^* \) may not be PE-regular.

Therefore, Corollary 4.3 is the key insight of our proof. It says that a run can be decomposed into a thin part and thin returning-left cycles. Since returning-left cycles produce integers, this will lead us to submonoids of \( \mathbb{Z} \).

**Sets of thin runs are PE-regular.**

> **Lemma 4.4.** Let \( A \) be an automaton over \( \text{BS}(1,q) \), \( p, p' \) be states of \( A \), and \( k > 0 \). The sets \( \text{sv}([\text{Runs}^{p,p'}(A)], \text{sv}([\text{Ret}^{p,p'}(A)]), \text{sv}([\text{Ret}^{p,p'}(A)]) \) are effectively regular.

**Proof (sketch).** We see \( A \) as a two-way automaton, and apply a construction similar to the classical proof that two-way automata are no more expressive than one-way automata [32].

This transforms \( A \) into a one-way automaton over the alphabet \( \{-1,0,1\}^k \), where each component tracks a 1-thin partial run. It is a classical exercise to show that automata can compute the addition of numbers in a given base; this can be extended to *signed-digit* expansions, in which negative digits can be used [8, Section 2.2.2.2]. We thus rely on this to compute the sum, componentwise, of these partial runs. Adding state information to that construction is straightforward, so that we obtain automata for state views.

\[ \square \]
Iterations of returning-left thin cycles are PE-regular. It is well-known that for every set $S \subseteq \mathbb{N}$ the generated monoid $S^* = \{s_1 + \cdots + s_m \mid s_1, \ldots, s_m \in S, m \geq 0\}$ is eventually identical with $\gcd(S) \cdot \mathbb{N}$. In other words, the set $(\gcd(S) \cdot \mathbb{N}) \setminus S^*$ is finite and we may define $F(S) = \max((\gcd(S) \cdot \mathbb{N}) \setminus S^*)$. The number $F(S)$ is called the Frobenius number of $S$. With this, we have $S^* = \{n \in S^* \mid n \leq F(S)\} \cup \{n \in \gcd(S) \cdot \mathbb{N} \mid n > F(S)\}$. If $S \subseteq -\mathbb{N}$, then we set $F(S) := -F(S)$. Now consider an arbitrary set $S \subseteq \mathbb{Z}$. If $S$ contains both a positive and a negative number, then $S^* = \gcd(S) \cdot \mathbb{Z}$ and we set $F(S) := 0$. We shall use the following well-known fact [36].

Lemma 4.5. If $S = \{n_1, \ldots, n_k\}$ with $0 < n_1 < \cdots < n_k$, then $F(S) \leq n_k^2$.

Lemma 4.6. For every automaton $A$ over $BS(1,q)$, the language $\text{pe}([\text{RetL}_k^{p_1,\ldots,p_m}(A)]^*)$ is effectively regular.

Proof. Recall that we identify each $r \in \mathbb{Z}[\frac{1}{q}]$ with $(r,0) \in \mathbb{Z}[\frac{1}{q}]$. In particular, for $n \in \mathbb{Z}$, $\text{pe}(n)$ is the same as $\text{pe}((n,0))$.

Denote $S = [\text{RetL}_k^{p_1,\ldots,p_m}(A)]$. We first consider the case $S \subseteq \mathbb{N}$ and $S \neq \emptyset$. Suppose we can compute $\gcd(S)$ and a bound $B \in \mathbb{N}$ with $B \geq F(S)$. Then we have

$$S^* = \{n \in S^* \mid n \leq B\} \cup \{n \in \gcd(S) \cdot \mathbb{N} \mid n > B\}$$

(1)

and it suffices to show that $\text{pe}(X)$ and $\text{pe}(Y)$ are effectively regular. Note that $X$ is finite and can be computed by finding all $n \leq B$ with $n \in S$ (recall that membership in $S$ is decidable because $\text{sv}(\text{RetL}_k^{p_1,\ldots,p_m}(A))$ is effectively regular by Lemma 4.4) and building sums. Moreover, $\text{pe}(Y)$ is regular because the set $L_0 = \text{pe}(\gcd(S) \cdot \mathbb{N})$ is effectively regular and so is $L_1 = \{\text{pe}(n) \mid n \in \mathbb{N}, n > B\}$, and hence $\text{pe}(Y) = L_0 \cap L_1$.

Thus, it remains to compute $\gcd(S)$ and some $B \geq F(S)$. For the former, find any $r \in S$ and consider its decomposition $r = p_1^{d_1} \cdots p_m^{d_m}$ into prime powers. For each $i \in [1,m]$, we compute $d_i \in [0,e_i]$ and $n_i \in S$ such that (i) $S \subseteq p_i^{d_i} \cdot \mathbb{N}$, and (ii) $n_i \in S \setminus p_i^{d_i+1} \cdot \mathbb{N}$. Since for $d \in \mathbb{N}$, we can construct an automaton for $\text{pe}(S \cap d \cdot \mathbb{N})$, these $d_i$ and $n_i$ can be computed. Observe that $\gcd(S) = p_1^{d_1} \cdots p_m^{d_m}$. Let $T = \{r, n_1, \ldots, n_k\}$. Observe that $\gcd(T) = \gcd(S)$, and hence $T^*$ and $S^*$ are ultimately identical. Since $T \subseteq S$, this means $F(S) \leq F(T)$. By Lemma 4.5, we have $F(T) \leq (\max\{r, n_1, \ldots, n_k\})^2$, which yields our bound $B$.

The case $S \subseteq -\mathbb{N}$ is analogous to $S \subseteq \mathbb{N}$. If $S$ contains a positive and a negative number, then $S^* = \gcd(S) \cdot \mathbb{Z}$, so it suffices to just compute $\gcd(S)$. This is done as above. Finally, deciding between these three cases is easy. This completes the proof.

Wrapping up: Proof of Theorem 3.1. Let $A$ be an automaton over $BS(1,q)$ with state set $Q$. Corollary 4.3 indicates that the set of productions of accepting runs is the same as the set of productions of $k$-thin runs in which thin cycles are introduced.

By Lemma 4.4, $\text{sv}([\text{Runs}_k(A)])$ is a regular language $L$. For any state $p$ of $A$, let $L_p = \text{pe}([\text{RetL}_{k_p}^{p_1,\ldots,p_m}(A)]^*)$, a regular language by Lemma 4.6. For padding purposes, let $s \in Q$ be some state, and let $h$ be the morphism from $(\mathcal{F}_q \cup \{\pm\})^* \to (\mathcal{F}_q \cup \mathcal{Q} \cup \{\pm\})^*$ defined, for any $a \in \mathcal{F}_q$, by $h(a) = a s^{1/q}$, and $h(+) = +$, $h(-) = -$. Define now $L'_p$ to be the image by $h$ of the version of $L_p$ where arbitrary $0$’s are added after the sign, and at the end of the number (these $0$’s do not change the value represented).

Consider now the language $R$ over the alphabet $(\mathcal{F}_q \cup \mathcal{Q} \cup \{\pm\})^{1/q+1}$ whose projection on the first component is the language $L$, and the other components correspond to the languages $L'_p$, for each $p \in Q$. The first component indicates in particular the states of $A$.  
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that visited that location; to synchronize the different components of $R$, we ensure that the letter annotated with ⋅ in $L_p^g$ is aligned with a letter from $L$ that is followed by $p$—that is, the starting position of $L_p^g$ is at a position in $L$ that is seen while being in the state $p$.

Finally, an automaton can do the componentwise addition in base $q$, collapsing the $|Q| + 1$ components into a single one. The radix point is given by the digit with ⋅ of $L$, i.e., in the first component; and similarly for $q$. The resulting language, thanks to Corollary 4.3, is the language of the pointed expansions of all runs in $\text{Runs}(A)$.

\section{Complexity}

Computing pointed expansions. In this section, we prove Theorems 3.2 and 3.3. For the upper bounds in Theorems 3.2 and 3.3, we shall rely on the fact that, given an element $g \in \mathbb{Z}[\frac{1}{q}] \times \mathbb{Z}$ as a word over $\Sigma = \{a, a^{-1}, t, t^{-1}\}$, one can compute the pointed expansion $pe(g)$ in logarithmic space. This is a direct consequence of a result of Elder, Elston, and Ostheimer [18, Proposition 32]. They show that given a word $w$ over $\Sigma$, one can compute in logarithmic space an equivalent word of one of the forms (i) $t^i$, (ii) $(a^w)^t^n (a^n)^t_i \cdots (a^n)^t_1 t^j$ or (iii) $(a^{-n})^t_i (a^{-n})^t_j \cdots (a^{-n})^t_k t^l$, where $i \in \mathbb{Z}, k \in \mathbb{N}, 0 < \eta_j < q$ for $j \in [0, k]$, and $\eta_0 > \cdots > \eta_k$. Here, $x^y$ stands for $y^{-1}x$. Since these normal forms denote the elements (i) $(0, i)$, (ii) $(\sum_{j=0}^k \eta_j q^{-\alpha_j}, i)$ and (iii) $(-\sum_{j=0}^k \eta_j q^{-\alpha_j}, i)$, respectively, it is easy to turn these normal forms into $pe(w)$ using logarithmic space.

This allows us to prove Theorem 3.3: For every rational subset $R \subseteq BS(1, q)$, the language $pe(R)$ is a regular language. In particular, there exists a deterministic automaton $B$ for $pe(R)$. Therefore, given $g \in BS(1, q)$ as a word over $\{a, a^{-1}, t, t^{-1}\}$, we compute $pe(g)$ in logarithmic space and then check membership of $pe(g)$ in $L(B)$, which is decidable in logarithmic space.

PSPACE-completeness. The PSPACE lower bound in Theorem 3.2 is a reduction from the intersection nonemptiness of finite-state automata, a well-known PSPACE-complete problem [23]. For the PSPACE upper bound, we strengthen Theorem 3.1 by constructing a polynomial-size representation of an exponential size automaton for the resulting regular language. A succinct finite automaton is a tuple $S = (n, \Gamma, (\varphi_x)_{x \in \Gamma \cup \{\varepsilon\}}, p_0, p_f)$, where $n \in \mathbb{N}$ is its bit length, $\Gamma$ is its input alphabet, $\varphi_x(v_1, \ldots, v_n, v'_1, \ldots, v'_n)$ is a formula from propositional logic with free variables $v_1, \ldots, v_n, v'_1, \ldots, v'_n$ for each $x \in \Gamma \cup \{\varepsilon\}$, $p_0 \in \{0, 1\}^n$ is its initial state, and $p_f \in \{0, 1\}^n$ is its final state. The size of $S$ is defined as $|S| = n + \sum_{x \in \Gamma \cup \{\varepsilon\}}|\varphi_x|$, where $|\varphi|$ denotes the length of the formula $\varphi$.

Moreover, $S$ represents the automaton $A(S)$, which is defined as follows. It has the state set $\{0, 1\}^n$, initial state $p_0$, and final state $p_f$. For states $p = (b_1, \ldots, b_n)$, $p' = (b'_1, \ldots, b'_n) \in \{0, 1\}^n$ and $x \in \Gamma \cup \{\varepsilon\}$, there is an edge $(p, x, q)$ in $A(S)$ if and only if $\varphi_x(b_1, \ldots, b_n, b'_1, \ldots, b'_n)$ holds. We define the language accepted by $A$ as $L(S) = L(A(S))$.

We allow $\varepsilon$-edges in succinct automata, and with Boolean formulas, one can encode steps in a Turing machine. Thus, a succinct automaton of polynomial size can simulate a polynomial space Turing machine with a one-way read-only input tape. Our descriptions of succinct automata will therefore be in the style of polynomial space algorithms. We show:

\begin{tcolorbox}
\textbf{Theorem 5.1.} Given a rational subset $R \subseteq BS(1, q)$, one can construct in polynomial space a polynomial-size succinct automaton accepting $pe(R)$.
\end{tcolorbox}

This allows us to decide rational subset membership in PSPACE: Given an automaton $A$ over $BS(1, q)$ and an element $g$ as a word over $\{a, a^{-1}, t, t^{-1}\}$, we construct a succinct automaton $B$ for $pe(L(A))$ and the pointed expansion $pe(g)$ in logarithmic space. Since membership in succinct automata is well-known to be in PSPACE, we can check whether $pe(g) \in L(B)$.
Constructing succinct automata. It remains to prove Theorem 5.1. The construction of a succinct automaton for \( \text{pe}(R) \) proceeds with the same steps as in Section 4. For most of these steps, our constructions already yield small succinct automata (e.g., one for \( \text{pe}(\text{Ret}L_k^{p'}(A)) \)) in Lemma 4.4). The exception is Lemma 4.6 – in which case the key ingredient is as follows.

**Proposition 5.2.** Given an automaton \( A \) over BS(1, q), a state \( p \) of \( A \), and \( k \in \mathbb{N} \) in unary, one can compute in polynomial space the number \( \gcd(\text{Ret}L_k^{p'}(A)) \) and a bound \( B \geq F(\text{Ret}L_k^{p'}(A)) \). Both are at most exponential in \( k \) and the size of \( A \).

Our bound on \( F \) extends the bound for automatic sets in \( \mathbb{N} \) [5, Lemma 4.5] to thin two-way computations. Before proving Proposition 5.2, let us show how it implies Theorem 5.1.

**Proof of Theorem 5.1.** The constructions in Lemma 4.4 and Theorem 3.1, immediately yield a polynomial-size succinct automaton for \( \text{pe}(R) \) once a succinct automaton for each \( \text{pe}(\text{Ret}L_k^{p'}(A)) \) is found. For the latter, we proceed as in Lemma 4.6. Let \( S = [\text{Ret}L_k^{p'}(A)] \) and compute \( \gcd(S) \) and a bound \( B \geq F(S) \) using Proposition 5.2. Then, by Equation (1) on page 11, it suffices to construct a succinct automaton for \( \text{pe}(X) \) and one for \( \text{pe}(Y) \). For \( \text{pe}(X) \), we use the fact that we can construct a succinct automaton \( B \) for \( \text{pe}(S) \). Our automaton for \( \text{pe}(X) \) proceeds as follows. With \( \varepsilon \)-transitions, it runs \( B \) to successively guess numbers \( \leq B \) from \( S \) and stores each of them temporarily in its state. Such a number requires \( O(\log(B)) \) bits. In another \( O(\log(B)) \) bits, it stores the sum of the numbers guessed so far. This continues as long as the sum is at most \( B \). Then, our automaton reads the resulting sum from the input. This automaton clearly accepts \( \text{pe}(X) \).

For \( \text{pe}(Y) \), we have to construct a succinct automaton that accepts any number \( \geq B \) that is divisible by \( \gcd(S) \). Since \( \gcd(S) \) is available as a number with polynomially many digits, we can construct a succinct automaton accepting \( \text{pe}(\gcd(S) \cdot B) \): It keeps the remainder modulo \( \gcd(S) \) of the currently read prefix. This requires \( O(\log(\gcd(S))) \) many bits. Since \( B \) also has polynomially many digits, we can construct a succinct automaton for \( \{ n \in \mathbb{N} \mid n > B \} \).

An automaton for the intersection then accepts \( \text{pe}(Y) \).

It is easy to see that the number produced by a returning-left run is at most exponential in the length of the run. The exact bound will not be important.

**Lemma 5.3.** If \( \rho \) is a run in \( \text{Ret}L_k(A) \) of length \( \ell \), then \( ||\rho|| \leq q^{2\ell} \).

The main ingredient for Proposition 5.2 will be Lemma 5.4. We write \( \rho \ll \rho' \) if \( |\rho| < |\rho'| \). Moreover, for \( d \in \mathbb{Z} \), we write \( \rho \ll_d \rho' \) if \( \rho \ll \rho' \) and for some \( \ell \in \mathbb{Z} \), we have \( |\rho'| = \ell \cdot |\rho| + d \).

**Lemma 5.4.** There is a polynomial \( f \) such that the following holds. Let \( A \) be an \( n \)-state automaton over BS(1, q) and let \( p, p' \) be two states of \( A \). Let \( \rho_{11} \in \text{Ret}L_k^{p'}(A) \) with \( |\rho_{11}| > f(n, k) \). There exist runs \( \rho_{00}, \rho_{10}, \rho_{01} \in \text{Ret}L_k^{p'}(A) \) and \( d \in \mathbb{Z} \) so that:

\[
\begin{align*}
\rho_{01} &\ll_d \rho_{11} \\
\rho_{00} &\ll_d \rho_{10}
\end{align*}
\] (2)

Here, one shows that a long run can be shortened independently in two ways: Going left in the diagram (2), and going down. Shortening the run by “going left” changes the production of the run by the same difference, up to a factor \( \ell \) that may differ in the two rows. Lemma 5.5 applies Lemma 5.4 to construct small numbers in \( \text{Ret}L_k(A) \) that are not divisible by a given \( m \). Later, these numbers allow us to compute \( \gcd([\text{Ret}L_k^{p'}(A)]) \) and bound \( F([\text{Ret}L_k^{p'}(A)]) \).
Lemma 5.5. There is a polynomial $f$ such that the following holds. Let $m \in \mathbb{Z}$. Let $A$ be an $n$-state automaton over $BS(1,q)$ and let $p, p'$ be two states of $A$. Suppose there is a number in $[\text{Ret}_{k}^{p \to p'}(A)]$ not divisible by $m$; then there is also an $s \in [\text{Ret}_{k}^{p \to p'}(A)]$ not divisible by $m$ such that $|s| \leq q^{f(n,k)}$.

Proof. Let $f$ be the polynomial from Lemma 5.4. Let $\rho \in \text{Ret}_{k}^{p \to p'}(A)$ be of minimal length such that $m$ does not divide $|p|$. Suppose $|p| > f(n,k)$. Write $p_{11} = \rho$ and apply Lemma 5.4. By minimality of $p_{11}$, we get $|p_{00}| \equiv |p_{01}| \equiv |p_{10}| \equiv 0 \mod m$. In particular, $p_{00} \ll_{d} p_{10}$ implies $d \equiv 0 \mod m$. However, since $p_{01} \ll_{d} p_{11}$ and $|p_{11}| \neq 0 \mod m$, we get $d \not\equiv 0 \mod m$, a contradiction. Hence, $|p| \leq f(n,k)$ and thus $|\rho| \leq q^{2f(n,k)}$ by Lemma 5.3.

With Lemma 5.5 in hand, one can show Proposition 5.2 similarly to Lemma 4.6.

6 Recognizability

In this section, we prove Theorem 3.4. We first present a characterization of recognizability that is easily checkable for PE-regular subsets. It is well-known that a subset $S$ of $\mathbb{Z}$ is recognizable if and only if there is a $k \in \mathbb{Z} \setminus \{0\}$ such that for every $s \in \mathbb{Z}$, we have $s \in S$ if and only if $s + k \in S$. Our characterization is an analog for Baumslag-Solitar groups.

A subset $S \subseteq \mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ is called $k$-periodic if for every $s \in \mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$, we have (i) $s \in S$ if and only if $s(0,k) \in S$ and (ii) for every $\ell \in \mathbb{Z}$, we have $s \in S$ if and only if $s(q^{\ell} - q^{\ell+k}, 0) \in S$.

In other words, membership in $S$ is insensitive to (i) moving the cursor $k$ positions and (ii) replacing a power of $q$ by another power of $q$ whose exponent differs by $k$. The set $S$ is periodic if it is $k$-periodic for some $k \geq 1$. We show the following:

Proposition 6.1. A subset $S \subseteq \mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ is recognizable if and only if $S$ is periodic.

The fact that recognizable sets are periodic is an easy exercise. For the converse, we show that the subgroup $H$ of $G = \mathbb{Z}[\frac{1}{q}] \rtimes \mathbb{Z}$ generated by $(0,k)$ and all $(q^{\ell} - q^{\ell+k}, 0)$ for $\ell \in \mathbb{Z}$ is normal and the quotient $G/H$ is finite. Then, $S$ is recognized by the projection $G \to G/H$.

To decide whether a PE-regular $R \subseteq BS(1,q)$ is recognizable, we show effective regularity of the set $N \subseteq \{a\}^*$ of all words $a^k$ such that $R$ is not $k$-periodic. Then, we just have to check whether $N$ contains all words $a^k$ with $k \geq 1$, which is clearly decidable. Since $R$ is PE-regular, the set $D = R(G \setminus R)^{-1} \cup (G \setminus R)R^{-1}$ is effectively PE-regular (Proposition 3.6). Then $R$ is not $k$-periodic if and only if $(0,k) \in D$ or $(q^\ell - q^{\ell+k}, 0) \in D$ for some $\ell \in \mathbb{Z}$. The element $(0,k)$ has the pointed expansion $0^00^{k-1}0_\cdot$. The pointed expansions of $(q^\ell - q^{\ell+k}, 0)$ for $\ell \in \mathbb{Z}$ are exactly those words obtained from words $-0^r(q-1)^{k-1}0^s$ for $r, s \in \mathbb{N}$ by decorating one of the digits with $\cdot$ and with $\cdot$, and removing leading or trailing 0’s. Therefore, it is easy to see that $T_1 = \{0^r0^{k-1}0_\cdot, a^k \mid k \geq 1\}$ and $T_2 = \{(pe((q^{\ell} - q^{\ell+k}), 0), a^k) \mid \ell \in \mathbb{Z}, k \geq 1\}$ are rational transductions. This implies that $N = T_1(pe(D)) \cup T_2(pe(D)) \subseteq a^*$ is effectively regular. Then clearly, $R$ is not $k$-periodic if and only if $a^k \in N$.
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1 Introduction

Sequences defined recursively arise naturally in many areas, particularly in mathematics and computer science. One of the most studied classes is that of linear recursive sequences. Such sequences are defined by fixing the values of the first $k$ elements, while every subsequent
element can be obtained as a linear combination of the $k$ elements preceding it. The most famous example is the Fibonacci sequence, defined by setting $f_0 = 0$, $f_1 = 1$, and the recurrence relation $f_{n+2} = f_{n+1} + f_n$.

It is well known that every linear recursive sequence can be defined by a system of $k$ jointly recursive sequences, where for every sequence we fix the initial value and provide a recurrence relation expressing the $(n+1)$th element as a linear combination of the $n$th elements of all the sequences [15]. For example, to define the Fibonacci sequence $f_n$ in this way, one needs one auxiliary sequence: we set $f_0 = 0$, $g_0 = 1$, and postulate

$$\begin{align*}
f_{n+1} &= g_n, \\
g_{n+1} &= f_n + g_n.
\end{align*}$$

(1)

In this paper we study polynomial recursive sequences over rational numbers that generalise linear recursive sequences. They are defined by systems of sequences like (1), but on the right hand side we allow arbitrary polynomial expressions, rather than just linear combinations. For example, the sequence $b_n = n!$ can be defined in this way using one auxiliary sequence: we may set $b_0 = c_0 = 1$ and write

$$\begin{align*}
b_{n+1} &= b_n \cdot c_n, \\
c_{n+1} &= c_n + 1.
\end{align*}$$

(2)

Thus, the recurrence relation uses two polynomials: $P_1(x_1, x_2) = x_1 x_2$ and $P_2(x_1, x_2) = x_2 + 1$.

The two classes of linear and polynomial recursive sequences appear naturally in automata theory, and in particular in connection with weighted automata and higher-order pushdown automata. **Weighted automata** over the rational semiring are a quantitative variant of finite automata that assign rational numbers to words [10]. In the special case of a 1-letter alphabet, each word can be identified with its length. Then a weighted automaton defines a mapping from natural numbers (possible lengths) to rationals, and this can be seen as a sequence. It is known that sequences definable in this way by weighted automata are exactly the linear recursive sequences [6]. **Pushdown automata** of order $k$ can be used for defining mappings from words to words [21]; in particular, for $k = 2$ and 1-letter alphabets, such automata compute exactly the linear recursive sequences of natural integers [11].

Thus, nonlinear extensions of linear recursive sequences may correspond to nonlinear extensions of weighted automata. For the latter, consider three examples:

- **polynomial recurrent relations** that generalise pushdown automata of order 3 [12, 21];
- **cost-register automata** which arose as a variant of streaming transducers [3, 4];
- **polynomial automata**, connected to reachability problems for vector addition systems [7].

Surprisingly, these three models, although introduced in different contexts, are all equivalent.\(^1\) Moreover, over unary alphabets they define exactly polynomial recursive sequences, in the same fashion as weighted automata (respectively order 2 pushdown automata) over unary alphabets define linear recursive sequences.

The goal of this paper is to study the expressive power of polynomial recursive sequences. Clearly, this expressive power extends that of linear recursive sequences: it is easy to see that every linear recursive sequence has growth bounded by $2^{O(n)}$, while already the sequence $b_n = n!$ grows faster. In fact, already the recurrence relation $a_0 = 2$, $a_{n+1} = (a_n)^2$ defines

---

\(^1\) This is a simple but technical observation as the three models are essentially syntactically equivalent. Throughout the paper we will use the name **cost-register automata** to refer to all three models.
the sequence $2^n$, whose growth is doubly-exponential. However, there are well-known integer sequences related to these examples for which definability as a polynomial recursive sequence seems much less clear. The first example is the sequence $u_n = n^n$. The second example is the sequence of Catalan numbers $C_n = \frac{1}{n+1} \binom{2n}{n}$. Note that by Stirling’s approximation, $n^n$ is asymptotically very close to $n!$, while $C_n$ is, up to factors polynomial in $n$, roughly equal to $4^n$. For these reasons, simple asymptotic considerations cannot prove the sequences $u_n = n^n$ and $C_n$ to be not polynomial recursive. Recall that the Catalan numbers admit multiple combinatorial interpretations, which can be used to derive the recurrence formulas $C_{n+1} = \sum_{i=0}^{n} C_i C_{n-i}$ and $(n+2)C_{n+1} = (4n+2)C_n$. Note that these formulas are not of the form of recurrence formulas considered in this work. Additionally, it is known that Catalan numbers $C_n$ are not linear recursive (see e.g. [8]), despite having growth $2^{\Theta(n)}$.

**Our results.** We show that both the sequence of Catalan numbers $C_n$ and the sequence $u_n = n^n$ are not polynomial recursive. For this, we present two techniques for proving that a sequence is not polynomial recursive. The first technique for Catalan numbers is number-theoretical: we show that a polynomial recursive sequence of integers is ultimately periodic modulo any large enough prime. The second technique for $n^n$ is more algebraic in nature: we show that for every polynomial recursive sequence there exists $k \in \mathbb{N}$ such that every $k$ consecutive elements of the sequence satisfy a nontrivial polynomial equation. The fact that $u_n = n^n$ is not polynomial recursive is our main result. These inexpressibility results were announced without proofs by the fifth coauthor in an invited talk in 2007 [21]. The present paper contains proofs and extensions of these results.

**Applications.** The discussed models of cost-register automata [12, 4, 7] are not the only nonlinear extensions of weighted automata that appear in the literature. We are aware of at least two more extensions: weighted context-free grammars [5, 8] and weighted MSO logic [9, 17]. As it happens, over the 1-letter alphabet, weighted context-free grammars can define Catalan numbers, and weighted MSO logic can define $n^n$. Therefore, as a corollary of our results we show that functions expressible in pushdown-automata of level 4, weighted context-free grammars and weighted MSO logic are not always expressible in the class of cost-register automata.

The class of holonomic sequences is another extension of linear recursive sequences [16]. These sequences are defined recursively with one sequence, but the coefficients in the recursion are polynomials of the element’s index. For example, $b_n = 1$ and $b_{n+1} = (n+1)b_n$ defines $b_n = n!$. The expressiveness of this class has also been studied and in particular the sequence $n^n$ is known to be not in the class of holonomic sequences [14]. As a corollary of our results one can show that there are no inclusions between the classes of holonomic sequences and polynomial recursive sequences. On the one hand every holonomic sequence is asymptotically bounded by $2^{\Theta(n^p)}$ for some polynomial $p$ [16], and the sequence $a_n = 2^{2^n}$ is polynomial recursive. On the other hand, Catalan numbers admit a definition as a holonomic sequence: $C_0 = 1$ and $(n+2)C_{n+1} = (4n+2)C_n$. In Section 7 we discuss the class of rational recurrence sequences that generalises both holonomic and polynomial recursive sequences.

**Organisation.** In Section 2 we give basic definitions and examples of linear and polynomial recursive sequences. In Section 3 we show that the definition of polynomial recursive sequences requires a system of sequences and, unlike linear recursive sequences, cannot be equivalently defined using only one sequence. Then in Sections 4 and 5 we show that the sequence of Catalan numbers $C_n$ and the sequence $u_n = n^n$ are not polynomial recursive. In Section 6 we explain in details our corollaries for weighted automata. We conclude in Section 7.
2 Preliminaries

By \( \mathbb{N} \) we denote the set of nonnegative integers. A sequence over a set \( \mathbb{D} \) is a function \( u : \mathbb{N} \to \mathbb{D} \); all the sequences considered in this work are over the field of rationals \( \mathbb{Q} \). We use the notation \( \langle u_n \rangle_{n \in \mathbb{N}} \) for elements of sequences, where \( u_n = u(n) \). Also, we use bold-face letters as a short-hand for sequences, e.g., \( \mathbf{u} = \langle u_n \rangle_{n \in \mathbb{N}} \).

We now introduce the two main formalisms for describing sequences: linear recursive sequences and polynomial recursive sequences.

**Linear recursive sequences.** A \( k \)-variate linear form (or linear form if \( k \) is irrelevant) over \( \mathbb{Q} \) is a function \( L : \mathbb{Q}^k \to \mathbb{Q} \) of the form

\[
L(x_1, \ldots, x_k) = a_1 x_1 + \ldots + a_k x_k
\]

for some \( a_1, \ldots, a_k \in \mathbb{Q} \). A sequence of rationals \( \mathbf{u} \) is a linear recursive sequence if there exist \( k \in \mathbb{N} \) and a \( k \)-variate linear form \( L \) such that \( \mathbf{u} \) satisfies the recurrence relation

\[
u_{n+k} = L(u_n, \ldots, u_{n+k-1}) \quad \text{for all } n \in \mathbb{N}.
\]

Observe that such a sequence is uniquely determined by the form \( L \) and its first \( k \) elements: \( u_1, \ldots, u_{k-1} \in \mathbb{Q} \). The minimal \( k \) for which a description of \( \mathbf{u} \) as in (3) can be given is called the order of \( \mathbf{u} \). For example, Fibonacci numbers are uniquely defined by the recurrence relation \( f_{n+2} = f_{n+1} + f_n \) and starting elements \( f_0 = 0, f_1 = 1 \). Note that this recurrence relation corresponds to the linear form \( L(x_1, x_2) = x_1 + x_2 \).

We now present a second definition of linear recursive sequences which, as we will explain, is equivalent to the first definition. Suppose \( \mathbf{u}^1, \mathbf{u}^2, \ldots, \mathbf{u}^k \) are sequences of rationals. We say that these sequences satisfy a system of linear recurrence equations if there are \( k \)-variate linear forms \( L_1, \ldots, L_k \) such that:

\[
\begin{align*}
u^1_{n+1} &= L_1(u^1_n, \ldots, u^k_n), \\
& \vdots \\
u^k_{n+1} &= L_k(u^1_n, \ldots, u^k_n).
\end{align*}
\]

for all \( n \in \mathbb{N} \). Note that such a system can be equivalently rewritten in the matrix form

\[
\mathbf{u}_{n+1} = M \mathbf{u}_n
\]

where \( \mathbf{u}_n = (u^1_n, \ldots, u^k_n)^T \) and \( M \) is the \( k \times k \) matrix over \( \mathbb{Q} \) such that \( M \mathbf{x} = (L_1(\mathbf{x}), \ldots, L_k(\mathbf{x}))^T \) for all \( \mathbf{x} \in \mathbb{Q}^k \). Note that then \( \mathbf{u}_n = M^n \mathbf{u}_0 \) for all \( n \in \mathbb{N} \).

It is well known that systems of linear recurrence equations can be equivalently used to define linear recursive sequences, as explained in the following result.

**Proposition 1** ([15]). A sequence \( \mathbf{u} \) is a linear recursive sequence if and only if there exists \( k \in \mathbb{N} \) and sequences \( \mathbf{u}^1, \ldots, \mathbf{u}^k \) that satisfy a system of linear recurrence equations, where \( \mathbf{u}^1 = \mathbf{u} \). Moreover, the smallest \( k \) for which this holds is the order of \( \mathbf{u} \).

To get more accustomed with this equivalent definition, let us consider the sequence \( a_n = n^2 \). Since \( (n+1)^2 = n^2 + 2n + 1 \), we consider two auxiliary sequences \( b_n = n \) and \( c_n = 1 \). The initial values of these sequences are \( a_0 = b_0 = 0 \) and \( c_0 = 1 \). Thus, \( a_n \) can be defined by providing these initial values together with a system of linear equations

\[
\begin{align*}
a_{n+1} &= a_n + 2b_n + c_n, \\
b_{n+1} &= b_n + c_n, \\
c_{n+1} &= c_n.
\end{align*}
\]
In the matrix form, we could equivalently write that \((a_n, b_n, c_n)^T = M^n \vec{e}\), where
\[
M = \begin{pmatrix} 1 & 2 & 1 \\ 0 & 1 & 1 \\ 0 & 0 & 1 \end{pmatrix}, \quad \vec{e} = \begin{pmatrix} 0 \\ 0 \\ 1 \end{pmatrix}.
\]
It can be readily verified that \(a_n\) is also defined by the recurrence \(a_{n+3} = 3a_{n+2} - 3a_{n+1} + a_n\).

The difference between the two definitions is that in (3) we have only one sequence, but the depth of the recursion can be any \(k\). Conversely, in (4) we are allowed to have \(k\) sequences, but the depth of recursion is 1. The equivalence provided by Proposition 1 is quite convenient and is often used in the literature, see e.g. [20].

We give a short proof of Proposition 1, different from the proof in [15]. The reason is that this proof provides us with intuition that will turn out to be useful later on.

**Proof of Proposition 1.** For the left-to-right implication, suppose \(u\) is a linear recursive sequence of order \(k\); say it is defined by the recursive formula \(u_{n+k} = L(u_n, \ldots, u_{n+k-1})\), where \(L\) is a \(k\)-variate linear form. Define the sequences \(u^1, \ldots, u^k\) by setting
\[
\begin{aligned}
u_n^i &= u_{n+i-1} \quad \text{for all } i \in \{1, \ldots, k\} \text{ and } n \in \mathbb{N}.
\end{aligned}
\]
Then \(u^1 = u\) and the sequences \(u^1, \ldots, u^k\) satisfy the system of equations as in (4), where \(L_k = L\) and \(L_i(x_1, \ldots, x_k) = x_{i+1}\) for \(i \in \{1, \ldots, k-1\}\).

For the right-to-left implication, suppose that there exist \(k \in \mathbb{N}\) and sequences \(u^1, \ldots, u^k\) that satisfy the system of equations (4) for some linear forms \(L_1, \ldots, L_k\), such that \(u = u^1\). Let \(M\) be a \(k \times k\) matrix over \(\mathbb{Q}\) that encodes the linear forms \(L_1, \ldots, L_k\); that is, \(\vec{u}_n = M^n \vec{u}_0\), where \(\vec{u}_n = (u^1_n, \ldots, u^k_n)^T \in \mathbb{Q}^k\). Consider the linear map \(R: \mathbb{Q}^k \to \mathbb{Q}^{k+1}\) defined as
\[
R(\vec{x}) = (\vec{e} M^0 \vec{x}, \vec{e} M^1 \vec{x}, \ldots, \vec{e} M^k \vec{x})^T,
\]
where \(\vec{e} = (1, 0, \ldots, 0) \in \mathbb{Q}^k\). Note that
\[
R(\vec{u}_n) = (u^1_n, u^1_{n+1}, \ldots, u^1_{n+k}) = (u_n, u_{n+1}, \ldots, u_{n+k}) \quad \text{for all } n \in \mathbb{N}. \tag{6}
\]
Observe that \(R\) is a linear map from \(\mathbb{Q}^k\) to \(\mathbb{Q}^{k+1}\), hence the image of \(R\) is a linear subspace of \(\mathbb{Q}^{k+1}\) of co-dimension at least 1. Hence, there exists a nonzero linear form \(K: \mathbb{Q}^{k+1} \to \mathbb{Q}\) such that \(\text{im } R \subseteq \ker K\), or equivalently \(K(R(\vec{x})) = 0\) for all \(\vec{x} \in \mathbb{Q}^k\). By (6), we have
\[
K(u_n, u_{n+1}, \ldots, u_{n+k}) = 0 \quad \text{for all } n \in \mathbb{N}. \tag{7}
\]
Let \(a_0, a_1, \ldots, a_k \in \mathbb{Q}\) be such that
\[
K(x_0, \ldots, x_k) = a_0 x_0 + \ldots + a_k x_k.
\]
Since \(K\) is nonzero there exists the largest index \(t\) such that \(a_t \neq 0\). From (7) we infer that
\[
u_n = \frac{a_{t-1}}{a_t} \cdot \nu_{n+t-1} - \frac{a_{t-2}}{a_t} \cdot \nu_{n+t-2} - \ldots - \frac{a_0}{a_t} \cdot \nu_n \quad \text{for all } n \in \mathbb{N},
\]
so \(u\) is a linear recursive sequence of order at most \(t\). ▶

**Remark 2.** One could imagine setting up all the definitions presented above using *affine forms* instead of linear forms, that is, functions \(A: \mathbb{Q}^k \to \mathbb{Q}\) of the form
\[
A(x_1, \ldots, x_k) = a_1 x_1 + \ldots + a_k x_2 + c,
\]
where \(a_1, \ldots, a_k, c \in \mathbb{Q}\). However, as we may always add constant sequences to the system of recurrence equations defining a sequence, considering affine forms does not increase the expressive power. In fact, from Proposition 1 it can be easily derived that we obtain exactly the same class of linear recursive sequences, regardless of whether we use linear or affine forms in both definitions.
Poly-recursive sequences. We now generalise the concept of linear recursive sequences by allowing polynomial functions instead of only linear forms. The starting point of the generalisation is the definition via a system of recurrence equations, as in (4).

**Definition 3.** A sequence of rationals \( u \) is polynomial recursive (or poly-recursive for short) if there exist \( k \in \mathbb{N} \), sequences of rationals \( u^1, \ldots, u^k \) satisfying \( u = u^1 \), and polynomials \( P_1, \ldots, P_k \in \mathbb{Q}[x_1, \ldots, x_k] \) such that for all \( n \in \mathbb{N} \), we have

\[
\begin{align*}
  u_{n+1}^1 &= P_1(u_n^1, \ldots, u^k_n), \\
  \vdots \\
  u_{n+1}^k &= P_k(u_n^1, \ldots, u^k_n).
\end{align*}
\]

(8)

Again, notice that polynomials \( P_1, \ldots, P_k \) and the initial values \( u^1_0, \ldots, u^k_0 \) uniquely determine the sequences \( u^1, \ldots, u^k \), hence in particular the sequence \( u = u^1 \).

Let us examine a few examples. First, recall the sequences \( a_n = 2^{2n} \) and \( b_n = n! \) defined in Section 1. Another example is the sequence \( d_n = 2^n \). Since \( 2^{(n+1)^2} = 2^{n^2+2n+1} \), we define \( d_0 = e_0 = 1 \) and let

\[
\begin{align*}
  d_{n+1} &= d_n \cdot (e_n)^2 \cdot 2, \\
  e_{n+1} &= e_n \cdot 2.
\end{align*}
\]

The polynomials used in the last definition are \( P_1(x_1, x_2) = 2x_1(x_2)^2 \) and \( P_2(x_1, x_2) = 2x_2 \). Notice that this idea can be easily generalised to define any sequence of the form \( r^{Q(n)} \), where \( r \) is a rational number and \( Q \) is a polynomial with rational coefficients. We remark that all three sequences \( a_n = 2^{2n}, b_n = n!, d_n = 2^n \) are not linear recursive for simple asymptotic reasons (from the discussion in Section 1).

### 3 Simple poly-recursive sequences

The following notion is a natural generalisation of the definition (3) of linear recursive sequences to the setting of recurrences defined using polynomials.

**Definition 4.** A sequence of rationals \( u \) is simple poly-recursive if there exists \( k \in \mathbb{N} \) and a polynomial \( P \in \mathbb{Q}[x_1, x_2, \ldots, x_k] \) such that

\[
u_{n+k} = P(u_n, u_{n+1}, \ldots, u_{n+k-1}) \quad \text{for all } n \in \mathbb{N}.
\]

(9)

Again, note that if \( u \) is simple poly-recursive as above, then the polynomial \( P \) and the first \( k \) values \( u_0, \ldots, u_{k-1} \) uniquely determine the sequence \( u \).

Clearly, every linear recursive sequence is a simple poly-recursive sequence. In fact, by Proposition 1 and Remark 2, the two notions would coincide if we required that the polynomial \( P \) in the definition above has degree at most 1. On the other hand, observe that the same construction as in the first paragraph of the proof of Proposition 1 shows that every simple poly-recursive sequence is poly-recursive. We now prove that this inclusion is strict.

**Theorem 5.** The sequence \( b_n = n! \) is not simple poly-recursive.

**Proof.** Towards a contradiction, suppose there is \( k \in \mathbb{N} \) and a polynomial \( P \in \mathbb{Q}[x_1, \ldots, x_k] \) such that

\[
b_{n+k} = P(b_n, b_{n+1}, \ldots, b_{n+k-1}) \quad \text{for all } n \in \mathbb{N}.
\]

(10)

Let us write

\[P = Q + A,\]

where \( Q \) is a polynomial of degree less than \( k \) and \( A \) is a constant.
where \( Q, A \in \mathbb{Q}[x_1, \ldots, x_k] \) are such that \( A \) is the sum of all the monomials in the expansion of \( P \) that have degree at most 1, while \( Q \) is the sum of all the remaining monomials in the expansion of \( P \). Thus, \( A \) is an affine form, while every monomial in the expansion of \( Q \) has total degree at least 2.

Since \( A \) is an affine form, there exists a number \( c \in \mathbb{N} \) such that

\[
|A(q_1, \ldots, q_k)| < c + c \cdot \max_{1 \leq i \leq k} |q_i| \quad \text{for all } q_1, \ldots, q_k \in \mathbb{Q}.
\]

Thus, for all \( n > 2c \) we have

\[
|A(b_n, b_{n+1}, \ldots, b_{n+k-1})| \leq c + c \cdot (n + k - 1)! < (n + k)! = b_{n+k}.
\]

(11)

Since by (10) it follows that

\[
Q(b_n, b_{n+1}, \ldots, b_{n+k-1}) = b_{n+k} - A(b_n, b_{n+1}, \ldots, b_{n+k-1}),
\]

using (11) we may conclude that for all \( n > 2c \) the following inequality holds:

\[
0 < Q(b_n, b_{n+1}, \ldots, b_{n+k-1}) < 2b_{n+k}.
\]

(12)

Let \( m \) be the product of all denominators of all the coefficients appearing in the expansion of \( P \) into a sum of monomials. Note that for all \( n > m \), the number \( \tilde{b}_n := \frac{b_n}{m} = \frac{n^{c_0}}{m} \) is an integer. Furthermore, we have that \( \tilde{b}_n \) divides \( \tilde{b}_{n'} \) for all \( n' \geq n \). Since every monomial in the expansion of \( Q \) has total degree at least 2, we infer that for all \( n > m \), we have

\[
(b_n)^2 \mid Q(b_n, b_{n+1}, \ldots, b_{n+k-1}).
\]

(13)

By combining (13) with the left inequality of (12), we conclude that for all \( n > \max(2c, m) \),

\[
Q(b_n, b_{n+1}, \ldots, b_{n+k-1}) \geq (\tilde{b}_n)^2.
\]

This bound together with the right inequality of (12) implies that

\[
\left( \frac{n!}{m} \right)^2 \geq \tilde{b}_n^2 \cdot 2b_{n+k} = 2 \cdot (n + k)!.
\]

This inequality, however, is not true for every sufficiently large \( n \), a contradiction.

\[\square\]

4 \ Modular periodicity

Recall that a sequence of numbers \( r \) is \textit{ultimately periodic} if there exist \( N, k \in \mathbb{N} \) such that for all \( n \geq N \), we have \( r_n = r_{n+k} \). In this section we prove the following periodicity property of poly-recursive sequences, which, by means of contradiction, provides a basic technique for proving that a given sequence is not poly-recursive.

\[\blacktriangleleft\textbf{Theorem 6.} \text{ Suppose } u \text{ is a poly-recursive sequence of integers. Then there exists } a \in \mathbb{N} \text{ such that for every prime } p > a, \text{ the sequence } r_n := u_n \mod p \text{ is ultimately periodic.}\]

\[\blacktriangleright\textbf{Proof.} \text{ Let } u \text{ be defined by the system of recursive equations}

\[
\begin{align*}
    u_{n+1}^{1} &= P_1(u_n^{1}, \ldots, u_n^{k}), \\
    \vdots \\
    u_{n+1}^{k} &= P_k(u_n^{1}, \ldots, u_n^{k}),
\end{align*}
\]

\[\text{where } u^1, \ldots, u^k \text{ are sequences such that } u^1 = u \text{ and } P_1, \ldots, P_k \in \mathbb{Q}[x_1, \ldots, x_k].\]
Without loss of generality we may assume that the initial values $u_0^1, \ldots, u_0^k$ are integers. Indeed, this is certainly the case for $u_0^1 = u_0$, while for every $i > 1$, we may rewrite the system so that it uses the sequence $\tilde{u}^i = q_i \cdot u^i$ instead of $u^i$, where $q_i$ is the denominator of $u_0^i$. For this, the starting condition for $\tilde{u}^i$ can be set as $\tilde{u}_0^i = q_i \cdot u_0^i$, which is an integer, in all polynomials $P_1, \ldots, P_k$ we may substitute $x_i$ with $x_i/q_i$, and the polynomial $P_1$ can be replaced with $q_1 \cdot P_1$.

Further, without loss of generality we may assume that all the monomials present in the expansions of all the polynomials $P_1, \ldots, P_k$ have the same degree $d$. Such polynomials are called homogeneous of degree $d$ and they have the property that $P_i(ax_1, \ldots, ax_k) = a^d P_i(x_1, \ldots, x_k)$ for all $a \in \mathbb{Q}$. Indeed, let $d > 1$ be any integer that is not smaller than the degrees of all the polynomials $P_1, \ldots, P_k$. To the system (14) we add a new sequence $u^{k+1}$, defined by setting

$$u_0^{k+1} = 1 \quad \text{and} \quad u_{n+1}^{k+1} = (u_n^{k+1})^d \quad \text{for} \quad n \in \mathbb{N}.$$ 

Thus $u^{k+1}$ is constantly equal to 1. Then each monomial $M(x_1, \ldots, x_k)$ appearing in the expansion of any of the polynomials $P_i(x_1, \ldots, x_k)$ can be replaced by the monomial $M(x_1, \ldots, x_k) \cdot x_1^{d+1}, x_2^{d+1}, \ldots, x_k^{d+1} \in \mathbb{Q}[x_1, \ldots, x_k, x_{k+1}]$, where $t$ is the total degree of $M$. It is straightforward to see that the modified system of recursive equations still defines $u = u^1$, while all monomials appearing in all the polynomials used in it have the same degree $d$.

After establishing these two assumptions, we proceed to the main proof. Let $a \in \mathbb{N}$ be a positive integer such that the polynomials

$$\tilde{P}_i := a \cdot P_i$$

all belong to $\mathbb{Z}[x_1, \ldots, x_k]$, that is, have integer coefficients. For instance, one can take $a$ to be product of all the denominators of all the rational coefficients appearing in the polynomials $P_1, \ldots, P_k$. For all $i \in \{1, \ldots, k\}$ and $n \in \mathbb{N}$, let us define

$$\tilde{u}_n^i := a^{\frac{n-1}{d+1}} \cdot u_n^i.$$ 

By a straightforward induction we show that the sequences $\tilde{u}_n^1, \ldots, \tilde{u}_n^k$ satisfy the system of recursive equations

$$\begin{aligned}
\tilde{u}_{n+1}^1 &= \tilde{P}_1(\tilde{u}_n^1, \ldots, \tilde{u}_n^k), \\
\vdots \\
\tilde{u}_{n+1}^k &= \tilde{P}_k(\tilde{u}_n^1, \ldots, \tilde{u}_n^k).
\end{aligned}$$

(15)

Indeed, the induction base is trivial and for the induction step recall that all monomials have the same degree $d$, hence

$$\tilde{P}_i(\tilde{u}_n^1, \ldots, \tilde{u}_n^k) = a \cdot P_i(a^{\frac{n-1}{d+1}} \cdot u_n^1, \ldots, a^{\frac{n-1}{d+1}} \cdot u_n^k) = a \cdot a^{\frac{n+1}{d+1}} \cdot u_{n+1}^i = a^{\frac{n+1}{d+1}} \cdot u_{n+1}^i = \tilde{u}_{n+1}^i.$$ 

Observe that since the initial values $\tilde{u}_0^i = u_0^i$ are integers, and the polynomials $\tilde{P}_i$ have integer coefficients, we can infer that all entries of the sequences $\tilde{u}_n^1, \ldots, \tilde{u}_n^k$ are integers.

We now show that for every prime $p > a$, the sequence $r_n$ defined as $r_n = u_n \mod p$ is ultimately periodic; this will conclude the proof. For every $i \in \{1, \ldots, k\}$ and $n \in \mathbb{N}$, let

$$\tilde{r}_n^i := \tilde{u}_n^i \mod p.$$
By (15) and the fact that the polynomials $\tilde{P}_i$ have integer coefficients, for every $n \in \mathbb{N}$ the vector of entries $(\tilde{r}_1^n+1, \ldots, \tilde{r}_k^n+1)$ is uniquely determined by the vector $(\tilde{r}_1^n, \ldots, \tilde{r}_k^n)$. Since this vector may take only at most $p^k$ different values, it follows that the sequences $\tilde{r}_1^n, \ldots, \tilde{r}_k^n$ are ultimately periodic.

Now note that for every $n \in \mathbb{N}$, we have
\[
a^n d^{n-1} \cdot r_n \equiv a^n d^{n-1} \cdot u_n = \tilde{u}_n^1 \mod p.
\]
Since $p > a$ and $p$ is a prime, we have that $a$ and $p$ are coprime. Therefore, there exists an integer $b$ such that $ab \equiv 1 \mod p$. By multiplying the above congruence by $b d^{n-1}$, we have
\[
r_n \equiv b d^{n-1} \cdot \tilde{r}_1^n \mod p.
\]
(16)

Observe that the sequence $b_n = b d^{n-1}$ satisfies the recursive equation $b_{n+1} = b \cdot (b_n)^d$, hence the sequence $(b_n \mod p)$ is ultimately periodic. Since $\tilde{r}_1^n$ is ultimately periodic as well, from (16) we conclude that the sequence $r_n$ is ultimately periodic.

We use Theorem 6 to prove that the Catalan numbers are not poly-recursive. Recall that the $n$th Catalan number $C_n$ is given by the formula $C_n = \frac{1}{n+1} \binom{2n}{n}$.

Alter and Kubota [2] studied the behaviour of the Catalan numbers modulo primes. It is easy to see (and proved in [2]) that for every prime $p$, the sequence $C_n$ contains infinitely many numbers divisible by $p$, and infinitely many numbers not divisible by $p$. Let a $p$-block be a maximal contiguous subsequence of the sequence $C_n$ consisting of entries divisible by $p$. The $p$-blocks can be naturally ordered along the sequence $C_n$, so let $L_p^k$ be the length of the $k$th $p$-block. Then Alter and Kubota proved the following.

**Theorem 7** ([2]). For every prime $p > 3$ and $k \geq 1$, we have
\[
L_p^k = \frac{p^{m+1} - 3}{2},
\]
where $m$ is the largest integer such that $(\frac{p+1}{2})^m$ divides $k$.

Note that Theorem 7 in particular implies that for every prime $p > 3$, the sequence $C_n$ contains arbitrary long $p$-blocks. This means that $C_n$ taken modulo $p$ cannot be ultimately periodic. By combining this with Theorem 6, we conclude the following.

**Corollary 8.** Catalan numbers are not poly-recursive.

### 5 Cancelling polynomials

Consider the following definition, which can be seen as a variation of the definition of simple poly-recursive sequences, which we discussed in Section 3.

**Definition 9.** A sequence of rationals $u$ admits a cancelling polynomial if there exist $k \in \mathbb{N}$ and a nonzero polynomial $P \in \mathbb{Q}[x_0, \ldots, x_k]$ such that
\[
P(u_n, u_{n+1}, \ldots, u_{n+k}) = 0 \quad \text{for all } n \in \mathbb{N}.
\]

**Remark 10.** A cancelling polynomial $P$ can be always assumed to have integer coefficients, i.e. to belong to $\mathbb{Z}[x_0, \ldots, x_k]$, because one may multiply $P$ by the product of all denominators that occur in its coefficients.
Observe that the notion of a cancelling polynomial extends the definition of simple poly-recursive sequences (Definition 4) in the following sense: a sequence is simple poly-recursive if and only if it admits a cancelling polynomial $P(x_0, \ldots, x_k)$ whose expansion into a sum of monomials involves only one term containing $x_k$, namely the monomial $x_k$ itself. This particular form of the considered algebraic constraint was vitally used in the proof of Proposition 5, where we showed that the sequence $b_n = n!$ is not simple poly-recursive. In fact, if one drops this restriction, then it is easy to see that the sequence $b_n = n!$ actually admits a cancelling polynomial: for instance $P(x_0, x_1, x_2) = x_0x_2 - (x_1)^2 - x_0x_1$.

We now prove that the above example is not a coincidence.

**Theorem 11.** Every poly-recursive sequence admits a cancelling polynomial.

**Proof.** The proof follows the same basic idea as the proof of Proposition 1 that we gave in Section 2. The difference is that instead of linear maps we work with maps defined by polynomial functions, hence instead of linear independence we shall work with the notion of algebraic independence.

Recall that if $K \subseteq L$ is a field extension, then elements $a_1, \ldots, a_k \in L$ are algebraically dependent over $K$ if there is a nonzero polynomial $P \in K[x_1, \ldots, x_k]$ such that $P(a_1, \ldots, a_k) = 0$ in $L$. We will use the following well-known fact; see e.g. [18, Chapter VIII, Theorem 1.1].

\[\text{Claim 12.} \quad \text{If } K \text{ is a field and } k \in \mathbb{N}, \text{ then in the field of rational expressions } K(x_1, \ldots, x_k) \text{ every } k + 1 \text{ elements are algebraically dependent over } K.\]

We proceed to the proof of the theorem. Let $u$ be the poly-recursive sequence in question. By definition, for some $k \in \mathbb{N}$ there are sequences $u^1, \ldots, u^k$ and polynomials $P_1, \ldots, P_k \in \mathbb{Q}[x_1, \ldots, x_k]$ such that for all $n \in \mathbb{N}$,

\[
\begin{cases}
  u^1_{n+1} = P_1(u^1_1, \ldots, u^1_n), \\
  \vdots \\
  u^k_{n+1} = P_k(u^1_1, \ldots, u^k_n).
\end{cases}
\]

We inductively define polynomials $P^{(i)}_1, \ldots, P^{(i)}_k \in \mathbb{Q}[x_1, \ldots, x_k]$ as follows. For $t = 0$, set

\[P^{(0)}_i(x_1, \ldots, x_k) = x_i \quad \text{for all } i \in \{1, \ldots, k\},\]

and for $t \geq 1$, set

\[P^{(t)}_i(x_1, \ldots, x_k) = P_i(P^{(t-1)}(x_1, \ldots, x_k), \ldots, P^{(t-1)}(x_1, \ldots, x_k)) \quad \text{for all } i \in \{1, \ldots, k\}.
\]

The following claim follows from the construction by a straightforward induction.

**Claim 13.** For all $n, t \in \mathbb{N}$ and $i \in \{1, \ldots, k\}$, we have $P^{(t)}_i(u^1_n, \ldots, u^k_n) = u^i_{n+t}$.  

Consider the polynomials $P^{(0)}_1, P^{(1)}_1, \ldots, P^{(k)}_1 \in \mathbb{Q}[x_1, \ldots, x_k]$. By Claim 12, these polynomials (treated as elements of $Q(x_1, \ldots, x_k)$) are algebraically dependent over $\mathbb{Q}$, so there exists a nonzero polynomial $Q \in \mathbb{Q}[y_0, y_1, \ldots, y_k]$ such that the polynomial
\[ R(x_1, \ldots, x_k) = Q(P_1^{(0)}(x_1, \ldots, x_k), P_1^{(1)}(x_1, \ldots, x_k), \ldots, P_1^{(k)}(x_1, \ldots, x_k)) \]

is identically zero. It now remains to observe that by Claim 13, for every \( n \in \mathbb{N} \) we have

\[ 0 = R(u_n^1, \ldots, u_n^k) = Q(u_n^1, u_{n+1}^1, \ldots, u_{n+k}^1) = Q(u_n, u_{n+1}, \ldots, u_{n+k}), \]

hence \( Q \) is a cancelling polynomial for \( u_n \). ▶

**Remark 14.** Notice that a given polynomial can be the cancelling polynomial of many different sequences. For example, the polynomial \( (x_0)^2 - 1 \) is a cancelling polynomial of any sequence over \( \{-1, 1\} \). In particular, some of those sequences are not ultimately periodic modulo \( p \), for any prime numbers \( p \), and thus are not poly-recursive by Theorem 6. Hence, the converse direction of Theorem 11 does not hold.

We now present an application of Theorem 11 by showing that the sequence \( u_n = n^n \) is not poly-recursive. By Theorem 11, it suffices to show that there is no cancelling polynomial for this sequence. Contrary to the reasoning presented in Section 4, where we used off-the-shelf results about modular (non)periodicity of Catalan numbers, proving the nonexistence of a cancelling polynomial for the \( n^n \) sequence turns out to be a somewhat challenging task.

We first observe that when we apply a multivariate polynomial to consecutive entries of \( u_n \), we can rewrite the result in another form:

**Lemma 15.** Let \( Z \in \mathbb{Z}[x_0, x_1, \ldots, x_k] \) be a nonzero polynomial. Then there exist nonzero polynomials \( P_1, \ldots, P_m, Q_1, \ldots, Q_m \in \mathbb{Z}[x] \) such that the polynomials \( P_1, \ldots, P_m \) are pairwise different and for every \( n \in \mathbb{N} \),

\[ Z(n^n, (n+1)^{n+1}, \ldots, (n+k)^{n+k}) = \sum_{i=1}^{m} P_i(n)^n \cdot Q_i(n). \]

**Proof.** By expanding \( Z \) as a sum of monomials, we may write

\[ Z(x_0, \ldots, x_k) = \sum_{i=1}^{m} c_i \cdot M_i(x_0, \ldots, x_k), \quad (17) \]

where for all \( i \in \{1, \ldots, m\} \), \( c_i \neq 0 \) and

\[ M_i(x_0, \ldots, x_k) = \prod_{j=0}^{k} x_j^{d_{i,j}} \]

are pairwise different monomials. Now observe that for every \( n \in \mathbb{N} \), we have

\[ M_i(n^n, (n+1)^{n+1}, \ldots, (n+k)^{n+k}) = \prod_{j=0}^{k} (n+j)^{d_{i,j} \cdot (n+j)} \]

\[ = \left( \prod_{j=0}^{k} (n+j)^{d_{i,j}} \right)^n \cdot \prod_{j=0}^{k} (n+j)^{d_{i,j} \cdot j}. \quad (18) \]

Hence, if we define

\[ P_i(x) = \prod_{j=0}^{k} (x+j)^{d_{i,j}} \quad \text{and} \quad Q_i(x) = c_i \cdot \prod_{j=0}^{k} (x+j)^{d_{i,j} \cdot j}, \]
then, by (17) and (18), we conclude that
\[ Z(n^n, (n+1)^{n+1}, \ldots, (n+k)^{n+k}) = \sum_{i=1}^{m} P_i(n)^n \cdot Q_i(n) \quad \text{for all } n \in \mathbb{N}, \]
as required. It now suffices to observe that (1) all polynomials \( P_i \) and \( Q_i \) are nonzero, because \( c_i \neq 0 \) and the monomial \( M_i \) is nonzero, and (2) the polynomials \( P_i \) are pairwise different, because they have pairwise different multisets of roots.

With Lemma 15 established, we move to the main result of this section.

**Theorem 16.** The sequence \( u_n = n^n \) is not poly-recursive.

**Proof.** Suppose, for the sake of contradiction, that the sequence \( u_n = n^n \) is poly-recursive. By Theorem 11 and Remark 10, there exists a nonzero polynomial \( Z \in \mathbb{Z}[x_0, x_1, \ldots, x_k] \) that is cancelling for \( u_n \). By Lemma 15, we can find nonzero polynomials \( P_1, \ldots, P_m, Q_1, \ldots, Q_m \in \mathbb{Z}[x] \), where \( P_1, \ldots, P_m \) are pairwise different, such that
\[ \sum_{i=1}^{m} P_i(n)^n \cdot Q_i(n) = 0 \quad \text{for all } n \in \mathbb{N}. \] (19)

This system of equations seems somewhat unwieldy due to the presence of the term \( P_i(n)^n \), where \( n \) is involved both in the base and in the exponent. The following claim formulates the key idea of the proof: if we consider the equations (19) modulo any prime, then the bases and the exponents of these terms can be made independent.

\[ \textbf{Claim 17.} \quad \text{For every prime } p \text{ and all } a, b \in \mathbb{Z} \text{ where } b > 0, \text{ it holds that} \]
\[ \sum_{i=1}^{m} P_i(a)^b \cdot Q_i(a) \equiv 0 \mod p. \]

**Proof.** Since \( p \) and \( p-1 \) are coprime, there is an \( n \in \mathbb{N} \) such that \( n > b, n \equiv a \mod p \) and \( n \equiv b \mod p-1 \). Thus for any \( 1 \leq i \leq m \):
\[ Q_i(n) \equiv Q_i(a) \mod p \quad \text{and} \quad P_i(n)^n \equiv P_i(a)^b \mod p, \]
the second part holding by Fermat’s Little Theorem. The claim now follows by considering equality (19) modulo \( p \). \( \triangleright \)

Let \( a \in \mathbb{N} \) and let \( D_a = [d_{ij}]_{1 \leq i, j \leq m} \) be the \( m \times m \) matrix defined by \( d_{ij} = P_j(a)^i \). Since this is essentially a Vandermonde matrix, its determinant has a simple expression, as expressed in the following claim.

\[ \textbf{Claim 18.} \quad \text{Let } S \in \mathbb{Z}[x] \text{ be defined as} \]
\[ S(x) = \prod_{i=1}^{m} P_i(x) \cdot \prod_{1 \leq i < j \leq m} (P_i(x) - P_j(x)). \]

Then \( S \) is nonzero and \( \det(D_a) = S(a) \).

**Proof.** That \( S \) is nonzero follows from the fact that the polynomials \( P_i \) are all nonzero and pairwise different.
Now observe that $D_a$ is a Vandermonde matrix with columns consisting of consecutive powers of $P_j(a)$, for $1 \leq j \leq m$ with columns consisting of consecutive powers of $P_j(a)$, starting with $P_j(a)^1$ (whereas the Vandermonde matrix starts with $P_j(a)^0$). It is well known that the determinant of the Vandermonde matrix $[P_j(a)^{i-1}]_{1 \leq i, j \leq m}$ is
\[
\prod_{1 \leq i < j \leq m} (P_i(a) - P_j(a)).
\]
Further, multiplying the $j$th column by $P_j(a)$, for all $j$, results in the determinant being multiplied by $\prod_{i=1}^m P_i(a)$. This proves the claim.

We will need the following classical definition.

\textbf{Definition 19.} Let $R$ be a ring and $M$ be a $m \times m$ matrix over $R$. The \textit{adjugate matrix} $\hat{M}$ of $M$ is an $m \times m$ matrix over $R$ that satisfies $\hat{M}M = \det(M) \cdot I$, where $I$ is the $m \times m$ identity matrix.

It is well known that the adjugate matrix always exists. Now let $u_a = (Q_1(a), \ldots, Q_m(a))^\top$. Claim 17 implies that for every prime $p$, $D_a u_a \equiv 0 \mod p$, where $0$ is the $m$-dimensional zero vector. By multiplying both sides of this equation by the adjugate matrix of $D_a$ taken over $\mathbb{Z}_p$, we conclude that for every prime $p$, we have
\[
\det(D_a) \cdot u_a \equiv 0 \mod p \quad \text{for all } a \in \mathbb{N}.
\]
This is equivalent to
\[
S(a) \cdot Q_i(a) \equiv 0 \mod p \quad \text{for all } a \in \mathbb{N} \text{ and } 1 \leq i \leq m. \tag{20}
\]
This means that for every prime $p$ and every $1 \leq i \leq m$, the following assertion holds: every $a \in \mathbb{F}_p$ is a zero of the polynomial $S \cdot Q_i$ considered as a polynomial over $\mathbb{F}_p$.

Recall that the polynomials $S, Q_1, \ldots, Q_m \in \mathbb{Z}[x]$ are nonzero. Consider a prime $p$ that is larger than every coefficient occurring in the expansion of the polynomials $S, Q_1, \ldots, Q_m$ into sums of monomials, and that is further larger than $\deg(S) + \max_{j \in \{1, \ldots, m\}} \deg(Q_j)$. Then the polynomials $S, Q_1, \ldots, Q_m$ are nonzero even when regarded as polynomials over $\mathbb{F}_p$, hence the same can be said also about the polynomials $S \cdot Q_i$, for all $1 \leq i \leq m$. However, by (20), for every $1 \leq i \leq m$ the polynomial $S \cdot Q_i$ has at least $p > \deg(S) + \deg(Q_i)$ roots over $\mathbb{F}_p$. This is a contradiction.

\section{Applications in weighted automata}

In this section we discuss the implications of the results we presented in the previous sections for various questions regarding the expressive power of extensions of weighted automata. We will briefly describe the model of weighted automata and focus only on its expressive power. We refer an interested reader to e.g. [1, 10] for an introduction to the area.

Given a semiring $\mathcal{S}$, a \textit{weighted automaton} $\mathcal{A}$ is a tuple $(d, \Sigma, \{M_a\}_{a \in \Sigma}, I, F)$, where:

- $d \in \mathbb{N}$ is the dimension;
- $\Sigma$ is a finite alphabet;
- every $M_a$ is a $d \times d$ matrix over $\mathcal{S}$; and
- $I$ and $F$ are the initial and the final vector in $\mathcal{S}^d$, respectively.
In this paper we only consider the semiring $S = \mathbb{Q}$. A weighted automaton defines a function $[A] : \Sigma^* \rightarrow S$ as follows: if $w = a_1 \ldots a_n \in \Sigma^*$, then
\[
[A](w) = I_T \cdot M_{a_1} M_{a_2} \ldots M_{a_n} \cdot F.
\] (21)

Note that when $|\Sigma| = 1$, this definition coincides with (the matrix form of) the definition (4) of linear recursive sequences. Assuming $|\Sigma| = 1$, one can identify each word with its length, which means that a weighted automaton defines a sequence $[A] : \mathbb{N} \rightarrow S$. Therefore, weighted automata recognise exactly linear recursive sequences. See [6] for a broader discussion of the connection between linear recursive sequences and weighted automata.

We now discuss three nonlinear extensions of weighted automata that can be found in the literature. These extensions are studied in different areas and, as far as we are aware, they have never been compared in terms of expressive power before. We show that the results we presented in Sections 4 and 5 can be used to prove separation results, in terms of the expressive power, for some of these classes.

Like in the case of weighted automata, any automaton within the considered classes defines a function $f : \Sigma^* \rightarrow \mathbb{Q}$, where $\Sigma$ is the working alphabet. For our purposes, we restrict attention to the case of unary alphabets, that is, $|\Sigma| = 1$. Thus, the three considered classes of extended weighted automata correspond to three separate classes of sequences $f : \mathbb{N} \rightarrow \mathbb{Q}$, similarly as standard weighted automata correspond to the class of linear recursive sequences.

**Cost-register automata (CRA).** Cost-register automata (CRA) were introduced in at least three contexts [21, 4, 7]. To avoid technical details, we simply observe that CRAs over unary alphabets recognize exactly poly-recursive sequences, as defined in Definition 3. Since [21, 4, 7] discuss several variants of CRAs, to avoid ambiguity we refer to the definition of a CRA that can be found in [19].

**Weighted context-free grammars (WCFG).** Weighted automata can be equivalently defined as an extension of finite automata, where each translation is labelled by an element of the semiring $S$ (see e.g. [1]). In short, each run is assigned a value: the semiring product of the labels of all the transitions used in the run. Given a word $w$, the automaton outputs the semiring sum of the values assigned to all runs accepting $w$.

Weighted context-free grammars are an extension of context-free grammars in the same way weighted automata are an extension of finite automata. Every grammar rule is assigned a label from $S$. Then every derivation tree is assigned the semiring product of the labels of all the rules used in the tree. The output for a word $w$ is defined as the semiring sum of all values assigned to derivation trees of $w$. See e.g. [13] for more details. Here we present only one example from [13] over the semiring $\mathbb{Q}$.

Consider the grammar with one nonterminal $X$ (which is also the starting nonterminal) and one terminal $a$ with the following rules: $X \rightarrow a$, $X \rightarrow XX$. Both rules are assigned weight 1. Therefore, for every word $a^n$ the output is the number of derivation trees. It is easy to see that if we denote the output on the word $a^n$ by $D_n$, then $D_n$ is the number of full binary trees with $n$ leaves, which is the sequence of Catalan numbers shifted by one, i.e. $D_0 = 0$ and $D_{n+1} = C_n$. By Corollary 8 and since it is easy to see that poly-recursive sequences are closed under shifts, we conclude the following.

\[\blacktriangleright\textbf{Corollary 20.} \text{The class of sequences definable by unary-alphabet WCFGs over } \mathbb{Q} \text{ is not contained in the class of sequences recognizable by unary-alphabet CRAs over } \mathbb{Q}.\]

\[\text{\footnotesize 2 The equivalence of CRAs and poly-recursive sequences over a unary alphabet is basically a syntactic translation, if one assumes that CRAs have only one state. Proving that every CRA can be defined by a one state CRA is a simple encoding of states into the registers.}\]
Weighted MSO (WMSO). Weighted MSO logic \cite{9, 17} was introduced as a logic involving weights that intended to capture the expressive power of weighted automata, similarly as finite automata are characterized by MSO. In general, WMSO turns out to be strictly more expressive than weighted automata. We will not define the whole syntax of WMSO, only a simple fragment that does not even use variables. See \cite{9, 17} for the full definition.

Fix the semiring $S = \mathbb{Q}$. Similarly as for weighted automata, every WMSO formula $\varphi$ over $\mathbb{Q}$ defines a function $\langle \varphi \rangle : \Sigma^* \to \mathbb{Q}$. As for atomic formulas, every $c \in \mathbb{Q}$ is an atomic formula that defines the constant function $[c](w) = c$. Instead of the boolean connectives $\lor$ and $\land$, WMSO formulas can be added using $+$ and multiplied using $\cdot$, with the obvious semantics. Instead of having the existential quantifier $\exists x$ and the universal quantifier $\forall x$, we have the sum quantifier $\sum_x$ and the product quantifier $\prod_x$. Then

$$\left[ \sum_x \varphi \right](w) = \sum_{i=1}^{n} [\varphi[x \to a_i]](w) \quad \text{for all } w = a_1 \ldots a_n \in \Sigma^*,$$

and similarly for $\langle \prod_x \varphi \rangle(w)$. For example, $\langle \sum_x 1 \rangle(a^n) = n$. It follows that

$$\left[ \prod_x \sum_y 1 \right](a^n) = n^n.$$

This proves that the sequence $n^n$ can be defined in unary-alphabet WMSO over $\mathbb{Q}$, so by Theorem 16 we may conclude the following.

▶ Corollary 21. The class of sequences definable in unary-alphabet WMSO over $\mathbb{Q}$ is not contained in the class of sequences recognizable by unary-alphabet CRAs over $\mathbb{Q}$.

7 Conclusion

We proved that two sequences, the Catalan numbers $C_n$ and $u_n = n^n$, are not polynomial recursive. For this, we exhibited two properties that poly-recursive sequences always satisfy: ultimate periodicity modulo large prime numbers and admitting a cancelling polynomial.

Going further than poly-recursive sequences, one can consider the class of rational recursive sequences. These are specified like polynomial recursive sequences (Definition 3) but on the right hand side of the system of equations (8) we allow the $P_i$’s to be taken from the field of fractions of the polynomial ring. That is, each $P_i$ is of the form $P_i(x_1, \ldots, x_k) = \frac{Q_i(x_1, \ldots, x_k)}{R_i(x_1, \ldots, x_k)}$, where $Q_i, R_i \in \mathbb{Q}[x_1, \ldots, x_k]$ and $R_i \neq 0$.

This class extends both poly-recursive sequences and holonomic sequences (see Section 1). For example one can express the sequence of Catalan numbers, since $C_{n+1} = \frac{4n^2 + 2}{n+1} \cdot C_n$ and an ancillary sequence can hold the value $n$. On the other hand, the proof of the existence of cancelling polynomials for poly-recursive sequences (Theorem 11) carries over to rational recursive sequences. In particular, $u_n = n^n$ is not even rational recursive.

This discussion points to the notion of rational recursive sequences as a natural object for future research.
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1 Introduction

The most common formalization of quantum computing is the circuit model, a diagrammatical language representing unitary matrices in a two dimensional Hilbert space, see [20] for an introduction. Verification of quantum processes requires a sound and complete equational theory for quantum circuits, i.e. a complete presentation of unitaries by generators and relations. This is known to be a difficult open problem.

By relaxing the unitarity condition and allowing all linear maps, at least three different complete equational theories were found. The ZX-calculus was introduced in [4] and was designed as a part of the categorical quantum mechanics program. It relies on the interaction between two complementary observables. The ZX-calculus has proven to be a good language to reason about quantum processes [7, 11]. However, finding a set of rules to make it complete has been open for a long time, and part of the solution [15] involved a secondary graphical language: the ZW-calculus [12, 5]. This calculus is built on two tripartite entanglement classes (GHZ and W-states) unraveling new structures. Yet another complete graphical language was later introduced, the ZH-calculus [1], inspired by hyper-graph states.

Compared to quantum circuits, these three languages share an important advantage. Processes and matrices are not represented merely by diagrams, but by graphs (hence the term graphical language). Isomorphic graphs represent the same quantum evolution. This peculiarity is embedded in the only topology matters paradigm. This is a subtle feature: a usual diagrammatic language (like quantum circuits) starts with a given set of primitives (usually quantum gates) for which the notion of inputs and outputs is significant. When only topology matters, one can readily switch an input into an output, and conversely.
This property follows from some specificities of the building blocks of those languages. One goal of this article is to give a formal definition of these specificities.

Then, we will be able to prove that the three existing graphical calculi for quantum computing, ZX, ZH and ZW, are essentially the only possible graphical calculi of their kind.

To do this, we identify in this paper a common structure underlying the already defined calculi, that we call a Z*-algebra. Formally, the structure consists of two Frobenius algebras interacting via a bialgebra rule. To this, we add one additional property, called compatibility, to ensure the only topology matters paradigm. We then describe all the Z*-algebras in two dimensional Hilbert spaces and show that they all happen to be phase-shifted versions of four structures we call ZX, ZH, ZW and ZZ. The first three appear respectively in the ZX, ZH and ZW-calculus. The last one corresponds to a degenerate calculus arising from only one self-interacting special Frobenius algebra.

It is important to note that languages for quantum computing are not the only known to enjoy these nice properties. In particular Bonchi and his coauthors [2] gave in 2017 a graphical language for linear relations, with striking similarities to the ZX, ZH and ZW calculi. In fact, we will prove that their language is the only Z*-algebra for linear relations.

There exist some other formalisms trying to unify ZX-like languages, in particular in the context of interacting Frobenius algebras [10] or Hopf-Frobenius algebras [6]. However, these formalisms usually require too much structures, and fail to capture all three examples simultaneously. Typically they do not capture the ZW-calculus.

Some of our work indirectly has to do with the classification of finite dimensional algebras, bialgebras and Frobenius algebras. In the general case, an exact classification of algebras is not known, even in the commutative case. It is known that there is an infinite number of algebras up to isomorphism of dimension d for any d > 6. All of them are known for d ≤ 6 [22]. We find a classification of low dimension bialgebras in [8]. We can find some constructions related to Z*-algebras in [17] and [9].

This paper starts by introducing the prop formalism for graphical languages. The second section introduces various algebraic structures culminating in the definition of Z*-algebras. The third section provides a classification of Z*-algebras up to isomorphism for qubits. The last section gives some hint towards classification in higher dimension and provides a classification of Z*-algebras in the context of linear relations. All the proofs are in the complete version of the paper.

## 2 Diagrammatical quantum computing

In this paper all processes are represented by a combinatorial structure called a prop [26].

> **Definition 1** (prop). A **prop** $P$ is a collection of sets $P[n,m]$, indexed by $\mathbb{N}^2$. An element $f \in P[n,m]$ is called a morphism and is usually written $f : n \to m$. These sets are linked by the following operators:

- A **composition** $\circ : P[n,c] \times P[a,b] \to P[a,c]$ satisfying: $(f \circ g) \circ h = f \circ (g \circ h)$.

- A **tensor product** $\otimes : P[a,b] \times P[c,d] \to P[a+c, b+d]$, satisfying: $(f \otimes g) \otimes h = f \otimes (g \otimes h)$ and $(f \otimes g) \otimes (h \circ k) = (f \otimes h) \circ (g \otimes k)$.

- An **empty morphism** $1 : 0 \to 0$ such that $f \otimes 1 = 1 \otimes f = f$ for all $f : a \to b$.

- An **identity** $id : 1 \to 1$ such that $f \circ id^{\otimes a} = id^{\otimes b} \circ f = f$ for all $f : a \to b$. With the convention $id^{\otimes 0} = 1$.

- A **symmetry** $\sigma : 2 \to 2$ satisfying: $\sigma^2 = id^{\otimes 2}$ and such that, $\sigma_n \circ (f \otimes id) = (id \otimes f) \circ \sigma_b$, for all $f : a \to b$, where $\sigma_{n+1} = (1^{\otimes n} \otimes \sigma) \circ (1 \otimes \sigma_n)$, with $\sigma_0 = id$. 
In the language of categories [18], a prop is a small strict symmetric monoidal category whose monoid of object is spanned by a unique object. They can be seen as resource sensitive Lawvere theories where multiple outputs are allowed [3].

Props admit a nice diagrammatic representation that gives a topological interpretation to the axioms [23]. A morphism $f : n \to m$ is represented as a box with $n$ inputs and $m$ outputs. Composition is represented by plugging the boxes. The tensor product by drawing the boxes side by side. The identity is represented by a single wire, the empty morphism by an empty diagram and the symmetry by wire crossing.

That choice of notation fits nicely with the axioms of props. The corresponding equations are natural in the diagrammatic notation. In particular the symmetry axioms express that the boxes can move through wires:

This diagrammatical language is sound [16]. So we can equivalently work with equations or diagrams.

**Example 2** (sets and functions). Let $X$ be a set. In the prop $\text{Fun}_X$, the set $\text{Fun}_X[n, m]$ is exactly the set of functions from $X^n$ to $X^m$, with composition being the usual composition, and tensor product being the cartesian product.

**Example 3** (matrices). For an integer $d$ and a field $\mathbb{K}$, the prop $\text{Mat}_{\mathbb{K}^d}$ is defined by $\text{Mat}_{\mathbb{K}^d}[n, m] := M_{d^m \times d^n}(\mathbb{K})$, the matrices of size $d^m$ by $d^n$ over the field $\mathbb{K}$. The composition is the matrix product and the tensor is the Kronecker product. Keeping with quantum computing traditions, we will denote by $(|e_i\rangle)_{1 \leq i \leq d}$ a basis of $\mathbb{K}^d$.

The main prop of interest for quantum computing is $\text{Qubits} := \text{Mat}_{\mathbb{C}^2}$. The quantum analog of bits, the qubits, are described by vectors in $\mathbb{C}^2$. A register of $n$ qubits is then a vector in the tensor product $\mathbb{C}^{2^n}$.

### 3 Graphical structures

While the diagrammatical languages presented in the previous section make reasoning about props easier, it is still somewhat strict: inputs come to the top of the box representing $f$, outputs goes out at the bottom. *Graphical languages* do not have this restriction, and we will explain here what additional properties should be satisfied to obtain a better framework.
3.1 Half a spider

We start by studying elementary associative binary operations with units: monoids.

Definition 4. A monoid is a morphism \( \mu : 2 \to 1 \) (the product) and a morphism \( \eta : 0 \to 1 \) (the unit) that satisfy the equations: \( \mu \circ (\eta \otimes \text{id}) = \mu \circ (\text{id} \otimes \eta) = \text{id} \) and \( \mu \circ (\mu \otimes \text{id}) = \mu \circ (\text{id} \otimes \mu) \).

If we depict the product \( \otimes \) and the unit \( \Diamond \), the equations becomes:
\[
\begin{aligned}
\text{and } \mu \circ \sigma &= \mu.
\end{aligned}
\]

The monoid is commutative if \( \mu \circ \sigma = \mu \). In pictures,
\[
\mu = \mu.
\]

All the monoids in this paper are supposed to be commutative.

Once we have a monoid \( (\mu, \eta) \), we can define an \( n \)-ary product inductively by \( \mu_0 = \eta, \mu_1 = \text{id} \) and \( \mu_{n+1} = \mu \circ (\mu_n \otimes \text{id}) \). As an example, here is \( \mu_4 \):

Using the equations, we have more generally \( \mu_{n+p} = \mu \circ (\mu_n \otimes \mu_p) \), so how to transform the operator \( \mu_n \) into compositions of \( \mu \) and \( \eta \) doesn’t matter.

Example 5. A monoid in \( \text{Fun}_X \) is exactly what is usually called a monoid on \( X \). Monoid in \( \text{Mat}_{K^d} \) are exactly the \( d \)-dimensional \( K \)-algebras.

In the following we will be mainly interested in the two following examples:

Example 6 (co-copy). Given a basis \( (|i\rangle)_{1 \leq i \leq d} \) of \( K^d \), the co-copy monoid is define in \( \text{Mat}_{K^d} \) by indexing each element of a basis by the elements of \( M \). We then take: \( \eta : 1 \mapsto \sum_{i=1}^d |i\rangle \) and \( \mu : |i\rangle|j\rangle \mapsto \begin{cases} |i\rangle & \text{if } i = j \\ 0 & \text{else} \end{cases} \).

Example 7 (monoid algebra [21]). Given a monoid \( M = (X, *, e) \) in \( \text{Fun}_X \) with \( X \) of cardinality \( d \), we can define a monoid \( K[M] \) in \( \text{Mat}_{K^d} \) by indexing each element of a basis by the elements of \( M \). We then take: \( \eta : 1 \mapsto |e\rangle \) and \( \mu : |a\rangle|b\rangle \mapsto |a * b\rangle \). If \( M \) is a group, we will speak of a group algebra.

Starting from a monoid \( M \) in \( \text{Fun}_X \) with \( X \) of cardinality \( d + 1 \) that contains a zero element (that we note \( \bot \)), we can build a contracted algebra \( K[M] \) in \( \text{Mat}_{K^d} \) by essentially the same construction, but identifying the element \( \bot \) with the matrix \( 0 \). One can see that the previous example of the co-copy actually fits in this framework: it is exactly \( K[M] \) for the monoid in \( \text{Fun}_{\{\bot, 1, \ldots, n\}} \) defined by \( i * j = i \) if \( i = j \) and \( \bot \) otherwise.

Any commutative monoid defines a group of phases:

Definition 8 (phase). Given a commutative monoid \( (\mu, \eta) \), a phase is an invertible morphism \( \alpha : 1 \to 1 \) such that: \( \alpha \circ \mu = \mu \circ (\text{id} \otimes \alpha) \). Pictorially:
\[
\begin{aligned}
\alpha = \alpha.
\end{aligned}
\]

The phases form an abelian group. In general we will write this group multiplicatively and write \( \alpha \beta \) instead of \( \alpha \circ \beta \). In the following, the notations \( \alpha \) and \( \beta \) will be reserved for elements of the phase group.
Discourse 9. An invertible scalar (a \(0 \to 0\) morphism) is obviously a phase. Therefore the group of invertible scalars \(S\) is always a subgroup of the phase group \(G\). If it is a direct summand, i.e. if \(G = S \times H\) for some group \(H\), then one can simplify the presentation by “dropping out” the scalars and only consider nontrivial phases. This will be the case later on for the Qubit prop, but there are examples for which such a simplification cannot be made.

Once we have phases, we can introduce a new sequence of operators \(\mu_n(\alpha)\) and \(\eta(\alpha)\) defined by \(\mu_n(\alpha) = \alpha \circ \mu_n\) and \(\eta(\alpha) = \alpha \circ \eta\). Pictorially

These operators satisfy the following equation:

It is interesting to note that \(\mu(\alpha)\) itself defines a monoid, by taking as unit \(\eta(\alpha^{-1})\). We will call it a phase-shifted monoid of the original monoid.

Monoids dualize to co-monoids:

Definition 10. A co-monoid in a prop is a morphism \(\Delta : 1 \to 2\) (the co-product) and a morphism \(\epsilon : 1 \to 0\) (the co-unit) that satisfies the equations: \((\Delta \otimes \text{id}) \circ \Delta = (\text{id} \otimes \Delta) \circ \Delta\) and \((\epsilon \otimes \text{id}) \circ \Delta = (\text{id} \otimes \epsilon) \circ \Delta = \text{id}\). If we depict the co-product and the co-unit, the equations become:

All the co-monoids in this paper are supposed to be cocommutative.

Again we can inductively define \(\Delta_n\) by \(\Delta_0 = \epsilon, \Delta_1 = \text{id}\) and \(\Delta_{n+1} = (\Delta_n \otimes \text{id}) \circ \Delta\).

We define phases for co-commutative co-monoids in the same way as phases for commutative monoids, they are the invertible morphisms satisfying:

We can also define the morphisms \(\Delta(\alpha)\) and \(\epsilon(\alpha)\) as well as the phase-shifted co-monoid \((\Delta(\alpha), \epsilon(1/\alpha))\).

Example 11 (copy in \(\text{Fin}_X\)). The functions \(\Delta : x \mapsto (x, x)\), with \(\epsilon\) the only function from \(X\) to \(X^0\), defines a co-monoid in \(\text{Fin}_X\). This is the only co-monoid in this prop.

Example 12 (copy in \(\text{Mat}_K\)). Given a basis of \(\{|i\rangle\}_{1 \leq i \leq d}\), the copy co-monoid is defined in \(\text{Mat}_K\) by \(\epsilon : |i\rangle \mapsto 1\) and \(\Delta : |i\rangle \mapsto |i\rangle |i\rangle\).

Example 13 (group co-algebra). Given a finite group \(G\) of size \(d\) we can define a co-monoid in \(\text{Mat}_K\) by \(|x\rangle \mapsto \frac{1}{d} \sum_{a+b=x} |a\rangle |b\rangle\), the co-unit is \(|x\rangle \mapsto \begin{cases} 1 & \text{if } x = e \\ 0 & \text{else} \end{cases}\).
3.2 One spider

A monoid and a co-monoid can interact forming a Frobenius algebra.

Definition 14. A monoid \((\mu, \eta)\) and a co-monoid \((\Delta, \epsilon)\) form a Frobenius algebra iff they satisfy:

\[
(id \otimes \mu) \circ (\Delta \otimes id) = (\mu \otimes id) \circ (id \otimes \Delta) = \Delta \circ \mu.
\]

Pictorially:

A Frobenius algebra is commutative if the monoid is commutative and the co-monoid is cocommutative. All the Frobenius algebras in this paper are commutative.

In a Frobenius algebra the phases of the monoid coincide with the phases of the co-monoid. Thus we can speak without ambiguity of the phases of a Frobenius algebra.

Example 15 (in \(\text{Fin}_X\)). There are no Frobenius algebras in \(\text{Fin}_X\) (unless \(|X| = 1\)).

Example 16 (copy and cocopy). Given a basis \((|i\rangle)_{1 \leq i \leq d}\) of \(K^d\), the co-copy monoid and copy co-monoid form a Frobenius algebra in \(\text{Mat}_{K^d}\).

Example 17 (group Frobenius algebra). Given a group \(G\) of size \(d\), the group algebra and the group co-algebra form a Frobenius algebra in \(\text{Mat}_{K^d}\).

When we have a Frobenius algebra \((\mu, \eta, \Delta, \epsilon)\) we can define a family of morphisms

\[
S_{n,m} : n \to m \text{ by } S_{n,m} := \mu_n \circ \Delta_m.
\]

We call them spiders and depict them . They satisfy the following equation:

\[
\ldots = \ldots.
\]

As we have done for monoids and co-monoids, provided a phase \(\alpha\), we define decorated spiders

\[
S_{n,m}(\alpha) \text{ by } S_{n,m} = m_n \circ \alpha \circ \Delta_p.
\]

These new morphisms satisfy the equation:

\[
\alpha \beta = \alpha \beta.
\]

3.2.1 Compact structure

The symmetry in a prop allows various topological moves involving the wires. We can go further by providing a way to bend them. This is done by compact structures.

Definition 18 (compact structure). A compact structure is given by two morphisms \(\delta : 0 \to 2\) and \(\nu : 2 \to 0\) depicted as \(\bigcup\) and \(\bigcup\) satisfying the snake equation

\[
(id \otimes \nu) \circ (\delta \otimes id) = (\nu \otimes id) \circ (id \otimes \delta) = id.
\]

Pictorially:

A compact structure is symmetric if \(\nu \circ \sigma = \nu \circ (id \otimes id)\): pictorially, \(\bigcup = \bigcup\). (This implies a similar statement on \(\delta\)). All compact structures in this paper are symmetric.
A compact structure allows to bend the wire leading to new topological properties. This extends the diagrammatical language [23]. Any Frobenius algebra directly provides a compact structure given by $\delta = \Delta \circ \eta$ and $\nu = \epsilon \circ \mu$, pictorially:

$\begin{align*} 
\text{and } \quad \ &= . 
\end{align*}$

If the Frobenius algebra is commutative then this compact structure is symmetric.

This compact structure behaves well with the Frobenius algebra, we have: $(\text{id} \otimes \mu) \circ (\delta \otimes \text{id}) = \Delta$, pictorially:

$\begin{align*} 
\text{and } \quad \ &= . 
\end{align*}$

This equation is interesting from a topological point of view. Bending the wires of a diagram gives a diagram representing the same morphism. This has been referred to as the only topology matters paradigm [4]. For us, the only topology matter paradigm is the key property of a graphical language.

In particular, we can by abuse of notation write: which may represent any of the following diagrams:

$\begin{align*} 
\text{and } \quad \ &= . 
\end{align*}$

In general, we can give an unambiguous meaning to any multi-graph with input and outputs. We emphasize that this property plays a central role in the elegance of the $Z^*$ calci.

### 3.3 Two spiders

The ZX, ZW and ZH-calculii all have two Frobenius algebras. The next step is therefore to have two of them.

In this setting, the only topology matters paradigm doesn’t apply anymore. Indeed, coloring the two algebras in white and black, we have:

$\begin{align*} 
\text{and } \quad \ &= . 
\end{align*}$

So we cannot hope for the two compact structures to be equal, but we can hope for some sort of compatibility:

**Definition 19 (compatibility).** Two Frobenius algebras are compatible if their compact structure satisfy: $\begin{align*} \ &= . \end{align*}$ We call the left hand side the dualizer.

Note that the snake equation(s) implies that the left hand side is always the inverse of the right hand side. In compatible case the dualizer is an involution.

When the two Frobenius algebras are compatible, we can adjust the language so that we can bend wires on both structures. This is done at the price of a slight modification of the second algebra. We introduce now a new generator (represented by a black node) that represents the dualizer, and introduce four new generators in place of the original structures:
With the new generators, we succeed in obtaining a new language: Indeed: we can now bend the wires of the new generator, and we keep a form of the spider rule:

\[ \alpha \rightarrow \beta \]

\[ \alpha \beta \]

**Discussion 20.** One could decide similarly to change the first Frobenius algebra rather than the second one. In fact, if there is a preexisting compact structure, it also make sense to search for a compatibility between the preexisting compact structure and the two algebras. This is somehow what has been done in [12].

### 3.4 Two spiders interacting

We now require the two spiders to interact in a precise way.

**Definition 21 (Bialgebra).** A co-monoid and a monoid form a bialgebra iff they satisfy the three following equations:

\[ \text{Bigebra (B)} \]

\[ \text{Copy (C1)} \]

\[ \text{Cocopy (C2)} \]

\[ \text{Identity (Id)} \]

The four bialgebra laws enforces some kind of commutation property between the co-monoid and the monoid. There are conflicting definitions in the literature on which properties one should impose on a bialgebra. The one we take is from Sweedler[25].

We now come to our main definition:

**Definition 22 (Z∗-algebra).** A Z∗-algebra is formed by two compatible Frobenius algebras such that the co-monoid of the first one satisfies the bigebra rule (B) with the monoid of the second one.

A Z∗-algebra formed by two Frobenius algebras \( F \) and \( G \) will be denoted \( FG \).

**Discussion 23.** One could give a different definition of a Z∗-algebra, by imposing all four conditions of the bialgebra law, or even impose it to both monoid/co-monoid pairs. However it turns out that the most important examples (esp. the ZW-calculus) do not satisfy all equations. We isolate the bigebra law as being central.

Using the notations from the previous section, we see that a Z∗-algebra leads to a graphical-calculus, formed by two spiders that are subject to the following rules\(^1\):

---

\(^1\) The white node is the same as the white lozenge, but represented differently to emphasize that the whole calculus is different
Together with the *only topology matters* paradigm, which means we can bend the wires of any node, changing an input into an output.

The rules we obtain are a common subset of the rules of the \( Z^* \)-calculi [2, 4, 12, 1].

### 4 Classification of \( Z^* \)-algebras in Qubits and LinRel

Now that we have defined what we think is a ZX-like calculus, we can proceed to the main theorem: there are essentially only four possible such calculi for quantum computing up to isomorphism: the ZX-calculus, the ZW-calculus, the ZZ-calculus, and the (trivial) ZZ-calculus. Before we can give a formal statement of the theorem, we need to explain what we mean by “essentially”.

Consider a \( Z^* \)-algebra formed of two Frobenius algebras named \( A \) and \( B \). Suppose that \( \lambda \) is a invertible scalar (i.e. a \( 0 \rightarrow 0 \) morphism). If we multiply, say, the generators of the monoid of \( A \) by \( \lambda \) and the generators of the co-monoid of \( B \) by \( 1/\lambda \), then we obtain a new \( Z^* \)-algebra. This new algebra is usually not isomorphic to the first one, but for all practical purposes, they behave the same.

More generally, suppose we add a phase \( \alpha \) to the monoid of \( A \) (replacing \( \mu, \eta \) by \( \mu(\alpha) \) and \( \eta(\alpha) \)) and we add similarly a phase \( \beta \) to the co-monoid of \( B \). Then we obtain two new Frobenius algebras that we will call \( A^\alpha \) and \( B^\beta \) which satisfies all axioms of a \( Z^* \)-algebra, except possibly the compatibility relations. We call this a phase-shifted version of the original \( Z^* \)-algebra. We will show that all possible \( Z^* \)-algebra for quantum computing are phase-shifted version of four basic ones.

Phase-shifted algebras are a bit subtle. To ease the understanding, we provide here the graphical calculus that corresponds to \( A^\alpha B^\beta \) in terms of the original generators, with the caveat that it is a graphical calculus only if the compatibility relation is satisfied (equivalently, the black node below is an involution). \( n \) and \( m \) denote respectively the number of inputs and outputs and we represent the compact structure of the white algebra differently in both calculi to avoid confusion:

### 4.1 \( Z^* \)-algebras in Qubits

We now investigate the particular case of graphical calculi for quantum computing. This corresponds to the special case \( \text{Qubits} = \text{Mat}_{\mathbb{C}^2} \).

A monoid in Qubit is exactly the same as a \( \mathbb{C} \)-algebra of dimension 2. Algebras in dimension 2 have been classified [24]: there are only two algebras up to isomorphism.

For our purpose however, we will introduce four algebras (the first three being isomorphic), that we call \( Z, X, H \) and \( W \). Working in the basis \( (|0\rangle, |1\rangle) \). They correspond to contracted algebras \( \mathbb{C}M \), see 7.
We can now state our main theorem:

The co-monoids have been chosen such that the three first Frobenius algebras are isomorphic, hence this can be done more generally in any prop if the group of scalars is divisible.

As explained in Discussion 9, in the case of Qubit, we can write the phase group $G = \mathbb{C}^* \times H$ where the first component $\mathbb{C}^*$ corresponds to the invertible scalars, and $H$ is some commutative group ($H = \mathbb{C}_*^2$ in the first three cases, and $H = \mathbb{C}_+$ in the last case). One could then index the phases only by this subgroup $H$ (i.e. always take $a = 1$), introducing scalars when necessary. This is what has been done in the literature.

All four monoids form Frobenius algebras, with the following co-monoids, co-units, and compact structures:

We can now state our main theorem:

**Theorem 24.** The only $Z^*$-algebras up to isomorphism in Qubits are, with $a, b \in \mathbb{C}^*$:

- $Z(a, b) Z(\frac{1}{a}, \frac{1}{b})$,
- $Z(a, b) Z(-\frac{1}{a}, -\frac{1}{b})$,
- $Z(a, b) Z(\frac{1}{a}, -\frac{1}{b})$,
- $Z(a, b) Z(-\frac{1}{a}, \frac{1}{b})$,
- $Z(a, -1) X(\frac{\pi}{2}, 1)$,
- $Z(a, -1) X(\frac{\pi}{2}, -1)$,
- $Z(a, b) X(\frac{\pi}{2}, 1)$,
- $Z(a, b) X(\frac{\pi}{2}, -1)$,
- $Z(a, -1) X(\frac{\pi}{2}, \frac{1}{a})$,
- $Z(a, -1) X(\frac{\pi}{2}, \frac{1}{b})$,
- $Z(a, -1) X(\frac{\pi}{2}, \frac{1}{a})$,
- $Z(a, -1) X(\frac{\pi}{2}, \frac{1}{b})$.

$\theta^2 \neq 1$, $Z(a, b) W(\frac{\theta}{2}, 0)$ and $W(a, 0) Z(\frac{\theta}{2}, 0)$.

---

2 This can be done more generally in any prop if the group of scalars is divisible.

3 The co-monoids have been chosen such that the three first Frobenius algebras are isomorphic, hence the weird factor in $X$. 

<table>
<thead>
<tr>
<th>$Z$</th>
<th>$0$</th>
<th>$1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$1$</td>
<td>$0$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$X$</th>
<th>$0$</th>
<th>$1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$H$</th>
<th>$0$</th>
<th>$1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$0$</td>
</tr>
<tr>
<td>$1$</td>
<td>$0$</td>
<td>$1$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$W$</th>
<th>$0$</th>
<th>$1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0$</td>
<td>$0$</td>
<td>$1$</td>
</tr>
<tr>
<td>$1$</td>
<td>$1$</td>
<td>$0$</td>
</tr>
</tbody>
</table>
The idea is to show that, up to isomorphism, there are only five possible monoids/co-monoid pairs satisfying the bigebra rule, and then show how they can possibly extend to $\mathbb{Z}^*$-algebras.

We will now compare the calculi we obtain with the literature.

- The $\mathbb{Z}\mathbb{Z}$-calculus never has been really considered, as having two spiders that are identical is not useful. However, its existence is not happenstance: in general a Frobenius algebra would not make a bigebra with itself. In this case, it works as $\mathbb{Z}$ is a special Frobenius algebra.

- The $\mathbb{Z}\mathbb{X}$-calculus [4] corresponds to what we call $\mathbb{Z}\mathbb{X}(2,2)$. This is a particular calculus as the dualizer is trivial: both algebras have the same compact structure (up to scalars). We say that the two algebras are coflexible. There are a few substantial differences between our calculus and the $\mathbb{Z}\mathbb{X}$-calculus. Instead of using all possible phases in $\mathbb{C}^*$, the authors use phases in the unit circle. Subsequent work [19] introduced so-called lambda-boxes to restore all phases. Second, the $\mathbb{Z}\mathbb{X}(2,2)$-calculus is a bit awkward as the two Frobenius algebras $\mathbb{Z}$ and $\mathbb{X}(2,2)$ are not isomorphic, but only isomorphic up to a scalar. By rescaling the $\mathbb{X}$ algebra, we can obtain a calculus where both algebras are dual, at the price of a slightly different bigebra rule. The isomorphism corresponds to the Hadamard matrix; as this matrix is symmetric, we can add it to our language without changing the only topology matters paradigm, and we obtain this way the $\mathbb{Z}\mathbb{X}$-calculus defined in [4].

- The fact that other calculi of the form $\mathbb{Z}^\alpha\mathbb{X}_\beta$ exist corresponds to some commutation properties between phases of the two algebras. In fact, they correspond to what is called the $\pi$-commutation rule: $(1,\lambda)_Z \circ (1,-1)_X = \lambda(1,-1)_X \circ (1,\frac{1}{\lambda})_Z$ where $(a,b)_Z$ is a phase of $\mathbb{Z}$ and $(a,b)_X$ is a phase of $\mathbb{X}$.

- The original rules [4] of the $\mathbb{Z}\mathbb{X}$-calculus correspond exactly to:
  - The only topology matters paradigm (rule T)
  - The rules above valid on any graphical calculi (rules S1, S2, B2), including in this case the copy rule (B1) and some form of the identity rule (rule D1)
  - one rule relative to the $\pi$-commutation (rule K2)
  - one rule relative to Hadamard, the isomorphism between $\mathbb{Z}$ and $\mathbb{X}$ (rule C)
  - one rule stating that $\mathbb{Z}$ is a special Frobenius algebra (hidden in rule S1)
  - one rule called $\pi$-copying (K1), and one rule related to the scalars (rules D2). The second rule is anecdotal. The first one relates to what are the automorphisms of $\mathbb{Z}$.

Therefore, with one omission, all original rules of the $\mathbb{Z}\mathbb{X}$-calculus could be rediscovered again in a systematic way using our definition.

- The $\mathbb{Z}\mathbb{W}$-calculus as discussed in [13, 14] is exactly what we call $\mathbb{Z}\mathbb{W}$. The calculus however do not use phases on the black nodes. The original $\mathbb{Z}\mathbb{W}$-calculus introduced in [12] by the same author is slightly different. Intuitively it corresponds to a different kind of graphical languages where the two Frobenius algebras have been made compatible with a third compact structure. The fact that other calculi of the form $\mathbb{Z}^\alpha\mathbb{W}_\beta$ exist essentially amounts to the same $\pi$-commutation rule as before.

- The $\mathbb{Z}\mathbb{H}$-calculus as discussed in [1] is exactly what we call $\mathbb{Z}\mathbb{H}(\sqrt{2},-\frac{1}{2})$. However the authors do not use phases on the white node, and use a different parametrizations of the phases on the black node. The phase they call $x$ is what we would call the phase $(1,1-2x)_H$. This makes the spider rule more awkward in their calculus. The fact that other calculi of the form $\mathbb{Z}^\alpha\mathbb{H}_\beta$ exist is linked to the following rule: $2\frac{\alpha+1}{\lambda}(1,\lambda)_Z \circ H \circ (1,\frac{1}{2}(1+\lambda))_H = (1,2(\lambda+1))_H \circ H \circ (1,\frac{1}{2})_Z$ where $(a,b)_Z$ is a phase of $\mathbb{Z}$, $(a,b)_H$ is a phase of $H$ and $H$ is the Hadamard gate.
4.2 Generalization for qudits

A similar classification could be theoretically done for other dimensions, i.e. for the prop \( \text{Mat}_{\mathbb{C}^d} \). However difficulties arise. Indeed, all possible algebras have been classified only in dimension \( d \leq 6 \) [22] (in fact there are an infinite number of non isomorphic commutative algebras of dimension 7), and the work is even more terse on bigebras (some work [8] has been done for bigebras in dimension 2 and 3) or Frobenius algebras (although a theoretical characterization exist).

We will therefore focus here on generalizations of the existing structures of dimension 2 to higher dimension.

The \( ZX \)-structure corresponds to an interaction between the two algebras \( \mathbb{C}^2 \) and \( \mathbb{C}[\mathbb{Z}/2\mathbb{Z}] \). One could readily generalize this to higher dimensions replacing \( \mathbb{Z}/2\mathbb{Z} \) by \( \mathbb{Z}/d\mathbb{Z} \), or actually any other commutative group of size \( d \). In higher dimension, the dualizer actually becomes non trivial: it corresponds to the morphism \( x \mapsto -x \) in \( \mathbb{Z}/d\mathbb{Z} \), which is trivial only if \( d = 2 \).

The \( ZW \)-structure can also be generalized easily. We again replace the algebra \( \mathbb{C}^2 \) by \( \mathbb{C}^d \).

We did not find any generalization of \( ZH \) that work in arbitrary dimension. The obvious \( d \)-dimensional generalization of \( H \) would be as a contracted monoid algebra \( \mathbb{C}M \) where \( M \) is the monoid \( (\mathcal{F}, \cap) \) for a family of subsets \( \mathcal{F} \) closed under intersection (the 2-dimensional version corresponding to \( \mathcal{F} = \{\{1\}, \emptyset\} \)). This generalization gives indeed two Frobenius algebra that satisfy a bigebra law, but they usually are not compatible (unless \( \mathcal{F} = 2^X \) for some set \( X \)).

4.3 In \( \text{LinRel}_K \)

Quantum computing is not the only place where ZX-like calculi appear: another \( Z^* \)-algebra that occurs in the literature is \textit{Graphical linear algebra} [2] in the prop \( \text{LinRel}_K \). In \( \text{LinRel}_K \) a map \( n \to m \) is a linear subspace of \( \mathbb{K}^{n+m} \).

It turns out that there are only two monoids in \( \text{LinRel}_K \), and they are not isomorphic: the monoid given by the subspace \( \{(x, x, x), x \in \mathbb{K}\} \) and the monoid given by \( \{(x, y, x + y), x, y \in \mathbb{K}\} \). Their respective phase groups are both trivial. Both these monoids, that we call \( B \) and \( N \), actually happen to have Frobenius algebra structures.

\begin{proposition}
There are only four \( Z^* \)-algebras in \( \text{LinRel}_K \): \( BB \), \( NN \), \( BN \) and \( NB \).
\end{proposition}

As these are the only potential candidates, we just have to check that they indeed give \( Z^* \)-algebras. \( BB \) and \( NN \) are trivial, and \( BN \) is just a dual version of \( NB \), therefore the graphical calculi of [2] is THE only possible ZX-like calculus for this prop.

5 Future works

We have classified \( Z^* \)-algebras in \( \text{Mat}_{\mathbb{C}^2} \) and \( \text{LinRel}_K \). Further investigations will concern other categories. In the case of \( \text{Mat}_R \) for a semiring \( R \), generalizations of \( ZW \) and \( ZX \) exist. A natural question is which other \( Z^* \)-algebras exist in this setting. All the monoids and co-monoids we considered were commutative, the non commutative case is also of interest, leading to a more general notion of graphical language involving \textit{port graphs} or \textit{rotation systems}. An other direction would be to drop the unit and the compact structure and find what defines a graphical language in this case. This is necessary in infinite dimensional Hilbert spaces for example.
6 All graphical calculi for quantum computing

In this last section we provide a complete description of the $Z^*$-algebras in Qubits.

6.1 The $ZZ$-calculi

6.1.1 $Z^{(a,b/a)}Z^{(1/a,a/b)}$

This is the first calculus presented in the Theorem, up to a re-parametrization that makes it slightly better looking:

\[
\begin{align*}
\circ & = \left( \begin{array}{cccc}
a & 0 & 0 & 0 \\
0 & 0 & 0 & b \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{array} \right) \\
\bigcirc & = \left( \begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{array} \right) \\
\bigcirc & = (1 \ 1) \\
(x, y) & = x \left( \begin{array}{c}
1 \\
0 \\
y \\
1 \\
\end{array} \right)
\end{align*}
\]

6.1.2 $Z^{(a,b/a)}Z^{(1/a,-a/b)}$

The only difference with the previous calculus is in the following generators:

\[
\begin{align*}
\bigcirc & = \left( \begin{array}{cccc}
a & 0 & 0 & 0 \\
0 & 0 & 0 & b \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & -1 \\
\end{array} \right) \\
\bigcirc & = \left( \begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
\end{array} \right) \\
\bigcirc & = (a \ -b) \\
(x, y) & = x \left( \begin{array}{c}
1 \\
0 \\
-1 \\
y \\
\end{array} \right)
\end{align*}
\]

6.1.3 $Z^{(a,b/a)}Z^{(-1/a,a/b)}$ and $Z^{(a,b/a)}Z^{(-1/a,-a/b)}$

These calculi differ from the previous ones only by the presence of a global scalar “-1” in all matrices corresponding to the black nodes.

6.2 The $ZX$-calculi

6.2.1 $Z^{(a,1)}X^{(2/a,1)}$

In the case $a = 1$, this is almost the $ZX$-calculus of [4]:

\[
\begin{align*}
\circ & = a \left( \begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\end{array} \right) \\
\bigcirc & = \frac{1}{a} \left( \begin{array}{cccc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0 \\
\end{array} \right) \\
\bigcirc & = (1 \ 1) \\
(x, y) & = x \left( \begin{array}{c}
1 \\
0 \\
y \\
1 \\
\end{array} \right)
\end{align*}
\]
\[ \bigcup = a \begin{pmatrix} 1 & 0 & 0 & 1 \end{pmatrix} \quad \bigcap = \frac{1}{a} \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix} \quad \mid = \begin{pmatrix} 1 & 0 \\ 0 & 1 \end{pmatrix} \]

\[ \bullet = \begin{pmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 1 & 0 \end{pmatrix} \quad \bullet = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix} \quad \text{(x, y)} = \frac{1}{2} x \begin{pmatrix} y + 1 & -y + 1 \\ -y + 1 & y + 1 \end{pmatrix} \]

6.2.2 \( Z^{(a,1)} X_{(2/a, -1)} \)

The only difference with the previous calculus is in the following generators:

\[ \bullet = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \bullet = \frac{1}{a} \begin{pmatrix} 0 & 1 \\ 1 & 0 \\ 1 & 0 \\ 0 & 1 \end{pmatrix} \quad \mid = a \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \quad \text{(x, y)} = \frac{1}{2} x \begin{pmatrix} -y + 1 & y + 1 \\ y + 1 & -y + 1 \end{pmatrix} \]

6.2.3 \( Z^{(a,1)} X_{(-2/a, -1)} \) and \( Z^{(a,1)} X_{(-2/a, 1)} \)

These calculi differ from the previous ones only by the presence of a global scalar “-1” in all matrices corresponding to the black nodes.

6.2.4 \( Z^{(a/b, b^2)} X_{(2/a, -1)} \)

This is a quite different calculus:

\[ \bigcup = a \begin{pmatrix} \frac{1}{b} & 0 & 0 & 0 \\ 0 & 0 & b & 0 \end{pmatrix} \quad \bigcap = \frac{1}{a} \begin{pmatrix} b \\ 0 \\ 0 \\ \frac{1}{b} \end{pmatrix} \quad \mid = \begin{pmatrix} 1 & 0 \\ 0 & 1 \\ 0 & 1 \end{pmatrix} \quad \text{(x, y)} = x \left( \begin{array}{c} 0 \\ 1 \end{array} \right) \]

\[ \bullet = \begin{pmatrix} 0 & b & b & 0 \\ \frac{1}{b} & 0 & 0 & \frac{1}{b} \end{pmatrix} \quad \bullet = \frac{1}{a} \begin{pmatrix} 0 & b^2 \\ 1 & 0 \\ 1 & 0 \\ 0 & \frac{1}{b^2} \end{pmatrix} \quad \mid = a \begin{pmatrix} 0 & 1 \\ b & 0 \end{pmatrix} \quad \text{(x, y)} = \frac{1}{2} x \begin{pmatrix} -by + b & by + b \\ y + b & -y - b \end{pmatrix} \]

6.2.5 \( Z^{(a, -1)} X_{(2b/a, 1/b^2)} \)

This is a calculus dual to the previous one, but the equations look more intricate:
\[ T. \text{Carette and E. Jeandel} 118:15 \]

\[ \bigcup = a \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & -1 \end{pmatrix} \bigcap = \frac{1}{a} \begin{pmatrix} 1 \\ -1 \end{pmatrix} \bigcap = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 1 \end{pmatrix} = (1 \ 1) \bigcap (x, y) = x \begin{pmatrix} 1 \\ 0 \\ y \end{pmatrix} \]

\[ \bigcup = a (1 \ 0 \ 0 \ -1) \bigcap = \frac{1}{a} \begin{pmatrix} 1 \\ 0 \end{pmatrix} \bigcap = \begin{pmatrix} 1 \\ 0 \\ 0 \end{pmatrix} = (1 \ 1) \bigcap (x, y) = x \begin{pmatrix} 1 \\ 0 \\ y \end{pmatrix} \]

\[ (x, y) = x \begin{pmatrix} 1 \\ 0 \\ y \end{pmatrix} \]

\[ 6.3 \text{ The ZH-calculi} \]

\[ 6.3.1 \text{ The } Z^{(a,1/(b^2-1))} H_{(b/a,(1-b^2)/b^2)} \text{ calculus} \]

\[ \bigcup = a \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{b^2-1} \end{pmatrix} \bigcap = \frac{1}{a} \begin{pmatrix} 1 \\ b^2-1 \end{pmatrix} \bigcap = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} = (1 \ 1) \bigcap (x, y) = x \begin{pmatrix} 1 \\ 0 \\ y \end{pmatrix} \]

\[ (x, y) = x \begin{pmatrix} 1 \\ 0 \\ y \end{pmatrix} \]

\[ 6.4 \text{ The ZW-calculi} \]

\[ 6.4.1 \text{ The } Z^{(a,1/c^2)} W_{(c/a,0)} \]

\[ \bigcup = a \begin{pmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & \frac{1}{c^2} \end{pmatrix} \bigcap = \frac{1}{a} \begin{pmatrix} 1 \\ c^2 \end{pmatrix} \bigcap = \begin{pmatrix} 1 \\ 0 \\ 0 \\ 0 \end{pmatrix} = (1 \ 1) \bigcap (x, y) = x \begin{pmatrix} 1 \\ 0 \\ y \end{pmatrix} \]

\[ (x, y) = x \begin{pmatrix} 1 \\ 0 \\ y \end{pmatrix} \]
\[
\begin{pmatrix}
0 & \frac{1}{c} & 0 & 0 \\
\frac{1}{c} & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
0 \\
c
\end{pmatrix}
= \begin{pmatrix}
0 \\
0
\end{pmatrix}
= \begin{pmatrix}
0 & \frac{1}{c} \\
c & 0
\end{pmatrix}
\begin{pmatrix}
0 \\
c
\end{pmatrix}
= a \begin{pmatrix}
0 & \frac{1}{c} \\
c & 0
\end{pmatrix}
(x, y) = x \begin{pmatrix}
cy \\
c
\end{pmatrix}
\]

### 6.4.2 The $W^{(a,0)} Z^{(b/a,1/b^2)}$ calculus

This is very similar to the previous calculus, except that $W$ is now chosen as the white node, meaning that the black node is actually $Z$, up to the dualizer.

\[
\begin{pmatrix}
0 & \frac{1}{c} & 0 & 0 \\
0 & 1 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
1 \\
0
\end{pmatrix}
= \begin{pmatrix}
0 & \frac{1}{c} \\
c & 0
\end{pmatrix}
\begin{pmatrix}
0 \\
1
\end{pmatrix}
= \begin{pmatrix}
0 & 1 \\
1 & 0
\end{pmatrix}
\begin{pmatrix}
x, y \\
1
\end{pmatrix}
= x \begin{pmatrix}
1 & 0 \\
y & 1
\end{pmatrix}
\]

\[
\begin{pmatrix}
0 & \frac{1}{c} & 0 & 0 \\
0 & 1 & 1 & 0
\end{pmatrix}
\begin{pmatrix}
1 \\
0
\end{pmatrix}
= \begin{pmatrix}
0 & \frac{1}{c} \\
c & 0
\end{pmatrix}
\begin{pmatrix}
1 \\
1
\end{pmatrix}
= \begin{pmatrix}
0 & b \\
b & 0
\end{pmatrix}
\begin{pmatrix}
x, y \\
1
\end{pmatrix}
= x \begin{pmatrix}
0 & by \\
b & 0
\end{pmatrix}
\]
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1 Introduction

A central topic in mathematical and computational logic is to investigate the expressive power of first-order formulas in a given structure. Notable results in this context include Robinson’s seminal work showing that the integers are first-order definable in the structure $\langle \mathbb{Q}, +, \cdot \rangle$, thus rendering its first-order theory undecidable [13]. Another example is the celebrated theorem of Muchnik [10] showing decidability of the problem of determining whether a relation first-order definable in the structure $\langle \mathbb{Z}, +, V_k, < \rangle$ (whose first-order theory is known as Büchi arithmetic) is definable in the weaker substructure $\langle \mathbb{Z}, +, < \rangle$ (known as linear integer arithmetic or Presburger arithmetic). Here, $V_k$ is the function mapping an integer to the highest power of $k$ dividing it without remainder. Muchnik’s approach yields a quadruply exponential time algorithm for this problem when the relation is given as a deterministic finite-state automaton; a polynomial-time algorithm was later claimed by Leroux [9]. It has recently been shown that this problem can be solved in quasi-linear time for unary relations [1].
In this paper, we investigate the computational complexity of the weak definability problem, which is the problem of deciding whether a relation first-order definable in the structures \( \langle \mathbb{Q}, +, < \rangle \) or \( \langle \mathbb{Z}, +, < \rangle \) is definable in its weak counterpart, which is obtained from replacing the order relation with the equality relation. It follows from elementary model-theoretic arguments that such weak linear arithmetic theories are strictly less expressive compared to their counterparts that include the order relation, since \( h(x) := -x \) is an automorphism in structures without order but fails to be one in the presence of the order relation. For Presburger arithmetic, the weak definability problem was shown decidable by Choffrut and Frigeri, albeit with non-elementary time complexity [5]. To the best of the authors’ knowledge, no decidability results on weak definability for the structure \( \langle \mathbb{Q}, +, < \rangle \) are known.

Following [5], weak Presburger arithmetic (alternatively weak linear integer arithmetic) refers to the first-order theory of \( \langle \mathbb{Z}, +, = \rangle \) whereas weak linear rational arithmetic refers to the theory of \( \langle \mathbb{Q}, +, = \rangle \).

The main contribution of this paper is to significantly improve existing algorithmic upper bounds for the weak definability problem by establishing elementary upper bounds over both \( \mathbb{Q} \) and \( \mathbb{Z} \): we show that weak definability is in coNP for rational linear arithmetic, and decidable in elementary time for Presburger arithmetic. To this end, we develop geometric criteria that precisely characterize when a relation is definable without order. We also establish complementary lower bounds. While a matching coNP lower bound in the rational case is easy to obtain, we furthermore establish a \( \Pi^P_2 \) lower bound for the weak definability problem for Presburger arithmetic that holds even in a fixed dimension. This lower bound is obtained by establishing \( \Pi^P_2 \)-completeness of the universality problem for ultimately periodic sets, i.e., semi-linear sets in dimension one. This positively answers one of the longest-standing open problems in the theory of semi-linear sets posed by Huynh in 1982 [8], who asked whether the universality problem for semi-linear sets in dimension one is \( \Pi^P_2 \)-complete. Our lower bound moreover strengthens previously known \( \Pi^P_2 \) lower bounds for the inclusion problems for linear sets which have only been obtained in recent years, see [4, Thm. 12] and [16].

2 The weak definability problem

Everywhere in this paper, we denote by \( \mathbb{Q}, \mathbb{Z}, \mathbb{N} \) and \( \mathbb{N}_+ \) the rational numbers, integers, natural numbers including zero and the positive integers, respectively. Given \( a, b \in \mathbb{Z} \), we write \( [a, b] \) for \( \{a, a+1, \ldots, b\} \) and \( [a] \) as a shortcut for \( [1, a] \). Throughout this paper, numbers are assumed to be encoded in binary.

**Linear arithmetic theories.** Quantifier-free formulas \( \psi \) of the linear arithmetic theories we consider in this paper are obtained as Boolean combinations of linear constraints of the form \( a_1 \cdot x_1 + \cdots + a_n \cdot x_n \sim b \), where all \( a_i \) and \( b \) are integer constants, the \( x_i \) are first-order variables, and \( \sim \) is a relation symbol \(< \) or \( = \). If \( \psi \) only contains equality symbols it is a formula of a weak linear arithmetic theory, in which case we call \( \psi \) weak. We can always without loss of generality assume that \( \psi \) is in negation normal form, and if \( \psi \) is not weak, we can furthermore assume that \( \psi \) is negation-free. Formulas \( \Phi \) of linear arithmetic theories additionally allow for quantification over first-order variables and are of the form \( Q_1 x_1 \cdots Q_n x_n \psi \), where each \( Q_i \) is \( \exists \) or \( \forall \), and \( \psi \) is a quantifier-free formula. We write \( \| \Phi \| \) to denote the maximum of two and the maximum of the absolute values of all constants occurring in \( \Phi \), and \( | \Phi | \) to denote the length of \( \Phi \) which is the number of symbols required to write down \( \Phi \).
The semantics of such formulas is given with respect to the structures of linear rational arithmetic \( \langle \mathbb{Q}, +, < \rangle \) and linear integer arithmetic \( \langle \mathbb{Z}, +, < \rangle \). We call \( \Phi \) weak whenever \( \psi \) is weak. Let \( x_1, \ldots, x_n \) be the free variables of \( \Phi \), and let \( D \subseteq \mathbb{Q} \); often \( D \) will be \( \mathbb{Q} \) or \( \mathbb{Z} \). We write \([\Phi]_D \subseteq D^n\) for the set of all variable assignments making \( \Phi \) a true sentence in the structure \( \langle D, +, < \rangle \). We may drop the subscript \( D \) when \( D \) is clear from the context.

**Definable relations and weak definability.** Fix \( D \) to be either \( \mathbb{Q} \) or \( \mathbb{Z} \). A relation \( R \subseteq D^n \) is called \( \mathbb{D} \)-definable whenever there is a linear arithmetic formula \( \Phi(x_1, \ldots, x_n) \) such that \((m_1, \ldots, m_n) \in R \) if and only if \((m_1, \ldots, m_n) \in [\Phi]_D \). In particular, we call \( R \) weakly \( \mathbb{D} \)-definable if the witnessing formula \( \Phi \) is weak. The weak definability problem, the main decision problem considered in this paper, asks whether a relation definable by an arbitrary linear arithmetic formula is definable without order: *Given a linear arithmetic formula \( \Phi \), is the set \([\Phi]_D \) weakly \( \mathbb{D} \)-definable?*

Obviously, for a relation to be definable without order, it has to also be definable with order. In other words, weak definability, somewhat ironically, is a stronger property than definability.

**Example 1.** Consider \( \Phi(x) := x < 0 \lor x \geq 1 \). It is not difficult to check that \([\Phi]_\mathbb{Q} \) is not weakly \( \mathbb{Q} \)-definable. However, \([\Phi]_\mathbb{Z} \) is weakly \( \mathbb{Z} \)-definable by \( \Phi'(x) := \lnot(x = 0) \), demonstrating that weak \( \mathbb{Z} \)-definability does not imply weak \( \mathbb{Q} \)-definability. Conversely, weak \( \mathbb{Q} \)-definability does not imply weak \( \mathbb{Z} \)-definability either. Let \( \Phi(x) := \exists y (x > 0 \land y = 2) \lor (x < 0 \land x = 3 - y) \). Then \([\Phi]_\mathbb{Z} \) is not weakly \( \mathbb{Z} \)-definable, but \([\Phi]_\mathbb{Q} \) is weakly \( \mathbb{Q} \)-definable via the same \( \Phi'(x) \) as above.

When studying the complexity of weak definability problems, it makes sense to restrict the input formulas we consider. On the one hand, due to quantifier elimination (Fourier-Motzkin and Presburger’s quantifier elimination procedures, respectively), quantifier-free formulas of linear rational arithmetic can define all sets definable in linear rational arithmetic, and existential formulas those in linear integer arithmetic. On the other hand, satisfiability can be reduced to deciding weak definability, meaning that if we allow arbitrary formulas as input, deciding weak definability is at least as hard as deciding linear rational and integer arithmetic, respectively. This does, however, blur the inherent complexity of deciding weak definability. For these reasons, we restrict formulas in instances of the weak definability problem to the most restricted fragments that are still expressively complete:

**Weak \( \mathbb{Q} \)-definability:** Given a quantifier-free formula \( \Phi \) of linear arithmetic, decide whether \([\Phi]_\mathbb{Q} \) is weakly \( \mathbb{Q} \)-definable.

**Weak \( \mathbb{Z} \)-definability:** Given an existential quantifier-free formula \( \Phi \) of linear arithmetic, decide whether \([\Phi]_\mathbb{Z} \) is weakly \( \mathbb{Z} \)-definable.\(^1\)

By establishing an analogue of semilinear sets characterizing sets definable in weak integer arithmetic, Choffrut and Frigeri [5] have shown that weak \( \mathbb{Z} \)-definability is decidable. As the main result of the present paper, we show that deciding weak \( \mathbb{Q} \)-definability is coNP-complete, and deciding weak \( \mathbb{Z} \)-definability is elementary and \( \Pi^2_2 \)-hard.

\(^1\) One could alternatively take quantifier-free formulas with additional divisibility predicates \( c \mid \cdot \) for every \( c \in \mathbb{N}_+ \).
3 Preliminaries

Linear algebra. We denote by \( e_i \), the \( i \)-th unit vector in any dimension. For \( \mathbf{v} = (v_1, \ldots, v_d) \in \mathbb{Z}^d \), we denote \( \|\mathbf{v}\| := \max\{2, \max_{1 \leq i \leq d}|v_i|\} \), and for \( V \subseteq \mathbb{Q}^d \) we set \( \|V\| := \max_{\mathbf{v} \in V}\|\mathbf{v}\| \). Likewise, for a matrix \( A \), \( \|A\| \) is defined as the maximum over \( \|\mathbf{v}\| \) for every column vector \( \mathbf{v} \) of \( A \). We sometimes treat finite sets \( V \subseteq \mathbb{Q}^m \) with \( n \) elements as \( m \times n \) matrices (e.g., by ordering the vectors in \( V \) lexicographically), which we denote by \( V \). Given \( A, B \subseteq \mathbb{Q}^d \), the Minkowski sum of \( A \) and \( B \) is defined as \( A + B := \{a + b : a \in A, b \in B\} \). If \( A \) or \( B \) is a singleton, we omit set brackets and write, e.g., \( a + B \) instead of \( \{a\} + B \). Analogously, we define \( A \cdot B := \{a \cdot b : a \in A, b \in B\} \). We write \( A \triangle B \) for the symmetric difference of \( A \) and \( B \), i.e., \( A \triangle B := (A \setminus B) \cup (B \setminus A) \).

A set \( A \subseteq \mathbb{Q}^d \) is an affine subspace if \( A = a + V \) for some \( a \in \mathbb{Q}^d \) and a linear subspace \( V \subseteq \mathbb{Q}^d \). Affine subspaces are sometimes called flats. The affine hull of any set \( V \subseteq \mathbb{Q}^d \) is the smallest affine subspace containing \( V \) and is equal to

\[
\text{aff } V := \left\{ \sum_{i=1}^{n} \lambda_i \cdot \mathbf{v}_i : n \in \mathbb{N}, \mathbf{v}_i \in V, \lambda_i \in \mathbb{Q}, i \in [n], \sum_{i=1}^{n} \lambda_i = 1 \right\}.
\]

The dimension of an affine subspace \( A \), denoted \( \dim A \), is defined as the dimension of the associated linear space \( A_0 \) such that \( A = \mathbf{v} + A_0 \) for some \( \mathbf{v} \in \mathbb{Q}^d \). It is standard that this is well-defined. If affine subspaces \( A_1, A_2 \) are such that \( A_1 \subseteq A_2 \), then \( \dim A_1 \leq \dim A_2 \) (and moreover \( A_1 = A_2 \) iff \( \dim A_1 = \dim A_2 \)).

A set \( S \) in \( \mathbb{Q}^d \) (resp. \( \mathbb{Z}^d \)) is vanishing (is zero, has measure zero) with respect to an affine subspace \( A \subseteq \mathbb{Q}^d \) if the set \( S \) is contained in a finite union of affine subspaces of \( A \) of dimension strictly less than \( A \). Note that \( S \subseteq A \) for any such \( S \). For example, all finite subsets of \( \mathbb{Q}^d \) have measure zero with respect to \( \mathbb{Q}^d \) unless \( d = 0 \). If we do not specify the affine subspace \( A \) explicitly, \( A = \mathbb{Q}^d \) is implicitly assumed.

The geometry of linear arithmetic. We recall some definitions and results from the literature on the geometry of solutions to systems of linear constraints.

It is well known that the set of solutions of a system of linear equations \( B \cdot \mathbf{x} = c \) over the rationals is an affine subspace. Conversely, every affine subspace of \( \mathbb{Q}^d \) is the set of solutions to a system of (linearly independent) equations with integer coefficients. For a representation \( A = (\mathbf{x} \in \mathbb{Q}^d : B \cdot \mathbf{x} = c) \), we write \( \|A\| \) to denote \( \max\{\|B\|, \|c\|\} \), when \( B \) and \( c \) are determined by the context.

The Minkowski–Weyl theorem states that the set of points in a rational polyhedron \( A \cdot \mathbf{x} \geq \mathbf{b} \) can be represented as the sum of a bounded polytope and a convex cone, and vice versa. Given a finite set of vectors \( V = \{\mathbf{v}_1, \ldots, \mathbf{v}_n\} \subseteq \mathbb{Q}^d \), we define

\[
\text{conv } V := \left\{ \sum_{i=1}^{n} \lambda_i \cdot \mathbf{v}_i : \sum_{i=1}^{n} \lambda_i = 1, \lambda_i \in \mathbb{Q}_{\geq 0}, i \in [n] \right\}
\]

and

\[
\text{cone } V := \left\{ \sum_{i=1}^{n} \lambda_i \cdot \mathbf{v}_i : \lambda_i \in \mathbb{Q}_{\geq 0}, i \in [n] \right\},
\]

the convex hull of \( V \) and the convex cone generated by \( V \), respectively. It follows that sets in \( \mathbb{Q}^d \) definable in linear rational arithmetic can be obtained as finite unions of sets of the form \((\text{conv } B + \text{cone } P) \setminus A\), where \( A \) is a finite union of affine subspaces of \( \mathbb{Q}^d \).
Then by base \( b \) and periods \( P \). Fix \( D \) to be some subset of \( \mathbb{Q}^d \), then the \( D \)-linear set \( L_D(b, P) \) generated by the tuple \( (b, P) \) is defined as
\[
L_D(b, P) = b + D \cdot p_1 + \cdots + D \cdot p_n.
\]
Thus, \( N \)-linear sets recover standard linear sets \([11]\) as defined in the literature. Given a set \( M \subseteq \mathbb{Z}^d \), we say that \( M \) is \( D \)-linear if there is a generator tuple \((b, P)\) such that \( M = L_D(b, P) \).

Proposition 3. Moreover, the disjunctive normal form of \( \Phi \) consists of at most \( 2^{|\Phi|} \) conjunctions, each of which is a system of linear inequalities, from which the statement follows, e.g., from \([17]\).

Proof. For a system of linear inequalities \( A \cdot x \geq c \), the statement follows, e.g., from \([17]\). Moreover, the disjunctive normal form of \( \Phi \) consists of at most \( 2^{|\Phi|} \) conjunctions, each of which is a system of linear inequalities, from which the statement follows.  

Descrptional complexity. The complexity upper bounds we obtain in this paper rely on bounds on the constants in the generator representation of sets definable in linear arithmetic theories. Given a \( \mathcal{D} \)-semilinear set \( S \subseteq \mathbb{Z}^d \) in generator representation, \( S = \bigcup_{i \in I} L(B_i, P_i) \), we define \( \|S\| := \max_{i \in I} \max \|B_i \cup P_i\| \).

Proposition 4. Let \( \Phi \) be an existential formula of linear integer arithmetic and \( S = [\Phi]_\mathcal{D} \). Then \( S = \bigcup_{i \in I} L(B_i, P_i) \) such that \( \log \|S\|, \log |I| \leq \text{poly}(|\Phi|) \).

Proof. For a system of linear inequalities \( A \cdot x \geq c \), the statement follows, e.g., from \([17]\). Moreover, the disjunctive normal form of \( \Phi \) consists of at most \( 2^{|\Phi|} \) conjunctions, each of which is a system of linear inequalities, from which the statement follows.
4 A characterisation of weak $\mathbb{Q}$- and $\mathbb{Z}$-definability

We now establish properties that fully characterize when a subset of $\mathbb{Q}^d$ is weakly $\mathbb{Q}$- and weakly $\mathbb{Z}$-definable, respectively.

- **Definition 4.** Suppose $X \subseteq \mathbb{Q}^d$. We say that $X$:
  - has 0–1 property with respect to an affine subspace $A$ if either $X \cap A$ or $A \setminus X$ is contained in a finite union of affine subspaces of dimension $\dim A - 1$,
  - has hierarchical 0–1 property with respect to an affine subspace $A$ if it has 0–1 property with respect to $A$, where the subspaces of lower dimension are some $H_1, \ldots, H_m$, and, if $\dim A > 1$, it has hierarchical 0–1 property with respect to each $H_i$, $1 \leq i \leq m$,
  - has (hierarchical) 0–1 property if it has (hierarchical) 0–1 property with respect to $\mathbb{Q}^d$,
  - has global 0–1 property if, for every affine subspace $A \subseteq \mathbb{Q}^d$, it has 0–1 property with respect to $A$,
  - has $\ell$-bounded 0–1 property if, for every affine subspace $A = \{ x \in \mathbb{Q}^d : B \cdot x = c \}$ with $\|B\|, \|c\| \leq \ell$, it has 0–1 property with respect to $A$.

The term “0–1 property” refers to the intuition that a (weakly $\mathbb{Q}$-definable) set must either vanish ("zero") or fill almost all the space ("one"). The hierarchical version of the property basically says, “and the same holds recursively for these subspaces of lower dimension.”

The following theorem, whose proof is deferred to the full version of the paper, shows how these properties relate to weak $\mathbb{Q}$-definability.

- **Theorem 5.** For all sets $X \subseteq \mathbb{Q}^d$ the following statements are equivalent:
  - $X$ is weakly $\mathbb{Q}$-definable,
  - $X$ has hierarchical 0–1 property,
  - $X$ has global 0–1 property, and
  - $X$ has $\| \Phi \|$-bounded 0–1 property, where $\Phi$ is a quantifier-free formula of linear rational arithmetic such that $X = \begin{bmatrix} \Phi \end{bmatrix}$.

- **Example 6.** To illustrate the global version of the property, we demonstrate how from Theorem 5 we can derive that $\Phi(x, y) := x \geq 0 \wedge y = 0$ is not weakly $\mathbb{Q}$-definable. Observe that although $\begin{bmatrix} \Phi \end{bmatrix}$ satisfies the 0–1 property, it fails the global 0–1 property with $A = \{ (x, 0) : x \in \mathbb{Q} \}$. Indeed, both $\begin{bmatrix} \Phi \end{bmatrix} \cap A$ and $A \setminus \begin{bmatrix} \Phi \end{bmatrix}$ are infinite sets, whereas every affine subspace of $A$ of dimension lower than $A$, i.e., of dimension zero, is a single point. As a consequence, $\begin{bmatrix} \Phi \end{bmatrix} \cap A$ is not contained in a finite union of such subspaces, and neither is $A \setminus \begin{bmatrix} \Phi \end{bmatrix}$.

  In comparison, $\Psi(x, y) := y = 0$ satisfies the global 0–1 property. We observe, for example, that for $A = \{ (x, 0) : x \in \mathbb{Q} \}$ the set $A \setminus \begin{bmatrix} \Psi \end{bmatrix}$ is empty and thus contained in a finite union of subspaces of $A$ of dimension $0 < \dim A$.

  Note that the $\ell$-bounded version of the property will later give a decision procedure for weak $\mathbb{Q}$-definability.

Weakly $\mathbb{Z}$-definable sets do not have to satisfy an immediate analogue of the 0–1 property: $2 \cdot \mathbb{Z} \subseteq \mathbb{Q}$ is an example of a weakly $\mathbb{Z}$-definable set failing the property. The following definition bridges this gap and requires instead that almost all the space is “tiled” by the set $X$ in a periodic manner. Empty tiling (almost all space is empty, i.e., $X$ vanishes) and full tiling ($\mathbb{Z}^d \setminus X$ vanishes in $\mathbb{Q}^d$) are special cases of this.

- **Definition 7.** Suppose $X \subseteq \mathbb{Z}^d$. We say that $X$:
  - has mosaic property with respect to an affine subspace $A$ if there exists a hybrid $\mathbb{Z}$-linear set $F \subseteq A$ of dimension $\dim A$ such that $(X \cap A) \setminus F$ is contained in a finite union of affine subspaces inside $A$ of dimension $\dim A - 1$, 

has hierarchical mosaic property with respect to an affine subspace \( A \) if it has mosaic property with respect to \( A \), where the subspaces of lower dimension are some \( H_1, \ldots, H_m \), and, if \( \dim A > 1 \), it has hierarchical mosaic property with respect to each \( H_i \), \( 1 \leq i \leq m \),

- has (hierarchical) mosaic property if it has (hierarchical) mosaic property with respect to \( Q^d \),

- has global mosaic property if, for every affine subspace \( A \subseteq Q^d \), it has mosaic property with respect to \( A \),

- has \( \ell \)-bounded mosaic property if, for every affine subspace \( A = \{ x \in Q^d : B \cdot x = c \} \) with \( \| B \|, \| c \| \leq \ell \), it has mosaic property with respect to \( A \).

The intuition behind the variants of the mosaic property is the same as for the 0–1 property.

**Example 8.** We show how the sets defined by the following logical formulae over the integers satisfy the hierarchical mosaic property.

1. \( \Phi_1(x, y) := 3u \lor 3v \land (x = 3u + 1) \land y = 2v \). The mosaic property w.r.t. \( Q^2 \) holds with \( F = L_2((0, 0), (1, 0), (3, 0), (0, 2)) \), because \( [\Phi_1]_2 = F \). So the hierarchical mosaic property (w.r.t. \( Q^2 \)) holds too, with \( m = 0 \).

2. \( \Phi_2(x, y) := (x = 0) \lor (y > 0) \lor (y < 0) \). The mosaic property w.r.t. \( Q^2 \) holds with \( F = L_2((0, 0), (e_1, e_2)) \), because we can pick an “exceptional” subspace \( H_1 = \{(x, y) \in Q^2 : y = 0\} \). Going inside \( H_1 \), we notice that \( [\Phi_2]_2 \) also has the mosaic property w.r.t. \( H_1 \), because its intersection with \( H_1 \) is the singleton \( \{0\} \), so we can pick \( F' = \emptyset \) and zero-dimensional subspace \( H_{1,1} = \{0\} \). Therefore, \( [\Phi_2]_2 \) satisfies the hierarchical mosaic property (w.r.t. \( Q^2 \)).

3. \( \Phi_3(x, y, z) := (y = 0 \land z = 0) \lor (x = 0 \land (\exists t. y = 2t) \land z = 0) \lor (x = 0 \land y = 0 \land (\exists t. z = 3t + 1)) \). For the mosaic property w.r.t. \( Q^3 \), we can pick \( F = \emptyset \) with \( H_1 = [x = 0]_2 \) and \( H_2 = [y = 0]_2 \). The mosaic property w.r.t. \( H_1 \) holds with \( F_1 = \emptyset \) and \( H_{1,1} = [x = 0 \land z = 0]_2 \). Similarly, the mosaic property w.r.t. \( H_2 \) holds with \( F_2 = \emptyset \) and \( H_{2,1} = [y = 0 \land z = 0]_2 \). We leave it as an exercise to the reader to check that \( [\Phi_3]_2 \) has the mosaic property with respect to each of \( H_{1,1}, H_{1,2}, \) and \( H_{2,1} \). In conclusion, \( [\Phi_3]_2 \) has the hierarchical mosaic property (w.r.t. \( Q^3 \)).

The proof of the following theorem is deferred to the full version of this paper:

**Theorem 9.** There exists a function \( f(s, d) : \mathbb{N} \times \mathbb{N} \to \mathbb{N} \), \( f(n, d) = s^{O(d)} \), such that for all sets \( X \subseteq \mathbb{Z}^d \) the following statements are equivalent:

- \( X \) is weakly \( \mathbb{Z} \)-definable,

- \( X \) has hierarchical mosaic property,

- \( X \) has global mosaic property, and

- \( X \) has \( f(\|\Phi\|, d) \)-bounded mosaic property, where \( \Phi \) is an existential formula of linear integer arithmetic such that \( X = [\Phi] \).

The function \( f \) gives an upper bound on the magnitude of coefficients in systems of linear equations that specify relevant affine subspaces. We can see from the theorem that, for fixed dimension \( d \), the function \( f \) is at most polynomial; and in arbitrary dimension, the bit size of required coefficients is at most \( d^{O(d)} \cdot \log|\Phi| \), a single exponential in \( d \).
4.1 More on mosaic property

We introduce the following problem.

**Lemma 10.** Let \( t := (\|S\| + \|A\|)^{\text{poly}(d)} \). The following statements hold:

1. If a semilinear set \( S \) satisfies the mosaic property with respect to an affine subspace \( A \), then
   - (a) the set \( F \) in the definition of the property is determined uniquely and
   - (b) \( (S \cap A) \Delta F \) is contained in a finite collection of affine subspaces of \( A \) of dimension \( \dim A - 1 \) each, defined by linear equations with integer coefficients of absolute value at most \( t \).

2. There is a \( t \)-time algorithm that solves the PIECE OF MOSAIC problem, which always produces an \( F = \bigcup_{j \in I} L_{Z}(C_j, Q_j) \) such that \( \|C_j\|, \|Q_j\| \leq t \).

The proof is given in the full version of this paper.

**Lemma 11.** There is an algorithm with running time \( 2^{(\|A\| + \|S\|)^{\text{poly}(d)}} \) that, given a semilinear set \( S = \bigcup_{i \in I} L(B_i, P_i) \) and a system of equations \( B \cdot x = c \) with integer coefficients defining an affine subspace \( A \subseteq \mathbb{Q}^d \), decides whether \( S \) has the mosaic property with respect to \( A \).

**Proof.** Run the algorithm from Lemma 10(2) to obtain a hybrid \( Z \)-linear set \( F \) such that \( \|F\| \leq t \) with \( t \) defined as in the lemma. To check whether \( S \) has mosaic property, we determine whether \( (S \cap A) \Delta F \) is vanishing. By Proposition 2, \( A \cap \mathbb{Z}^d = L(C, Q) \) such that \( \|C\|, \|Q\| \leq \|A\|^{\text{poly}(d)} \). Then from [2, Thm. 6], we get that \( S \cap A = \bigcup_{k \in K} L(D_k, E_k) \) such that \( \|D_k\|, \|E_k\| \leq (\|S\| + \|A\|)^{\text{poly}(d)} \). We compute the semilinear representation \( M \) of \( (S \cap A) \Delta F \cup (F \setminus (S \cap A)) \). It follows the bounds on the description size of (each) set difference [2, Cor. 22] that \( \log \|M\| \leq (\|A\| + \|S\|)^{\text{poly}(d)} \). In order to check whether \( (S \cap A) \Delta F \) vanishes w.r.t. to \( A \), it remains to iterate over all hybrid linear sets defining \( M \) and to check whether the dimension of the affine hull of the period vectors in each set is strictly less than \( \dim A \). We remark that the upper bound on the running time holds, because \( \|A\| \) and \( \|S\| \) are at most exponential in the bit size of the encoding.
Lemma 12. There is a doubly exponential algorithm that, given \( \Phi \subseteq \mathbb{Z}^d \), decides whether \([\Phi]\) has the \( f(\|\Phi\|,d)\)-bounded mosaic property, where \( f \) is defined as in Theorem 9.

Proof. It follows from Proposition 3 that we can compute in time \( 2^{\text{poly}(\|\Phi\|)} \) the semilinear representation of \([\Phi]\). The lemma then follows by an application of Lemma 11; note that the running time of the algorithm of that lemma has only a single exponential dependency on \( \|\Phi\| + \|\Phi\| \).

5 Computational complexity of weak \( \mathbb{Q} \)- and \( \mathbb{Z} \)-definability

Building upon the results in the previous sections, we now prove the main theorem of this paper.

Theorem 13. The weak \( \mathbb{Q} \)-definability problem is coNP-complete, and the weak \( \mathbb{Z} \)-definability problem is \( \Pi_2^0 \)-hard and can be decided by an algorithm with elementary running time.

We first outline the upper bounds of this theorem and then the lower bounds. The lower bound for weak \( \mathbb{Z} \)-definability already holds in a fixed dimension and is obtained from showing that the universality problem for one-dimensional semi-linear sets is \( \Pi_2^0 \)-hard. We give the proof of \( \Pi_2^0 \)-hardness of this universality problem in a separate Section 6.

5.1 Upper bounds for deciding weak \( \mathbb{Q} \)- and \( \mathbb{Z} \)-definability

By Theorem 5, a set \( X \subseteq \mathbb{Q}^d \) given by a quantifier-free formula \( \Phi \) of linear rational arithmetic is weakly \( \mathbb{Q} \)-definable if and only if for every affine subspace \( A \), given by a system of linear equations \( A : x = c \) such that \( \|A\|,\|c\| \leq \|\Phi\| \), either \( X \cap A \) or \( A \setminus X = A \cap X \) is contained in a finite union of affine subspaces of dimension \( \dim A - 1 \). To prove that \( \Phi \) is not weakly \( \mathbb{Q} \)-definable, we attempt to find an affine subspace \( A \) such that neither \( X \cap A \) nor \( A \setminus X \) is contained in a finite union of affine subspaces of dimension \( \dim A - 1 \). Note that due to \( \Phi \) being quantifier-free, \( \neg\Phi \) is also a quantifier-free formula of linear rational arithmetic. Hence it will suffice to only discuss the case \( X \cap A \); and, in this case, we can also assume without loss of generality that \( \Phi \) is negation-free. Let \( \Psi \) be the disjunctive normal form of \( \Phi \).

We clearly have \([\Psi] = X\), and \([\Psi] \cap A \) is not contained in a finite union of hyperplanes of dimension \( \dim A - 1 \) if and only if for some polyhedron \( P \), defined by a conjunction of \( \Psi \), the polyhedron \( P \cap A \) has dimension \( \dim A \). We now outline how to decide in polynomial time whether \( \dim(P \cap A) = \dim A \).

Both \( P \) and \( A \) are given as systems of linear constraints, and hence we immediately obtain \( P \cap A \) as a system of linear constraints. The dimension \( \dim(P \cap A) \) is, by definition, equal to \( \dim(\text{aff}(P \cap A)) \). When \( P \cap A \) is given by a system of non-strict linear inequalities, one can obtain in polynomial time a representation of \( \text{aff}(P \cap A) \) as the intersection of at most \( d \) implicit equalities of \( P \cap A \), each obtained from a row of the system defining \( P \cap A \) [15, p. 100]. One can then compute \( \dim(\text{aff}(P \cap A)) \), by (a variant of) Gaussian elimination [15, Section 3.3]. In general, the system of constraints defining \( P \) may contain strict inequalities though. However, this does not cause any problems, since for a polyhedron \( P \), \( \dim(P) = \dim(\text{cl} P) \), where \( \text{cl} P \) is the closure of \( P \). If \( P \neq \emptyset \) and given as a system of linear constraints, \( \text{cl} P \) can be obtained by making all strict inequalities in the defining system of \( P \) non-strict.

From this line of reasoning, we obtain a coNP upper bound for deciding weak \( \mathbb{Q} \)-definability as follows. We guess \( A \) and \( c \) above in non-deterministic polynomial time. While the disjunctive normal forms of \( \Phi \) and \( \neg\Phi \) (both assumed negation-free, with no loss of generality)
can be exponentially long, we can – given the formulas $\Phi$ and $\neg \Phi$ – guess a single conjunction of their disjunctive normal forms in non-deterministic polynomial time, by inspecting the structure of $\Phi$ and $\neg \Phi$. These two conjunctions induce polyhedra $P$ and $P'$, We then decide in polynomial time whether the dimension of the polyhedra $P \cap A$ and $P' \cap A$ equals dim $A$. We reject if and only if this is the case for both conjunctions.

We now turn towards a sketch of the upper bound for weak $Z$-definability. To this end, let $X \subseteq \mathbb{Z}^d$ be defined by an existential formula $\Phi(x)$ of linear integer arithmetic. For an elementary upper bound, following Theorem 9 we iterate over all affine subspaces $A$ given by systems of equations $B \cdot x = c$ such that $\|B\|, \|c\|$ are at most $f(\|\Phi\|, d)$ and check whether $\Phi$ has mosaic property with respect to $A$. By Lemma 12, there is a doubly exponential algorithm that achieves this.

### 5.2 Lower bounds for deciding weak $Q$-definability and $Z$-definability

**Lower bound for weak $Q$-definability.** We show a matching coNP-lower bound for deciding weak $Q$-definability by a reduction from the problem of deciding whether a Boolean 3-DNF formula is a tautology. Let $\psi = \psi_1 \lor \cdots \lor \psi_k$ be in 3-DNF over Boolean variables $X_1, \ldots, X_d$. Let $\phi_1$ be the formula of rational arithmetic obtained from $\psi$ by applying the function $h$ to every literal, with $h$ defined as $h(X_i) := x_i = 1$ and $h(\neg X_i) := x_i = 0$. In addition, define

$$\phi_2 := \bigvee_{1 \leq i \leq d} x_i > 1 \lor x_i < 0 \lor (0 < x_i < 1)$$

Observe that $[\phi_1 \lor \phi_2]$ is the whole of $Q^d$ except possibly a finite set of points corresponding to those truth assignments that do not make $\psi$ evaluate to true, i.e., $[\phi_1 \lor \phi_2] = Q^d$ if and only if $\psi$ is a tautology. Now define $\Phi := \phi_1 \lor \phi_2 \lor u > 0$, where $u$ is a fresh variable. Note that $[\Phi]$ is the whole of $Q^{d+1}$ except possibly several half-lines that correspond to assignments falsifying $\psi$. If a half-line is missing then $[\Phi]$ does not satisfy the global 0–1 property and is therefore not weakly $Q$-definable; by Theorem 5. Otherwise no half-line is missing, $\psi$ is a tautology, $[\Phi]$ is equal to $Q^d$ and is weakly $Q$-definable.

**Lower bound for weak $Z$-definability.** We show a $\Pi_2^0$-lower bound for weak $Z$-definability via a reduction from the universality problem for semilinear sets. Given a semilinear set $M \subseteq \mathbb{N}^d$ in the generator representation, the *universality problem* is to decide whether $M = \mathbb{N}^d$. It was asked by Huynh [8] whether this problem is $\Pi_2^0$-hard when he established a $\Pi_2^0$-upper bound for this problem. We show in the next section that this is the case, even in dimension one, and assume hardness for now to show our lower bound for weak $Z$-definability.

To this end, let $M = \bigcup_{i \in I} L(b_i, P_i) \subseteq \mathbb{N}^d$. One easily constructs an existential formula $\psi(x_1, \ldots, x_d)$ of linear integer arithmetic such that $M = [\psi]$. Now consider $\Phi(u, x_1, \ldots, x_d) := \psi \lor u > 0 \lor \bigvee_{i \in [d]} x_i < 0$, where $u$ is a fresh variable. Analogously to what we showed above, $[\Phi]$ is the whole of $Z^{d+1}$ except possibly several “discrete half-lines” corresponding to elements $v \in \mathbb{N}^d \setminus M$. By the global mosaic property (Theorem 9), $[\Phi]$ is weakly $Z$-definable if and only if no half-line is missing.

### 6 A lower bound for deciding universality of semilinear sets

We exclusively deal with $\mathbb{N}$-semilinear sets in this section and so, when presenting such semilinear sets in generator presentation, for readability, instead of writing, e.g., $L_{\mathbb{N}}(b, P)$ we subsequently drop the subscript $\mathbb{N}$ and simply write $L(b, P)$. The main result of this section is a $\Pi_2^0$ lower bound for the universality problem for ultimately periodic sets, which are semilinear sets in dimension one:
Ultimately Periodic Set Universality

INPUT: Finite set $I$ and, for each $i \in I$, a number $b_i \in \mathbb{N}$ and a finite set $P_i \subseteq \mathbb{N}$.

QUESTION: Is $\bigcup_{i \in I} L(b_i, P_i) = \mathbb{N}$?

Since a set $M \subseteq \mathbb{N}^d$ is universal if and only if $L(0, \{e_1, \ldots, e_d\}) \subseteq M$, this universality problem is a special case of inclusion for semilinear sets, which asks to decide if $N \subseteq M$ for semilinear sets $M, N$. While inclusion for semilinear sets has been known to be $\Pi_2^P$-complete since the 1980s [8], the lower bound has only been strengthened to hold for inclusion of linear sets as recently as 2018 [4, Thm. 12], and then also to linear sets in dimension one [16]. It has also recently been shown that universality for linear sets is decidable in polynomial time, even for hybrid linear sets of the form $L(B, P) := \bigcup_{b \in B} L(b, P)$ [3].

Our new $\Pi_2^P$ lower bound is based on a chain of reductions between intermediate problems that we now introduce. The overall reduction chain is displayed in Figure 1. Our starting point is the Simultaneous Subset Sum problem introduced in [4] from which we derive a slightly restricted version. Both problems are defined in Figure 2 and are variants of the classical subset sum problem. They ask whether all elements in a finite arithmetic progression can be obtained as sums of subsets of a given set $W \subseteq \mathbb{N}$.

Via a reduction from Restricted Simultaneous Subset Sum, we prove $\Pi_2^P$-hardness of two special cases of the semilinear set inclusion problem, Bounded Ray Cover and Ray Cover, which are defined in Figure 3. The problem Ray Cover asks whether a discrete ray in $\mathbb{N}^d$ (basically an arithmetic progression) is contained in an integer cone (linear set) – this is a restricted variant of linear set inclusion. The problem Bounded Ray Cover is the same but only concerns a finite segment of the ray. The $\Pi_2^P$-hardness of Ray Cover follows from that of Bounded Ray Cover.

Next, by a reduction from Bounded Ray Cover, we show $\Pi_2^P$-hardness of the one-dimensional versions of the ray cover problems, formally defined in Figure 4. A reduction from Bounded 1D Ray Cover will then give the desired $\Pi_2^P$-lower bound of Ultimately Periodic Set Universality.
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\node (1) at (0,0) {1D Ray Cover};
\node (2) at (1,0) {Bounded 1D Ray Cover};
\node (3) at (0,-1) {Ray Cover};
\node (4) at (1,-1) {Bounded Ray Cover};
\node (5) at (-1,0) {Restricted Simultaneous Subset Sum};
\node (6) at (0,-2) {Ultimately Periodic Set Universality};
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\textbf{Figure 1} Reductions in the proof of Theorem 14. $X \rightarrow Y$ denotes a logarithmic-space reduction from $X$ to $Y$.

\textbf{Theorem 14.} All six problems in Figure 1 are $\Pi_2^P$-complete.

All upper bounds in Theorem 14 are easily obtained from the observation that the respective problems either reduce to semi-linear set inclusion, which is in $\Pi_2^P$ [8], or involve sets of numbers of polynomial bit size.

To prove the lower bounds, once the intermediate problems have been identified, one of the key insights is in the reduction from Bounded Ray Cover to Bounded 1D Ray Cover, which maps a problem from $\mathbb{N}^d$ into $\mathbb{N}$. In the remainder of this section, we focus on the techniques that enable us to overcome this challenge.
Simultaneous Subset Sum

**INPUT:** Finite set $W \subseteq \mathbb{N}$, and $t, h, 2^m \in \mathbb{N}$ such that $t < h$.

**QUESTION:** For every $i \in [0, 2^m - 1]$, does there exist a $W' \subseteq W$ such that $\sum W' = t + i \cdot h$?

Restricted Simultaneous Subset Sum

**INPUT:** Finite set $W \subseteq \mathbb{N}$ and $t, 2^k, 2^m \in \mathbb{N}$ such that $t < 2^k$.

**QUESTION:** For every $i \in [0, 2^m - 1]$, does there exist a $W' \subseteq W$ such that $\sum W' = t + i \cdot 2^k$?

Figure 2 The simultaneous subset sum problem introduced in [4] and its restricted version.

Ray Cover

**INPUT:** Finite set $P \subseteq \mathbb{N}^d$ and $a, 2^k \in \mathbb{N}$ such that $a < 2^k$.

**QUESTION:** Does $L(0, P) \supseteq L(a, b)$, where $a = (a, 1)$ and $b = (2^k, 0)$?

Bounded Ray Cover

**INPUT:** Finite set $P \subseteq \mathbb{N}^d$ and $a, 2^k, 2^m \in \mathbb{N}$ such that $a < 2^k$.

**QUESTION:** Does $L(0, P) \supseteq L(a, b) \cap [0, B]^d$, where $a = (a, 1)$, $b = (2^k, 0)$, and $B = a + (2^m - 1) \cdot 2^k$?

Figure 3 Ray cover problems in arbitrary dimensions.

1D Ray Cover

**INPUT:** Finite set $P \subseteq \mathbb{N}$ and $a, 2^k \in \mathbb{N}$ such that $a < 2^k$.

**QUESTION:** Does $L(0, P) \supseteq L(a, b)$, where $b = 2^k$?

Bounded 1D Ray Cover

**INPUT:** Finite set $P \subseteq \mathbb{N}$ and $a, 2^k, 2^m \in \mathbb{N}$ such that $a < 2^k$.

**QUESTION:** Does $L(0, P) \supseteq L(a, b) \cap [0, B]$, where $b = 2^k$ and $B = a + (2^m - 1) \cdot b$?

Figure 4 Ray cover problems in dimension one.

6.1 Aggregation of several dimensions into one

Aggregation is an important technique in the theory of integer programming (see, e.g., Schrijver’s book [15, Sections 16.6 and 18.2]). It has been used by Huyhn [8] and Simon [16] for showing lower bounds for the inclusion problem for (semi)linear sets in dimension one. Aggregation can be achieved in the setting of linear Diophantine equations over nonnegative (integer) variables, following a classic result of Glover and Woolsey [7], which we extend.

As we already mentioned, we apply aggregation in order to reduce Bounded Ray Cover to Bounded 1D Ray Cover. In the former problem, think of vectors $v \in L(a, b) \cap [0, B]^d$ as targets to hit. Each of them is hit if and only if $L(0, P)$ contains it, i.e., if the system of equations $P \cdot x = v$ has a solution in $\mathbb{N}^d$. The instance is a yes-instance if and only if all $2^m$ targets are hit. While Glover and Woolsey’s result would allow us to aggregate one system of equations like this (for a single target) into a single equation, the key technical challenge in our setting is that — in contrast to [7, Thm. 3] — we need to aggregate several such systems, for $2^m$ different targets (each into its own one equation). That is, these systems have identical coefficients, but different constant terms.
For the following lemma, we will explain the rationale behind the constraints “$\alpha$ is a power of two” and “$\alpha/\beta > \max B$” subsequently.

**Lemma 15.** Let $A, B$ be finite subsets of $\mathbb{N}_+$. Then there exist $\alpha, \beta \in \mathbb{N}$ such that $\alpha$ is a power of two, $\alpha/\beta > \max B$, and, for each pair $(a, b) \in A \times B$, every system of equations
\[
\begin{align*}
  c \cdot x &= a \\
  d \cdot x &= b
\end{align*}
\]
with $c, d \in \mathbb{N}$ and $(a, b) \in A \times B$ has the same set of solutions in $\mathbb{N}^d$ as the single equation
\[
(\alpha c + \beta d) \cdot x = \alpha a + \beta b.
\]
Moreover, $\alpha$ and $\beta$ are polynomial-time computable from $\max A$ and $\max B$ and are independent of $c$ and $d$.

**Proof.** It follows from [7, Thm. 3] of Glover and Woolsey that when $A$ and $B$ are singletons $A = \{a\}$ and $B = \{b\}$ the statement holds if
\[
\alpha > b, \quad \beta > a, \quad \text{and} \quad \gcd(\alpha, \beta) = 1 \quad (1).
\]

We show how to find a single pair of coefficients $\alpha, \beta \in \mathbb{N}$ that make Glover and Woolsey’s result applicable to the system in question for all pairs $(a, b) \in A \times B$. Indeed, choose $r$ as the smallest power of two such that $r - 1$ strictly exceeds both $\max A$ and $\max B$. Pick $\beta = r - 1 > \max A$ and $\alpha = r^2$. We now check that $\alpha$ and $\beta$ satisfy conditions (1). Observe that
\[
\begin{align*}
  \alpha &= r^2 > r - 1 > b, \quad \text{for all } b \in B, \\
  \beta &= r - 1 > a, \quad \text{for all } a \in A,
\end{align*}
\]
and $\gcd(\alpha, \beta) = \gcd((r - 1)(r + 1) + 1, r - 1) = 1$. It remains to note that $\alpha/\beta \geq r > \max B$.

Note that Lemma 15 aggregates several systems using the same $\alpha$ and $\beta$. It guarantees that the numbers $\alpha$ and $\beta$ stay small (have polynomial size) and satisfy additional constraints, to make the subsequent reduction from BOUNDED 1D RAY COVER to ULTIMATELY PERIODIC SET UNIVERSALITY possible. We now discuss how these constraints arise.

### 6.2 Additional constraints and the final reduction

Let us take a step forward in the chain of reductions in Figure 1. We illustrate the significance of the additional requirements on the input of BOUNDED 1D RAY COVER using the following simple observation on the representation of the complement of a segment of a linear progression.

**Lemma 16.** Let $a, 2^k, 2^m \in \mathbb{N}$. Denote $b = 2^k$ and $B = a + (2^m - 1) \cdot b$, as in the input of BOUNDED 1D RAY COVER. Then the set $\mathbb{N} \setminus \{(L(a, b) \cap \{0, B\})$ is semilinear with a generator representation of size $O(\lceil a/b \rceil \log a + k^2 + m)$.

**Proof.** Observe that $\mathbb{N} \setminus \{(L(a, b) \cap \{0, B\}) = \{n \in \mathbb{N} : n < a, n \equiv a \mod b\} \cup \{n \in \mathbb{N} : n \not\equiv a \mod b\} \cup \{n \in \mathbb{N} : n > B\}$. The third set on the right-hand side is $L(B+1, 1)$, and the first set is a finite set with $\lceil a/b \rceil$ elements, i.e., a union of $\lceil a/b \rceil$ linear sets of the form $L(x, 0)$, $x < a$. For the second set, we will rely on the assumption that $b = 2^k$. Suppose that in
binary we have  \( a \mod b = ak \cdot 2^{k-1} + \cdots + a_1 \cdot 2^1 + a_0 \cdot 2^0, a_i \in \{0, 1\}\). Notice that an arbitrary \( n \in \mathbb{N} \) is not congruent to \( a \) modulo \( 2^k \) if and only if, for some \( j \in \{0, \ldots , k-1\} \), it is congruent to \( c_j := \pi_j \cdot 2^j + a_{j-1} \cdot 2^{j-1} + \cdots + a_1 \cdot 2^1 + a_0 \cdot 2^0 \) modulo \( 2^{j+1} \), where \( \pi_j = 1 - a_j \). Therefore, the second set in the equation above is equal to \( \bigcup_{j=0}^{k-1} L(c_j, 2^{j+1}) \).

Given Lemma 16, the final reduction from \textsc{Bounded 1D Ray Cover} to \textsc{Ultimately Periodic Set Universality} is simple. Indeed, \( L(0, P) \supseteq L(a, b) \cap [0, B] \) if and only if \( L(0, P) \cup (\mathbb{N} \setminus (L(a, b) \cap [0, B])) = \mathbb{N} \), where the second set in the union is described by a semilinear set in generator representation of polynomial size. The bound on the size holds, because \( k \) and \( m \) cannot exceed the bit size of the input instance and \( \lfloor a/b \rfloor = \lfloor a/2^k \rfloor = 0 \) by the promise that \( a < 2^k \) in the definition of \textsc{Bounded 1D Ray Cover}.

Note that the proof of Lemma 16 would work just as well if we had \( b \) equal to a power of 3, or a power of any other fixed number (other forms are also possible). For the input of \textsc{Bounded 1D Ray Cover}, any of these constraints is not difficult to satisfy on its own. In comparison, the dependence on \( \lfloor a/b \rfloor \) in Lemma 16 is more important and more difficult to handle. We ensure in our chain of reductions from \textsc{Restricted Simultaneous Subset Sum} that \( a/b < 1 \); in particular, in our aggregation procedure (Lemma 15) we require that the coefficients \( \alpha \) and \( \beta \) satisfy \( \alpha/\beta > b \). The condition that \( \alpha \) is a power of two comes from our preference to use an arithmetic progression with a difference of the form \( \alpha/\beta > b \).

Detailed \( \Pi_2^P \)-hardness proofs for the lower bounds in Theorem 14 can be found in the full version of this paper.

## 7 Conclusion

Choffrut and Frigeri left open the question whether there is an algorithm with an elementary running time deciding weak \( \mathbb{Z} \)-definability [5]. We have shown in this article that this is the case. There still remains a significant gap between our \( \Pi_2^P \) lower bound and the rather crude upper bound that we obtained. Our algorithm is based on a geometric characterisation of sets definable in weak Presburger arithmetic that complements the generator characterisation obtained by Choffrut and Frigeri [5].

While weak definability is an interesting problem in its own right, another motivation for our work stems from the fact it is an open problem whether deciding weak Presburger arithmetic is computationally easier than deciding full Presburger arithmetic. In fact, in his original article [12], Presburger only showed decidability of weak Presburger arithmetic and remarked that his proof could be adapted to also work for Presburger arithmetic. We are unable to give an answer to this open problem at the present stage, but we believe that the geometric insights that enable us to show the elementary upper bounds of the weak definability problems may eventually help settling the computational complexity of weak Presburger arithmetic. Note that deciding weak linear rational arithmetic has essentially the same complexity as linear rational arithmetic [14].
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Abstract
A marked free monoid morphism is a morphism for which the image of each generator starts with a different letter, and immersions are the analogous maps in free groups. We show that the (simultaneous) PCP is decidable for immersions of free groups, and provide an algorithm to compute bases for the sets, called equalisers, on which the immersions take the same values. We also answer a question of Stallings about the rank of the equaliser.

Analogous results are proven for marked morphisms of free monoids.

1 Introduction
In this paper we prove results about the classical Post Correspondence Problem (PCP{FM}), which we state in terms of equalisers of free monoid morphisms, and the analogue problem PCP{FG} for free groups ([5], [19]), and we describe the solutions to PCP{FM} and PCP{FG} for certain classes of morphisms. While the classical PCP{FM} is famously undecidable for arbitrary maps of free monoids [21] (see also the survey [12] and the recent result of Neary [20]), PCP{FG} for free groups is an important open question [8, Problem 5.1.4]. Additionally, for both free monoids and free groups there are only few results describing algebraically the solutions to classes of instances known to have decidable PCP{FM} or PCP{FG}. Our results apply to marked morphisms in the monoid case, and to their counterparts in free groups, called immersions. Marked morphisms are the key tool used in resolving the PCP{FM} for the free monoid of rank two [9], and therefore understanding the solutions to the PCP{FG} for immersions is an important step towards resolving the PCP{FG} for the free group of rank two.

The density of marked morphisms and immersions among all the free monoid or group maps is strictly positive (Section 10), so our results concern a significant proportion of instances.

An instance of the PCP{FM} is a tuple \( I = (\Sigma, \Delta, g, h) \), where \( \Sigma, \Delta \) are finite alphabets, \( \Sigma^*, \Delta^* \) are the respective free monoids, and \( g, h : \Sigma^* \to \Delta^* \) are morphisms. The equaliser of \( g, h \) is \( \text{Eq}(g, h) = \{ x \in \Sigma^* \mid g(x) = h(x) \} \). The PCP{FM} is the decision problem:
**PCP** \[\text{PCP}_{\text{FM}}\]: Given \(I = (\Sigma, \Delta, g, h)\), is the equaliser \(\text{Eq}(g, h)\) trivial?

Analogously, an instance of the PCP for free groups is a four-tuple \(I = (\Sigma, \Delta, g, h)\) with \(g, h : F(\Sigma) \rightarrow F(\Delta)\) morphisms between the free groups \(F(\Sigma)\) and \(F(\Delta)\), and PCP for free groups is the decision problem pertaining to the similarly defined \(\text{Eq}(g, h)\) in free groups.

Beyond PCP, in this paper we also consider the Algorithmic Equaliser Problem, denoted \(\text{AEP}_{\text{FM}}\), for an instance \(I = (\Sigma, \Delta, g, h)\) with \(g, h\) free monoid morphisms (or free group morphisms for \(\text{AEP}_{\text{FG}}\)), says:

**AEP** \[\text{AEP}_{\text{FM}}\]: Given \(I = (\Sigma, \Delta, g, h)\), output

(a) a finite basis for \(\text{Eq}(g, h)\), or

(b) a finite automaton recognising the set \(\text{Eq}(g, h)\).

If a finite basis or finite automaton for \(\text{Eq}(g, h)\) does not exist then Part (a) or (b), respectively, of the problem is insoluble. Note that (a) and (b) are connected: for free groups these two problems are in fact the same when \(\text{Eq}(g, h)\) is finitely generated, while for free monoids (a) implies (b). Part (a) of the AEP is known to be soluble when \(|\Sigma| = 2\) and one of \(g\) or \(h\) is non-periodic, and insoluble otherwise [13] [12, Corollary 6].

**Sets of morphisms.** We are particularly interested in sets \(S\) of morphisms (not just two morphisms \(f, g\)) and their equalisers \(\text{Eq}(S) = \bigcap_{g, h \in S} \text{Eq}(g, h)\), and we prove structural results for arbitrary sets and algorithmic results for finite sets. Our results resolve the simultaneous PCP and PCP for immersions and marked morphisms; these problems take as input a finite set \(S\) of maps and ask the same questions about equalisers as in the classical setting. Analogously, one could further define the “simultaneous AEP and AEP for free groups”. However, the simultaneous AEP for free groups is equivalent to the AEP for free groups, and Part (b) of the simultaneous AEP is equivalent to Part (b) of the AEP. As bases of intersections of finitely generated subgroups of free groups are computable (and as Parts (a) and (b) of the AEP for free groups are equivalent), if the AEP for free groups is soluble for a class \(C\) of maps then there exists an algorithm with input a finite set \(S\) of morphisms from \(F(\Sigma)\) to \(F(\Delta)\), \(S \subseteq C\), and output a basis for \(\text{Eq}(S)\). Similarly, automata accepting languages are computable, and so if Part (b) of the AEP is soluble for a class \(C\) of maps then there exists an algorithm with input a finite set \(S\) of morphisms from \(\Sigma^{*}\) to \(\Delta^{*}\), \(S \subseteq C\), and output a finite automaton whose language is \(\text{Eq}(S) = \bigcap_{g, h \in S} \text{Eq}(g, h)\).

**Main results.** A set of words \(s \subseteq \Delta^{*}\) is marked if any two distinct \(u, v \in s\) start with a different letter of \(\Delta\), which implies \(|s| \leq |\Delta|\). A free monoid morphism \(f : \Sigma^{*} \rightarrow \Delta^{*}\) is marked if the set \(f(\Sigma)\) is marked. An immersion of free groups is a morphism \(f : F(\Sigma) \rightarrow F(\Delta)\) where the set \(f(\Sigma \cup \Sigma^{-1})\) is marked (see Section 3 for equivalent formulations). Halava, Hirvensalo and de Wolf [11] showed that PCP is decidable for marked morphisms; inspired by their methods we were able to obtain stronger results (Theorem A) for this kind of map, as well as expand to the world of free groups (Theorem C), where we employ “finite state automata”-like objects called Stallings graphs.

**Theorem A.** If \(S\) is a set of marked morphisms from \(\Sigma^{*}\) to \(\Delta^{*}\), then there exists a finite alphabet \(\Sigma_{S}\) and a marked morphism \(\psi_{S} : \Sigma_{S}^{*} \rightarrow \Sigma^{*}\) such that \(\text{Image}(\psi_{S}) = \text{Eq}(S)\). Moreover, for \(S\) finite, there exists an algorithm with input \(S\) and output the marked morphism \(\psi_{S}\).

**Corollary B.** The simultaneous PCP for free monoids is decidable for marked morphisms of free monoids.
Theorem C. If $S$ is a set of immersions from $F(\Sigma)$ to $F(\Delta)$, then there exists a finite alphabet $\Sigma_S$ and an immersion $\psi_S : F(\Sigma_S) \rightarrow F(\Sigma)$ such that $\text{Image}(\psi_S) = \text{Eq}(S)$. Moreover, when $S$ is finite, there exists an algorithm with input $S$ and output the immersion $\psi_S$.

Corollary D. The simultaneous PCP$_{FG}$ is decidable for immersions of free groups.

The Equaliser Conjecture. Our work was partially motivated by Stallings’ Equaliser Conjecture for free groups, which dates from 1984 [22, Problems P1 & 5] (also [7, Problem 6] [24, Conjecture 8.3] [1, Problem F31]). Here $\text{rk}(H)$ stands for the rank, or minimum number of generators, of a subgroup $H$:

Conjecture 1 (The Equalizer Conjecture, 1984). If $g, h : F(\Sigma) \rightarrow F(\Delta)$ are injective morphisms then $\text{rk}(\text{Eq}(g, h)) \leq |\Sigma|$.

This conjecture has its roots in “fixed subgroups” $\text{Fix}(\phi)$ of free group endomorphisms $\phi : F(\Sigma) \rightarrow F(\Sigma)$ (if $\Sigma = \Delta$ then $\text{Fix}(\phi) = \text{Eq}(\phi, \text{id})$), where Bestvina and Handel proved that $\text{rk}(\text{Fix}(\phi)) \leq |\Sigma|$ for $\phi$ an automorphism [3], and Imrich and Turner extended this bound to all endomorphisms [14]. Bergman further extended this bound to all sets of endomorphisms [2]. Like Bergman’s result, our first corollary of Theorem C considers sets of immersions, which are injective, and answers Conjecture 1 for immersions.

Corollary E. If $S$ is a set of immersions from $F(\Sigma)$ to $F(\Delta)$ then $\text{rk}(\text{Eq}(S)) \leq |\Sigma|$.

In free monoids, equalisers of injections are free [12, Corollary 4] but they are not necessarily regular languages (and hence not necessarily finitely generated) [12, Example 6]. In order to understand equalisers $\text{Eq}(S)$ of sets of maps we need to understand intersections in free monoids. Recall that the intersection $A^* \cap B^*$ of two finitely generated free submonoids of a free monoid $\Sigma^*$ is free [23] and one can find a regular expression that represents a basis of $A^* \cap B^*$ [4]. However, the intersection is not necessarily finitely generated [17]. The following result is surprising because we have finite generation, even for the intersection $\text{Eq}(S) = \bigcap_{g, h \in S} \text{Eq}(g, h)$.

Corollary F. If $S$ is a set of marked morphisms from $\Sigma^*$ to $\Delta^*$ then $\text{Eq}(S)$ is a free monoid with $\text{rk}(\text{Eq}(S)) \leq |\Sigma|$.

The Algorithmic Equaliser Problem. The AEP$_{FG}$ is insoluble in general, as equalisers in free groups are not necessarily finitely generated [24, Section 3], and is an open problem of Stallings’ if both maps are injective [22, Problems P3 & 5]. Our next corollary of Theorem C resolves this open problem for immersions.

Corollary G. The AEP$_{FG}$ is soluble for immersions of free groups.

The AEP$_{FM}$ is insoluble in general, primarily as equalisers are not necessarily regular languages [10, Example 4.6]. Even for maps whose equalisers form regular languages, the problem remains insoluble [18]. Another corollary of Theorem A is the following.

Corollary H. The AEP$_{FM}$ is soluble for marked morphisms of free monoids.

Outline of the article. In Section 2 we prove Theorem A and its corollaries about free monoids. The remainder of the paper focuses on free groups, where the central result is Theorem 18, which is Theorem C for $|S| = 2$. In Section 3 we reformulate immersions in terms of Stallings’ graphs, and in Section 4 define the “reduction” $I' = (\Sigma', \Delta', g', h')$ of an
instance \( I = (\Sigma, \Delta, g, h) \) of the \( \text{AEP}_{\text{FM}} \) for immersions. Repeatedly computing reductions is the key process in our algorithm. In Section 5 we prove the process of reduction decreases the “prefix complexity” of an instance (so the word “reduction” makes sense), and in Section 6 we prove Theorem 18, mentioned above. In Section 7 we prove Theorem C and its corollaries. In Section 9 we give a complexity analysis for both our free monoid and free group algorithms, and in Section 10 we show that the density of marked morphisms and immersions among all the free monoid or group maps is strictly positive.

2 Marked morphisms in free monoids

In this section we prove Theorem A and its corollaries. We use the following immediate fact.

\begin{lemma}
Marked morphisms of free monoids are injective.
\end{lemma}

\begin{proof}
Let \( f : \Sigma^* \rightarrow \Delta^* \) be marked and let \( x \neq y \) be nontrivial. One can write \( x = zax' \) and \( y = zby' \), where \( a, b \in \Sigma \) are the first letter where \( x \) and \( y \) differ. As \( f \) is marked, \( f(a) \neq f(b) \), hence \( f(x) = f(z)f(a)f(x') \neq f(z)f(b)f(y') = f(y) \), so \( f \) is injective.
\end{proof}

We may assume \( \Sigma \subseteq \Delta \), as \( |\Sigma| \leq |\Delta| \) holds whenever \( f : \Sigma^* \rightarrow \Delta^* \) is marked.

Consider morphisms \( g : \Sigma_1^* \rightarrow \Sigma^* \) and \( h : \Sigma_2^* \rightarrow \Delta^* \). The set of non-empty words over an alphabet \( \Sigma \) is denoted \( \Sigma^+ \). For \( a \in \Delta \), a pair \((u, v) \in \Sigma_1^+ \times \Sigma_2^+ \) is an \( a \)-block if (i) \( g(u) = h(v) \) starts with \( a \), and (ii) \( u \) and \( v \) are minimal, that is, the length \(|g(u)| = |h(v)|\) is minimal among all such pairs. If the pair \((g, h)\) has blocks \( a_i = (u_i, v_i) \), \( 1 \leq i \leq m \), then let \( \Sigma' \) be the alphabet consisting of these blocks and define \( g' : (\Sigma')^* \rightarrow \Sigma_1^* \) by \( g'(a_i) = u_i \) and \( h' : (\Sigma')^* \rightarrow \Sigma_2^* \) by \( h'(a_i) = v_i \). These maps are computable and, by an identical logic to [11, Section 2], are seen to be marked. Then \( gg' = hh' \), and we let \( k = gg' = hh' \) (so \( k : (\Sigma')^* \rightarrow \Delta^* \)). Since \( k \) is the composition of marked morphisms, it is itself marked. We therefore have the following.

\begin{lemma}
If \( g : \Sigma_1^* \rightarrow \Delta^* \) and \( h : \Sigma_2^* \rightarrow \Delta^* \) are marked morphisms then the corresponding maps \( g' : \Sigma'^* \rightarrow \Sigma_1^* \), \( h' : \Sigma'^* \rightarrow \Sigma_2^* \) and \( k : \Sigma'^* \rightarrow \Delta^* \), \( k = gg' = hh' \), are marked and are computable.
\end{lemma}

The reduction of an instance \( I = (\Sigma, \Delta, g, h) \) of the marked \( \text{PCP}_{\text{FM}} \), as defined in [11], is the instance \( I' := (\Sigma', \Delta', g', h') \) where \( \Sigma' \) is defined as above, and where \( g' \) and \( h' \) are as above, but with codomain \( \Delta \) (which we may do as \( \Sigma \subseteq \Delta \)). We additionally assume that \( \Sigma' \subseteq \Sigma \); we can do this as \(|\Sigma'| \leq |\Sigma|\) by Lemma 3.

The following relies on [11, Lemma 1], which we use by replacing the notion of “equivalence” with that of “strong equivalence”: Two instances \( I_1 \) and \( I_2 \) of the \( \text{PCP}_{\text{FM}} \) are strongly equivalent if their equalisers are isomorphic, which we write as \( \text{Eq}(I_1) \cong \text{Eq}(I_2) \).

\begin{lemma}
Let \( I' = (\Sigma', \Delta', g', h') \) be the reduction of \( I = (\Sigma, \Delta, g, h) \) where \( g \) and \( h \) are marked. Then \( I \) and \( I' \) are strongly equivalent, and \( g' (\text{Eq}(I')) = \text{Eq}(I) = h' (\text{Eq}(I')) \).
\end{lemma}

\begin{proof}
Firstly, note that \( g' (\text{Eq}(I')) \leq \text{Eq}(I) \) [11, Lemma 1, paragraph 2]. From [11, Lemma 1, paragraph 1] it follows that \( g' (\text{Eq}(I')) \geq \text{Eq}(I) \), so \( g' (\text{Eq}(I')) = \text{Eq}(I) \). As \( g' \) is injective, the map \( g'|_{\text{Eq}(I')} \) is an isomorphism. Hence, \( I \) and \( I' \) are strongly equivalent, and, by symmetry for the \( h' \) map, \( g' (\text{Eq}(I')) = \text{Eq}(I) = h' (\text{Eq}(I')) \) as required.
\end{proof}

We can now improve the existing result on the marked \( \text{PCP}_{\text{FM}} \). We store a morphism \( f : \Sigma^* \rightarrow \Delta^* \) as a list \((f(a))_{a \in \Sigma}\).
Theorem 5. If \( I = (\Sigma, \Delta, g, h) \) is an instance of the marked PCP\textsubscript{FM} then there exists an alphabet \( \Sigma_{g,h} \) and a marked morphism \( \psi_{g,h} : \Sigma_{g,h}^* \to \Sigma^* \) such that \( \text{Image}(\psi_{g,h}) = \text{Eq}(I) \). Moreover, there exists an algorithm with input \( I \) and output the marked morphism \( \psi_{g,h} \).

Proof. We explain the algorithm, and note at the end that the output is a marked morphism \( \psi_{g,h} : F(\Sigma_{g,h}) \to F(\Sigma) \) with the required properties, and so the result follows.

Begin by making reductions \( I_0, I_1, I_2, \ldots \), starting with \( I_0 = I = (\Sigma, \Delta, g, h) \), the input instance. Then by [11, Section 5, paragraph 1] we will obtain an instance \( I_j = (\Sigma_j, \Delta, g_j, h_j) \) such that one of the following will occur:

1. \( |\Sigma_j| = 1 \).
2. \( |g_j(a)| = 1 = |h_j(a)| \) for all \( a \in \Sigma_j \).
3. There exists some \( i < j \) with \( I_i = I_j \) (sequence starts cycling).

Keeping in mind the fact that reductions preserve equalisers (Lemma 4), we obtain in each case a subset \( \Sigma_{g,h} \) (possibly empty) which forms a basis for \( \text{Eq}(I_j) \): For Case (1), writing \( \Sigma_1 = \{a\} \), the result holds as if \( g(a^i) = h(a^i) \) then \( g(a)^i = h(a)^i \) and so \( g(a) = h(a) \) as roots are unique in a free monoid. For Case (2), suppose \( g_j(x) = h_j(x) \). Then \( g_j \) and \( h_j \) agree on the first letter of \( x \in \Sigma_j^* \) because the image of each letter has length one, and inductively we see that they agree on every letter of \( x \). Hence, a subset \( \Sigma_{g,h} \) of \( \Sigma_j \) forms a basis for \( \text{Eq}(I_j) \).

For Case (3), suppose there is a sequence of reductions beginning and ending at \( I_j \):

\[
I_j \to I_{j+1} \to \cdots \to I_{j+(i-1)} \to I_{j+i} = I_j
\]

and write \( r := j + i \). By Lemma 4, \( \text{Eq}(I_j) = g_{j+1}g_j+2 \cdots g_r(\text{Eq}(I_r)) = \text{Eq}(I_r) \); thus \( \overline{g_r} := g_{j+1}g_j+2 \cdots g_r \) restricts to an automorphism of \( \text{Eq}(I_j) \), so \( \overline{g_r}\text{Eq}(I_j) \in \text{Aut}(\text{Eq}(I_j)) \). The automorphism \( \overline{g_r} \) is necessarily length-preserving (\( |\overline{g_r}(w)| = |w| \) for all \( w \in \text{Eq}(I_j) \)). Consider \( x \in \text{Eq}(I_j) = \text{Eq}(I_r) \). Then \( \overline{g_r} \) maps the letters occurring in \( x \) to letters and so \( g_i = g_r \) and \( h_j = h_r \) map the letters occurring in \( x \) to letters, and it follows that every letter occurring in \( x \) is a solution to \( I_r = I_j \). Hence, a subset \( \Sigma_{g,h} \) of \( \Sigma_j \) forms a basis for \( \text{Eq}(I_j) \) as required.

Therefore, in all three cases a subset \( \Sigma_{g,h} \) of \( \Sigma_j \) forms a basis for \( \text{Eq}(I_j) \), and since \( \Sigma_j \) is computable, this basis is as well. In order to prove the theorem, it is sufficient to prove that there is a computable immersion \( \psi_{g,h} : \Sigma_{g,h}^* \to \Sigma^* \) (and the analogous \( \hat{h} \)). Now, each \( g_i \) is marked, by Lemma 3, and so \( \hat{g} \) is the composition of marked morphisms and hence is marked itself. Define \( \psi_{g,h} := \hat{g}|_{\Sigma_{g,h}}^* \). This map is computable from \( \hat{g} \), and as \( \Sigma_{g,h} \subseteq \Sigma_j \), the map \( \psi_{g,h} \) is marked. As \( \text{Image}(\psi_{g,h}) = g_1g_2 \cdots g_j(\text{Eq}(I_j)) = \text{Eq}(I) \), by Lemma 4 and the above, the result follows.

Theorem 5 together with Lemma 6 give the non-algorithmic part of Theorem A. A subsemigroup \( M \) of a free monoid \( \Sigma^* \) is marked if it is the image of a marked morphism.

Lemma 6. If \( \{M_j\}_{j \in J} \) is a set of marked subsemigroups of \( \Sigma^* \) then the intersection \( \bigcap_{j \in J} M_j \) is marked.

Proof. Firstly, suppose \( x, y \in M_j \) for some \( j \in J \). Then there exist two words \( x_0 \ldots x_l \) and \( y_0 \ldots y_k \), with \( x_i, y_i \in \Sigma \), such that \( \phi(x_0 \ldots x_l) = x \) and \( \phi(y_0 \ldots y_k) = y \), where \( \phi \) is a marked morphism. If \( x \) and \( y \) have a nontrivial common prefix, then because \( \phi \) is marked we get \( x_0 = y_0 \) and \( \phi(x_0) \) is a prefix of both \( x \) and \( y \), and in particular \( \phi(x_0) \in M_j \). By continuing this argument, if \( z \) is a maximal common prefix of \( x \) and \( y \), then \( z \in M_j \).

Now, suppose \( x, y \in \bigcap_{j \in J} M_j \), and suppose they both begin with some letter \( a \in \Sigma \cup \Sigma^{-1} \). By the above, their maximal common prefix \( z_a \) is contained in each \( M_j \) and so is contained in \( \bigcap_{j \in J} M_j \). Therefore, \( z_a \) is a prefix of every element of \( \bigcap_{j \in J} M_j \), beginning with an \( a \). It follows that \( \bigcap_{j \in J} M_j \) is immersed, as required.
We now prove the algorithmic part of Theorem A (this is independent of Lemma 6).

\textbf{Lemma 7.} There exists an algorithm with input a finite set of marked morphisms \( S \) from \( \Sigma^* \) to \( \Delta^* \) and output a marked morphism \( \psi_S : \Sigma^*_S \to \Sigma^* \) such that \( \text{Eq}(\psi_S) = \text{Eq}(S) \).

\textbf{Proof.} We use induction on \(|S|\). By Theorem 5, the result holds if \(|S| = 2\). Suppose the result holds for all sets of \( n \) marked morphisms, \( n \geq 2 \), and let \( S \) be a set of \( n+1 \) marked morphisms. Take elements \( g, h \in S \), and write \( S_g = S \setminus \{g\} \). By hypothesis, we can algorithmically obtain marked morphisms \( \psi_{S_g} : \Sigma^*_S \to \Sigma^* \) and \( \psi_{g,h} : \Sigma^*_S \to \Sigma^* \) such that \( \text{Eq}(\psi_{S_g}) = \text{Eq}(S_g) \) and \( \text{Eq}(\psi_{g,h}) = \text{Eq}(g,h) \).

By Lemma 3, there exists a (computable) marked morphism \( \psi_S : \Sigma^*_S \to \Sigma^* \) such that \( \text{Eq}(\psi_S) = \text{Eq}(\psi_{S_g}) \cap \text{Eq}(\psi_{g,h}) \) (the map \( \psi_S \) corresponds to the map \( k \) in Lemma 3, and \( S \) to \( \Sigma' \)). Then, as required: \( \text{Eq}(\psi_S) = \text{Eq}(\psi_{S_g}) \cap \text{Eq}(\psi_{g,h}) = \text{Eq}(S_g) \cap \text{Eq}(g,h) = \text{Eq}(S) \). \( \square \)

We now prove Theorem A, which states that the equaliser is the image of a marked map.

\textbf{Proof of Theorem A.} By applying Lemma 6 to Theorem 5, there exists an alphabet \( \Sigma_S \) and a marked morphism \( \psi_S : \Sigma^*_S \to \Sigma^* \) such that \( \text{Eq}(\psi_S) = \text{Eq}(S) \), while by Lemma 7 if \( S \) is finite then such a marked morphism can be algorithmically found. \( \square \)

We now prove Corollary F, which says that \( \text{Eq}(S) \) is free of rank \( \leq |\Sigma| \).

\textbf{Proof of Corollary F.} Consider the marked morphism \( \psi_S : \Sigma^*_S \to \Sigma^* \) given by Theorem A. By Lemma 2, \( \psi_S \) is injective so \( \text{Image}(\psi_S) \) is free. As \( \psi_S \) is marked the map \( \Sigma_S \to \Sigma \) taking each \( a \in \Sigma_S \) to the initial letter of \( \psi_S(a) \) is an injection, so \( |\Sigma_S| \leq |\Sigma| \) as required. \( \square \)

We now prove a strong form of the AEP\(_{\text{FM}}\) for marked morphisms.

\textbf{Corollary 8.} There exists an algorithm with input a finite set \( S \) of marked morphisms from \( \Sigma^* \) to \( \Delta^* \) and output a basis for \( \text{Eq}(S) \).

\textbf{Proof.} To algorithmically obtain a basis for \( \text{Eq}(S) \), first use the algorithm of Theorem A to obtain the marked morphism \( \psi_S : \Sigma^*_S \to \Sigma^* \) such that \( \text{Eq}(\psi_S) = \text{Eq}(S) \). Then, recalling that we store \( \psi_S \) as a list \( \langle \psi_S(a) \rangle_{a \in \Sigma} \), the required basis is the set of elements in this list, so the set \( \{\psi_S(a)\}_{a \in \Sigma} \).

Corollary H, the AEP\(_{\text{FM}}\) for marked morphisms, follows from Corollary 8 by taking \(|S| = 2\), while Corollary B, the simultaneous PCP\(_{\text{FM}}\), also follows as \( \text{Eq}(S) \) is trivial if and only if its basis is empty.

\section{Immersions of free groups}

We denote the free group with finite generating set \( \Sigma \) by \( F(\Sigma) \), and view it as the set of all \textit{freely reduced words} over \( \Sigma^{\pm1} = \Sigma \cup \Sigma^{-1} \), that is, words not containing \( xx^{-1} \) as subwords, \( x \in \Sigma^{\pm1} \), together with the operations of concatenation and free reduction (that is, the removal of any \( xx^{-1} \) that might occur when concatenating two words).

We now begin our study of immersions of free groups, as defined in the introduction. We first state the characterising lemma, then explain the terms involved before giving the proof.

\textbf{Lemma 9.} Let \( g : F(\Sigma) \to F(\Delta) \) be a free group morphism. The following are equivalent.
1. The map \( g \) is an immersion of free groups.
2. Every word in the language \( L(\Gamma_g, v_g) \) is freely reduced.
3. For all \( x, y \in \Sigma \cup \Sigma^{-1} \) such that \( xy \neq 1 \), the length identity \( |g(xy)| = |g(x)| + |g(y)| \) holds.
Characterisation (3) is the established definition of Kapovich [15]. Characterisation (2) is the one we shall work with in this article. It uses “Stallings graphs”, which are essentially finite state automata that recognise the elements of finitely generated subgroups of free groups. We define these now, and refer the reader to [16] for background on Stallings graphs.

The *(unfolded)* Stallings graph $\Gamma_g$ of the free group morphism $g$ is the directed graph formed by taking a bouquet with $|\Sigma|$ petals attached at a central vertex we call $v_g$, where each petal consists of a path labeled by $g(x) \in (\Delta \cup \Delta^{-1})^*$; the elements of $\Delta^{-1}$ occur as edges traversed backwards and we denote by $e^{-1}$ the edge $e$ in opposite direction, and by $E\Gamma_g^{\pm 1}$ the sets of edges in both directions. A path $g = (e_1, \ldots, e_n)$, $e_i \in E\Gamma_g^{\pm 1}$ edges, is *reduced* if it has no backtracking, that is, $e_i^{-1} \neq e_{i+1}$ for all $1 \leq i < n$. We denote by $\iota(p)$ the initial vertex of a path $p$ and $\tau(p)$ for the terminal vertex, and call a reduced path $p$ with $\iota(p) = u = \tau(p)$ a *closed reduced circuit*.

We shall view $\Gamma_g$ as a finite state automaton $(\Gamma_g, v_g)$ with start and accept states both equal to $v_g$. Then the *extended language accepted* by $(\Gamma_g, v_g)$ is the set of words labelling reduced closed circuits at $v_g$ in $\Gamma_g$:

$$L(\Gamma_g, v_g) = \{\text{label}(p) \mid p \text{ is a reduced path with } \iota(p) = u = \tau(p)\}.$$ Immersions are precisely those maps $g$ such that every element of $L(\Gamma_g, v_g)$ is freely reduced; this corresponds to the automaton $(\Gamma_g, v_g)$ and the “reversed” automaton $(\Gamma_g, v_g)^{-1}$, where edge directions are reversed, both being deterministic (map $g$ in Figure 1 is not an immersion; although the automaton $(\Gamma_g, v_g)$ is deterministic, $(\Gamma_g, v_g)^{-1}$ is not). For such maps, $L(\Gamma_g, v_g)$ is precisely the image of the map $g$ [16, Proposition 3.8].

**Proof of Lemma 9.** (1) $\Leftrightarrow$ (2). Every element of $L(\Gamma_g, v_g)$ is freely reduced if and only if the graph $\Gamma_g$, with base vertex $v_g$, is such that for all $e_1, e_2 \in (E\Gamma_g)^{\pm 1}$ such that both edges start at $v_g$ or both edges end at $v_g$, then $e_1$ and $e_2$ have different labels (so $\gamma_g(e_1) \neq \gamma_g(e_2)$). This condition on labels is equivalent to $g(\Sigma \cup \Sigma^{-1})$ being marked, as required.

(1) $\Leftrightarrow$ (3). Condition (3) is equivalent to the condition that for all $x, y \in \Sigma \cup \Sigma^{-1}$ such that $xy \neq 1$, free cancellation does not happen between $g(x)$ and $g(y)$, which in turn is equivalent to the condition that for all such $x, y$ the elements $g(x^{-1})$ and $g(y)$ start with different letters of $\Delta \cup \Delta^{-1}$. This is equivalent to $g(\Sigma \cup \Sigma^{-1})$ being marked, as required. $\blacktriangle$

**Example 10.** Let $g : F(a, b) \to F(x, y)$ be the map defined by $g(a) = x^{-2}y$ and $g(b) = y^2x$. Then the graph $\Gamma_g$, where the double arrow represents $x$ and the single arrow $y$, is depicted in Figure 1. The map $g$ is not an immersion since there are two edges labeled $x$ entering $v_g$ (violating Characterisation (2)). Similarly, $g(a)$ and $g(b^{-1})$ both start with $x^{-1}$ (violating Characterisation (1)) and $|g(ba)| = 4 < 6 = |g(a)| + |g(b)|$ (violating Characterisation (3)).

Using Characterisation (2), we see that immersions are injective [16, Proposition 3.8]:

**Lemma 11.** If $g : F(\Sigma) \to F(\Delta)$ is an immersion then it is injective.

## 4 The reduction of an instance in free groups

By an *immersed* instance of the PCP$_{FG}$ we mean an instance $I = (\Sigma, \Delta, g, h)$ where both $g$ and $h$ are immersions. In this section we define the “reduction” of an immersed instance of the PCP$_{FG}$, which is similar to the reduction in the free monoid case.

Let $\Gamma$ be a directed, labeled graph and $u \in V\Gamma$ a vertex of $\Gamma$. The *core graph* of $\Gamma$ at $u$, written $\text{Core}_u(\Gamma)$, is the maximal subgraph of $\Gamma$ containing $u$ but no vertices of degree 1, except possibly $u$ itself. Note that $L(\text{Core}_u(\Gamma), u) = L(\Gamma, u)$. For $\Gamma_1, \Gamma_2$ directed, labeled
graphs, the product graph of $\Gamma_1$ and $\Gamma_2$, denoted $\Gamma_1 \otimes \Gamma_2$, is the subgraph of $V\Gamma_1 \times V\Gamma_2$ with vertex set $V\Gamma_1 \times V\Gamma_2$ and edge set $\{(e_1, e_2) \mid e_i \in E\Gamma_i^\pm 1, \text{label}(e_1) = \text{label}(e_2)\}$. One may think of the standard construction of an automaton recognising the intersection of two regular languages, each given by a finite state automaton $\Gamma_i$ with start state $s_i$, where the core of $\Gamma_1 \otimes \Gamma_2$ at $(s_1, s_2)$ is the automaton recognising this intersection.

Core graph of a pair of morphisms. Let $g : F(\Sigma_1) \to F(\Delta)$, $h : F(\Sigma_2) \to F(\Delta)$ be morphisms. The core graph of the pair $(g, h)$, denoted $\text{Core}(g, h)$, is the core graph of $\Gamma_g \otimes \Gamma_h$ at the vertex $v_{g,h} = (v_g, v_h)$, so $\text{Core}(g, h) = \text{Core}_{v_{g,h}}(\Gamma_g \otimes \Gamma_h)$. We shall refer to $v_{g,h}$ as the central vertex of $\text{Core}(g, h)$. Note that $\text{Core}(g, h)$ represents the intersection of the two images [16, Lemma 9.3], in the sense that

$$L(\text{Core}(g, h), v_{g,h}) = \text{Image}(g) \cap \text{Image}(h).$$

Write $\delta_g : \text{Core}(g, h) \to \Gamma_g$ and $\delta_h : \text{Core}(g, h) \to \Gamma_h$ for the restriction of $\text{Core}(g, h)$ to the $g$ and $h$ components, respectively, so $\delta_g(e_1, e_2) = e_1$, etc.

Now, let $g, h$ be morphisms. The graph $\text{Core}(g, h)$ is a bouquet and every element of $L(\text{Core}(g, h), v_{g,h})$ is freely reduced [16, Lemma 9.2]. We therefore have free group morphisms $g' : L(\text{Core}(g, h), v_{g,h}) \to L(\Gamma_g, v_g)$ and $h' : L(\text{Core}(g, h), v_{g,h}) \to L(\Gamma_h, v_h)$ induced by the maps $\delta_g, \delta_h$, where $L(\Gamma_g, v_g) = F(\Sigma_1)$ and $L(\Gamma_h, v_h) = F(\Sigma_2)$. These maps are computable [16, Corollary 9.5]. Let $\Sigma'$ be the alphabet whose elements consist of the petals of $\text{Core}(g, h)$. Then $\Sigma'$ generates the free group $L(\text{Core}(g, h), v_{g,h})$, so $F(\Sigma') = L(\text{Core}(g, h), v_{g,h})$, and we see that both $g'$ and $h'$ are immersions with $g' : F(\Sigma') \to F(\Sigma_1)$, $h' : F(\Sigma') \to F(\Sigma_2)$. The map $gg' = hh'$, which we shall call $k$ (so $k : F(\Sigma') \to F(\Delta)$ is the composition of immersions and hence is itself an immersion. We therefore have the following.

**Lemma 12.** If $g : F(\Sigma_1) \to F(\Delta)$ and $h : F(\Sigma_2) \to F(\Delta)$ are immersions then the corresponding maps $g' : F(\Sigma') \to F(\Sigma_1)$, $h' : F(\Sigma') \to F(\Sigma_2)$ and $k : F(\Sigma') \to F(\Delta)$, where $k = gg' = hh'$, are immersions and are computable.

Reduction. The reduction of an immersed instance $I = (\Sigma, \Delta, g, h)$ of the PCP$_{FG}$ is the instance $I' = (\Sigma', \Delta, g', h')$ where $g'$ and $h'$ are as above, but with codomain $\Delta$ (which we may do as $\Sigma \subseteq \Delta$). We additionally assume that $\Sigma' \subseteq \Sigma$; we can do this as $|\Sigma'| \leq |\Sigma|$ by Lemma 12. As $I$ is immersed, $I'$ is also immersed by Lemma 12. In the next section we show that the name “reduction” makes sense, as it reduces the “prefix complexity” of instances.

**Example 13.** Consider the maps $g, h : F(a, b, c) \to F(x, y, z)$ given by $g(x) = aba^2, g(b) = y^{-1}, g(c) = xz$ and $h(a) = x, h(b) = yx^2y, h(c) = z$.
Then the graph Core$(g,h)$ is a bouquet with two petals labelled $xyx^2y$ and $zzz$, and Image$(g) \cap \text{Image}(h) = \langle xyyx^2y, zzz \rangle$. Moreover, $g(ab^{-1}) = h(ab) = xyyx^2y$ and $g(z) = h(z) = zzz$. Then we can take $\Sigma' = \{a', b'\}$, and the maps given by $g'(a') = ab^{-1}, g(b') = c$ and $h'(a') = ab, h'(b') = cac$ are the reduction of $(g, h)$.

We now prove that reduction preserves equalisers. Two instances $I_1$ and $I_2$ of the PCP$_{FG}$ are strongly equivalent if the equalisers are isomorphic, which we write as Eq$(I_1) \cong Eq(I_2)$.

**Lemma 14.** Let $I' = (\Sigma', \Delta', g', h')$ be the reduction of $I = (\Sigma, \Delta, g, h)$ where $g$ and $h$ are immersions. Then $I$ and $I'$ are strongly equivalent, and $g'(\text{Eq}(I')) = \text{Eq}(I) = h'(\text{Eq}(I'))$.

**Proof.** It is sufficient to prove that $g'|_{\text{Eq}(I')} = \text{Eq}(I)$ and $g'(\text{Eq}(I')) = \text{Eq}(I)$; that is, $h'(\text{Eq}(I')) = \text{Eq}(I)$ follows as $g'|_{\text{Eq}(I')} = h'|_{\text{Eq}(I')}$. As $g'$ is an immersion it is injective, by Lemma 11. Therefore, $g'|_{\text{Eq}(I')} = \text{Eq}(I)$. To see that $\text{Image}(g'|_{\text{Eq}(I')}) \subseteq \text{Eq}(I)$, suppose $x' \in \text{Eq}(I')$. Writing $x = g'(x') = h'(x')$, we have $g(x) = gg'(x') = hh'(x') = h(x)$ and so $x = g'(x') \in \text{Eq}(I)$, as required.

To see that $\text{Image}(g'|_{\text{Eq}(I')}) = \text{Eq}(I)$, suppose $x \in \text{Eq}(I)$. Then there exists a path $p_x \in \text{Core}(g,h), \iota(p_x) = v_g, \tau(p_x) = v_h$, such that $\gamma_g \gamma_h(p_x) = g(x) = h(x) = h \gamma_h \delta_g(p_x)$ [16, Proposition 9.4], where $\gamma_g : \Gamma_g \to \Gamma_\Delta$ is the canonical morphism of directed, labeled graphs from $\Gamma_g$ to the bouquet $\Gamma_\Delta$ with $\Delta$ petals. Hence, writing $x'$ for the element of $F(\Sigma')$ corresponding to $p_x \in L(\text{Core}(g,h), v_g, v_h)$, we have that $gg'(x') = g(x) = h(x) = hh'(x')$. As $g$ and $h$ are injective, by Lemma 11, we have that $g'(x') = x = h'(x')$ as required. ▶

## 5 Prefix complexity of immersions in free groups

In this section we associate to an instance $I$ of the PCP$_{FG}$ a certain complexity, called the “prefix complexity”. We prove that the process of reduction does not increase this complexity, and that for all $n \in \mathbb{N}$ there are only finitely many instances with complexity $\leq n$.

Let $I = (\Sigma, \Delta, g, h)$ be an immerssive instance of the PCP$_{FG}$. We define, analogously to [11, Section 4] (see also [9]), the prefix complexity $\sigma(I)$ as:

$$\sigma(I) = |\cup_{a \in \Sigma^{\pm 1}} \{ x \in F(\Delta) \mid x \text{ is a proper prefix of } g(a) \}|$$

$$+ |\cup_{a \in \Sigma^{\pm 1}} \{ x \in F(\Delta) \mid x \text{ is a proper prefix of } h(a) \}|.$$

In the maps in Example 13, $\sigma(I) = 10 + 6 = 16$, and $\sigma(I') = 2 + 4 = 6$.

The process of reduction does not increase the prefix complexity, and we prove this by using the fact that, for any $a \in \Sigma^{\pm 1}$, the proper prefixes of $g(a)$ and $h(a)$ are in bijection with the proper initial subpaths of the petals of $\Gamma_g$ and $\Gamma_h$, respectively.

**Lemma 15.** Let $I = (\Sigma, \Delta, g, h)$ be an instance of the PCP$_{FG}$ with $g$ and $h$ immersions, and let $I'$ be the reduction of $I$. Then $\sigma(I') \leq \sigma(I)$.

**Proof.** We write $V_g \text{Core}(g,h) = \{(v_g, v) \in V \text{Core}(g,h) \mid v \in \Gamma_h \} = \delta_g^{-1}(v_g)$ for the set of vertices in the Core$(g,h)$ whose first component is the central vertex $v_g$ of $\Gamma_g$, and similarly for $V_h \text{Core}(g,h)$. Note that $V_g \text{Core}(g,h) \cap V_h \text{Core}(g,h) = \{v_{g,h}\}$.

By construction, each petal of $\Gamma_g$ and $\Gamma_h$ corresponds to a letter $a \in \Sigma^{\pm 1}$, and we shall denote the petal also by $a$. Write $PT_g$ for the set of reduced paths in a graph $\Gamma$. Similarly to $a \in PT_g$ and $a \in PT_h$, we map write $a \in P \text{Core}(g,h)$ for the petal in Core$(g,h)$ corresponding to $a \in (\Sigma')^{\pm 1}$. From now on, all paths are assumed to be reduced. Define
The algorithm for solving the AEP\textsubscript{FG} gives that there exists some non-trivial reduced word $x = a_1^{ι_1} \cdots a_n^{ι_n}$ such that $g(x) = h(x)$.

For a fixed number $n \geq 1$ there are obviously only finitely many words which have $n$ proper prefixes, and so the following is clear:

\textbf{Lemma 16.} There exist only finitely many distinct instances $I = (\Sigma, \Delta, g, h)$ of the PCP\textsubscript{FG} that satisfy $\sigma(I) \leq n$. 

As the reduction $I'$ of an instance $I$ gives $\sigma(I') \leq \sigma(I)$, and $|\Sigma'| \subseteq |\Sigma|$, this means that the process of iteratively computing reductions will eventually cycle.

\section{Solving the Algorithmic Equaliser Problem in free groups (AEP\textsubscript{FG})}

The algorithm for solving the AEP\textsubscript{FG} for immersions is analogous to the algorithm for marked free monoid morphisms in Section 2. Our algorithm starts by making reductions $I_0, I_1, I_2, \ldots$, beginning with $I_0 = I$, the input instance. By Lemma 16, we will obtain an instance $I_j = (\Sigma_j, \Delta, g_j, h_j)$ such that one of the following will occur:

1. $|\Sigma_j| = 1$.
2. $\sigma(I_j) = 0$.
3. there exists some $i < j$ with $I_i = I_j$ (sequence starts cycling).

Keeping in mind the fact that reductions preserve equalisers (Lemma 14), we obtain in each case a subset $\Sigma_{g,j}$ (possibly empty) which forms a basis for Eq($I_j$): For Case (1), writing $\Sigma_j = \{a\}$, the result holds as if $g(a^i) = h(a^i)$ then $g(a) = h(a)$ as roots are unique in a free group. For Case (2), $\sigma(I_j) = 0$ is equivalent to $|g(a)| = |h(a)| = 1$ for all $a \in \Sigma$. Suppose there exists some non-trivial reduced word $x = a_1^{ι_1} \cdots a_n^{ι_n}$ such that $g(x) = h(x)$. 

For a fixed number $n \geq 1$ there are obviously only finitely many words which have $n$ proper prefixes, and so the following is clear:

\textbf{Lemma 16.} There exist only finitely many distinct instances $I = (\Sigma, \Delta, g, h)$ of the PCP\textsubscript{FG} that satisfy $\sigma(I) \leq n$. 

As the reduction $I'$ of an instance $I$ gives $\sigma(I') \leq \sigma(I)$, and $|\Sigma'| \subseteq |\Sigma|$, this means that the process of iteratively computing reductions will eventually cycle.
Then as\( g \) and \( h \) are injective, the words \( g(a_{i_1})^{e_1} \cdots g(a_{i_n})^{e_n} \) and \( h(a_{i_1})^{e_1} \cdots h(a_{i_n})^{e_n} \) are freely reduced and hence are the same word, and so \( g(a_{i_j}) = h(a_{i_j}) \). The result then follows for Case (2). Case (3) has a more involved proof.

**Lemma 17.** Let \( I = (\Sigma, \Delta, g, h) \) be an immersive instance of the \( \text{PCP}_{FG} \) that starts a cycle (i.e. starting the reduction process with \( I \) eventually gives \( I \) again). If \( \text{Eq}(I) \) is non-trivial then a subset of \( \Sigma \) forms a basis for \( \text{Eq}(I) \).

**Proof.** There is a sequence of reductions beginning and ending at \( I \):
\[
I = I_0 \rightarrow I_1 \rightarrow \cdots \rightarrow I_{r-1} \rightarrow I_r = I
\]
where \( I_i = (\Sigma_i, \Delta_i, g_i, h_i) \). By Lemma 14, \( \text{Eq}(I_0) = g_1 g_2 \cdots g_r(\text{Eq}(I_r)) = \text{Eq}(I_r) \) and so \( \overline{g_r} = g_1 g_2 \cdots g_r \) restricts to an automorphism of \( \text{Eq}(I_0) \), that is, \( \overline{g_r} \in \text{Aut}(\text{Eq}(I_0)) \). For \( h_r \) defined analogously, \( \overline{h_r} \in \text{Aut}(\text{Eq}(I_0)) \). Write \( \text{Eq}(I_k)^{(n)} \) for the set of words in \( \text{Eq}(I_k) \) of length precisely \( n \), and \( \text{Eq}(I_k)^{(\leq n)} \) for the set of words in \( \text{Eq}(I_k) \) of length at most \( n \). Consider some \( x_0 \in \text{Eq}(I_0) \) and write \( x_r = \overline{g_r}^{-1}(x_0) \). Then
\[
\begin{align*}
x_0 &= g_1 g_2 \cdots g_r(x_r) = \overline{g_r}(x_r), \\
x_0 &= h_1 h_2 \cdots h_r(x_r) = \overline{h_r}(x_r).
\end{align*}
\]
By Lemma 12, both \( g_i \) and \( h_i \) are immersions for each \( i \), and so by Characterisation (3) of Lemma 9 we see that \( |g_i(w)| \geq |w| \) for all \( w \in F(\Sigma_i) \). Hence, \( |x_0| \geq |x_r| \). Therefore, for all \( m \geq 1 \) the map \( \overline{g_r} \) induces a map \( \overline{g_r}^{(m)} : \text{Eq}(I_r)^{(m)} \rightarrow \text{Eq}(I_r)^{(\leq m)} \). Clearly \( \overline{g_r}^{(1)} \) is a bijection, and so we inductively see that \( \overline{g_r}^{(m)} \) has image \( \text{Eq}(I_r)^{(m)} \). Therefore, the automorphism \( \overline{g_r} \) of \( \text{Eq}(I_0) \) is length-preserving (\( |\overline{g_r}(w)| = |w| \) for all \( w \in \text{Eq}(I) \)), and so maps the letters occurring in \( x_i \) to letters. Hence, \( g_0(= g_r) \) and \( h_0 (= h_r) \) map the letters occurring in \( x_r \) to letters, and it follows that every letter occurring in \( x_r \) is a solution to \( I_0 \). Hence, a subset \( \Sigma_{g,h} \) of \( \Sigma_r \) forms a basis for \( \text{Eq}(I_r) \).

We now prove the central theorem of this article, which gives an algorithm to describe \( \text{Eq}(I) \) as the image of an immersion. Note that not every subgroup of a free group is the image of an immersion: for example, if \( |\Sigma| = n \), then no subgroup of \( F(\Sigma) \) of rank \( > n \) is the image of an immersion. We store a morphism \( f : F(\Sigma) \rightarrow F(\Delta) \) as a list \( (f(a))_{a \in \Sigma} \).

**Theorem 18.** There exist an algorithm with input an immersive instance \( I = (\Sigma, \Delta, g, h) \) of the \( \text{PCP}_{FG} \) and output an immersion \( \psi_{g,h} : F(\Sigma_{g,h}) \rightarrow F(\Sigma) \) such that \( \text{Image}(\psi_{g,h}) = \text{Eq}(I) \).

**Proof.** Start by making reductions \( I = I_0 \rightarrow I_1 \rightarrow \cdots \). By Lemma 16 we will obtain an instance \( I_j = (\Sigma_j, \Delta, g, h) \) satisfying one of the Cases (1)–(3) above, and in each case a subset \( \Sigma_{g,h} \) of \( \Sigma_j \) forms a basis for \( \text{Eq}(I_j) \). Since \( \Sigma_j \) is computable, this basis is as well.

In order to prove the theorem, it is sufficient to prove that there is a computable immersion \( \psi_{g,h} : F(\Sigma_{g,h}) \rightarrow F(\Sigma) \). Consider the map \( \tilde{g} = g_1 g_2 \cdots g_j : F(\Sigma_j) \rightarrow F(\Sigma) \) (and the analogous \( \tilde{h} \)). Now, each \( g_i \) is an immersion, so \( \tilde{g} \) is the composition of immersions and hence is an immersion. Define \( \psi_{g,h} = \tilde{g} F(\Sigma_{g,h}) \). This map is computable from \( \tilde{g} \), and as \( \Sigma_{g,h} \subseteq \Sigma_j \), the map \( \psi_{g,h} \) is an immersion. As \( \text{Image}(\psi_{g,h}) = g_1 g_2 \cdots g_j(\text{Eq}(I_j)) = \text{Eq}(I) \), by Lemma 14 and the above, the result follows.

We now prove Corollary G, which solves the \( \text{AEP}_{FG} \) for immersions of free groups.

**Proof of Corollary G.** To algorithmically obtain a basis for \( \text{Eq}(I) \), first obtain the immersion \( \psi_{g,h} : F(\Sigma_{g,h}) \rightarrow F(\Sigma) \) given by Theorem 18. Then, recalling that we store \( \psi_{g,h} \) as a list \( (\psi_{g,h}(a))_{a \in \Sigma} \), the required basis is the set of elements in this list, so the set \( \{ \psi_{g,h}(a) \}_{a \in \Sigma} \) is a basis for \( \text{Eq}(I) \).
7 Sets of immersions

We now prove Theorem C and its corollaries. We first give a general result, from which the non-algorithmic part of Theorem C follows quickly. An immersed subgroup $H$ of a free group $F(\Sigma)$ is a subgroup which is the image of an immersion. The proof of Lemma 19 is fundamentally identical to the proof of Lemma 6, via Characterisation 1 of Lemma 9.

Lemma 19. If $\{H_j\}_{j \in J}$ is a set of immersed subgroups of $F(\Sigma)$ then the intersection $\bigcap_{j \in J} H_j$ is immersed.

Proof. Firstly, suppose $x, y \in H_j$ for some $j \in J$, and let $z$ be their maximal common prefix. Then $z$ decomposes uniquely as $z_1 z_2 \cdots z_n z_{n+1}'$ such that each $z_k \in H_j$. As $H_j$ is immersed, and as $z$ is a maximal common prefix of $x$ and $y$, we have that $z \in H_j$.

Now, suppose $x, y \in \bigcap_{j \in J} H_j$, and suppose they both begin with some letter $a \in \Sigma \cup \Sigma^{-1}$. By the above, their maximal common prefix $z_a$ is contained in each $H_j$ and so is contained in $\bigcap_{j \in J} H_j$. Therefore, $z_a$ is a prefix of every element of $\bigcap_{j \in J} H_j$ beginning with an $a$. It follows that $\bigcap_{j \in J} H_j$ is immersed, as required. ▶

The following lemma corresponds to the algorithmic part of Theorem C. Similar to the above, the proof of the lemma is fundamentally identical to the proof of Lemma 7.

Lemma 20. There exists an algorithm with input a finite set of immersions $S$ from $F(\Sigma)$ to $F(\Delta)$ and output an immersion $\psi_S : F(\Sigma_S) \to F(\Sigma)$ such that $\text{Image}(\psi_S) = \text{Eq}(S)$.

Proof. We proceed by inducting on $|S|$. By Theorem 18, the result holds if $|S| = 2$. Suppose the result holds for all sets of $n$ immersions, $n \geq 2$, and let $S$ be a set of $n + 1$ immersions. Take elements $g, h \in S$, and write $S_g = S \setminus \{g\}$. By hypothesis, we can algorithmically obtain immersions $\psi_{S_g} : F(\Sigma_{S_g}) \to F(\Sigma)$ and $\psi_{g,h} : F(\Sigma_{g,h}) \to F(\Sigma)$ such that $\text{Image}(\psi_{S_g}) = \text{Eq}(S_g)$ and $\text{Image}(\psi_{g,h}) = \text{Eq}(g, h)$.

By Lemma 12, there exists a (computable) immersion $\psi_S : F(\Sigma_S) \to F(\Sigma)$ such that $\text{Image}(\psi_S) = \text{Image}(\psi_{S_g}) \cap \text{Image}(\psi_{g,h})$ (the map $\psi_S$ corresponds to the map $k$ in the lemma, and $\Sigma_S$ to $\Sigma'$). Then we have the required equality:

$$
\text{Image}(\psi_S) = \text{Image}(\psi_{S_g}) \cap \text{Image}(\psi_{g,h})
= \text{Eq}(S_g) \cap \text{Eq}(g, h)
= \text{Eq}(S).
$$

We now prove Theorem C, which states that the equaliser is the image of a computable immersion.

Proof of Theorem C. By Lemma 19, there exists an alphabet $\Sigma_S$ and an immersion $\psi_S : F(\Sigma_S) \to F(\Sigma)$ such that $\text{Image}(\psi_S) = \text{Eq}(S)$, while by Lemma 20 if $S$ is finite then such an immersion can be algorithmically found. ▶

We now prove Corollary D, which solves the simultaneous PCP$_{FG}$ for immersions.

Proof of Corollary D. First find a basis for $\text{Eq}(I)$: obtain the immersion $\psi_{g,h} : F(\Sigma_{g,h}) \to F(\Sigma)$ given by Theorem C. Then, recalling that we store $\psi_{g,h}$ as a list $(\psi_{g,h}(a))_{a \in \Sigma}$, the required basis is the set of elements in this list, so the set $\{\psi_{g,h}(a)\}_{a \in \Sigma}$. Then $\text{Eq}(S)$ is trivial if and only if this basis is empty. ▶

Finally, we prove Corollary E, which says that $\text{Eq}(S)$ is of rank $\leq |\Sigma|$. 
Proof of Corollary E. Consider the immersion $\psi_{g,h} : F(\Sigma, g, h) \to F(\Sigma)$ given by Theorem C. As $\text{Image}(\psi_{g,h}) = \text{Eq}(S)$ we have that $\text{rk}(\text{Eq}(S)) \leq |\Sigma_{g,h}|$, while as $\psi_{g,h}$ is an immersion we have that $|\Sigma_{g,h}| \leq |\Sigma|$, and the result follows. ▶

8 Algorithm to compute the equaliser

Theorems A and C produce the equaliser of a set $S$ of morphisms as the image of a computable map $\psi_S$. For $S = \{g, h\}$, the structure of the algorithm that gives $\psi_S$ (as a list of elements representing the images of the generators) is given below. The values for $M$ in step 3 correspond to the number of instances of complexity $\leq \sigma(I)$, as explained in Section 9.

Algorithm 1 Structure of the algorithm that gives $\psi_S$.

1. Input $I = (\Sigma, \Delta, g, h)$.
2. Set $c := 0$, $i := 0$, $I_0 := I$.
3. Set $M := (|\Delta| + 1)^{|\Sigma|\leq(\sigma(I)+1)}$ (monoids) or $M := (2|\Delta|)^{|\Sigma|\leq(\sigma(I)+1)}$ (groups).
4. $i := i + 1$.
5. Reduce instance $I_{i-1}$ to $I_i$ (as in Sections 2 and 4); store $I_i$ in memory.
6. If $I_i$ has source alphabet of size 1 or $\sigma = 0$ then:
   a. Compute a basis $B$ for $\text{Eq}(I_i)$.
   b. Print composition($B$, $i$) (see below) and terminate.
7. If $I_i$ is simpler than $I_{i-1}$ (smaller source alphabet or $\sigma$) then set $c = 0$ and goto (4).
8. If $c > M$ then there exists a cycle which starts with $I_i$:
   a. Compute a basis $B$ for $\text{Eq}(I_i)$.
   b. Print composition($B$, $i$) and terminate.

Procedure composition($B$, $i$) computes the composition of a map, stored as a list $B$, with the maps obtained in the reduction process, indexed from $i$ downwards.

Algorithm 2 composition($B$, $i$).

1. Set $B := g_i(B)$, where $g_i$ is loaded from memory.
2. $i := i + 1$.
3. If $i \geq 0$, goto (1); else, output $B$.

9 Complexity analysis

The size of an instance $I = (\Sigma, \Delta, S)$, $S$ a set of morphisms, is $|\Sigma| + |\Delta| + \sum_{a \in S} \sum_{a \in S} |g(a)|$. The algorithm underlying Theorem A can be run with $O(2^n)$ space, where $n$ is the size of the input instance $I$, which gives a time bound of $O(2^n)$. The space grows exponentially, unlike in [11], because the algorithm computes instances that must each be stored (as the immersion $\psi_{g,h}$ is their composition; this corresponds to the function composition($B$, $i$), above). To obtain this space complexity, first suppose $|S| = 2$ (so consider the function pairs($g$, $h$), above). There are at most $(|\Delta| + 1)^{|\Sigma|\leq(\sigma(I)+1)}$ instances $I_j$ with $\sigma(I_j) \leq \sigma(I)$ [11, Proof of Lemma 3], which is $O(2^n)$. Every other procedure requires asymptotically less space, and hence if $|S| = 2$ we require $O(2^n)$ space. For $S = \{g_1, \ldots, g_k\}$, note that we only need to compute the immersions corresponding to $\text{Eq}(g_i, g_{i+1})$ for $1 \leq i < k$ (as these intersect to
give Eq(S), and these can all be stored in \((k-1) \times O(2^n) = O(2^n)\) space. Intersection corresponds to reduction, and reduction can be done in \(\text{PSPACE} \ [11, \text{Section } 6]\). Hence, the algorithm can be run in \(O(2^n)\) space.

Similarly, the algorithm underlying Theorem C runs in \(O(2^n)\) space, where \(n\) is the input size. The main difference to the above is that there are \(O(2^n)\) instances \(I_j\) with \(\sigma(I_j) \leq \sigma(I)\). To see this, write \(m := \sigma(I)\) and \(d := |\Delta|\). If \(I_j = (\Sigma_j, \delta_j, g_j, h_j)\) is such that \(\sigma(I_j) \leq m\) then \(|g(a)| \leq m + 1\) for all \(a \in \Sigma_j^{\pm 1}\), as \(g(a)\) has at most \(m\) proper prefixes, and similarly \(|h(a)| \leq m + 1\). There are \(2d(2d-1)^m\) freely reduced words of length \(m + 1\) in \(F(\Sigma_j)\), and so (by using the empty word) we see that there are at most \((2d)^{m+1}\) freely reduced words of length at most \(m + 1\). As each list of \(2|\Sigma_j|\) words defines an instance, there are at most \((2d)^{|2|\Sigma_j|}(m+1)\) instances that satisfy \(\sigma(I) \leq m\). This is \(O(2^n)\) as required.

10 The density of marked morphisms and immersions

Here we show that immersions and marked morphisms are not a negligible (i.e. density zero) subset of the entire set of free group and free monoid morphisms, respectively, but represent a strictly positive proportion of those.

Suppose \(\Sigma = \{a_1, \ldots, a_k\}\), and \(k = |\Sigma| \geq |\Delta| = m\). A morphism in a free monoid or free group, \(\phi : \Sigma^* \to \Delta^*\) or \(\phi : F(\Sigma) \to F(\Delta)\), is uniquely determined by \((\phi(a_1), \ldots, \phi(a_k))\).

We start with the monoid case. There are \(m^n\) words of length \(n\) in \(\Delta^*\), and \(\sum_{1 \leq i \leq n} m^i \sim cm^n\) words of length \(\leq n\), where \(c = \frac{m}{m-1}\) and we write \(a_n \sim b_n\) for \(\lim_{n \to \infty} \frac{a_n}{b_n} = 1\). If \(\alpha_n\) is the number of morphisms from \(\Sigma^*\) to \(\Delta^*\) with images of length at most \(n\), then \(\alpha_n \sim (cm^n)^k\).

Now let \(\beta_n\) be the number of morphisms from \(\Sigma^*\) to \(\Delta^*\) with images of length at most \(n\). For a marked morphism \(\phi\), each word in the list \((\phi(a_1), \ldots, \phi(a_k))\) must start with a different letter, followed by any word of length \(\leq n - 1\). Since there are \(\binom{m}{k}\) options for the first letters, \(\beta_n \sim \left(\binom{m}{k}\right)k!(cm^{n-1})^k\) and we get:

\[
\lim_{n \to \infty} \frac{\beta_n}{\alpha_n} = \lim_{n \to \infty} \frac{\left(\binom{m}{k}\right)k!(cm^{n-1})^k}{(cm)^k} = \frac{m!}{mk(m-k)!}.
\]

In the free group case the counting is similar, but there are more restrictions on the images of an immersion: first, all images need to be reduced words, and second, not just their first letters are constrained, but also their last letters. For some \(\phi\), let the set of first letters of \((\phi(a_1), \ldots, \phi(a_k))\) be \(F \subset \Delta^{\pm 1}\), and the set of inverses of the last letters be \(L \subset \Delta^{\pm 1}\). Then \(\phi : F(\Sigma) \to F(\Delta)\) is an immersion if all letters in \(F\) are distinct, all the letters in \(L\) are distinct, which implies \(|F| = |L| = k\), and furthermore \(F \cap L = \emptyset\). An image \(\phi(a_i)\) of length \(n\) has the form \(\phi(a_i) = ax_1x_2 \ldots x_{n-2}\beta\), where \(a \in F\), \(\beta^{-1} \in L\), \(x_i \in \Delta^{\pm 1}\), and \(\phi(a_i)\) is reduced, so \(x_1 \neq a^{-1}\) and \(x_{n-2} \neq \beta^{-1}\). Counting such words is more delicate than in the monoid case, but the asymptotics are similar, due to the following result ([6, Proposition 1]).

\[\textbf{Proposition 21.}\] Let \(A\) and \(B\) be subsets of \(\Delta^{\pm 1}\). The number of elements of length \(n\) in \(F(\Delta)\) that do not start with a letter in \(A\) and do not end with a letter in \(B\) is equal to

\[f_{A,B}(n) = \frac{(2m - |A|)(2m - |B|)(2m - 1)^{n-1} + xmn + (-1)^n(|A||B| - ym)}{2m},\]

where \(x = |A \cap B| - |A| - |B|\), \(y = |A \cap B| + |A| - |B|\), and \(m = |\Delta|\).
Let \( A = \{ \alpha^{-1} \} \) and \( B = \{ \beta^{-1} \} \); then since the number of possible \( \phi(a_i) \) of length \( \leq n \) is equal to the number of reduced words of length \( \leq n - 2 \) starting with a letter different from \( \alpha^{-1} \) and ending with a letter different from \( \beta^{-1} \), this number is \( \sum_{i, j \leq n - 2} f_{A, B}(j) \). Since \(|A| = |B| = 1\), \( f_{A, B}(j) \) is asymptotically \((2m - 1)^j\), and the number of possible \( \phi(a_i) \) is \( \sim c_1(2m - 1)^n - 2 \), where \( c_1 \) is a constant depending on \( m \). Thus for fixed sets \( F \) and \( L \) the number of immersions \( \phi \) with images in the ball of radius \( n \) is \( \sim \left( c_1(2m - 1)^{n-2} \right)^k \). Since there are only finitely many choices for sets \( F \) and \( L \) of first and last letters, respectively, and the number of \( k \)-tuples of elements in \( F(\Delta) \) of length \( \leq n \) is \( \sim \left( c_2(2m - 1)^n \right)^k \) for some constant \( c_2 \), the number of immersions over the total number of maps \( F(\Sigma) \to F(\Delta) \) is \( \sim \frac{\left( c_2(2m - 1)^n \right)^k}{\left( c_1(2m - 1)^{n-2} \right)^k} \); so as \( n \to \infty \), this ratio is a positive constant depending on \( k \) and \( m \).

---
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1 Introduction

Separability. Separability is a classical problem in theoretical computer science and mathematics. A set $S$ separates two sets $L, M$ if $L \subseteq S$ and $S \cap M = \emptyset$. Intuitively, a separator $S$ provides a certificate of disjointness, yielding information on the structure of $L, M$ up to some granularity. There are many elegant results in computer science and mathematics showing that separators with certain properties always exist, such as Lusin’s separation theorem in topology (two disjoint analytic sets are separable by a Borel set), Craig’s inter-
poliation theorem in logic (two contradictory first-order formulas can be separated by one containing only symbols in the shared vocabulary), in model theory (two disjoint projective classes of models are separable by an elementary class), in formal languages (two disjoint Büchi languages of infinite trees are separable by a weak language, generalising Rabin’s theorem [44]), in computability (two disjoint co-recursively enumerable sets are separable by a recursive set), in the analysis of infinite-state systems (two disjoint languages recognisable by well-structured transition systems are regular separable [17]), etc.

When separability is not trivial, one may ask whether the problem is decidable. Let \( C \) and \( S \) be two classes of sets. The \( S \)-separability problem for \( C \) amounts to decide whether, for every input sets \( L, M \in C \) there is a set \( S \in S \) separating \( L, M \). Many results of this kind exist when \( C \) is the class of regular languages of finite words over finite alphabets, and \( S \) ranges over piecewise-testable languages [40, 18] (later generalised to context-free languages [19] and finite trees [28]), locally and locally threshold testable languages [41], first-order logic definable languages [43] (generalised to some fixed levels of the first-order hierarchy [42]). For classes of languages \( C \) beyond the regular ones, decidability results are more rare. For example, regular separability of context-free languages is undecidable [45, 32, 34]. Nonetheless, there are positive decidability results for separability problems on several infinite-state models, such as Petri nets [12], Parikh automata [11], one-counter automata [16], higher-order and collapsible pushdown automata [30, 14], and others.

In this paper, we go beyond languages over finite alphabets, and we study the separability problem for timed languages, which we introduce next.

**Timed automata.** Nondeterministic timed automata are one of the most widespread model of real-time reactive systems. They consist of finite automata extended with real-valued clocks which can be reset and compared by inequality constraints. Alur and Dill’s seminal result showed PSPACE-completeness of the reachability problem [3], for which they received the 2016 Church Award [1]. This paved the way to the automatic verification of timed systems, eventually leading to mature tools such as UPPAAL [6], UPPAAL Tiga (timed games) [10], and PRISM (probabilistic timed automata) [36]. The reachability problem is still a very active research area to these days [23, 31, 2, 26, 27, 29], as well as expressive generalisations thereof, such as the binary reachability problem [15, 21, 35, 25].

**Deterministic timed automata** form a strict subclass of nondeterministic timed automata where the next configuration is uniquely determined from the current one and the timed input symbol. This class enjoys stronger properties, such as decidable universality/inclusion problems and complementability [3], and it is used in several applications, such as test generation [39], fault diagnosis [7], learning [49, 46]; defining winning conditions in timed games [4, 33, 8], and in a notion of recognisability of timed languages [37].

The \( k,m \)-deterministic separability problem asks, given two nondeterministic timed automata \( A \) and \( B \) with epsilon transitions, whether there exists a deterministic timed automaton \( S \) with \( k \) clocks and maximal constant bounded by \( m \) s.t. \( L(S) \) separates \( L(A), L(B) \). Likewise one defines \( k \)-deterministic separability, where only \( k \) is fixed but not \( m \). We can see \( A \) as recognising a set of good behaviours which we want to preserve and \( B \) recognising a set of bad behaviours which we want to exclude; a deterministic separator, when it exists, provides a compromise between these two conflicting requirements. To the best of our knowledge, separability problems for timed automata have not been investigated before. Our first main result is decidability of \( k, m \) and \( k \)-deterministic separability.

▶ **Theorem 1.1.** The \( k, m \) and \( k \)-deterministic separability problems are decidable.
Decidability of deterministic separability should be contrasted with undecidability of the corresponding membership problem [24, 48]. This is a rare circumstance, which is shared with languages recognised by one-counter nets [16], and conjectured to be the case for the full class of Petri net languages\(^1\). We solve the separability problem by reducing to an appropriate timed game (cf. Theorems 1.2 and 1.3 below). This forms the basis of our interest in defining and studying a non-trivial class of timed games, which we introduce next.

Timed games. We consider the following timed generalisation of Büchi-Landweber games [9]. There are two players, called Player I and Player II, which play taking turns in a strictly alternating fashion. At the \(i\)-th round, Player I selects a letter \(a_i\) from a finite alphabet and a nonnegative timestamp \(t_i\) from \(\mathbb{R}_{\geq 0}\), and Player II replies with a letter \(b_i\) from a finite alphabet. At doomsday, the two players have built an infinite play \(\pi = (a_1, b_1, t_1) (a_2, b_2, t_2) \cdots\), and Player I wins if, and only if, \(\pi\) belongs to her winning set, which is a timed language recognised by a nondeterministic timed automaton with \(\varepsilon\)-steps. For a fixed number of clocks \(k \in \mathbb{N}\) and maximal constant \(m \in \mathbb{N}\), the \(k,m\)-timed synthesis problem asks whether there is a finite-memory timed controller for Player II using at most \(k\) clocks and guards with maximal constant bounded by \(m\) in absolute value, ensuring that every play \(\pi\) conform to the controller is winning for Player II. Our second contribution is decidability of this problem.

\(\blacktriangleright\) Theorem 1.2. For every fixed \(k, m \in \mathbb{N}\), the \(k,m\)-timed synthesis problem is decidable.

We reduce to an untimed finite-state game with an \(\omega\)-regular winning condition [9]. This should be contrasted with undecidability of the same problem when the set of winning plays for Player II is a nondeterministic timed language (cf. [22] for a similar observation). The \(k\)-timed synthesis problem asks whether there exists a bound \(m \in \mathbb{N}\) s.t. the \(k,m\)-timed synthesis problem has a positive answer for Player II, which we also show decidable.

\(\blacktriangleright\) Theorem 1.3. For every fixed \(k \in \mathbb{N}\), the \(k\)-timed synthesis problem is decidable.

This requires the synthesis of the maximal constant \(m\), which is a very interesting a technical novelty not shared with the current literature on timed games. We design a protocol whereby Player II demands Player I to be informed when clocks elapse one time unit. We require that the number of such consecutive requests be finite, yielding a bound on \(m\) (when such a value exists).

Finally, we complement the two decidability results above by showing that the synthesis problem is undecidable when the number of clocks \(k\) available to Player II is not specified in advance (cf. Theorem 6.1).

There are many variants of timed games in the literature, depending whether the players must enforce a nonzeno play, who controls the elapse of time, concurrent actions, etc. [50, 38, 5, 22, 20]. In this terminology, our timed games are asymmetric (only Player I can elapse time) and turn-based (the two players strictly alternate).

2 Preliminaries

Let \(\mathbb{R}\) be the set of real numbers and \(\mathbb{R}_{\geq 0}\) the set of nonnegative real numbers. For two sets \(A\) and \(B\), let their Cartesian product be \(A \cdot B\). Let \(A^0 = \{\varepsilon\}\), and, for every \(n \geq 0\), \(A^{n+1} = A \cdot A^n\). The set of finite sequences over \(A\) is \(A^* = \bigcup_{n \geq 0} A^n\), \(A^\omega\) is the set of infinite

\(^1\) All these classes of languages have a decidable disjointness problem, however regular separability is not always decidable in this case [47].
Clocks, constraints, and regions. Let \( X = \{ x_1, \ldots, x_t \} \) be a finite set of clocks. A clock valuation is a function \( \mu \in \mathbb{R}^x_0 \) assigning a nonnegative real number \( \mu(x) \) to every clock \( x \in X \). For a nonnegative time lapse \( \delta \in \mathbb{R}_{\geq 0} \), we denote by \( \mu + \delta \) the valuation assigning \( \mu(x) + \delta \) to every clock \( x \); for a set of clocks \( Y \subseteq X \), let \( \mu|_Y \) be the valuation which is 0 on \( Y \) and agrees with \( \mu \) on \( X \setminus Y \). We write \( \mu_0 \) for the clock valuation mapping every clock \( x \in X \) to \( \mu_0(x) = 0 \). A clock constraint is a quantifier-free formula of the form

\[ \varphi, \psi \equiv \exists x_1, \ldots, x_t \, \bigl( x_1 \sim z \mid x_t \sim z \big| \sim \varphi \mid \varphi \wedge \psi \mid \varphi \vee \psi, \bigr), \]

where \( \sim \in \{ =, <, \leq, >, \geq \} \) and \( z \in \mathbb{Z} \). A clock valuation satisfies a constraint \( \varphi \), written \( \mu \models \varphi \), if interpreting each clock \( x_t \) by \( \mu(x_t) \) makes \( \varphi \) true. A constraint \( \varphi \) defines the set \( [\varphi] = \{ \mu \in \mathbb{R}^x_0 \mid \mu \models \varphi \} \) of all clock valuation it satisfies. When the set of clocks is fixed to \( X \) and the absolute value of constants is bounded by \( m \in \mathbb{N} \), we speak of \( X, m \)-constraints. Two valuations \( \mu, \nu \in \mathbb{R}^x_0 \) are \( X, m \)-region equivalent, written \( \mu \sim_{X,m} \nu \), if they satisfy the same \( X, m \)-constraints. An \( X, m \)-region \( [\mu]_{X,m} \subseteq \mathbb{R}^x_0 \) is an equivalence class of clock valuations w.r.t. \( \sim_{X,m} \). For fixed finite \( X \) and \( m \in \mathbb{N} \) there are finitely many \( X, m \)-regions; let \( \text{Reg}(X, m) \) denote this set. Let \( \mu_0 = \lambda x.0 \) and \( r_0 = [\mu_0]_{X,m} \) be its region. We write \( r \models \varphi \) for a region \( r \in \text{Reg}(X, m) \) whenever \( \mu \models \varphi \) for some \( \mu \in r \) (equivalently, for all such \( \mu \)'s). The characteristic clock constraint \( \varphi_r \) of a region \( r \in \text{Reg}(X, m) \) is the unique constraint (up to logical equivalence) s.t. \([\varphi_r] = r\). When convenient, we deliberately confuse regions with their characteristic constraints. For two regions \( r, r' \in \text{Reg}(X, m) \) we write \( r \prec r' \) whenever \( r = [\mu]_{X,m}, r' = [\mu + \delta]_{X,m} \) for some \( \delta > 0 \), and \( r \neq r' \).

Timed automata. A (nondeterministic) timed automaton is a tuple \( A = (\Sigma, L, X, I, F, \Delta) \), where \( \Sigma \) is a finite input alphabet, \( L \) is a finite set of control locations, \( X \) is a finite set of clocks, \( I, F \subseteq L \) are the subsets of initial, resp., final, control locations, and \( \Delta \) is a finite set of transition rules of the form \( t_r = (p, a, \varphi, Y, q) \in \Delta \), with \( p, q \in L \) control locations, \( a \in \Sigma \), \( \varphi \) a clock constraint to be tested and \( Y \subseteq X \) the set of clocks to be reset to 0. A configuration of a timed automaton \( A \) is a pair \((\mu, p)\) consisting of a control location \( p \in L \) and a clock valuation \( \mu \in \mathbb{R}^x_0 \). It is \textit{initial} if \( p = 0 \) and \( \mu = \mu_0 \). It is \textit{final} if \( p = 0 \) is so. Every transition rule \( t_r \) induces a discrete transition between configurations \((p, \mu) \xrightarrow{t_r, \delta} (q, \nu)\) when \( \mu \models \varphi \) and \( \nu = \mu[Y \rightarrow 0] \). Intuitively, a discrete transition consists of a test of the clock constraint \( \varphi \), reset of clocks \( Y \), and step to the location \( q \). Moreover, for every nonnegative \( \delta \in \mathbb{R}_{\geq 0} \) and every configuration \((p, \mu)\) there is a time-elapse transition \((p, \mu) \xrightarrow{\delta} (p, \mu + \delta)\). The timed language \( \varepsilon \)-recognised by \( A \), denoted \( L_\varepsilon(A) \), is the set of finite timed words \( w = (a_1, t_1) \cdots (a_n, t_n) \in (\Sigma \times \mathbb{R}_{\geq 0})^* \) s.t. there is a sequence of transitions \((p_0, \mu_0) \xrightarrow{t_1, \delta_1} \cdots \xrightarrow{t_n, \delta_n} (p_n, \mu_n)\) where \( p_0 \in I \) is initial, \( \mu_0(x) = 0 \) for every clock \( x \in X \), \( p_n \in F \) is final, and, for every \( 1 \leq i \leq n \), \( \delta_i = t_i - t_{i-1} \) (where \( t_0 = 0 \)) and \( t_r \) is of the form \((p_{i-1}, a_{i-1}, \ldots, p_i)\). The timed \( \omega \)-language \( L_\omega(A) \subseteq (\Sigma \times \mathbb{R}_{\geq 0})^\omega \) is defined in terms of sequences as above with the condition that \( p_i \in F \) infinitely often. We obtain the timed language \( L(A) = \pi(L_\omega(A)) \subseteq (\Sigma \times \mathbb{R}_{\geq 0})^* \), resp., \( \omega \)-language \( L_\omega(A) = \pi(L_\omega(A)) \subseteq (\Sigma \times \mathbb{R}_{\geq 0})^\omega \) recognised by \( A \), where \( \pi \) is the mapping that removes letters of the form \((\varepsilon, \_).) \).
A timed automaton (without ε-transitions) is deterministic if it has exactly one initial location and, for every two rules \((p, a, \varphi, Y, q), (p, a, \varphi', Y', q')\) with \([\varphi \land \varphi'] \neq \emptyset\), we have \(Y = Y'\) and \(q = q'\). We write NTA, DTA for the classes of nondeterministic, resp., deterministic timed automata without epsilon transitions. When the number of clocks in \(X\) is bounded by \(k\) we write \(k\)-NTA, resp., \(k\)-DTA. When the absolute value of the maximal constant is additionally bounded by \(m \in \mathbb{N}\) we write \(k, m\)-NTA, resp., \(k, m\)-DTA. When epsilon transitions are allowed, we write NTA\(^\ast\). A timed language is called NTA language, DTA language, and so on, if it is recognized by a timed automaton in the respective class. A \(k, m\)-DTA with clocks \(X\) is regionised if each constraint is a characteristic constraint \(\varphi_r\) of some region \(r \in \text{Reg}(X, m)\) and for each location \(p\), input \(a \in \Sigma\), and \(r \in \text{Reg}(X, m)\) there is a (necessarily unique) transition rule of the form \((p, a, \varphi_r, Y, q)\). It is well-known that a \(k, m\)-DTA can be transformed into an equivalent regionised one by adding exponentially many transitions.

\begin{itemize}
  \item \textbf{Example 2.1} (NTA language which is not a DTA language). Let \(\Sigma = \{a\}\) be a unary alphabet and let \(L\) be the set of timed words of the form \((a, t_1) \ldots (a, t_n)\) s.t. \(t_n - t_1 = 1\) for some \(1 \leq i < n\). \(L = L(A)\) for the timed automaton \(A = (\Sigma, L, X, I, F, \Delta)\) with a single clock \(X = \{x\}\) three locations \(L = \{p, q, r\}\), of which \(I = \{p\}\) is initial and \(F = \{r\}\) is final, and transitions rules \((p, a, \text{true}, \emptyset, p)\), \((p, a, \text{true}, \{x\}, q)\), \((q, a, x < 1, \emptyset, q)\), \((q, a, x = 1, \emptyset, r)\) \(\in \Delta\). Intuitively, in \(p\) the automaton waits until it guesses that the next input will be \((a, t_1)\), at which point it moves to \(q\) by resetting the clock (and subsequently reading \(a\)). From \(q\), the automaton can accept by going to \(r\) only if exactly one time unit elapsed since \((a, t_1)\). There is no DTA recognising \(L\), since in order to recognise \(L\) deterministically one must store all timestamps in the last unit interval, and thus no bounded number of clocks suffices.
  \item \textbf{Example 2.2}. The complement of \(L\) from Example 2.1 can be recognised by an NTA with two clocks. Indeed, a timed word \((a, t_1) \ldots (a, t_n)\) is not in \(L\) if either of the following conditions hold:
    \begin{enumerate}
      \item its length \(n\) is at most 1, or
      \item the total time elapsed between the first and the last letter is less than one time unit \(t_n - t_1 < 1\), or
      \item there is a position \(1 \leq i < n\) s.t. \(t_n - t_i > 1\) and \(t_n - t_{i+1} < 1\).
    \end{enumerate}
   It is easy to see that two clocks suffice to nondeterministically check the conditions above.
\end{itemize}

Since checking whether an NTA recognises a deterministic language is undecidable [24, 48], there is no recursive bound on the number of clocks sufficient to deterministically recognise an NTA language (whenever possible). Thus NTA can be non-recursively more succinct than DTA w.r.t. number of clocks. However, in general such NTA recognise timed languages whose complement is not an NTA language. The next example shows a timed language which is both NTA and co-NTA recognisable, however the number of clocks of an equivalent DTA is at least exponential in the number of clocks of the NTA.

\begin{itemize}
  \item \textbf{Example 2.3}. For \(k \in \mathbb{N}\), let \(L_k\) be the set of strictly monotonic timed words \((a, t_1) \ldots (a, t_n)\) s.t. \(t_n - t_1 = 1\) where \(i = n - 2^k\). The language \(L_k\) can be recognised by a \((2 \cdot k + 2)\)-clock NTA \(A_k\) of polynomial size. There are clocks \(x_0, x_1, \ldots, x_k\) and \(y_0, y_1, \ldots, y_k\). Clock \(x_0\) is used to check strict monotonicity. Clock \(y_0\) is reset when the automaton guesses \((a, t_i)\). The automaton additionally keeps track of the length of the remaining input. This is achieved by implementing a \(k\)-bit binary counter, where \(x_j = y_j\) represents that the \(j\)-th bit is one. In order to set the \(j\)-th bit to one, the automaton resets \(x_j, y_j\); to set it to zero, it resets only \(x_j\). This is correct thanks to strict monotonicity. At the end the automaton checks \(y_0 = 1\) and that the binary counter has value \(2^k\). Any deterministic automaton recognising
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Let \( L_k \) requires exponentially many clocks to store the last \( 2^k \) timestamps. The complement of \( L_k \) can be recognised by a \((2 \cdot k + 2)\)-clock NFA of polynomial size. Indeed, a timed word is not in \( L_k \) if any of the following conditions hold:
1) its length \( n \) is \( \leq 2^k \), or
2) \( t_n - t_i < 1 \) with \( i = n - 2^k \), or
3) \( t_n - t_i > 1 \) with \( i = n - 2^k \).

The automaton guesses which condition holds and uses a \( k \)-bit binary counter as above to check that position \( i \) has been guessed correctly.

3 Timed synthesis games

Let \( A \) and \( B \) be two finite alphabets of actions and let \( W \subseteq (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega \) be a language of timed \( \omega \)-words over the alphabet \( A \cdot B \). The timed synthesis game \( G_{A,B}(W) \) is played by Player I and Player II in rounds. At round \( i \geq 0 \), Player I chooses a timed action \( a_i \cdot t_i \in A \cdot \mathbb{R}_{\geq 0} \) and Player II replies immediately with an untimed action \( b_i \in B \). The game is played for \( \omega \) rounds, and at doomsday the two players have produced an infinite play

\[
\pi = a_1 b_1 t_1 a_2 b_2 t_2 \cdots \in (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega.
\]

Player I wins the game if, and only if, \( \pi \in W \).

Let \( k \in \mathbb{N} \) be a bound on the number of available clocks \( X = \{x_1, \ldots, x_k\} \), and let \( m \in \mathbb{N} \) be a bound on the maximal constant. A \( k,m \)-controller for Player II in \( G_{A,B}(W) \) is a regionised \( k,m \)-dta \( M = (A, B, L, \ell_0, \delta) \) with input alphabet \( A \) and output alphabet \( B \), where \( L \) is a set of memory locations, \( \ell_0 \in L \) is the initial memory location, and \( \delta : L \cdot A \cdot \text{Reg}(k,m) \to L \cdot B \cdot 2^k \) is the update function mapping the current memory \( \ell \in L \), input \( a \in A \), and region \( \varphi \in \text{Reg}(k,m) \) to \( \delta(\ell, a, \varphi) = (\ell', b, Y) \), where \( \ell' \in L \) is the next memory location, \( b \in B \) is an output symbol, and \( Y \subseteq X \) is the set of clocks to be reset.

We define by mutual induction the notion of \( M \)-conform partial runs \( \text{Run}(M) \subseteq L \cdot \mathbb{R}^k_{\geq 0} \cdot (A \cdot B \cdot \mathbb{R}_{\geq 0} \cdot L \cdot \mathbb{R}^k_{\geq 0})^* \), and the strategy \( [M] : \text{Run}(M) \cdot A \cdot \mathbb{R}_{\geq 0} \to L \cdot \mathbb{R}^k_{\geq 0} \cdot B \) induced by the controller on conform runs as follows: Initially, \((\ell_0, \mu_0) \in \text{Run}(M)\), where \( \mu_0(x) = 0 \) for every clock \( x \in X \). Inductively, for every \( n \geq 0 \) and every \( M \)-conform partial run \( \rho = (\ell_0, \mu_0) (a_1, b_1, t_1, \ell_1, \mu_1) \cdots (a_n, b_n, t_n, \ell_n, \mu_n) \in \text{Run}(M) \),

\[
\rho = (\ell_{n+1}, \mu_{n+1}) (a_{n+1}, b_{n+1}, t_{n+1}, \ell_{n+1}, \mu_{n+1}) \in \text{Run}(M)
\]

and for every \((a_{n+1}, b_{n+1}, t_{n+1}) \in A \cdot \mathbb{R}_{\geq 0} \), we define \( [M] (\rho \cdot a_{n+1} \cdot t_{n+1}) = (\ell_{n+1}, \mu_{n+1} + \delta_{b_{n+1}}) \) for the unique \((\ell_{n+1}, \mu_{n+1} + \delta_{b_{n+1}}) \in L \cdot \mathbb{R}^k_{\geq 0} \cdot B \) s.t. \( \delta_{b_{n+1}} = (\ell_n, a_{n+1}, \varphi_{b_{n+1}}, \delta_{b_{n+1}}) = (\ell_{n+1}, b_{n+1}, Y) \) and \( \mu_{n+1} = (\mu_n + \delta_{b_{n+1}})[Y \mapsto 0] \), where \( \delta_{b_{n+1}} = t_{n+1} - t_n \) (with \( t_0 = 0 \)). Moreover, \( \rho \cdot a_{n+1} \cdot b_{n+1} \cdot t_{n+1}, \ell_{n+1}, \mu_{n+1} \in \text{Run}(M) \). An infinite \( M \)-conform run is any sequence \( \rho \in L \cdot \mathbb{R}^k_{\geq 0} \cdot (A \cdot B \cdot \mathbb{R}_{\geq 0} \cdot L \cdot \mathbb{R}^k_{\geq 0})^\omega \) such that every finite prefix thereof is \( M \)-conform; let \( \text{Run}_\omega(M) \) be the set of such \( \rho \)'s. Let \( r2p(\rho) \in (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega \) be the corresponding play \( \pi = r2p(\rho) \) as in (1) obtained by dropping locations and clocks valuations. The controller \( M \) is winning if every infinite \( M \)-conform run \( \rho \) satisfies \( r2p(\rho) \not\in W \). A \( k \)-controller is \( k,m \)-controller for some \( m \in \mathbb{N} \). For fixed \( k,m \in \mathbb{N} \), the \( k,m \)-timed synthesis problem asks, given \( A,B \) and an NFA \( W \subseteq (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega \), whether Player II has a winning \( k,m \)-controller in \( G_{A,B}(W) \); the \( k \)-timed synthesis problem asks instead for a \( k \)-controller; finally, the timed synthesis problem asks whether there exists a controller. The 0,0-timed synthesis problem is equivalent to untimed synthesis problem, which is decidable by the Büchi-Landweber Theorem [9, Theorem IV]:

**Lemma 3.1** (cf. [13, Appendix A]). The 0,0-synthesis problem is decidable.
4 Deterministic separability

In this section we prove our first main result Theorem 1.1: we show that the $k,m$ and $k$-deterministic separability problems are decidable. We begin with a motivating example of nonseparable languages.

► Example 4.1. Consider the NTA language $L$ from Example 2.1. Thanks to Example 2.2 its complement is also a NTA language. Since neither $L$ nor its complement are deterministic, they cannot be deterministically separable.

Moreover, a deterministic separator, when it exists, may need exponentially many clocks.

► Example 4.2. We have seen in Example 2.3 an $O(k)$-clock NTA language s.t. 1) its complement is also an $O(k)$-clock NTA language, and 2) any DTA recognising it requires $2^k$ clocks. Thus, a deterministic separator may need exponentially many clocks in the size of the input NTA.

In the rest of the section we show how to decide the separability problems. We reduce the $k,m$-deterministic separability to $k,m$-timed synthesis, and $k$-deterministic separability to $k$-timed synthesis, for every fixed $k,m \in \mathbb{N}$. Let $A,B$ be two NTA over alphabet $\Sigma$, and let $X$ be a set of $k$ clocks. We build a timed synthesis game where the two sets of actions are

$$A = \Sigma \quad \text{(Player I)}, \quad B = \{\text{acc}, \text{rej}\} \quad \text{(Player II)}.$$

We define a projection function $\text{proj}(a,b,t) = (a,t)$, which is extended pointwise to finite and infinite timed words $\text{proj}((a_0,b_0,t_0)(a_1,b_1,t_1)\cdots) = (a_0,t_0)(a_1,t_1)\cdots$ and timed languages $\text{proj}(L) = \{\text{proj}(w) \mid w \in L \subseteq (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega\}$. Let $\text{Acc, Rej} \subseteq (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega$ be sets of those timed words ending in a timed letter of the form $(\_ , \text{acc}, \_)$, resp., $(\_ , \text{rej}, \_ )$. The winning condition for Player I is

$$W_0 = (\text{proj}^{-1}(L(A)) \cap \text{Rej} \cup \text{proj}^{-1}(L(B))) \cap \text{Acc} \cdot (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega.$$  \hspace{1cm} (3)

Crucially, we observe that $W_0$ is a NTA language since $L(A), L(B), \text{Rej, Acc}$ are so, and this class is closed under inverse homomorphic images, intersections, and unions. The following lemma states the correctness of the reduction.

► Lemma 4.3. There is a $k,m$-controller for Player I in $G_{A,B}(W_0)$ if, and only if, $L(A), L(B)$ are $k,m$-deterministically separable.

Proof. Let $\mathcal{M} = (A,B,L,\ell_0,\delta)$ be a winning $k,m$-controller for Player II in $G = G_{A,B}(W_0)$. Let $X = \{x_1, \ldots, x_k\}$ be clocks of $\mathcal{M}$. We construct a separator $S = (\Sigma, L \times X, I, F, \Delta) \in k,m$-DTA, where $I = \{(\ell_0, \text{acc})\}$ if $\varepsilon \in L(A)$ and $I = \{(\ell_0, \text{rej})\}$ otherwise, $F = L \times \{\text{acc}\}$, and

$$(\ell,b,a,\varphi,Y,(\ell',b'),\delta) \in \Delta \quad \text{if, and only if,} \quad \delta(t,a,\varphi) = (t',b',Y). \hspace{1cm} (4)$$

We show that $L(S)$ separates $L(A), L(B)$ using the fact that $S$ is deterministic. In order to show $L(A) \subseteq L(S)$, let $w = (a_1,t_1) \cdots (a_n,t_n) \in L(A)$ and let Player I play this timed word in $G$. Let the corresponding $\mathcal{M}$-conform partial play be $\pi = (a_1,b_1,t_1) \cdots (a_n,b_n,t_n)$. Since $\mathcal{M}$ is winning, $\pi$ does not extend to an infinite word in $W_0$, and in particular $\pi \notin \text{proj}^{-1}(L(A)) \cap \text{Rej}$. But $\text{proj}(\pi) = w \in L(A)$ by assumption, and thus $b_n = \text{acc}$. The unique run of $S$ on $w$ ends up in an accepting control location of the form $(\_ , b_n)$, and thus $w \in L(S)$, as required. The argument showing that $L(S) \cap L(B) = \emptyset$ is similar, using the fact that $S$ is deterministic and must reach $b_n = \text{rej}$ and thus reject all words $(a_1,t_1) \cdots (a_n,t_n) \in L(B)$. 
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For the other direction, let $S = (\Sigma, L, X, \{\ell_0\}, F, \Delta) \in k, m$-DTA be a deterministic separator. We construct a winning $k, m$-controller for Player II in $G$ of the form $M = (A, B, L, \ell_0, \delta)$ where $\delta(\ell, a, \varphi) = (\ell', b, \gamma)$ for the unique $y, \ell', b \text{ s.t. } (\ell, a, \varphi, y, \ell') \in \Delta$ and $b = \text{acc}$ iff $\ell' \in F$. In order to argue that $M$ is winning in $G$, let $\pi = (a_1, b_1, t_1)(a_2, b_2, t_2) \cdots \in (A \cdot B \cdot k, m)$ be an $M$-conform play. By construction of $M$ we have:

\begin{itemize}
  \item For every finite nonempty prefix $\pi' = (a_1, b_1, t_1) \cdots (a_n, b_n, t_n)$ of $\pi$, $\text{proj}(\pi') \in L(S)$ if, and only if $b_n = \text{acc}$.
\end{itemize}

Knowing that $L(A) \subseteq S$, we deduce that no prefix of $\pi$ belongs to $\text{proj}^{-1}(L(A)) \cap \text{Rej}$. Similarly, knowing that $L(S) \cap L(B) = \emptyset$, we deduce that no prefix of $\pi$ belongs to $\text{proj}^{-1}(L(B)) \cap \text{Acc}$. Thus $\pi \notin W_0$ and therefore $M$ is winning.

\section{5 Solving the timed synthesis problems}

The second main result of this paper is decidability of the $k, m$-timed synthesis problem and of the $k$-synthesis problem, i.e., when the maximal constant $m$ is not specified in advance (Theorems 1.2 and 1.3). This will be achieved in four steps. In the first two steps (see [13, Appendices B.1 and B.2]) we make certain easy simplifying assumptions that winning conditions $W$ are strictly monotonic, and zero-starting: all words $(a_1, t_1)(a_2, t_2) \cdots \in W$ satisfy $t_1 = 0$. The main technical construction is in Section 5.1, where we prove Theorem 1.2 in such a way that we will easily obtain Theorem 1.3 as a corollary thereof in Section 5.2.

The decidability results of this section are tight, since timed synthesis is undecidable when $k$ is not fixed (cf. Theorem 6.1).

\subsection{5.1 Solving the $k, m$-timed synthesis problem}

In this section we prove Theorem 1.2 by reducing the $k, m$-timed synthesis problem to a 0, 0-timed synthesis problem, which is decidable by Lemma 3.1. This is the most technically involved section. The structure of the reduction will be useful in Section 5.2 to show decidability of the $k$-timed synthesis problem.

Let $X$ be a fixed set of clocks of size $|X| = k$ and let $m \in \mathbb{N}$ be a fixed bound on constants. We reduce the $k, m$-synthesis problem to the 0, 0-synthesis problem by designing a protocol in which Player II, to compensate his inability to measure time elapse, can request certain clocks to be tracked. In addition, we design the Player I’s winning condition that obliges her to remind whenever the value of any tracked clock is an integer, by submitting expiry information one time unit after a corresponding request.

Let $\text{fract}(x)$ stand for the fractional part of the value of a clock $x$. For $Y_1, Y_2 \subseteq X$, two (partial) clock valuations $\mu \in \mathbb{R}_{\geq 0}^{Y_1}, \nu \in \mathbb{R}_{\geq 0}^{Y_2}$ are fractional region equivalent if $Y_1 = Y_2$ and they exhibit the same relations between fractional parts of clocks: $\mu \models \text{fract}(x) < \text{fract}(x')$ iff $\nu \models \text{fract}(x) < \text{fract}(x')$ and $\mu \models \text{fract}(x) = 0$ iff $\nu \models \text{fract}(x) = 0$, for all $x, x' \in Y_1$. By a (partial) fractional $X$-region $f$ we mean an equivalence class of this equivalence relation. All elements $\mu \in \mathbb{R}_{\geq 0}^{Y}$ in $f$ have the same domain $Y$, which we denote by $\text{dom}(f) = Y$. Let
\(0(\mathcal{f}) = \{ x \in \text{dom}(\mathcal{f}) \mid \mathcal{f} \models \text{fract}(x) = 0 \}\). Let \(\text{FReg}(\mathcal{X})\) be the set of all fractional \(\mathcal{X}\)-regions, including the empty one \(\mathcal{f}_0\) with \(\text{dom}(\mathcal{f}_0) = \emptyset\). For \(x \in \text{Reg}(\mathcal{X}, m)\) and \(\mathcal{f} \in \text{FReg}(\mathcal{X})\), we say that \(\mathcal{f}\) agrees with \(x\) if they give the same answer for clocks \(x, y \in \text{dom}(\mathcal{f})\):

- \(\mathcal{f} \models \text{fract}(x) < \text{fract}(y)\) if, and only if, \(x \models \text{fract}(x) < \text{fract}(y) \lor x > m \lor y > m\);
- \(\mathcal{f} \models \text{fract}(x) = 0\) if, and only if, \(x \models \text{fract}(x) = 0 \lor x > m\).

The successor relation between regions induces a corresponding relation between fractional regions: \(\mathcal{f} \preceq \mathcal{f}'\) whenever \(\text{dom}(\mathcal{f}) = \text{dom}(\mathcal{f}')\), \(\mathcal{f}\) agrees with some \(x\), \(\mathcal{f}'\) agrees with some \(x'\), and \(x \preceq x'\). The immediate successor is the minimal \(\mathcal{f}'\) with \(\mathcal{f} \prec \mathcal{f}'\). Finally, the successor region of \(\mathcal{r}\) agreeing with \(\mathcal{f}\) is \(\text{SUCC}_2(m)(\mathcal{r}, \mathcal{f}) = \min_\prec \{ \mathcal{r}' \supseteq \mathcal{r} \mid \mathcal{f} \text{ agrees with } \mathcal{r}' \}\). In the sequel we apply clock resets also to regions \(x[Y \mapsto 0]\) and fractional regions.

Let the original game \(G = G_{A,B}(W)\) have action alphabets \(A, B\) and Player I’s winning condition \(W \subseteq (A \cdot B \cdot \mathbb{R}_{\geq 0})^*\). Thanks to [13, Appendices B.1 and B.2] we assume that \(W\) is both strictly monotonic and zero starting. We design a new game \(G' = G'_{A',B'}(W_m'_{k,m})\) as follows. We take as the new action alphabets the sets

\[
A' = (A \cup \{\square\}) \cdot \text{FReg}(\mathcal{X}) \quad \text{and} \quad B' = (B \cup \{\square\}) \cdot 2^X.
\]

(5)

The players’ action sets \(A', B'\) depend only on the set of clocks \(X\) and do not depend on the maximal constant \(m\). Moves of the form \(\square \ldots \square\) are improper and the other ones (i.e., those involving an \(A\) or \(B\) component) are proper. Let an infinite play be of the form

\[
\pi = (a_1', b_1', t_1) (a_2', b_2', t_2) \cdots \in (A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega, \quad \text{with } a_i' = (a_i, \mathcal{f}_i) \quad \text{and} \quad b_i' = (b_i, Y_i).
\]

(6)

The domain \(T_i = \text{dom}(\mathcal{f}_i)\) of a fractional region denotes the clocks tracked at time \(t_i\), i.e., those for which Player I needs to provide expiry information. Sets \(Y_i\)’s denote clocks which Player II wants to be continued to be tracked: by an \(x\)-request at time \(t_i\), we mean a Player II’s move \(b_i'\) with \(x \in Y_i\). An \(x\)-request at time \(t_i\) is cancelled if there is another \(x\)-request for the same clock at some time \(t_j < u < t_i + 1\). An improper \(x\)-request chain starting at time \(t_i\) of length \(l \geq 1\) is a sequence of improper non-cancelled \(x\)-requests at times \(t_i, t_i + 1, \ldots, t_i + l - 2\), followed by an improper (but possibly cancelled) \(x\)-request at time \(t_i + l - 1\). Likewise one defines an infinite improper \(x\)-request chain starting at time \(t_i\).

**Example 5.1.** Before defining the winning set \(W_m'_{k,m}\) formally, we illustrate the underlying idea. Consider the following partial play \((a_1, b_1, 0) (a_2, b_2, 4.2) (a_3, b_3, 6) \in (A \cdot B \cdot \mathbb{R}_{\geq 0})^*\) in \(G\):

\[
\begin{array}{cccccccc}
0 & 1 & 2 & 3 & 4 & 5 & 6 & \text{time} \\
\begin{array}{c}
\bullet \quad a_1 \n \\
\bullet \quad b_1
\end{array} & \begin{array}{c}
\bullet \quad a_2 \n \\
\bullet \quad b_2
\end{array} & \begin{array}{c}
\bullet \quad a_3 \n \\
\bullet \quad b_3
\end{array}
\end{array}
\]

In \(G'\), Player II demands Player I to provide clock expiry information. Let \(X = \{x, y\}\) and \(m = 3\). Suppose Player II wants to make sure that \(a_2\) comes at time \(> 3\). To this end, she makes an \(x\)-request chain of length 3 (we write \(x\) instead of \(\text{fract}(x)\); \(f_\emptyset\) denotes the fractional \(X\)-region agreeing with \(\emptyset\)):
Thus the conditions above assure that Player I provides exactly all expiry information for $x$; the expiry information for $x$ is provided by Player I precisely when the fractional part of $x$ is 0.

In order to define $W'_{k,m}$ it will be convenient to have the following additional data extracted from $\pi$. Let $\delta_i = t_i - t_{i-1} \geq 0$ be the time elapsed by Player I at round $i$ (with $t_0 = 0$). Furthermore, let $\nu_0 = \lambda x \cdot 0$ be the initial clock valuation, and, for $i \geq 0$, let

$$\nu_{i+1} = (\nu_i + \delta_{i+1})[y_{i+1} \mapsto 0].$$

(7)

In words, every $x$-request is interpreted as reset of clock $x$. The winning condition $W'_{k,m}$ in the new game will impose, in addition to $W$, the following further conditions to be satisfied by Player I in order to win. Let $W_1^I \subseteq (A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega$ be the set of plays $\pi$ as in (6) which are zero-starting ($t_1 = 0$), strictly monotonic and, for every $i \geq 1$:

1. For every $x \in X$, $x$ is expired at time $t_i$ if, and only if, $t_i \geq 1$ and there is a non-cancelled $x$-request at an earlier time $t_j = t_i - 1$.
2. Tracked clocks are consistent with requests: for every clock $x \in X$, $x$ is tracked $x \in T_i$ at time $t_j$ if, and only if, there is an $x$-request at an earlier time $t_j$ with $t_j - 1 \leq t_j < t_i$.
3. The fractional regions are correct: $f_i$ agrees with $[(\nu_{i-1} + \delta_i)]x_i$.

Thus the conditions above assure that Player I provides exactly all expiry information requested by Player II in a timely manner, and the fractional regions $f_i$ are consistent with the requests and time elapse. Note that any play in $W_1^I$ satisfies $0 < \nu_i(x) \leq 1$ for every $i \geq 1$ and $x \in T_i$. Indeed, positivity is due to strict monotonicity, and the upper bound due to the conditions 1–3. Provided Player I satisfies $W_1^I$, she wins whenever Player II violates any of the conditions below: Let $W_1^H \subseteq (A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega$ be the set of plays $\pi$ as in (6) s.t.

4. Player II plays a proper move iff Player I does so.
5. Every improper Player II’s $x$-request $b'_i$ is a response to Player I’s expiry information for $x$: $y_i \subseteq 0(f_i)$. (Proper $x$-requests are allowed unconditionally.)
6. For every clock $x \in X$, the length Player II’s improper $x$-request chains is $< m$. This is the only component in the winning condition which depends on $m$.

Consider the projection function $\phi : (A' \cdot B' \cdot \mathbb{R}_{\geq 0}) \to (A \cdot B \cdot \mathbb{R}_{\geq 0}) \cup \{\varepsilon\}$ s.t. $\phi((a,\_),(b,\_),t) = \varepsilon$ if $a = \square$ or $b = \square$, and $\phi((a,\_), (b,\_),t) = (a,b,t)$ if $a \in A$ and $b \in B$, which is extended homomorphically on finite and infinite plays. The winning condition for Player I in $G'$ is

$$W'_{k,m} = W_k^I \cap (\phi^{-1}(W) \cup (A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega \setminus W_{k,m}^H).$$

(8)

Since $W$, $W_k^I$, are $\text{nta}^\varepsilon$ languages, and $W_k^I$ and $W_{k,m}^H$ are $k$-DTA languages over $A' \cdot B'$, thanks to the closure properties DTA and $\text{nta}^\varepsilon$ languages the winning condition $W'_{k,m}$ is an $\text{nta}^\varepsilon$ language. In what follows, an untimed controller is a 0,0-controller. Then next two lemmas state the correctness of the reduction. Our assumption on strict monotonicity facilitates the correctness proof since we need not deal with simultaneous events.
Lemma 5.2. If there is a winning $k,m$-controller $\mathcal{M}$ for $G$, then there is a winning untimed controller $\mathcal{M}'$ for $G'$.

Proof. Let $\mathcal{M} = (A, B, L, l_0, \delta)$ be a winning $k,m$-controller $\mathcal{M}$ for $G$ with clocks $X = \{x_1, \ldots, x_k\}$ and update function $\delta': \mathcal{L} \cdot A \cdot \text{Reg}(X, m) \rightarrow \mathcal{L} \cdot B \cdot 2^L$. We define a winning untimed controller $\mathcal{M}' = (A', B', L', \triangleright, \delta')$ for $G'$ with memory locations $L' = \{\triangleright\} \cup L \cdot \text{Reg}(X, m)$, where $\triangleright$ is the initial memory location, and remaining memory locations are of the form $(l, r)$, where $l \in L$ is the current memory location of $\mathcal{M}$ and $r \in \text{Reg}(X, m)$ is the current region of $\mathcal{M}$'s clocks. The update function $\delta' : L' \cdot A' \rightarrow L' \cdot B'$ (we omit regions and clock resets because $\mathcal{M}'$ has no clocks) is defined as follows. As long as the play is in $W_{L}^k$, we can assume that Player I starts with $((l_0, f_0), t)$ and $t = 0$, due to the zero-starting restriction, which allows Player II to submit requests at time 0. Consequently, let $\delta'(\triangleright, (a, f)) = (\ell', r_0, (b, X))$, where the next location $\ell'$ and the response $b$ are determined by $\delta(\ell_0, a, r_0) = (\ell', b)$, and the set $X$ denotes a request to track all clocks. Then, for every $\ell, r, a, f$, let

$$\delta'(\ell, r, a, f) = ((\ell', r'), (b, Y)),$$

where the r.h.s. is defined as follows. Let $T = \text{dom}(f)$ be the currently tracked clocks, and $T_0 = 0(f) \subseteq T$ the currently expired ones. If $f$ agrees with no successor region of $r$ then Player II wins immediately because Player I is violating condition 3. Therefore, assume such a successor region $r = \text{succ}_{X,m}(x, f)$ exists. We do a case analysis based on whether Player I plays a proper or an improper move.

- Case $a \in A$ (proper move): Let $\delta(\ell, a, \hat{x}) = (\ell', b, Y)$ thus defining $\ell'$ and $(b, Y)$ in (9). Take as the new region $x' = \hat{x}[Y \mapsto 0]$.

- Case $a = \square$ (improper move): Let the response be also improper $b = \square$, the control location does not change $\ell' = \ell$, the new clocks to be tracked are the expired clocks with a short improper chain $Y = \{x \in T_0 | \hat{x}[= x \mathbin{\lor} \cdots \mathbin{\lor} x = m - 1\}$, and $r' = \hat{x}$.

Consider an infinite $\mathcal{M}'$-conform run in $G'$ (omitting clock valuations since $\mathcal{M}'$ has no clocks)

$$\rho' = \triangleright (a'_1, b'_1, t_1, (\ell_1, r_1)) (a'_2, b'_2, t_2, (\ell_2, r_2)) \cdots \in \text{Run}_\omega(\mathcal{M}') \cdot a'_i = (a_i, f_i) \cdot b'_i = (b_i, Y_i).$$

If the induced play $\pi' = r2p(\rho') = (a'_1, b'_1, t_1)(a'_2, b'_2, t_2) \cdots \in (A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega$ is not in $W_{L}^k$, then Player II wins and we are done. Assume $\pi' \in W_{L}^k$, and thus conditions 1–3 are satisfied. We argue that $\pi' \in W_{L,m}^k$. The conditions 4 and 5 hold by construction. Aiming at demonstrating that 6 holds too, let $\mu_0 = \lambda x \cdot 0$, and, for $i \geq 0$, let

$$\mu_{i+1} = \begin{cases} \mu_i + \delta_{i+1} & a_i = \square \quad \text{(improper round)} \\ (\mu_i + \delta_{i+1})[Y_i \mapsto 0] & a_i \in A \quad \text{(proper round)} \end{cases}$$

Thus clock valuations $\mu_i$ are defined exactly as $\nu_i$ in (7) except that only proper requests are interpreted as clock resets. We claim that the region information $r_i$ is consistent with $\mu_i$: $r_i = [\mu_i]_{X,m}$ (*). Indeed, this is due to $\pi' \in W_{L}^k$, and the fact that $\mathcal{M}'$ updates its stored region consistently with time elapse: at every round $\mathcal{M}'$ uses the successor region agreeing with the current fractional region submitted by Player I, and resets a set of clocks $Y$ exactly when she plays a proper move of the form $(a, Y) \in A \cdot 2^X$. Since an $x$-request is submitted by $\mathcal{M}'$ only when $\hat{x}[= x \mathbin{\lor} \cdots \mathbin{\lor} x = m - 1$, condition 6 holds.

In order to show that Player II is winning, consider an $\mathcal{M}'$-conform run $\rho'$. It suffices to show $\pi' = r2p(\rho') \notin \phi^{-1}(W)$. Let the proper moves in $\rho'$ be at indices $i = i_1 < i_2 < \cdots$ ($i_1 = 1$ due to zero-starting). In particular, $\ell_{i} = \ell_{i+1}$ for $i_1 \leq i < i_{i+1}$. Consider the run $\rho = (l_0, \mu_0)\,(a_{i_1}, b_{i_1}, t_{i_1}, (\ell_{i_1}, \mu_{i_1}))(a_{i_2}, b_{i_2}, t_{i_2}, (\ell_{i_2}, \mu_{i_2})) \cdots$. Using (*) and the definition of
\( M' \), one can prove by induction that \( \rho \) is an \( M \)-conform run in \( G \). Since \( M \) is winning, the induced play \( \pi = t2p(\rho) = (a_{11}, b_{1}, t_{1}) (a_{12}, b_{2}, t_{2}) \cdots \in (A \cdot B \cdot \mathbb{R}_{\geq 0})^\omega \), satisfies \( \pi \notin W \). Again by induction one can prove that \( \pi = \phi(\pi') \). Hence \( \phi(\pi') \notin W \) as required. ▶

Lemma 5.3 (cf. [13, Appendix B.3]). If there is a winning untimed controller \( M' \) in \( G' \), then there is a winning \( k, m \)-controller \( M \) in \( G \).

5.2 Solving the \( k \)-timed synthesis problem

In this section we prove Theorem 1.3, stating that the \( k \)-timed synthesis problem is decidable, by reducing it to the 0,0-synthesis problem, which is decidable by Lemma 5.2. We build on the game defined in Section 5.1. Starting from a timed game \( G = G_{A,B}(W) \) we define the timed game \( G'' = G_{A',B'}(W''_k) \), where the sets of actions \( A' \) and \( B' \) are as in (5), and the winning condition \( W''_k \) is defined as follows. Let \( W''_k \subseteq (A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega \) be the set of plays where, for every clock \( x \in X \), improper \( x \)-request chains have finite lengths: \( W''_k = \bigcup_{m \in \mathbb{N}} W''_{k,m} \). (In other words, \((A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega \setminus W''_k \) contains plays with an infinite improper \( x \)-request chain, for some clock \( x \in X \).) Then, \( W''_k \) is defined as \( W''_{k,m} \) from (8), except that \( W''_{k,m} \) is replaced by the weaker condition \( W''_{k,m} \) (notice \( W''_k \) does not depend on \( m \)):

\[
W''_k = W''_1 \cap (\phi^{-1}(W) \cup (A' \cdot B' \cdot \mathbb{R}_{\geq 0})^\omega \setminus W''_k).
\]

Lemma 5.4. There is a winning untimed controller for \( G'' \) if, and only if, there is some \( m \in \mathbb{N} \) and a winning untimed controller for \( G' = G_{A',B'}(W'_{k,m}) \).

Proof. For the “if” direction, we observe that \( W''_k \subseteq W''_{k,m} \), for every \( m \in \mathbb{N} \). Hence every winning untimed controller for \( G'' \) is also winning for \( G''_k \). For the “only if” direction, let \( M'' = (A', B', L, 0, \delta) \) be an untimed winning controller in \( G''_k \). Let \( m = |A'| \cdot |L| + 1 \). We claim that \( M'' \) is also winning in \( G' = G_{A',B'}(W'_{k,m}) \) for this choice of \( m \). Towards reaching a contradiction, suppose \( M'' \) is losing in \( G' \). An \( M'' \)-conform run \( \rho \) in \( G' \) (or \( G''_k \)) and its associated play \( \pi \) are of the form

\[
\rho = (a_1, b_1, t_1), (a_2, b_2, t_2), \ldots, (a_\nu, b_\nu, t_\nu) \in \text{Run}_\omega(M''),
\]

and

\[
\pi = t2p(\rho) = (a_1, b_1, t_1), (a_2, b_2, t_2), \ldots \in \text{Play}(M'').
\]

Let \( \rho_1 \) be the finite prefix of \( \rho \) ending at \((a'_1, b'_1, t_1, \ell_1)\). Since \( M'' \) is losing in \( G' \), some \( M'' \)-conform play \( \pi \) above is in \( W''_{k,m} \). Since \( M'' \) is winning in \( G''_k \), \( \pi \notin \phi^{-1}(W) \), and thus \( \pi \in W''_1 \setminus W''_{k,m} \). This means that \( \pi \) contains an improper \( x \)-request chain \( C \) of length \( m \), for some clock \( x \in X \). By the definition of \( m \), there are indices \( i < j \) s.t. the same controller memory repeats together with Player 1’s action \((a'_i, \ell_i) = (a'_j, \ell_j) \). In particular, \( \ell_i = \ell_j \). Since \( M'' \) is deterministic and its action depends only on Player 1’s action \( a'_i \) and control location \( \ell_i \), a posteriori we have \( b'_i = b'_j \) as well. Moreover, as consecutive timestamps in \( C \) are equal to the first one plus consecutive nonnegative integers, \( \Delta = t_j - t_i \in \{1, \ldots, m-1\} \).

Consider the corresponding infrfix \( \sigma = (a'_{i+1}, b'_{i+1}, t_{i+1}, \ell_{i+1}), \ldots, (a'_{j}, b'_{j}, t_{j}, \ell_{j}) \) of the run \( \rho \). Since \( \pi \in W''_{k,m} \), thanks to conditions 2 and 3 the fractional regions \( \ell_i = \ell_j \) contain all tracked clocks, and they agree with the clock valuations \( \nu_1 \) and \( \nu_2 \), respectively, as defined in (7). Let \( \{t_i - 1 = t_{i_1} < t_{i_2} < \ldots < t_{i_k} = \{t_i - \nu_i(x) \mid x \in \text{dom}(\ell_i)\} \) be the timestamps corresponding to the last request of the clocks tracked at time \( t_i \), and likewise let \( \{t_j - 1 = t_{j_1} < t_{j_2} < \ldots < t_{j_h} = \{t_j - \nu_j(x) \mid x \in \text{dom}(\ell_j)\} \). By assumption, \( \ell_i = \ell_j \), and hence \( l = l' \) and for \( x \in \text{dom}(\ell_i) = \text{dom}(\ell_j) \) and \( 1 \leq h \leq l \), \( t_{ih} = t_i - \nu_i(x) \) if, and only if, \( t_{jh} = t_j - \nu_j(x) \) (**). Moreover, since \( 0(\ell_i) = 0(\ell_j) \), we
have \( t_i = t_i - 1 \) if, and only if, \( t_j = t_j - 1 \) (**). Player I will win in \( G' \) by forcing a repetition of the infix \( \sigma \) ad libitum. In order to do so, we need to modify its timestamps. An automorphism of the structure \((\mathbb{R}, \leq, +1)\) is a monotonic bijection preserving integer differences, in the sense that \( f(x + 1) = f(x) + 1 \) for every \( x \in \mathbb{R} \). Note that such an automorphism is uniquely defined by its action on any unit-length interval. We claim that there exists such an automorphism \( f : \mathbb{R} \rightarrow \mathbb{R} \) mapping \( t_i - 1 \) to \( t_j - 1 \) (and hence forcedly also \( t_i \) to \( t_j \)), and each \( t_{i_0} \) with \( 1 \leq h \leq l \) to \( f(t_{i_n}) = t_{j_n} \). This is indeed the case, by (*) and (**) all timestamps \( t_{i_n} \)'s belong to the unit half-open interval \([t_i - 1, t_i)\) and likewise all timestamps \( t_{j_n} \)'s belong to \([t_j - 1, t_j)\). We apply \( f \) to a timed word \( \sigma \mapsto f(\sigma) \) by acting pointwise on timestamps. Consider the infinite run \( \rho' = \rho_i \cdot \sigma \cdot f(\sigma) \cdot f(f(\sigma)) \cdots ; \) it is \( \mathcal{M''} \)-conform since the controller \( \mathcal{M''} \) is deterministic. By construction, \( \rho' \) contains an infinite \( x \)-request chain, and thus \( \rho' \not\in W_k^\Pi \). It remains to argue that \( \rho \in W_k^I \) implies \( \rho' \in W_k^I \) as well.

Let there be a non-cancelled \( x \)-request at time \( t_s \) in \( \rho' \). If \( t_s < t_j - 1 \), then this request must be satisfied at time \( t_{s'} = t_s + 1 < t_j \), thus already in \( \rho_i \cdot \sigma \), which is the case since the latter is a prefix of \( \rho \in W_k^I \). Now assume \( t_j - 1 \leq t_s < t_j \). Thus \( t_s = t_{j_n} \) for some \( 1 \leq h \leq l \). By the definition of \( f \), \( f^{-1}(t_s) = t_{i_n} < t_j - 1 \) and, thanks to the previous case, the request at \( t_{i_n} \) is satisfied at \( t_{i_n} + 1 \) due to (*). By applying \( f \) we obtain \( f(t_{i_n} + 1) = f(t_{i_n}) + 1 = t_s + 1 \), and thus the request at time \( t_s \) is satisfied at time \( t_s + 1 \) in \( f(\sigma) \), as required. The general argument for \( t_j + n\Delta + d - 1 \leq t_s < t_j + n\Delta + d \), where \( n \geq 0 \) and \( 0 \leq d < \Delta \), is similar, using induction on \( n \).

\[\square\]

**Proof of Theorem 1.3.** Due to Lemmas 5.2 to 5.4, there is a winning untimed controller \( \mathcal{M''} \) for \( G'' \), and only if there is some \( m \in \mathbb{N} \) and a winning \( k, m \)-controller \( \mathcal{M} \) for \( G \). Thus the \( k \)-synthesis problem reduces to the 0,0-synthesis problem, and the latter is decidable thanks to Lemma 3.1.

\[\square\]

6 Future work

While deterministic separators may need exponentially many clocks (cf. Example 4.2), we do not have a computable upper bound on the number of clocks of the separating automaton (if one exists). We leave the \( \text{dta} \) separability problem when the number of clocks is not fixed in advance as a challenging open problem. In this case, we cannot reduce the separability problem to a timed synthesis problem, since the latter is undecidable (cf. [13, Appendix C]).

**Theorem 6.1.** The timed synthesis problem is undecidable, and this holds already when Player I’s winning condition is a 1-\( \text{nta} \) language.

We leave the computational complexity of separability as future work.

Deterministic separability can be considered also over infinite timed words. We chose to present the case of finite words because it allows us to focus on the essential ingredients of this problem. When going to infinite words, new phenomena appear already in the untimed setting; for instance, deterministic Büchi automata are less expressive than deterministic parity automata, and thus one should additionally specify in the input which priorities can be used by the separator; or leave them unspecified and solve a more difficult problem.

Analogous results about separability of register automata can be obtained with techniques similar to the one presented in this paper. We leave such developments for further work.
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Abstract

In 2015, it was shown that reachability for arbitrary directed graphs can be updated by first-order formulas after inserting or deleting single edges. Later, in 2018, this was extended for changes of size $\log \log n$, where $n$ is the size of the graph. Changes of polylogarithmic size can be handled when also majority quantifiers may be used.

In this paper we extend these results by showing that, for changes of polylogarithmic size, first-order update formulas suffice for maintaining (1) undirected reachability, and (2) directed reachability under insertions. For classes of directed graphs for which efficient parallel algorithms can compute non-zero circulation weights, reachability can be maintained with update formulas that may use “modulo 2” quantifiers under changes of polylogarithmic size. Examples for these classes include the class of planar graphs and graphs with bounded treewidth. The latter is shown here.

As the logics we consider cannot maintain reachability under changes of larger sizes, our results are optimal with respect to the size of the changes.
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1 Introduction

Suppose we are given a graph $G$ whose edge relation is subjected to insertions and deletions of edges. Which resources are required to update the reachability relation of the graph?

Recently it was shown that if one is allowed to store auxiliary relations, then the reachability relation can be updated after single edge insertions and deletions using first-order logic formulas with access to the graph, the stored relations, and the changed edges [4]. In other words, the reachability query is contained in the dynamic complexity class $\text{DynFO}$ [19]. From a database perspective, this means that it can be updated with core-SQL queries; from the perspective of circuit complexity, this means that reachability can be updated by circuits of polynomial size in constant-time due to the correspondence of first-order logic and $\text{AC}^0$ established by Barrington, Immerman, and Straubing [1].

Understanding single edge insertions and deletions is an important first step. Yet in applications, changes to a graph $G$ often come as bulk set $\Delta E$ of changed edges. It is natural to ask, how large the set $\Delta E$ of edges can be such that reachability can be maintained with the same resources as for single edge changes – that is with first-order formulas or, respectively, $\text{AC}^0$ circuits. Using existing lower bounds for circuits [21], it is easy to see that $\text{DynFO}$ (or $\text{DynAC}^0$, respectively) cannot handle changes of size larger than polylogarithmic for many queries, including the reachability query (see Section 3 for a more detailed discussion).

The best one can hope for is to maintain reachability with first-order formulas for changes of polylogarithmic size with respect to the size of the graph. In a first step, a subset of the authors showed that reachability can be maintained in $\text{DynFO}(\leq, +, \times)$ under changes of size $O\left(\frac{\log n}{\log \log n}\right)$ [7]. Here, the class $\text{DynFO}(\leq, +, \times)$ extends $\text{DynFO}$ by access to built-in arithmetic, which for technical reasons is more natural for bulk changes. Unfortunately, the techniques used in [7] seem only be able to handle changes of polylogarithmic size in the extension of $\text{DynFO}$ by majority quantifiers, that is, in the class $\text{DynFO}+\text{Maj}(\leq, +, \times)$.

In this paper we make progress on handling changes of polylogarithmic size in $\text{DynFO}$ by attacking the challenge from two directions. First, we establish two restrictions for which reachability can be maintained under these changes.

- **Main Theorem 1.** Reachability can be maintained in $\text{DynFO}(\leq, +, \times)$ under
  - insertions of polylogarithmically many edges; and
  - insertions and deletions of polylogarithmically many edges if the graph remains undirected.

As second contribution of this paper, we provide a meta-theorem for establishing classes of graphs for which reachability can be maintained under polylogarithmic-size changes with a slight extension of first-order logic. In this extension, $\text{DynFO+Mod} \ 2(\leq, +, \times)$, formulas used for updating the reachability information and the auxiliary relations may use parity quantifiers in addition to the traditional universal and existential quantifiers.

- **Main Theorem 2.** Reachability can be maintained in $\text{DynFO+Mod} \ 2(\leq, +, \times)$ under insertions and deletions of polylogarithmically many edges on classes of graphs for which polynomially bounded non-zero circulation weights can be computed in $\text{AC}$.

Here a weighting function for the edges of a graph has non-zero circulation, if the weight of every directed cycle is non-zero (see Section 6 for details). The class $\text{AC}$ contains queries computable by circuits of polynomial size and polylogarithmic depth. Examples
for graph classes for which non-zero circulation weights can be computed in AC include
the class of planar graphs and graphs with bounded treewidth. The latter is shown here.
We note that isolating weights, a concept closely related to non-zero circulation weights,
have been used previously in dynamic complexity for establishing that reachability is in
non-uniform DynFO+Mod 2(≤, +, ×) under single edge changes [3], a precursor result to
reachability in DynFO.

For our results, we employ two techniques of independent interest. The first technique
relies on the power of first-order logic on structures of polylogarithmic size. It is well-known
that reachability can be computed by a uniform circuit family of size \( N^{O(N^{1/4})} \) and depth 2d.
An immediate consequence is that all NL-queries can be expressed by first-order formulas
for graphs with \( n \) nodes but only polylogarithmically many edges. Thus, for maintaining a
query under changes \( \Delta E \) of polylogarithmic size, a dynamic program can (1) do an arbitrary
NL-computation on \( \Delta E \), and (2) update the auxiliary data by combining the computed
information with the previous auxiliary data using a first-order formula.

The second technique we rely on is a slight generalization of the “Muddling Lemma”
from [6]. The Muddling Lemma reduces the requirements for proving that a query is in
DynFO: a query is in DynFO if, essentially, one can update the query for polylog many
steps starting from auxiliary data precomputed in AC. Here we observe that this can be
strengthened for changes of polylogarithmic size: a query is in DynFO if, essentially, one can
update the query under one polylogarithmic-size change from auxiliary data precomputed
in AC.

Parts of the results presented here have been included in the PhD thesis of Nils Vort-
meier [24].

Outline. After recalling the dynamic complexity framework in Section 2, we shortly outline
barriers for the size of bulk changes in Section 3 and recall useful techniques in Section 4.
Afterwards we present our results for DynFO in Section 5 and for DynFO+Mod 2(≤, +, ×) in
Section 6.

2 The dynamic setting

We briefly repeat the essentials of dynamic complexity, closely following [7] which in turn
builds on [20]. The goal of a dynamic program is to answer a given query on a relational input
structure subjected to changes that insert tuples into the input relations or delete tuples from
them. The program may use auxiliary information represented by an auxiliary structure over
the same domain as the input structure. Initially, both input and auxiliary structure are empty;
and the domain is fixed during each run of the program. Whenever a change to the
input structure occurs, the auxiliary structure is updated by means of first-order formulas.

Changes. For a (relational) structure \( I \) over domain \( D \) and schema \( \sigma \), a change \( \Delta I \) consists
of sets \( R^+ \) and \( R^- \) of tuples for each relation symbol \( R \in \sigma \). The result \( I + \Delta I \) of an
application of the change \( \Delta I \) to \( I \) is the input structure where \( R^2 \) is changed to \( (R^2 \cup R^+) \setminus R^- \).
The size of \( \Delta I \) is the total number of tuples in relations \( R^+ \) and \( R^- \) and the set of affected
elements is the (active) domain of tuples in \( \Delta I \).

Dynamic Programs and Maintenance of Queries. A dynamic program consists of a set
of update rules that specify how auxiliary relations are updated after changing the input
structure. Let \( I \) be the current input structure over schema \( \sigma \) and let \( \mathcal{A} \) be the auxiliary
structure over some schema $\sigma_{aux}$. An update rule for updating an $\ell$-ary auxiliary relation $T$ after a change is a first-order formula $\varphi$ over schema $\sigma \cup \sigma_{aux}$ with $\ell$ free variables. After a change $\Delta I$, the new version of $T$ is $T \doteq \{ \bar{a} \mid (I + \Delta I, A) \models \varphi(\bar{a}) \}$, so, the updated auxiliary relation includes all tuples $\bar{a}$ such that $\varphi(\bar{a})$ is satisfied when it is evaluated on the changed input structure and the old auxiliary structure. Note that a dynamic program can choose to have access also to the old input structure by storing it in its auxiliary relations.

For a state $S = (I, A)$ of the dynamic program $P$ with input structure $I$ and auxiliary structure $A$ we denote the state of the program after applying a change sequence $\alpha$ and updating the auxiliary relations accordingly by $P_\alpha(S)$.

The dynamic program maintains a $q$-ary query $Q$ under changes of size $k$ if it has a $q$-ary auxiliary relation $\text{Ans}$ that at any time stores the result of $Q$ applied to the current input structure. More precisely, for each non-empty sequence $\alpha$ of changes of size $k$, the relation $\text{Ans}$ in $P_\alpha(S_0)$ and $Q(\alpha(S_0))$ coincide, where the state $S_0 \doteq (I_0, A_0)$ consists of an input structure $I_0$ and an auxiliary structure $A_0$ over some common domain that both have empty relations, and $\alpha(S_0)$ is the input structure after applying $\alpha$.

If a dynamic program maintains a query, we say that the query is in $\text{DynFO}$. Similarly to $\text{DynFO}$ one can define variants with built-in auxiliary relations and with more powerful update formulas. For instance, the class $\text{DynFO}^p(\leq, +, \times)$ contains queries that can be maintained by first-order update formulas with access to three particular auxiliary relations $<, +$, and $\times$ which are initialized as a linear order and the corresponding addition and multiplication relations; in the class $\text{DynFO}^p + \text{Mod}_p$, update formulas may use modulo-$p$-quantifiers in addition to existential and universal quantifiers.

We state our results for dynamic classes with access to the arithmetic relations $\leq, +$ and $\times$. Handling bulk changes without access to arithmetic leads to technical issues which distract from the fundamental dynamic properties. See [7, 24] for further discussions on this topic and how our results can be stated for $\text{DynFO}$ in an adapted setting which takes these technical issues into account.

For the construction of dynamic programs in this paper we assume that changes either only insert edges or only delete edges. This is no restriction, as corresponding update formulas can be combined to process a change that inserts and deletes edges at the same time, by first processing the inserted edges and then processing the deleted edges.

3 Barriers for the size of bulk changes

In the following we outline why it is not possible to maintain reachability under changes of larger than polylogarithmic size with first-order formulas, even in the presence of parity quantifiers.

The idea is simple. A classical result by Smolensky states that for computing the number of ones modulo $\alpha$ occurring in a bit string of length $n$, an $\text{AC}[p]$ circuit of depth $d$ requires $2^{\Omega(n^{1/2d})}$ many gates, for each prime $p$ distinct from $q$ (see [21] or, for a modern exposition, [17, Theorem 12.27]). A simple, well-known reduction yields that deciding reachability for graphs with $n$ edges which are disjoint unions of paths also requires $\text{AC}[p]$ circuits of size $2^{\Omega(n^{1/2d})}$. Indeed, computing the number of ones in $w = a_1 \cdots a_n$ modulo $q$ can be reduced to reachability as follows. Consider the graph with nodes $\{(i, k) \mid 1 \leq i \leq n+1 \text{ and } 0 \leq k < q\}$ and edges $\{(i, k), (i + 1, k) \mid a_i = 0\} \cup \{(i, k), (i + 1, k + 1 \mod q) \mid a_i = 1\}$. It is easy to see that (i) the graph has $O(n)$ edges and is a disjoint union of $q$ paths, and (ii) there is a path from $(1, 0)$ to $(n + 1, 0)$ if and only if the number of ones in $w$ is 0 modulo $q$. 

These lower bounds for circuit sizes immediately translate into lower bounds for first-order formulas with modulo \( p \) quantifiers via the correspondence due to Barrington, Immerman, and Straubing [1].

\[ \textbf{Theorem 1.} \text{Let } f(n) \in \log^{\omega(1)} n \text{ be a function from } \mathbb{N} \text{ to } \mathbb{N} \text{ and let } p \text{ be a prime. There is no } \mathsf{FO}+\mathsf{Mod} p \text{ formula with access to built-in relations that defines}
\]

1. whether the size of a unary relation \( U \) with \( |U| \leq f(n) \) is divisible by \( q \), for primes \( q \) distinct from \( p \);
2. reachability in graphs with at most \( f(n) \) edges, even for disjoint unions of paths.

\[ \text{Proof sketch.}
\]

(a) Let \( f(n) \) be some function from \( \log^{\omega(1)} n \). Suppose, towards a contradiction, that there is an \( \mathsf{FO}+\mathsf{Mod} p \) formula with access to built-in relations that defines whether the size of a unary relation \( U \) with \( |U| \leq f(n) \) is divisible by \( q \), for some primes \( p \neq q \). Then, by [1], for every \( n \) there is an \( \mathsf{AC}[p] \) circuit of some fixed depth \( d \) that decides that question for inputs of size \( n \), and the size of this circuit is polynomial in \( n \). That is a contradiction, as by Smolensky’s lower bound every such circuit needs to have size \( 2^{\Omega(f(n)^{1/2d})} = 2^{\log(n)^{\omega(1)}} = n^{\omega(1)} \).

(b) This part can be proven analogously to Part (a), using the circuit lower bound for graph reachability.

Those lower bounds have the immediate consequence that \( \mathsf{DynFO} \) cannot deal with bulk changes of larger than polylogarithmic size. Indeed, from any formula that updates the result of a query after an insertion of \( f(n) \) tuples into an initially empty input relation one can construct a formula that defines the query for inputs of size \( f(n) \).

\[ \textbf{Corollary 2.} \text{Let } f(n) \in \log^{\omega(1)} n \text{ be a function from } \mathbb{N} \text{ to } \mathbb{N} \text{ and let } p \text{ be a prime. Then the following queries cannot be maintained in } \mathsf{DynFO}+\mathsf{Mod} p \text{ for bulk changes of size } \leq f(n),
\]

even if the auxiliary relations may be initialized arbitrarily:
1. divisibility of the size of a unary relation by a prime \( q \neq p \), and
2. reachability in graphs, even if restricted to disjoint unions of paths.

\[ \textbf{4 Techniques and Tools}
\]

In the previous section we recalled that \( \mathsf{FO}(\leq, +, \times) \), even if equipped with modulo \( p \) quantifiers, is not very expressive in general. That changes when we are only interested in small substructures of our input: \( \mathsf{FO}(\leq, +, \times) \) can express every \( \mathsf{NL} \)-computable query on subgraphs of polylogarithmic size.

\[ \textbf{Theorem 3.} \text{Let } k \text{ and } c \text{ be arbitrary natural numbers, and let } Q \text{ be a } k\text{-ary, } \mathsf{NL}\text{-computable graph query. There is an } \mathsf{FO}(\leq, +, \times) \text{ formula } \varphi \text{ over schema } \{ E, D \} \text{ such that for any graph } G \text{ with } n \text{ nodes, any subset } D \text{ of its nodes of size at most } \log^c n \text{ and any } k\text{-tuple } \bar{a} \in D^k: \bar{a} \in Q(G[D]) \text{ if and only if } (G,D) \models \varphi(\bar{a}). \text{ Here, } G[D] \text{ denotes the subgraph of } G \text{ induced by } D.
\]

\[ \text{Proof.} \text{ We prove the result for the reachability query. As reachability is } \mathsf{NL}\text{-complete under } \mathsf{FO}(\leq, +, \times)\text{-reductions [16], and every } \mathsf{FO}(\leq, +, \times)\text{-reduction maps an instance of size } \log^c n \text{ to an instance of size } \log^{cd} n \text{ for a fixed } d \in \mathbb{N}, \text{ the full result follows.}
\]

It is well-known (see for example [2, p. 613]), that for every \( d \in \mathbb{N} \) there is a uniform circuit family for reachability where the circuit for inputs of size \( N \) has depth \( 2d \) and size \( \mathsf{NO}^{O(N^{1/d})} \). Suppose the input size \( N \) is only \( \log^c n \), for some \( c \in \mathbb{N} \) and pick \( d \defeq 2c \). Then the circuit size...
The statement and proof in [7] is slightly flawed and has been corrected in [24].
The general idea is similar in both cases. After changing polylogarithmically many edges with an effect on nodes \( V_{\text{aff}} \), the dynamic program (1) computes a structure of polylogarithmic size on \( V_{\text{aff}} \), (2) uses Theorem 3 to compute helpful information for this structure, and (3) updates the auxiliary relations by combining this information with the previous auxiliary data. Both (1) and (3) are performed by first-order formulas, and (2) uses an NL-computation.

▶ Theorem 6. Reachability is in \( \text{DynFO}(\leq, +, \times) \) under insertions of size \( \log^c n \), for every \( c \in \mathbb{N} \).

Proof. Let \( c \in \mathbb{N} \) be fixed. We construct a dynamic program with a single auxiliary relation \( \text{Ans} \) which stores the transitive closure of the current graph.

Whenever a set \( E^+ \) of edges is inserted into the current graph \( G = (V, E) \), the dynamic program updates \( \text{Ans} \) with the help of the transitive closure relation of a graph \( H \) defined as follows. The nodes of \( H \) are the nodes \( V_{\text{aff}} \) affected by the change, that is, the nodes incident to edges in \( E^+ \). The edge set \( E_H \) of \( H \) contains the newly inserted edges \( E^+ \), and additionally edges \((u, v)\) for all pairs \((u, v)\) of nodes from \( V_{\text{aff}} \) that are connected by a path in \( G \). Observe that \( H \) is of size \( O(\log^c n) \) and first-order definable from \( G, E^+ \) and \( \text{Ans} \). Hence, by Theorem 3, the transitive closure of \( H \) can be defined by a first-order formula.

The transitive closure relation of \( G' \overset{\text{def}}{=} (V, E \cup E^+) \) can now be constructed from the transitive closures of \( G \) and \( H \). To this end observe that the transitive closure of \( H \) equals the transitive closure relation of \( G' \) restricted to \( V_{\text{aff}} \): it accounts for all paths from a node \( u \in V_{\text{aff}} \) to another node \( v \in V_{\text{aff}} \) that may use both newly inserted edges and edges that are already present in \( G \). For this reason, every path \( \rho \) in \( G' \) consists of three consecutive subpaths \( \rho_1\rho_2\rho_3 = \rho \), where \( \rho_1 \) and \( \rho_3 \) are defined as the maximal subpaths of \( \rho \) that do not rely on edges from \( E^+ \). These subpaths already exist in \( G \) and are represented in \( \text{Ans} \). The subgraph \( \rho_2 \) by definition starts and ends at nodes from \( V_{\text{aff}} \), so its existence is given by the transitive closure relation of \( H \).

Hence, the transitive closure of \( G' \) can be defined by the formula \( \varphi(s, t) \overset{\text{def}}{=} \text{Ans}(s, t) \lor \exists x_1 \exists x_2 (\text{Ans}(s, x_1) \land \text{TC}_H(x_1, x_2) \land \text{Ans}(x_2, t)). \)

▶ Theorem 7. Reachability on undirected graphs can be maintained in \( \text{DynFO}(\leq, +, \times) \) under changes of size \( \log^c n \), for every \( c \in \mathbb{N} \).

Proof. The dynamic program from [9] that maintains undirected reachability in \( \text{DynFO} \) under single-edge changes uses, in addition to the transitive closure relation of the input graph, two binary auxiliary relations that represent a directed spanning forest of the input graph and its transitive closure, respectively. We show that these relations can still be maintained in \( \text{DynFO}(\leq, +, \times) \) under changes of \( \log^c n \) many edges, for fixed \( c \in \mathbb{N} \).

Recall that it suffices to treat insertions and deletions independently, as they can be handled subsequently by a dynamic program.

For edge insertions, the construction idea is very similar to the proof of Theorem 6. We define a graph \( H \), where nodes correspond to connected components of the input graph that include an affected node, and edges indicate that some inserted edge connects the respective connected components. As this graph is of polylogarithmic size, thanks to Theorem 3 we can express a spanning forest for \( H \) and its transitive closure in \( \text{FO}(\leq, +, \times) \), which is sufficient to update the respective relations for the whole input graph.

In the case of edge deletions, the update formulas need to replace deleted spanning tree edges, whenever this is possible. Our approach is very similar to the case of edge insertions. The spanning tree decomposes into polylogarithmically many connected components when edges are deleted. These components can be merged again if non-tree edges exist that connect
them, and these edges become tree edges of the spanning forest. For a correspondingly defined graph of polylogarithmic size we can again define a spanning forest and its transitive closure, and from this information select the new tree edges.

We explain both cases in more detail. Let $G = (V, E)$ be the undirected input graph of size $n$ with transitive closure $\text{Ans}$, and let $S$ and $\text{TC}_{G}$ be a directed spanning forest for $G$ and its transitive closure, respectively. Suppose that a set $E^+$ of size at most $\log^c n$ is inserted. We define a graph $H$ as follows. It contains a node $v \in V$ if (1) $v$ is affected, that is, if $E^+$ contains an edge of $v$, and (2) $v$ is the smallest affected node in its connected component of $G$ with respect to $\leq$. It contains an edge $(u, v)$ if $(u', v') \in E^+$ for some nodes $u', v'$ with $(u, u') \in \text{Ans}$ and $(v, v') \in \text{Ans}$, so, if the connected components of $u$ and $v$ are connected by an inserted edge. The graph $H$ is easily seen to be FO-definable using $\text{Ans}$. Because $H$ is of polylogarithmic size with respect to $n$ and a spanning forest of a graph can be computed in $\text{NL}$, we can define a spanning tree $S_H$ as well as its transitive closure $\text{TC}_{S_H}$ in $\text{FO}(\leq, +, \times)$, thanks to Theorem 3.

The update formulas define updated auxiliary relations for the graph $G' = (V, E \cup E^+)$ as follows. Intuitively, an edge $(u, v) \in S_H$ means that the connected components of $u$ and $v$ in $G$ shall be connected in $G'$ directly by a new tree edge. There might be several edges in $E^+$ that may serve this purpose, and we need to choose one of them. So, an edge $(u', v') \in E^+$ becomes part the updated spanning forest if there is an edge $(u, v) \in S_H$ such that $u'$ and $u$ as well as $v'$ and $v$ are in the same connected component of $G$, respectively, and $(u', v')$ is the lexicographically minimal edge with these properties. This is clearly $\text{FO}(\leq, +, \times)$-expressible using the old auxiliary relations. The old tree edges from $S$ are taken over to the updated version, although some directions need to be inverted, if for a newly chosen tree edge $(u', v')$ the node $v'$ was not the root of the directed spanning tree of its connected component. First-order formulas that determine which edges need to be reversed and that provide the adjusted transitive closure for the components of the spanning forest are given in [9]. The relation $\text{TC}_{S}$ is updated by combining this information with $\text{TC}_{S_H}$.

We note that $\text{Ans}$ is first-order expressible from $\text{TC}_{S}$. In conclusion, all auxiliary relations can be updated in $\text{FO}(\leq, +, \times)$.

Now suppose that a set $E^-$ of at most $\log^c n$ edges is deleted. Let $S'$ be the spanning forest that results from $S$ after all tree edges from $E^-$ are removed, and let $\text{TC}_{S'}$ be its transitive closure, which is easily FO-expressible from $\text{TC}_{S}$. Similarly as above we define a graph $H$, with nodes being the minimal affected nodes in a weakly connected component of $S'$, which are connected by an edge if the respective weakly connected components of $S'$ are connected by some edge from $E \setminus E^-$. The same way as above, $\text{FO}(\leq, +, \times)$ formulas can define a spanning forest and its transitive closure for $H$ and then use this information to define a spanning forest and its transitive closure for the changed graph $G' = (V, E \setminus E^-)$. ▶

## 6 Handling Polylog Changes with DynFO+Mod 2

While we have seen, in the last section, that reachability for directed graphs can be maintained under edge insertions of polylogarithmic size, a matching result for edge deletions is still missing. Two intermediate results were shown in [7], building on the work of [13]: reachability can be maintained in DynFO$(\leq, +, \times)$ under insertions and deletions that affect $\frac{\log n}{\log \log n}$ nodes, and in DynFO+Maj under insertions and deletions of polylogarithmically many edges.

---

2 For example the breadth-first spanning forest with the minimal nodes of each component, with respect to $\leq$, as roots can be computed with the inductive counting technique due to Immerman and Szegedy [15, 22].
In this section, we adapt the proof of the latter result, also using ideas that appear in [3], and show that reachability can be maintained in DynFO+Mod 2(≤,+,*), under edge insertions and deletions of polylogarithmic size for classes of directed graphs for which non-vanishing weight assignments can be computed in AC, that is, by polynomial-size circuits of polylogarithmic depth. This is possible for example for planar graphs [23], as well as for graphs with bounded treewidth, as we show towards the end of this section.

We start by giving the necessary definitions regarding isolating and non-vanishing weight assignments.

### 6.1 Isolating and non-vanishing weights

A weighted directed graph \( (G,w) \) consists of a graph \( G=(V,E) \) and a weight assignment \( w:E \rightarrow \mathbb{Z} \) that assigns an integer weight \( w(e) \) to each edge \( e \in E \). The weight assignment \( w \) is bounded by a function \( f(|V|) \) if \( w \) assigns only weights from the interval \([-f(|V|), f(|V|)]\).

The weighted graph \( (G,w) \) is min-unique if (1) \( w \) only gives positive weights to the edges \( E \), and (2) if some path from \( s \) to \( t \) exists, for some pair \( s,t \) of nodes, then there is a unique path from \( s \) to \( t \) with minimum weight under \( w \). Here, the weight of a path (and in general every sequence of edges) is the sum of the weights of its edges. If \( (G,w) \) is min-unique, we say that \( w \) isolates (minimal paths in) \( G \).

Define \( \tilde{G} = (V, \tilde{E}) \) to be the bidirected extension of \( G \), where \( \tilde{E} = \{(u, v), (v, u) \mid (u, v) \in E\} \). A weight assignment \( w \) is skew-symmetric if \( w(u,v) = -w(v,u) \) for all \((u,v) \in \tilde{E}\). It has non-zero circulation if the weight of every simple directed cycle in \( \tilde{G} \) is non-zero (here, a cycle is simple if no node occurs twice).

From polynomially bounded non-zero circulation weights for \( \tilde{G} \) we can easily compute isolating weights for \( G \).

**Lemma 8.** Let \( G = (V,E) \) be a graph with \( n \) nodes, and let \( w \) be skew-symmetric non-zero circulation weight assignment for \( \tilde{G} \), which is bounded by \( n^k \) for some \( k \in \mathbb{N} \). Then \( w' \) with \( w'(e) = w(e) + n^{k+2} \) for every \( e \in E \) isolates \( G \).

**Proof.** All weights in \( w' \) are clearly positive. It remains to show that \( w' \) isolates minimal paths in \( G \). Assume, towards a contradiction, that there are two different \( s \)-\( t \)-paths \( \rho_1, \rho_2 \) with the same minimal weight under \( w' \) in \( G \), for some nodes \( s \) and \( t \). Without loss of generality, they are both simple paths, as otherwise they cannot be minimal. Let \( u \) be the last node visited by both paths before they differ for the first time, and let \( v \) be the first node after \( u \) that is visited by both paths. Let \( \rho_1^{uv}, \rho_2^{uv} \) be the subpaths in \( \rho_1, \rho_2 \) from \( u \) to \( v \), respectively. If these subpaths have different weights, say, \( w'(\rho_1^{uv}) < w'(\rho_2^{uv}) \), then we can replace \( \rho_2^{uv} \) by \( \rho_1^{uv} \) in \( \rho_2 \) and get a lighter path, contradicting the assumption that both \( \rho_1 \) and \( \rho_2 \) are paths with minimal weight. So, \( w'(\rho_1^{uv}) = w'(\rho_2^{uv}) \) needs to hold. Then also \( w(\rho_1^{uv}) = w(\rho_2^{uv}) \) holds, because \( w(\rho) \) and \( w'(\rho) \) differ by a multiple of \( n^{k+2} \) for any path \( \rho \), and the difference between \( w(\rho) \) and \( w'(\rho) \) is at most \( n^{k+1} \), for simple paths \( \rho \) and \( \rho' \). So, \( w' \) cannot compensate weight differences under \( w \). But then the concatenation of \( \rho_1^{uv} \) and the reverse of \( \rho_2^{uv} \) is a simple cycle in \( \tilde{G} \) with weight \( w(\rho_1^{uv}) - w(\rho_2^{uv}) = 0 \), contradiction the assumption that \( w \) has non-zero circulation. □

We explain how (families of) polynomially bounded weight assignments for graphs are represented in relational structures. Let \( V \) be the node set of a weighted graph of size \( n \). We identify \( V \) with the set \( \{0, \ldots, n-1\} \) of numbers according to the given linear order \( \leq \). A tuple \((a_1, \ldots, a_k)\) of nodes then represents the number \( \sum_{i=1}^{k} a_i n^{i-1} \). A (partial) function \( f: V^{k} \rightarrow V^{\ell} \) is represented as a \((k+\ell)\)-ary relation \( F \) over \( V \), such that for each \( \bar{a} \in V^{k} \) there
is at most one $\tilde{t} \in V^f$ with $(\tilde{a}, \tilde{t}) \in F$. We say that $f$ is $\FO(\leq, +, \times)$-definable if $F$ is defined by an $\FO(\leq, +, \times)$ formula $\psi(\tilde{x}, \tilde{y})$, where $\tilde{x} = x_1, \ldots, x_k$ and $\tilde{y} = y_1, \ldots, y_t$. An $\FO(\leq, +, \times)$ formula $\psi(\tilde{z}, \tilde{x}, \tilde{y})$, with $\tilde{z} = z_1, \ldots, z_m$, defines a family $\{f(\tilde{c}) : V^k \rightarrow V^f \mid \tilde{c} \in V^m\}$ of functions.

### 6.2 Maintaining Reachability in weighted graphs

We now state and prove the main result of this section.

**Theorem 9.** Let $\mathcal{G}$ be a class of graphs for which polynomially bounded skew-symmetric non-zero circulation weights can be computed in $\AC$. Then, reachability for graphs in $\mathcal{G}$ is in $\DynFO + \Mod 2(\leq, +, \times)$ under changes of size $\log^n n$, for every $c \in \mathbb{N}$.

Although this result leaves open whether reachability can be maintained in $\DynFO(\leq, +, \times)$ under polylogarithmically many edge changes, note that, in light of Corollary 2, it gives a tight upper bound for the size of changes that can be handled in $\DynFO + \Mod 2(\leq, +, \times)$.

We outline the proof strategy, which closely follows the strategy from [7]. Suppose, we are given a weighted directed graph $(G, w)$ where $G = (V, E)$ is a graph with $n$ nodes and $w$ is an isolating weight assignment. We represent this weighted graph by an $n \times n$ matrix $A_{(G, w)}(x)$ as follows: if $(u, v) \in E$, then the $u$-$v$-entry of $A_{(G, w)}(x)$ is $x^w(u, v)$, where $x$ is a formal variable; otherwise the $u$-$v$-entry is 0.

The matrix $D \overset{\text{def}}{=} \sum_{i=0}^{\infty} (A_{G_i}(x))^i$ is a matrix of formal power series in the formal variable $x$, and from an $s$-$t$-entry $\sum_{i=0}^{\infty} c_i x^i$ of this matrix we can read the number $c_i$ of paths from $s$ to $t$ with weight $i$. Our goal is to determine the coefficients $c_i$ modulo 2, for all $i$ up to some polynomial bound. From this information we can deduce whether there is a path from $s$ to $t$ in $G$: as $w$ isolates minimal paths in $G$, if there is some path from $s$ to $t$, then there is a unique path with minimal weight, which means that for the weight $\ell$ of this path we have $c_\ell \equiv 1 \pmod{2}$. Otherwise, if no path from $s$ to $t$ exists, $c_\ell \equiv 0 \pmod{2}$ for all $\ell$.

We use the following insights to actually compute and update the coefficients $c_i$. Notice that the matrix $D$ is invertible over the ring of formal power series (see [7] and its full version [8]) and can be written as $D = (I - A_{(G, w)}(x))^{-1}$, where $I$ is the identity matrix.

So, we need to compute and update the inverse of a matrix. This cannot be done effectively for matrices of inherently infinite formal power series. For this reason we compute $D$ only approximately. A $b$-approximation $C$ of $D$, for some $b \in \mathbb{N}$, is a matrix of formal polynomials that agrees with the entries of $D$ on the low-degree coefficients $c_i$ for all $i \leq b$. This precision is preserved by the matrix operations we use, see [7, Proposition 14]. Note that it is sufficient to maintain an approximation of $D$, as for a weighted graph with polynomially bounded weights the maximal possible weight $w_{\text{max}}$ of a minimal path is bounded by a polynomial, and thus only the coefficients $c_i$ with $i \leq w_{\text{max}}$ are relevant.

To update the matrix inverse, we employ the Sherman-Morrison-Woodbury identity (cf. [12]). This identity states that when updating a matrix $A$ to a matrix $A + \Delta A$, with $\Delta A$ writeable as matrix product $UBV$, the inverse of $A$ can be updated as follows:

$$(A + \Delta A)^{-1} = (A + UBV)^{-1} = A^{-1} - A^{-1}U(I + BVA^{-1}U)^{-1}BVA^{-1}.$$

When $\Delta A$ has only $k$ non-zero rows and columns, there is a decomposition $UBV$ where $B$ is a $k \times k$ matrix.

The right-hand side can be computed in $\FO + \Mod 2(\leq, +, \times)$ for $k \overset{\text{def}}{=} \log^n n$. To see this, we observe that also $I + BVA^{-1}U$ is a $k \times k$ matrix. Computing the right-hand side now requires multiplication and iterated addition of polynomials over $\mathbb{Z}$ as well as the computation
of the inverse of a $k \times k$ matrix. As all computations are done modulo 2, this is indeed possible in $\text{FO}+\text{Mod} 2(\leq, +, \times)$ for (matrices of) polynomials with polynomial degree using results of [11]. We provide more details later.

As we work with isolating weight assignments, our update routines also need to assign weights to changed edges such that the resulting weight assignment is again isolating. We show that this can be done if we start with (slightly adjusted) non-zero circulation weights. Using Theorem 5 we can assume that such an assignment is given, and that we only need to update the weights once.

**Proof sketch (of Theorem 9).** Let $c$ be arbitrary. Thanks to Theorem 5 it suffices to show that there is a $d \in \mathbb{N}$ such that reachability is $(\text{AC}^d, 1)$-maintainable by a dynamic program $\mathcal{P}$ under changes of size $\log^{c+d} n$. Let $d' \in \mathbb{N}$ be such that polynomially bounded skew-symmetric non-zero circulation weights for graphs from $G$ can be computed in $\text{AC}^{d'}$, and set $d \equiv \max(2, d')$.

Let $G = (V, E)$ be a graph with $n$ nodes. Let $u$ be skew-symmetric non-zero circulation weights for $G$ and let $n^b$ be the polynomial bound on the weights. Further, let $w$ be the weight assignment that gives weight $n^{k+2} + u(e)$ to each edge $e \in E$. Notice that $w$ is polynomially bounded by $n^{k+3}$ and isolates $G$ according to Lemma 8.

The $\text{AC}^d$ initialization computes, as auxiliary information, the weightings $u$ and $w$ and an $n^b$-approximation $C$ of $(I - A_{(G, u)}(x))^{-1} \mod 2$, that is, a matrix of formal polynomials in $x$ that agree with the formal power series in $(I - A_{(G, u)}(x))^{-1} \mod 2$ on the coefficients up to degree $n^b$. Here, $b \in \mathbb{N}$ is a constant to be determined later.

When changing $G$ via a change $\Delta E$ with deletions $E^-$ and insertions $E^+$, the dynamic program $\mathcal{P}$ handles deletions and insertions subsequently:

1. **Handling of deletions:**
   
   (a) Define isolating weights $w^-$ for $G^- \equiv (V, E \setminus E^-)$. The weights $w^-$ will differ from $w$ only for the at most $\log^{c+d} n$ edges in $E^-$.  
   
   (b) Compute an $n^b$-approximation of $(I - A_{(G^-, w^-)}(x))^{-1} \mod 2$ using the existing $n^b$-approximation of $(I - A_{(G, w)}(x))^{-1} \mod 2$.

2. **Handling of insertions:**
   
   (a) Define a family $W^-/+$ of weightings such that one member of the family is isolating for $G^-/+ \equiv (V, (E \setminus E^-) \cup E^+)$. All weightings of the family will differ from $w^-$ only for the at most $\log^{c+d} n$ edges in $E^+$.  
   
   (b) Compute an $n^b$-approximation of $(I - A_{(G^-, w^-, +)}(x))^{-1} \mod 2$ using the existing $n^b$-approximation of $(I - A_{(G, w^-)}(x))^{-1} \mod 2$ for all members $w^-/+$ of $W^-/+$.

We first explain Steps (1a) and (2a) in more detail. For computing the isolating weights $w^-$, the program proceeds as follows. Skew-symmetric non-zero circulation weights $u^-$ for $G^-$ are obtained from the non-zero circulation weights $u$ for $G$ by setting the weight of deleted edges $e \in E^-$ to 0. As $u^-$ gives the same weight to all simple cycles in $G^-$ as $u$ gives to these cycles in $G$, it has non-zero circulation. Now, the weight assignment $w^-$ defined by $n^{k+2} + u^-(e)$ is isolating for $G^-$ due to Lemma 8, and differs from $w$ only for edges in $E^-$. Computing the isolation weights for insertions is more challenging. In Lemma 11 below we show that from $G^-$, its transitive closure, and a set $E^+$ of edges of polylogarithmic size one can $\text{FO}(\leq, +, \times)$-define a family $W^-/+$ of weight assignments such that one of these assignments is isolating for $G^-/+$.

For both Steps (1b) and (2b), the inverse of a matrix of polynomials over $\mathbb{Z}_2$ of polynomial degree needs to be updated after changing polylogarithmically many entries (i.e. entries corresponding to $E^-$ and $E^+$, respectively). Inverses can be updated under such changes in
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For checking whether there is a member of \( W^{-/-} \) such that the \( s\-t\)-entry of \((I - A_{(G^{-/-}, w^{-/-})}(x)))^{-1} \mod 2\) is non-zero. Since one member of \( W^{-/-} \) is isolating, a path will be discovered this way.

In the remainder of this subsection we show how inverses for matrices of polynomials can be updated under changes of polylogarithmic size, and how weights for inserted edges can be found.

The following lemma is obtained using the same techniques as in [7]. Here, \( \mathbb{Z}_2[[x]] \) denotes the ring of formal power series with coefficients from \( \mathbb{Z}_2 \), and \( \mathbb{Z}_2[x] \) denotes its subring that consists of all finite polynomials.

**Lemma 10.** Suppose \( A \in \mathbb{Z}_2[[x]]^{n \times n} \) is invertible over \( \mathbb{Z}_2[[x]] \), and \( C \in \mathbb{Z}_2[x]^{n \times n} \) is an \( m \)-approximation of \( A^{-1} \). If \( A + \Delta A \) is invertible over \( \mathbb{Z}_2[[x]] \) and \( \Delta A \) can be written as \( UBV \) with \( U \in \mathbb{Z}_2[[x]]^{n \times k}, B \in \mathbb{Z}_2[x]^{k \times k} \), and \( V \in \mathbb{Z}_2[x]^{k \times n} \), then

\[
(A + \Delta A)^{-1} \approx_m C - CU(I + BVCU)^{-1}BVC
\]

Furthermore, if \( k \leq \log^c n \) for some fixed \( c \) and all involved polynomials have polynomial degree in \( n \), then the right-hand side can be defined in \( \text{FO+Mod} 2(\leq, +, \times) \) from \( C \) and \( \Delta A \).

**Proof sketch.** The correctness of the equation can be proved exactly as in Proposition 14 in [7] (there, this is proved for \( \mathbb{Z}[[x]] \) instead of \( \mathbb{Z}_2[[x]] \)).

We argue that the right-hand side can be defined in \( \text{FO+Mod} 2(\leq, +, \times) \). The involved matrix additions and multiplications modulo 2 can easily be expressed in \( \text{FO+Mod} 2(\leq, +, \times) \), see [11]. It remains to explain how the inverse of the log\(^c\) \( n \) \( \times \) log\(^c\) \( n \) matrix \( I + BVCU \) can be found.

To this end, recall that the \( i\-j\)-entry of the inverse of a matrix \( D \) is equal to \((-1)^{i+j} \frac{\det D_{ji}}{\det D} \), where \( D_{ji} \) is obtained from \( D \) by removing the \( j\)-th row and the \( i\)-th column.

So, it is sufficient to show that the determinant of a \( \log^c n \) \( \times \) \( \log^c n \) matrix of polynomials with polynomial degree can be expressed modulo 2. In [7, Lemma 15] it was shown that such a determinant can be expressed in \( \text{FO+Maj}(\leq, +, \times) \), by observing that one only needs to be able to express the sum of polynomially many polynomials and the product of \( \log^c n \) many polynomials. This observation is still valid for computing the determinant modulo 2 in \( \text{FO+Mod} 2(\leq, +, \times) \). Both kind of computations are possible modulo 2 in \( \text{FO+Mod} 2(\leq, +, \times) \) as well [11].

**Lemma 11.** Let \( G = (V, E) \) be a graph and let \( n = |V| \). Further, let \( w \) be a polynomially bounded isolating weight assignment for \( G \), and let \( E^+ \) be a set of \( O(\log^c n) \) edges that is disjoint from \( E \), for some \( c \in \mathbb{N} \). Then there is a family \( W' \) of polynomially many polynomially bounded weight assignments such that

1. \( W' \) is \( \text{FO}(\leq, +, \times) \)-definable from \( G \), \( \text{Reach}(G) \), \( E^+ \) and \( w \),
2. all \( w' \in W' \) agree with \( w \) on \( E \),
3. at least one \( w' \in W' \) is isolating for \( (V, E \cup E^+) \).

The proof works along the following lines. We use the approach from [18] to obtain weights for the inserted edges with the following idea: if there is an \( s\-t\)-path that uses at least one inserted edge from \( E^+ \), then there is a unique minimal path under all \( s\-t\)-paths
that use at least one such edge, where we ignore the weight of the paths that is contributed by edges from $E$. We multiply these constructed weights for the edges from $E^+$ by a large polynomial to ensure that the combined weight assignment with the existing weights for edges in $E$ is isolating for the graph $(V, E \cup E^+)$. The approach from [18] does not lead to polynomially bounded weights in the size of the graph it is used for. We construct them for a graph with $N = O(\log n)$ many nodes, and although they are not polynomially bounded in $N$, they are in $n$.

We now get to the details of the construction. In the following, we consider graphs with two sets of edges. An adorned graph $G = (V, E, F)$ has, besides the set $E$ of real edges, a further set $F$ of fictitious edges, which is not necessarily disjoint from $E$. For each pair $s, t$ of nodes, let $\mathcal{P}_{s, t}$ be the set of $s$-$t$-paths in $G$ that use at least one real edge $e \in E$ and arbitrarily many fictitious edges $e' \in F$. Let $\mathcal{P}_{s, t}$ be the set of edge sequences that result from $\mathcal{P}_{s, t}'$ by removing the fictitious edges from the paths.

We say that a weight assignment $w$ real-isolates $G$, if (1) it maps each real edge $e \in E$ to a positive integer, and (2) each non-empty $\mathcal{P}_{s, t}$ has a unique minimal element under $w$. In the following, we will need a stronger property. We say that $w$ strongly real-isolates $G$, if in addition for each pair $\mathcal{P}_{s, t}$ and $\mathcal{P}_{s', t'}$ of non-empty sets with $(s, t) \neq (s', t')$ the unique minimal elements of $\mathcal{P}_{s, t}$ and $\mathcal{P}_{s', t'}$ have different weights under $w$.

The following lemma can be proved along the lines of [18], see the full version for details.

\textbf{Lemma 12.} There is a constant $\beta \in \mathbb{N}$ such that for every natural number $N$ and every adorned graph $G = (V, E, F)$ with $V = \{1, \ldots, N\}$ there is a sequence $\bar{p} = p_1, p_2, \ldots, p_{\log N}$ of primes, each consisting of at most $(\beta - 2) \log N$ bits, such that the weight assignment

$$w_{\bar{p}}(e) = \begin{cases} \sum_{j=1}^{\log N} N^{\beta(\log N - j)} (w_0(e) \mod p_j) & e \in E \\ 0 & e \in F \end{cases}$$

strongly real-isolates $G$. Here, $w_0(u, v) \overset{\text{def}}{=} 2^{(N+1)u+v}$.

Using this lemma, we can prove Lemma 11.

\textbf{Proof of Lemma 11.} Let $V_{\text{aff}} \subseteq V$ be the set of nodes with edges in $E^+$. We construct an adorned graph $H = (V_H, E_H, F_H)$ with node set $V_H \overset{\text{def}}{=} V_{\text{aff}}$ as follows. The set $E_H$ of real edges is $E_H \overset{\text{def}}{=} E^+$, and the set $F_H$ of fictitious edges is $F_H \overset{\text{def}}{=} \{ (u, v) \mid u, v \in V_H, (u, v) \in \text{REACH}(G) \}$. So, a fictitious edge $(u, v)$ of $H$ represents the existence of a $u$-$v$-path in $G$.

Let $\beta$, $\bar{p}$ and $w_{\bar{p}}$ be as promised to exist for $H$ by Lemma 12. Further, let $n^k$ be the upper bound on the weights of $w$. We define the weight assignment $w'$ for $G' \overset{\text{def}}{=} (V, E \cup E^+)$ as follows.

- $w'(e) = w(e)$ for all $e \in E$,
- $w'(e) = n^{k+2} \cdot w_{\bar{p}}(e)$ for all $e \in E^+ = E_H$.

We show that $w'$ isolates $G'$ first, afterwards we show that $w'$ is a member of an FO$(\leq, +, \times)$-definable family of weightings.

For showing that $w'$ isolates $G'$ suppose, towards a contradiction, that there are two lightest simple $s$-$t$-paths $\pi, \rho$ in $G'$ with respect to $w'$, for some nodes $s$ and $t$. Let $\pi_1 \pi_2 \pi_3 = \pi$ and $\rho_1 \rho_2 \rho_3 = \rho$ be the subpaths of $\pi$ and $\rho$ such that edges from $E^+$ are only used in $\pi_2$ and $\rho_2$ and those subpaths are minimal with that property. Notice that both $\pi_2$ and $\rho_2$ are non-empty, as otherwise $\rho$ and $\pi$ are also lightest paths in $G$ with respect to $w$, contradicting the assumption that $w$ isolates $G$. Let $\pi'$ and $\rho'$ be the paths in $H$ that correspond to $\pi_2$ and $\rho_2$, where subpaths of $\pi_2$ and $\rho_2$ are replaced by fictitious edges. We consider two cases.
If \( w_p(\pi') \neq w_p(\rho') \), then the total weight of \( \pi \) and \( \rho \) contributed by the edges from \( E^+ \) differs by at least \( n^{k+2} \). As the total weight contributed by the remaining edges is upper-bounded by \( n^{k+1} \), we have that \( w'(\pi) \neq w'(\rho) \), the desired contradiction.

Thus assume, without loss of generality, that \( w_p(\pi') = w_p(\rho') \). We can assume that both paths \( \pi' \) and \( \rho' \) are lightest paths in \( H \): if, say, \( \pi' \) is not a lightest path, then we can replace \( \pi_2 \) in \( \pi \) by a path that uses lighter edges from \( E^+ \), leading to an overall lighter path by the argument of the previous case. Then, because \( w_p \) strongly isolates \( H \), the edges from \( E_H = E^+ \) used in \( \pi' \) and \( \rho' \) must be equal, and the same is true for \( \pi_2 \) and \( \rho_2 \). These edges must also be used in the same order, as otherwise a path with fewer edges from \( E^+ \) exists, which by the argument of previous case is lighter than both \( \pi \) and \( \rho \). Because \( \pi \) and \( \rho \) are different paths, there must be subpaths \( \pi^* \) and \( \rho^* \) that consist only of edges from \( E \) and are both simple \( u \)-\( v \)-paths, for some nodes \( u \) and \( v \). As \( w \) is isolating for \( G \), not both subpaths can be lightest \( u \)-\( v \)-paths in \( G \). Say, \( \rho^* \) is not such a lightest path. If we replace \( \rho^* \) in \( \rho \) by the lightest \( u \)-\( v \)-path in \( G \), we obtain a path that is lighter than \( \rho \), as \( w' \) agrees with \( w \) on \( E \). So, \( \rho \) is not a lightest \( s \)-\( t \)-path in \( G' \) with respect to \( w' \), the desired contradiction. It follows that \( w' \) is isolating for \( G' \).

The weight assignment \( w_p \) is clearly \( \text{FO}(\leq, +, \times) \)-definable from \( G, \text{Reach}(G), E^+, w \) and \( \bar{p} \), as \( H \) is \( \text{FO}(\leq, +, \times) \)-definable, the involved numbers consist of at most polylogarithmically many bits, and \( \text{FO}(\leq, +, \times) \) can express the necessary arithmetic on numbers of that magnitude (see [14, Theorem 5.1]). The sequence \( \bar{p} \) consists of \( O(\log \log n) \) many primes (as \( H \) is of size polylog) which in turn are represented by \( O(\log \log n) \) many bits, because \( H \) has only polylogarithmic size in \( n \). So, \( \bar{p} \) can be represented by a tuple of nodes from \( V \), and it follows that a family \( W' \) of weight assignments with \( w' \in W' \) is \( \text{FO}(\leq, +, \times) \)-definable from \( G, \text{Reach}(G), E^+ \) and \( w \).

### 6.3 Computing weights for bounded-treewidth graphs

In this section, we show that isolating weights for graphs of bounded treewidth can be computed in \( \text{LOGSPACE} \). As an immediate consequence, reachability can be maintained for such graphs under changes of polylogarithmic size.

A tree decomposition \( T = (T, B) \) of a graph \( G = (V, E) \) consists of a (rooted, directed) tree \( T = (I, F, r) \), with (tree) nodes \( I \), (tree) edges \( F \), a distinguished root node \( r \in I \), and a function \( B : I \to 2^V \) such that

1. the set \( \{ i \in I \mid v \in B(i) \} \) is non-empty for each node \( v \in V \),
2. there is an \( i \in I \) with \( \{ u, v \} \subseteq B(i) \) for each edge \( (u, v) \in E \), and
3. the subgraph \( T[\{ i \in I \mid v \in B(i) \}] \) is connected for each node \( v \in V \).

We refer to the number of children of a node \( i \) of \( T \) as its degree, and to the set \( B(i) \) as its bag. We denote the parent node of \( i \) by parent\((i)\). The width of a tree decomposition is defined as the maximal size of a bag minus 1. The treewidth of a graph \( G \) is the minimal width among all tree decompositions of \( G \). A tree decomposition is binary, if all tree nodes have degree at most 2. Its depth is the length of a longest path from the root \( r \) to a leaf of \( T \). We inductively define the height \( h(i) \) of \( i \) to be 1 if \( i \) is a leaf, and \( h(i') + 1 \) if \( i \) is an inner tree node and \( i' \) is a child of \( i \) with maximal height. For a node \( v \in V \) we denote by \( B(v) \) the highest bag that contains \( u \), and let \( h(u) \stackrel{\text{def}}{=} h(B(u)) \). This bag \( B(v) \) is well-defined for each node \( v \) thanks to condition (3) of the definition of a tree decomposition.

We usually identify tree nodes \( i \) and their bag \( B(i) \), and use the above notions and measures directly for bags. We also abuse notation and write \( B \in B \) if \( B = B(i) \) for some tree node \( i \).
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As a first step we construct isolation weights for bounded treewidth graphs that additionally have bounded degree. Isolation weights for all graphs of bounded treewidth are provided afterwards.

**Proposition 13.** Let $c, d, k \in \mathbb{N}$ be fixed. Let $G = (V, E)$ be a graph with maximal degree $d$, and let $n$ be the number of its nodes. Let $T$ be a binary tree decomposition of $G$ with width $k$ and depth at most $c \log n$. A polynomially bounded skew-symmetric weight assignment with non-zero circulation for $G$ can be computed in \textsc{LOGSPACE}.

**Proof.** The idea for assigning weights is the following. We associate each edge with one bag of the tree decomposition, namely the highest bag that contains one endpoint of the edge. For each bag $B$, we denote the set of all edges that are associated with $B$ by $S(B)$. As the width of $T$ and the degree of $G$ are bounded by a constant, so is $|S(B)|$. An edge $e$ is assigned a weight that depends exponentially on the height of the bag $B$ it is associated with, and also exponentially on its position in some linear order on $S(B)$. For each cycle $C$ there is a unique highest bag $B_C$ that some of the cycle’s edges is associated with. The idea for establishing non-zero circulation of $C$ is that its weight is dominated by the weight of the unique edge which (1) is associated with $B_C$ and (2) has largest index in the linear order on $S(B)$ among all edges of the cycle. As the height of a bag is logarithmic in $n$ and $|S(B)|$ is bounded by a constant, the weight of every edge is polynomial in $n$.

We now proceed to the details. For each $e \in \overline{E}$, let $B_e$ be the (unique) highest bag that contains one of the end points of $e$. For a bag $B$, define the set $S(B)$ of its associated edges as $S(B) \overset{\text{def}}{=} \{ e \in \overline{E} \mid B = B_e \}$. Observe that the sets $S(B)$ partition the set $\overline{E}$ of edges and that the size of $S(B)$ is bounded by a constant $\beta \overset{\text{def}}{=} 2d(k + 1)$, as each bag $B$ contains at most $k + 1$ nodes and each node has degree at most $d$ in $G$ and therefore degree at most $2d$ in $\overline{G}$. For each $S(B)$ we fix an enumeration of its elements\footnote{As we devise an \textsc{LOGSPACE} algorithm, we can assume the existence of a linear order on the input.}. Now, for each edge $e$, we set $h(e) = h(B_e)$ and $\ell(e) = i$, if $e$ is the $i$-th element in the enumeration of $S(B_e)$.

We set the weight $w(e)$ of an edge $e = (u, v)$ with $u \leq v$ to be $w(e) \overset{\text{def}}{=} (4\beta \cdot 3^\beta + 2) h(e) \cdot 3^{\ell(e)}$. The weight of an edge $(u, v)$ with $u > v$ is $w(u, v) = -w(v, u)$. Notice that this weight assignment is polynomially bounded and skew-symmetric and can be computed in \textsc{LOGSPACE}. We now show that it has non-zero circulation.

Let $C$ be any simple cycle in $\overline{G}$, and let $e_1, \ldots, e_m$ be an enumeration of its edges. Without loss of generality we assume that $e_1$ is the edge with the maximal weight among all edges in $C$. This edge is well-defined, as there is a unique highest bag $B$ such that $S(B)$ contains an edge of $C$, and the term $4\beta \cdot 3^\beta + 2$ is strictly greater than $3^{\ell(e)}$ for any value of $\ell(e)$.

We show $|w(e_1)| > |w(e_2) + \cdots + w(e_m)|$, which implies the claim. Actually, we show that the weight of $w(e_1)$ exceeds the combined weight of all other edges $e$ that are either in $S(B)$ and have $\ell(e) < \ell(e_1)$ or are in $S(B')$ for some bag $B'$ below $B$ in the tree decomposition. Note that there are $\sum_{b=1}^{h(e_1)-1} 2^{h(e_1)-h}$ many of those bags $B'$, each $S(B')$ contains at most $\beta$ edges, and the weight of each edge is upper bounded by $(4\beta \cdot 3^\beta + 2)^{h(B')} \cdot 3^\beta$.

\begin{align*}
|w(e_2) + \cdots + w(e_m)| & < \sum_{i=1}^{\ell(e_1)-1} (4\beta \cdot 3^\beta + 2)^{h(e_1)} \cdot 3^i + \sum_{b=1}^{h(e_1)-1} 2^{h(e_1)-h} \cdot \beta \cdot (4\beta \cdot 3^\beta + 2)^h \cdot 3^\beta \\
& = \sum_{i=1}^{\ell(e_1)-1} (4\beta \cdot 3^\beta + 2)^{h(e_1)} \cdot 3^i + \sum_{b=1}^{h(e_1)-1} 2^{h(e_1)} \cdot \beta \cdot (2\beta \cdot 3^\beta + 1)^h \cdot 3^\beta
\end{align*}
A polynomially bounded skew-symmetric weight assignment with non-zero circulation for \( w \) distinguishes these three cases: none of the two vertices, or (b) a highest bag in which both \((u, v)\) is contained in \(B\) and have \(|w(e)|\).

Non-zero circulation weights cannot only be computed in LOGSPACE for bounded-treewidth graphs with bounded degree, as given by Proposition 13, but also for all graphs with bounded treewidth. Also, using a result of Elberfeld, Jakoby and Tantau [10], no tree decomposition needs to be given as input.

**Theorem 14.** Let \( k \in \mathbb{N} \) be fixed and let \( G = (V, E) \) be a graph with treewidth at most \( k \). A polynomially bounded skew-symmetric weight assignment with non-zero circulation for \( G \) can be computed in LOGSPACE.

The idea for proving Theorem 14 is as follows. From a given graph \( G \) with treewidth at most \( k \) we construct a graph \( G' \) with treewidth and degree \( O(k) \) as well as a tree decomposition. The graph \( G' \) basically results from a tree decomposition \( T \) of \( G \) by making a copy of each edge \( e \) for every bag of \( T \) that contains \( v \). These copies are connected by an edge if the corresponding bags in \( T \) are. Using Proposition 13, we obtain non-zero circulation weights for \( G' \), and we show that they can be translated to non-zero circulation weights for \( G \).

**Proof.** Fix \( k \in \mathbb{N} \) and let \( G = (V, E) \) be a graph with treewidth at most \( k \). Let \( n \) be the size of \( V \). There are constants \( c_1, c_2 \in \mathbb{N} \) that only depend on \( k \) such that a binary tree decomposition \( T = (T, B) \) of \( G \) of width at most \( c_1 k \) and depth at most \( c_2 \log n \) can be computed in LOGSPACE [10]. From \( G \) and \( T \) we construct a graph \( G' = (V', E') \) as follows. Let \( V' \) be the set \( V' \equiv \{ v_B \mid B \in B, v \in B \} \) and let \( E' \equiv \{ (v_B, v_B') \mid B' = \text{parent}(B) \} \cup \{ (u_B, v_B) \mid (u, v) \in E, u \notin \text{parent}(B) \text{ or } v \notin \text{parent}(B) \} \). So, we have one copy \( v_B \) of a node \( v \) in \( V \) for each bag \( B \) such that \( v \) is contained in \( B \). Two copies of a node are connected by an edge if they originate from adjacent bags in the tree decomposition, and there is an edge between two copies \( u_B \) and \( v_B \), originating from the same bag \( B \), if \( B \) is the highest bag of \( T \) that contains both endpoints \( u \) and \( v \).

The degree of \( G' \) is bounded by \( c_1 k + 3 \). The tree decomposition \( T' = (T, B') \) that replaces each bag \( B \) of \( T \) by \( \{ v_B \mid v \in B \} \cup \{ v_{\text{parent}(B)} \mid v \in \text{parent}(B) \} \) is a tree decomposition of \( G' \) and has width at most \( 2c_1 k + 1 \). Furthermore, it is binary and has depth at most \( c_2 \log n \). So, by Proposition 13, one can compute in LOGSPACE polynomially bounded, skew-symmetric non-zero circulation weights \( w' \) for \( G' \).

We construct a weight function \( w \) for \( G' \) as follows. For that, we associate with each edge \((u, v) \in E \) a sequence \( P(u, v) \) of edges in \( G' \). Recall that for each edge \((u, v) \) there is a highest bag in which both \( u \) and \( v \) appear. The bag above that bag contains either (a) none of the two vertices, or (b) \( v \) but not \( u \), or (c) \( u \) but not \( v \). The definition of \( P(u, v) \) distinguishes these three cases:

1. Suppose \( B(u) = B(v) \). We set \( P(u, v) = (u_{B(u)}, v_{B(v)}) \).
2. Suppose \( B(u) \) is a proper descendant of \( B(v) \). Let \( B = B(u) \) and \( B' = B(v) \). We set \( P(u, v) = (u_{B}, v_{B}), (u_{B}, v_{\text{parent}(B)}), \ldots, (u_{\text{parent}(B)}, v_{B'}) \).
3. Suppose \( B(v) \) is a proper descendant of \( B(u) \). Let \( B = B(u) \) and \( B' = B(v) \). We set \( P(u, v) = (u_{B}, u_{\text{parent}(B)}), \ldots, (u_{\text{parent}(B)}, u_{B'}), (u_{B'}, v_{B'}) \).

Now, let \( w(u, v) \) be the sum \( \sum_{e \in P(u,v)} w'(e) \) of the weights of the edges \( e \) in \( P(u, v) \). Because \( w' \) is a polynomially bounded skew-symmetric weight assignment, so is \( w \).
It remains to show that $w$ has non-zero circulation. Let $\mathcal{C}$ be an arbitrary simple cycle in $\tilde{G}$. We need to show that $w$ assigns a non-zero weight to $\mathcal{C}$. Let $e_1, \ldots, e_m$ be the sequence of edges that constitutes $\mathcal{C}$, and let $W'$ be the sequence $P(e_1), \ldots, P(e_m)$ of edges. By definition, the weight of $\mathcal{C}$ under $w$ is the same as the weight of $W'$ under $w'$.

Note that $W'$ constitutes a cycle in $\tilde{G}$ which is not necessarily simple: some nodes might be visited more than once. We show that we can construct from $W'$ a simple cycle $\tilde{C}'$ by removing parts of $W'$ with total weight 0. As a result, $\tilde{C}'$ has the same weight as $W'$ under $w'$. Because $w'$ has non-zero circulation, the weight of $\tilde{C}'$ and $W'$ is non-zero, and so is the weight of $\mathcal{C}$ under $w$.

Suppose that some node $u_B$ is visited twice by $W'$. Then $W'$ has the subsequence $P(v, u)P(u, v')$ for some nodes $v$ and $v'$, because $u$ is visited only once in $\mathcal{C}$ and no node appears twice in a simple sequence $P(u, v')$. Moreover, it must be that $h(u)$ is greater than both $h(v)$ and $h(v')$, or smaller than both $h(v)$ and $h(v')$, and either $B(v)$ is a descendant of $B(v')$ or $B(v')$ is a descendant of $B(v)$. We consider the case that $h(u)$ is greater than both $h(v)$ and $h(v')$, and $B(v')$ is a descendant of $B(v)$. The other cases are analogous. Then $P(v, u)P(u, v')$ visits the nodes $v_B(u), u_B(v), u_{parent}(B(v)), \ldots, u_B(u), \ldots, u_{parent}(B(v')), u_B(v'), v_B'(v')$ in that order. The closed walk from $u_B(v)$ to $u_B(u)$ and back to $u_B(v)$ has, because of skew-symmetry, a total weight of 0 under $w'$. So, the corresponding edges can be removed from $W'$ without changing the weight. Repeating this step results in a simple cycle $\tilde{C}'$ with the same weight under $w'$ as $\mathcal{C}$ under $w$. As $w'$ has non-zero circulation, the weight of $\tilde{C}'$ is non-zero, and so is the weight of $\mathcal{C}$.

7 Conclusion

The complexity of maintaining (variants of) the reachability query is the dominant research question in dynamic complexity theory. With this paper we basically settle this question for reachability in undirected graphs, at least with respect to the size of a change: reachability in undirected graphs is in DynFO \((\leq, +, \times)\) if and only if the changes have at most polylogarithmic size. For reachability in directed graphs, we can only show this for insertions of polylogarithmic size, and the main open problem is whether this can be extended to also allow for deletions of single edges, non-constant many edges, or even polylogarithmically many edges.

We give preliminary results for classes of graphs for which non-zero circulation weights can be computed in AC: reachability for these graphs is in DynFO+Mod 2 \((\leq, +, \times)\) under insertions and deletions of polylogarithmic size. We show that one can compute such weight assignments for graphs with bounded treewidth. Other graph classes for which this is possible include the class of planar graphs [23], and in general all graphs with bounded genus, which one can show using results from [5].

A question for further research is whether reachability for classes of directed graphs can be maintained in DynFO \((\leq, +, \times)\) under insertions and deletions of polylogarithmic size. Candidate classes are graphs with bounded treewidth, and directed acyclic graphs.
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Abstract

The Strahler number of a rooted tree is the largest height of a perfect binary tree that is its minor. The Strahler number of a parity game is proposed to be defined as the smallest Strahler number of the tree of any of its attractor decompositions. It is proved that parity games can be solved in quasi-linear space and in time that is polynomial in the number of vertices \( n \) and linear in \( (d/2k)^k \), where \( d \) is the number of priorities and \( k \) is the Strahler number. This complexity is quasi-polynomial because the Strahler number is at most logarithmic in the number of vertices. The proof is based on a new construction of small Strahler-universal trees.

It is shown that the Strahler number of a parity game is a robust, and hence arguably natural, parameter: it coincides with its alternative version based on trees of progress measures and – remarkably – with the register number defined by Lehtinen (2018). It follows that parity games can be solved in quasi-linear space and in time that is polynomial in the number of vertices and linear in \( (d/2k)^k \), where \( k \) is the register number. This significantly improves the running times and space achieved for parity games of bounded register number by Lehtinen (2018) and by Parys (2020).

The running time of the algorithm based on small Strahler-universal trees yields a novel trade-off \( k \cdot \lg(d/k) = O(\log n) \) between the two natural parameters that measure the structural complexity of a parity game, which allows solving parity games in polynomial time. This includes as special cases the asymptotic settings of those parameters covered by the results of Calude, Jain Khousainov, Li, and Stephan (2017), of Jurdziński and Lazić (2017), and of Lehtinen (2018), and it significantly extends the range of such settings, for example to \( d = 2^{O(\sqrt{\lg n})} \) and \( k = O(\sqrt{\lg n}) \).
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1 Context

Parity Games. Parity games are a fundamental model in automata theory and logic [8, 32, 17,
2], and their applications to verification, program analysis, and synthesis. In particular, they
are intimately linked to the problems of emptiness and complementation of non-deterministic
automata on trees [8, 32], model checking and satisfiability of fixpoint logics [9, 2], and
evaluation of nested fixpoint expressions [1, 18]. It is a long-standing open problem whether
parity games can be solved in polynomial time [9].

The impact of parity games goes well beyond their home turf of automata theory, logic,
and formal methods. For example, an answer [14] of a question posed originally for parity
games [31] has strongly inspired major breakthroughs on the computational complexity of
fundamental algorithms in stochastic planning [12] and linear optimization [15, 16].

Strahler Number. The Strahler number has been proposed by Horton (1945) and made
rigorous by Strahler (1952), in their morphological study of river networks in hydrogeology.
It has been also studied in other sciences, such as botany, anatomy, neurophysiology, physics,
and molecular biology, where branching patterns appear. The Strahler number has been
identified in computer science by Ershov [10] as the smallest number of registers needed to
evaluate an arithmetic expression. It has since been rediscovered many times in various areas
of computer science; see the surveys of Knuth [23], Viennot [30], and Esparza, Luttenberger,

Related Work. A major breakthrough in the quest for a polynomial-time algorithm for
parity games was achieved by Calude, Jain, Khoussainov, Li, and Stephan [3], who have
given the first quasi-polynomial algorithm. Other quasi-polynomial algorithms have been
developed soon after by Jurdziński and Lazić [20], and Lehtinen [24]. Czerwiński, Daviaud,
Fijalkow, Jurdziński, Lazić, and Parys [4] have introduced the concepts of universal trees and
separating automata, and argued that all the aforementioned quasi-polynomial algorithms
were intimately linked to them.

By establishing a quasi-polynomial lower bound on the size of universal trees, Czerwiński et
al. have highlighted the fundamental limitations of the above approaches, motivating further
the study of the attractor decomposition algorithm due to McNaughton [27] and Zielonka [32].
Parys [28] has proposed an ingenious quasi-polynomial version of McNaughton-Zielonka
algorithm, but Lehtinen, Schewe, and Wojtczak [26], and Jurdziński and Morvan [21] have
again strongly linked all quasi-polynomial variants of the attractor decomposition algorithm
to universal trees.

Among several prominent quasi-polynomial algorithms for parity games, Lehtinen’s
approach [24] has relatively least attractive worst-case running time bounds. Parys [29] has
offered some running-time improvements to Lehtinen’s algorithm, but it remains significantly
worse than state-of-the-art bounds of Jurdziński and Lazić [20], and Fearnley, Jain, de
Keijzer, Schewe, Stephan, and Wojtczak [13], in particular because it always requires at least
quasi-polynomial working space.
Our Contributions. We propose the Strahler number as a parameter that measures the structural complexity of dominia in a parity game and that governs the computational complexity of the most efficient algorithms currently known for solving parity games. We establish that the Strahler number is a robust, and hence natural, parameter by proving that it coincides with its version based on trees of progress measures and with the register number defined by Lehtinen [24].

We give a construction of small Strahler-universal trees that, when used with the progress measure lifting algorithm [19, 20] or with the universal attractor decomposition algorithm [21], yield algorithms that work in quasi-linear space and quasi-polynomial time. Moreover, usage of our small Strahler-universal trees allows to solve parity games in polynomial time for a wider range of asymptotic settings of the two natural structural complexity parameters (number of priorities \(d\) and the Strahler/register number \(k\)) than previously known, and that covers as special cases the \(k = O(1)\) criterion of Lehtinen [24] and the \(d < \log n\) and \(d = O(\log n)\) criteria of of Calude et al. [3], and of Jurdziński and Lazić [20], respectively.

Proofs. Proofs of some of our technical results can be found in the long version of this extended abstract available on arXiv [7].

2 Dominions, Attractor Decompositions, and Their Trees

Strategies, Traps, and Dominions. A parity game [8] \(G\) consists of a finite directed graph \((V, E)\), a partition \((V_{\text{Even}}, V_{\text{Odd}})\) of the set of vertices \(V\), and a function \(\pi : V \rightarrow \{0, 1, \ldots, d\}\) that labels every vertex \(v \in V\) with a non-negative integer \(\pi(v)\) called its priority. We say that a cycle is even if the highest vertex priority on the cycle is even; otherwise the cycle is odd. We say that a parity game is \((n,d)\)-small if it has at most \(n\) vertices and all vertex priorities are at most \(d\).

For a set \(S\) of vertices, we write \(G \setminus S\) for the substructure of \(G\) whose graph is the subgraph of \((V, E)\) induced by the sets of vertices \(S\). Sometimes, we also write \(G \setminus S\) to denote \(G \setminus (V \setminus S)\). We assume throughout that every vertex has at least one outgoing edge, and we reserve the term subgame to substructures \(G \setminus S\), such that every vertex in the subgraph of \((V, E)\) induced by \(S\) has at least one outgoing edge.

A (positional) Steven strategy is a set \(\sigma \subseteq E\) of edges such that:

- for every \(v \in V_{\text{Even}}\), there is an edge \((v, u) \in \sigma\),
- for every \(v \in V_{\text{Odd}}\), if \((v, u) \in E\) then \((v, u) \in \sigma\).

For a non-empty set of vertices \(R\), we say that a Steven strategy \(\sigma\) traps Audrey in \(R\) if \(w \in R\) and \((w, u) \in \sigma\) imply \(u \in R\). We say that a set of vertices \(R\) is a trap for Audrey [32] if there is a Steven strategy that traps Audrey in \(R\). Observe that if \(R\) is a trap in a game \(G\) then \(G \cap R\) is a subgame of \(G\). For a set of vertices \(D \subseteq V\), we say that a Steven strategy \(\sigma\) is a Steven dominion strategy on \(D\) if \(\sigma\) traps Audrey in \(D\) and every cycle in the subgraph \((D, \sigma)\) is even. Finally, we say that a set \(D\) of vertices is a Steven dominion [22] if there is a Steven dominion strategy on it.

Audrey strategies, trapping Steven, and Audrey dominions are defined in an analogous way by swapping the roles of the two players. We note that the sets of Steven dominions and of Audrey dominions are each closed under union, and hence the largest Steven and Audrey dominions exist, and they are the unions of all Steven and Audrey dominions, respectively. Moreover, every Steven dominion is disjoint from every Audrey dominion.
Attractor Decompositions. In a parity game $G$, for a target set of vertices $B$ (“bullseye”) and a set of vertices $A$ such that $B \subseteq A$, we say that a Steven strategy $\sigma$ is a Steven reachability strategy to $B$ from $A$ if every infinite path in the subgraph $(V, \sigma)$ that starts from a vertex in $A$ contains at least one vertex in $B$.

For every target set $B$, there is the largest (with respect to set inclusion) set from which there is a Steven reachability strategy to $B$ in $G$; we call this set the Steven attractor to $B$ in $G$ [32]. Audrey reachability strategies and Audrey attractors are defined analogously. We highlight the simple fact that if $A$ is an attractor for a player in $G$ then its complement $V \setminus A$ is a trap for them.

If $G$ is a parity game in which all priorities do not exceed a non-negative even number $d$ then we say that $H = (A, (S_1, H_1, A_1), \ldots, (S_\ell, H_\ell, A_\ell))$ is a Steven $d$-attractor decomposition [5, 6, 21] of $G$ if:
- $A$ is the Steven attractor to the (possibly empty) set of vertices of priority $d$ in $G$;
- and setting $G_i = G \setminus A$, for all $i = 1, 2, \ldots, \ell$, we have:
  - $S_i$ is a non-empty trap for Audrey in $G_i$ in which every vertex priority is at most $d - 2$;
  - $H_i$ is a Steven $(d - 2)$-attractor decomposition of subgame $G \cap S_i$;
  - $A_i$ is the Steven attractor to $S_i$ in $G_i$;
  - $G_{i+1} = G_i \setminus A_i$;
- and the game $G_{\ell+1}$ is empty. If $d = 0$ then we require that $\ell = 0$.

The following proposition states that if a subgame induced by a trap for Audrey has a Steven attractor decomposition then the trap is a Steven dominion. Indeed, a routine proof argues that all of the Steven reachability strategies, implicit in the attractors listed in the decomposition, is a Steven dominion strategy.

**Proposition 1** ([32, 5, 21]). If $d$ is even, $R$ is a trap for Audrey in $G$, and there is a Steven $d$-attractor decomposition of $G \cap R$, then $R$ is a Steven dominion in $G$.

Attractor decompositions for Audrey can be defined in the analogous way by swapping the roles of players as expected, and then a dual version of the proposition holds routinely.

The following theorem implies that every vertex in a parity game is either in the largest Steven dominion or in the largest Audrey dominion — it is often referred to as the positional determinacy theorem for parity games.

**Theorem 2** ([8, 27, 32, 21]). For every parity game $G$, there is a partition of the set of vertices into a trap for Audrey $W_{\text{Even}}$ and a trap for Steven $W_{\text{Odd}}$ such that there is a Steven attractor decomposition of $G \cap W_{\text{Even}}$ and an Audrey attractor decomposition of $G \cap W_{\text{Odd}}$.

Ordered Trees and Their Strahler Numbers. Ordered trees are defined inductively; the trivial tree $\langle \rangle$ is an ordered tree and so is a sequence $\langle T_1, T_2, \ldots, T_\ell \rangle$, where $T_i$ is an ordered tree for every $i = 1, 2, \ldots, \ell$. The trivial tree has only one node called the root, which is a leaf; and a tree of the form $\langle T_1, T_2, \ldots, T_\ell \rangle$ has the root with $k$ children, the root is not a leaf, and the $i$-th child of the root is the root of ordered tree $T_i$.

Because the trivial tree $\langle \rangle$ has just one node, we sometimes write $\circ$ to denote it. If $T$ is an ordered tree and $i$ is a positive integer, then we use the notation $T^i$ to denote the sequence $T, T, \ldots, T$ consisting of $i$ copies of tree $T$. Then the expression $\langle T^i \rangle = \langle T, \ldots, T \rangle$ denotes the tree whose root has $i$ children, each of which is the root of a copy of $T$. We also use the $\cdot$ symbol to denote concatenation of sequences, which in the context of ordered trees can be interpreted as sequential composition of trees by merging their roots; for example, $\langle (\circ^3), (\circ^4), (\circ^2) \rangle = \langle (\circ^3), (\circ^4), (\circ^2) \circ (\circ), (\circ) \rangle = \langle (\circ), (\circ), (\circ), (\circ) \rangle$. 


For an ordered tree $T$, we write height $(T)$ for its height and leaves $(T)$ for its number of leaves, which are defined by the following routine induction: the trivial tree $\langle \rangle = o$ has 1 leaf and its height is 1; the number of leaves of tree $(T_1, T_2, \ldots, T_\ell)$ is the sum of the numbers of leaves of trees $T_1, T_2, \ldots, T_\ell$; and its height is 1 plus the maximum height of trees $T_1, T_2, \ldots, T_\ell$. For example, the tree $\langle \langle o^3 \rangle, o^4, \langle (o) \rangle^2 \rangle$ has 9 leaves and height 4 We say that an ordered tree is $(n, h)$-small if it has at most $n$ leaves and its height is at most $h$.

The Strahler number $\text{Str} (T)$ of a tree $T$ is defined to be the largest height of a perfect binary tree that is a minor of $T$. Alternatively, it can be defined by the following structural induction: the Strahler number of the trivial tree $\langle \rangle = o$ is 1; and if $T = (T_1, \ldots, T_\ell)$ and $m$ is the largest Strahler number of trees $T_1, \ldots, T_\ell$, then $\text{Str} (T) = m$ if there is a unique $i$ such that $\text{Str} (T_i) = m$, and $\text{Str} (T) = m + 1$ otherwise. For example, we have $\text{Str} (\langle \langle o^3 \rangle, o^4, \langle (o) \rangle^2 \rangle) = 2$ because $\text{Str} (\langle o \rangle) = \text{Str} (\langle (o) \rangle) = 1$ and $\text{Str} (\langle o^3 \rangle) = 2$.

Proposition 3. For every $(n, h)$-small tree $T$, we have $\text{Str} (T) \leq h$ and $\text{Str} (T) \leq \lceil \lg n \rceil + 1$.

Trees of Attractor Decompositions. The definition of an attractor decomposition is inductive and we define an ordered tree that reflects the hierarchical structure of an attractor decomposition. If $d$ is even and $\mathcal{H} = \langle A, (S_1, H_1, A_1), \ldots, (S_\ell, H_\ell, A_\ell) \rangle$ is a Steven $d$-attractor decomposition then we define the tree of attractor decomposition $\mathcal{H}$ [6, 21], denoted by $T_{\mathcal{H}}$, to be the trivial ordered tree $\langle \rangle$ if $\ell = 0$, and otherwise, to be the ordered tree $(T_{H_1}, T_{H_2}, \ldots, T_{H_\ell})$, where for every $i = 1, 2, \ldots, \ell$, tree $T_{H_i}$ is the tree of attractor decomposition $H_i$. Trees of Audrey attractor decompositions are defined analogously.

Observe that the sets $S_1, S_2, \ldots, S_\ell$ in an attractor decomposition as above are non-empty and pairwise disjoint, which implies that trees of attractor decompositions are small relative to the number of vertices and the number of distinct priorities in a parity game. The following proposition can be proved by routine structural induction.

Proposition 4 ([6, 21]). If $\mathcal{H}$ is an attractor decomposition of an $(n, d)$-small parity game then its tree $T_{\mathcal{H}}$ is $(n, \lceil d/2 \rceil + 1)$-small.

We define the Strahler number of an attractor decomposition $\mathcal{H}$, denoted by $\text{Str} (\mathcal{H})$, to be the Strahler number $\text{Str} (T_{\mathcal{H}})$ of its tree $T_{\mathcal{H}}$. We define the Strahler number of a parity game to be the maximum of the smallest Strahler numbers of attractor decompositions of the largest Steven and Audrey dominions, respectively.

3 Strahler Strategies in Register Games

This section establishes a connection between the register number of a parity game defined by Lehtinen [24] and the Strahler number. More specifically, we argue that from every Steven attractor decomposition of Strahler number $k$, we can derive a dominion strategy for Steven in the $k$-register game. Once we establish the Strahler number upper bound on the register number, we are faced with the following two natural questions:

Question 5. Do the Strahler and the register numbers coincide?

Question 6. Can the relationship between Strahler and register numbers be exploited algorithmically, in particular, to improve the running time and space complexity of solving register games studied by Lehtinen [24] and Parys [29]?

This work has been motivated by those two questions and it answers them both positively (Lemma 7 and Theorem 8, and Theorem 26, respectively).
For every positive number $k$, a Steven $k$-register game on a parity game $\mathcal{G}$ is another parity game $R^k(\mathcal{G})$ whose vertices, edges, and priorities will be referred to as states, moves, and ranks, respectively, for disambiguation. The states of the Steven $k$-register game on $\mathcal{G}$ are either pairs $(v, (r_k, r_{k-1}, \ldots, r_1))$ or triples $(v, (r_k, r_{k-1}, \ldots, r_1), p)$, where $v$ is a vertex in $\mathcal{G}$, $d \geq r_k \geq r_{k-1} \geq \cdots \geq r_1 \geq 0$, and $1 \leq p \leq 2k + 1$. The former states have rank 1 and the latter have rank $p$. Each number $r_i$, for $i = k, k-1, \ldots, 1$, is referred to as the value of the $i$-th register in the state. Steven owns all states $(v, (r_k, r_{k-1}, \ldots, r_1))$ and the owner of vertex $v$ in $\mathcal{G}$ is the owner of states $(v, (r_k, r_{k-1}, \ldots, r_1), p)$ for every $p$. How the game is played by Steven and Audrey is determined by the available moves:

- at every state $(v, (r_k, r_{k-1}, \ldots, r_1))$, Steven picks $i$, such that $0 \leq i \leq k$, and resets registers $i, i - 1, i - 2, \ldots, 1$, leading to state $(v, (r'_k, \ldots, r'_{i+1}, r'_i, 0, \ldots, 0), p)$ of rank $p$ and with updated register values, where:

$$p = \begin{cases} 
2i & \text{if } i \geq 1 \text{ and } \max (r_i, \pi(v)) \text{ is even}, \\
2i + 1 & \text{if } i = 0, \text{ or if } i \geq 1 \text{ and } \max (r_i, \pi(v)) \text{ is odd};
\end{cases}$$

$$r'_j = \max (r_j, \pi(v)) \text{ for } j \geq i + 1, \text{ and } r'_i = \pi(v);$$

- at every state $(v, (r_k, r_{k-1}, \ldots, r_1), p)$, the owner of vertex $v$ in $\mathcal{G}$ picks an edge $(v, u)$ in $\mathcal{G}$, leading to state $(u, (r_k, r_{k-1}, \ldots, r_1))$ of rank 1 and with unchanged register values. For example, at state $(v, (9, 6, 4, 4, 3))$ of rank 1, if the priority $\pi(v)$ of vertex $v$ is 5 and Steven picks $i = 3$, this leads to state $(v, (9, 6, 5, 0, 0), 7)$ of rank $2i + 1 = 7$ because $\max (r_3, \pi(v)) = \max (4, 5) = 5$ is odd, $r'_4 = \max (r_4, \pi(v)) = \max (6, 5) = 6$, and $r'_3 = \pi(v) = 5$.

Observe that the first components of states on every cycle in game $R^k(\mathcal{G})$ form a (not necessarily simple) cycle in parity game $\mathcal{G}$; we call it the cycle in $\mathcal{G}$ induced by the cycle in $R^k(\mathcal{G})$. If a cycle in $R^k(\mathcal{G})$ is even (that is, the highest state rank on it is even) then the induced cycle in $\mathcal{G}$ is also even. Lehtinen [24, Lemmas 3.3 and 3.4] has shown that a vertex $v$ in $\mathcal{G}$, leading to state $(v, (r_k, r_{k-1}, \ldots, r_1))$ of rank 1 and with unchanged register values. For example, at state $(v, (9, 6, 4, 4, 3))$ of rank 1, if the priority $\pi(v)$ of vertex $v$ is 5 and Steven picks $i = 3$, this leads to state $(v, (9, 6, 5, 0, 0), 7)$ of rank $2i + 1 = 7$ because $\max (r_3, \pi(v)) = \max (4, 5) = 5$ is odd, $r'_4 = \max (r_4, \pi(v)) = \max (6, 5) = 6$, and $r'_3 = \pi(v) = 5$.

Observe that the first components of states on every cycle in game $R^k(\mathcal{G})$ form a (not necessarily simple) cycle in parity game $\mathcal{G}$; we call it the cycle in $\mathcal{G}$ induced by the cycle in $R^k(\mathcal{G})$. If a cycle in $R^k(\mathcal{G})$ is even (that is, the highest state rank on it is even) then the induced cycle in $\mathcal{G}$ is also even. Lehtinen [24, Lemmas 3.3 and 3.4] has shown that a vertex $v$ in $\mathcal{G}$, leading to state $(v, (r_k, r_{k-1}, \ldots, r_1))$ of rank 1 and with unchanged register values, is the largest Steven dominion in $\mathcal{G}$ if and only if there is a positive integer $k$ such that a state $(v, \pi)$, for some register values $\pi$ in the largest Steven dominion in $R^k(\mathcal{G})$. Lehtinen and Boker [25, a comment after Definition 3.1] have further clarified that for every $k$, if a player has a dominion strategy in $R^k(\mathcal{G})$ from a state whose first component is a vertex $v$ in $\mathcal{G}$, then they also have a dominion strategy in $R^k(\mathcal{G})$ from every state whose first component is $v$. This allows us to say without loss of rigour that a vertex $v$ in $\mathcal{G}$ is in a dominion $R^k(\mathcal{G})$.

By defining the (Steven) register number [24, Definition 3.5] of a parity game $\mathcal{G}$ to be the smallest number $k$ such that all vertices $v$ in the largest Steven dominion in $\mathcal{G}$ are in a Steven dominion in $R^k(\mathcal{G})$, and by proving the $1 + \log n$ upper bound on the register number of every $(n, d)$-small parity game [24, Theorem 4.7], Lehtinen has contributed a novel quasi-polynomial algorithm for solving parity games, adding to those by Calude et al. [3] and Jurdziński and Łazić [20].

Lehtinen [24, Definition 4.8] has also considered the concept of a Steven defensive dominion strategy in a $k$-register game (for brevity, we call it a $k$-defensive strategy): it is a Steven dominion strategy on a set of states in $R^k(\mathcal{G})$ in which there is no state of rank $2k + 1$. Alternatively, the same concept can be formalized by defining the defensive $k$-register game $D^k(\mathcal{G})$, which is played exactly like the $k$-register game $R^k(\mathcal{G})$, but in which Audrey can also win just by reaching a state of rank $2k + 1$. Note that the game $D^k(\mathcal{G})$ can be thought of as having the winning criterion for Steven as being a conjunction of a parity and a safety criteria, and the winning criterion for Audrey as a disjunction of a parity and a reachability criteria. Routine arguments allow to extend positional determinacy from parity games to such games with combinations of parity, and safety or reachability winning criteria.
The arguments used in our proof of this lemma are similar to those used in the proof of Ran even number at least as large as every vertex priority in all defensive strategy is defined with the following moves: strategy in its Steven attractor. In this case, Steven follows the strategy induced by the reachability on v if \((v, (r_k, \ldots, r_1))\). The register reset by Steven only depends on \(G\) strategy is defined inductively on the height of k and not on the values of the registers or \(p\). If \((v, (r_k, \ldots, r_1)), (v, (r'_k, \ldots, r'_1), p)\) is a move then the register reset by Steven only depends on \(v\), not on the values in the registers. Similarly, if \((v, (r_k, \ldots, r_1), p), (u, (r_k, \ldots, r_1))\) is a move and \(v\) is owned by Steven, \(u\) only depends on \(v\) and not on the values of the registers or \(p\).

Strategy for Steven. If \(\mathcal{H} = \langle A, \emptyset \rangle\), then \(G\) consists of the set of vertices of priority \(d\) and of its Steven attractor. In this case, Steven follows the strategy induced by the reachability strategy in \(A\) to the set of vertices of priority \(d\), only resetting register \(r_1\) immediately after visiting a state with first component a vertex of priority \(d\) in \(G\). More precisely, the Steven defensive strategy is defined with the following moves:

- \((\langle v, (r_1) \rangle, \langle v, (r_1), 1 \rangle)\) if \(v\) is not a vertex of priority \(d\) in \(G\);
- \((\langle v, (r_1) \rangle, \langle v, (r'_1), 2 \rangle)\) if \(v\) is a vertex of priority \(d\) in \(G\) and \(r'_1 = \max(r_1, d)\) is even;
- \((\langle v, (r_1) \rangle, \langle v, (r'_1), 3 \rangle)\) if \(v\) is a vertex of priority \(d\) in \(G\) and \(r'_1 = \max(r_1, d)\) is odd (we state this case for completeness but this will never occur);
- \((\langle v, (r_1), p \rangle, (u, (r_1)))\) where \((v, u)\) belongs to the Steven reachability strategy from \(A\) to the set of vertices of priority \(d\) in \(G\).

Note that this strategy is \(G\)-positional.

Suppose now that \(\mathcal{H} = \langle A, (S_1, \mathcal{H}_1, A_1), \ldots, (S_\ell, \mathcal{H}_\ell, A_\ell) \rangle\) and that it has Strahler number \(k\). For all \(i = 1, 2, \ldots, \ell\), let \(k_i\) be the Strahler number of \(\mathcal{H}_i\). By induction, for all \(i\), we have a Steven defensive \(k_i\)-register strategy \(\sigma_i\), which is \((\mathcal{G} \cap S_i)\)-positional, on a set of states \(\Omega_i\) in \(\mathcal{R}^{k_i}(\mathcal{G} \cap S_i)\) including all the states \((v, (r_k, \ldots, r_1))\) for \(v \in S_i\) and \(r_k\) an even number at least as large as every vertex priority in \(S_i\). Let \(\Gamma_i\) be the set of states in \(\mathcal{R}^{k_i}(\mathcal{G} \cap S_i)\) defined as all the states \((v, (d, r_{k-1}, \ldots, r_1))\) for \(v \in S_i\) if \(k_i \neq k\) and as the union of the states \((v, (d, r_{k-1}, \ldots, r_1))\) for \(v \in S_i\) and \(\Omega_i\), otherwise.
The strategy $\sigma_i$ induces a strategy on $\Gamma_i$ in $\mathcal{R}^k(\mathcal{G} \cap S_i)$ by simply ignoring registers $r_{k+1}, \ldots, r_k$, and using $(\mathcal{G} \cap S_i)$-positionality to define moves from the states not in $\Omega_i$. More precisely, in a state $(v, \langle r_k, \ldots, r_1 \rangle)$, Steven resets register $j$ if and only if register $j$ is reset in a state $(v, \langle r'_k, \ldots, r'_1 \rangle)$ of $\Omega_i$ according to $\sigma_i$. This is well defined by $(\mathcal{G} \cap S_i)$-positionality. Similarly, we add moves $((v, \langle r_k, \ldots, r_1 \rangle, p), (u, \langle r_k, \ldots, r_1 \rangle))$ to the strategy if and only if there is a move $((v, \langle r'_k, \ldots, r'_1 \rangle, p'), (u, \langle r'_k, \ldots, r'_1 \rangle))$ in $\sigma_i$. This is again well-defined by $(\mathcal{G} \cap S_i)$-positionality.

This strategy is denoted by $\tau_i$. Note that $\tau_i$ is a defensive $k$-register strategy on $\Gamma_i$, which is $\mathcal{G}$-positional.

The Steven defensive strategy in $\mathcal{R}^k(\mathcal{G})$ is defined by the following moves, where $S$ denotes the set of vertices of priority $d$ in $\mathcal{G}$:

- On the set of states with first component a vertex of $A_1 \setminus S$, the moves are given by $\tau_i$.
- On the set of states with first component a vertex of $A \setminus S$, Steven uses the strategy induced by the reachability strategy from $A_1$ to $S$, without resetting any registers.
- On $\mathcal{R}^k(\mathcal{G} \cap (A \setminus S))$, Steven uses the strategy induced by the reachability strategy from $A$ to $S$, without resetting any registers.
- On the set of states with first component a vertex of $S$,
  - $((v, \langle r_k, \ldots, r_1 \rangle), (v, \langle d, 0, \ldots, 0 \rangle, p))$ where $v$ is a vertex in $S$ and $p = 2k$ if $\max(r_k, d)$ is even and $p = 2k + 1$ otherwise.
  - $((v, \langle r_k, \ldots, r_1 \rangle, p), (u, \langle r_k, \ldots, r_1 \rangle))$ for some uniquely chosen $u$ such that $(v, u)$ in $E$ if $v$ is owned by Steven and for all $u$ such that $(v, u)$ in $E$ if $v$ is owned by Audrey.

Observe that this strategy is $\mathcal{G}$-positional.

**Correctness of the Strategy.** We prove now that the strategy defined above is indeed a defensive $k$-register strategy. We proceed by induction on the height of $\mathcal{T}_H$ and define a set of states $\Gamma$, including all the states $(v, \langle d, r_{k-1}, \ldots, r_1 \rangle)$ such that $v$ is a vertex of $\mathcal{G}$.

**Base Case:** If the height of $\mathcal{T}_H$ is 0 and $H = \langle A, \emptyset \rangle$, let $\Gamma$ be the set of states $(v, \langle r_1 \rangle)$ and $(v, \langle r_1 \rangle, p)$ with $v$ a vertex of $\mathcal{G}$, $1 \leq r_1 \leq d$ and $p$ being either 1 or 2. It is easy to see that the strategy defined above is a defensive dominion strategy on this set.

**Inductive step:** If $H = \langle A, (S_1, H_1, A_1), \ldots, (S_{k-1}, H_{k-1}, A_{k-1}) \rangle$ with Strahler number $k$ and $k_i$ being the Strahler number of $H_i$ for all $i$ (note that $k_i \leq k$ for all $i$, and by definition of Strahler number, there is at most one $m$ such that $k_m = k$), we define $\Gamma$ to be the set comprising the union of the $\Gamma_i$ and all the states of the form $(v, \langle r_k, \ldots, r_1 \rangle)$ and $(v, \langle r_k, \ldots, r_1 \rangle, p)$ with $v$ a vertex of $(A_i \setminus S_i) \cup A$ and $1 \leq p \leq 2k$.

**Case 1:** For each $i$, $k_i < k$. We first show that $\Gamma$ is a trap for Audrey for the strategy defined above, showing that rank $2k+1$ can never be reached (implying that the strategy is defensive). This comes from the fact that the register of rank $k$ is only reset in a state $(v, \langle r_k, \ldots, r_1 \rangle)$ with $v$ in $S$. Since $\max(r_k, d) = d$ is even then this leads to a state $(v, \langle d, 0, \ldots, 0 \rangle, 2k)$. Otherwise, register $k$ is never reset, so a state with rank $2k+1$ cannot be reached.

Consider now any cycle in $\mathcal{R}^k(\mathcal{G})$ with moves restricted to the strategy constructed above. If this cycle contains a state whose first component is a vertex of $S$, then as explained above, the highest rank in the cycle is $2k$. Otherwise, the cycle is necessarily in $\mathcal{R}^k(\mathcal{G} \cap S_i)$ for some $i$. By induction, $\tau_i$ is winning and so the cycle is even.

**Case 2:** There is a unique $m$ such that $k_m = k$. We first show that a state of rank $2k+1$ is never reached. Observe that register $k$ is reset in two places: (1) immediately after a state with first component a vertex of $S$ is visited, (2) if register $k$ is reset by $\tau_{m}$. In the first case, similarly as shown above, a state of rank $2k$ is reached. In the second case,
register \( k \) is either reset in a state \((v, (d, r_{k-1}, \ldots, r_1))\), and similarly as above, a state of rank \( 2k \) is reached, or in a state of \( \Omega_i \). In this case, as \( \tau_i \) is defensive on \( \Omega_i \) by induction, a state of rank \( 2k + 1 \) cannot be reached, and the highest rank that can be reached is \( 2k \).

Proving that every cycle is even is similar to the previous case.

\section{Strahler-Optimal Attractor Decompositions}

In this section we prove that every parity game whose Lehtinen number is \( k \) has an attractor decomposition of Strahler number at most \( k \). In other words, we establish the Lehtinen number upper bound on the Strahler number, which together with Lemma 7 provides a positive answer to Question 5.

\textbf{Theorem 8.} The Strahler number of a parity game is no larger than its Lehtinen number.

When talking about strategies in parity games in Section 2, we only considered positional strategies, for which it was sufficient to verify the parity criterion on (simple) cycles. Instead, we explicitly consider the parity criterion on infinite paths here, which we find more convenient to establish properties of Audrey strategies in the proof of Theorem 8.

First, we introduce the concepts of tight and offensively optimal attractor decompositions.

\textbf{Definition 9.} A Steven \( d \)-attractor decomposition \( \mathcal{H} \) of \( G \) is tight if Audrey has a winning strategy from at least one state in \( \mathcal{D}^{\text{Str}(\mathcal{H})^{-1}}(G) \) in which the value of register \( \text{Str}(\mathcal{H}) - 1 \) is \( d \).

By definition, the existence of a tight Steven \( d \)-attractor decomposition on a parity game implies that the Lehtinen number of the game is at least its Strahler number, from which Theorem 8 follows. Offensive optimality of an attractor decomposition, the concept we define next, may seem less natural and more technical than tightness, but it facilitates our proof that every game has a tight attractor decomposition.

\textbf{Definition 10.} Let \( \mathcal{H} = \langle A, (S_1, \mathcal{H}_1, A_1), \ldots, (S_\ell, \mathcal{H}_\ell, A_\ell) \rangle \) be a Steven \( d \)-attractor decomposition, let games \( G_i \) for \( i = 1, 2, \ldots, \ell \) be as in the definition of an attractor decomposition, let \( A'_i \) be the Audrey attractor of the set of vertices of priority \( d - 1 \) in \( G_i \), and let \( G'_i = G_i \setminus A'_i \).

We say that \( \mathcal{H} \) is offensively optimal if for every \( i = 1, 2, \ldots, \ell \), we have:

- Audrey has a dominion strategy on \( \mathcal{R}^{\text{Str}(\mathcal{H}_i)^{-1}}(G'_i) \);
- Audrey has a dominion strategy on \( \mathcal{D}^{\text{Str}(\mathcal{H}_i)}(G'_i \setminus S_i) \).

Proving that every offensively optimal Steven attractor decomposition is tight (Lemma 11), and that every Steven dominion in a parity game has an offensively optimal Steven attractor decomposition (Lemma 12), will complete the proof of Theorem 8.

\textbf{Lemma 11.} Every offensively optimal Steven attractor decomposition is tight.

\textbf{Proof.} Let \( \mathcal{H} = \langle A, (S_1, \mathcal{H}_1, A_1), \ldots, (S_\ell, \mathcal{H}_\ell, A_\ell) \rangle \) be an offensively optimal \( d \)-attractor decomposition of a parity game and let \( k = \text{Str}(\mathcal{H}) \). We construct a strategy for Audrey in \( \mathcal{D}^{k-1}(G) \) that is winning for her from at least one state in which the value of register \( k - 1 \) is \( d \).

We define \( G'_i \) and \( A'_i \) as in Definition 10.

\textbf{Case 1:} \( \text{Str}(\mathcal{H}_i) = k \) for some unique \( i \) in \( \{1, \ldots, \ell\} \). In this case, we show that Audrey has a dominion strategy on \( \mathcal{D}^{k-1}(G_i) \). Since \( G_i \) is a trap for Steven in \( G \), this gives the desired result. Consider the following strategy in \( \mathcal{D}^{k-1}(G_i) \):

- On the set of states whose vertex components are in \( A'_i \), Audrey follows a strategy induced by the reachability strategy in \( A'_i \) to a vertex of priority \( d - 1 \) (picking any move if \( v \) is of priority \( d - 1 \));
In states whose vertex component is in $G'_j$, Audrey plays a $(k - 1)$-register dominion strategy on $R^{k-1}(G'_j)$. Such a strategy exists by the definition of offensive optimality and by the assumption that $\text{Str}(H_i) = k$.

This strategy is indeed an Audrey dominion strategy on $D^{k-1}(G'_j)$, because any play either visits a state whose first component is a vertex in $A'_j$ infinitely often, or it eventually remains in $R^{k-1}(G'_j)$. In the former case, the play visits a state whose first component is a vertex of priority $d - 1$ infinitely often. In the latter case, the state parity criterion holds. Note that this even defines an Audrey dominion strategy on $R^{k-1}(G'_j)$.

Case 2: There are $1 \leq i < j \leq \ell$ such that $\text{Str}(H_i) = \text{Str}(H_j) = k - 1$. We construct a strategy for Audrey in $D^{k-1}(G)$ that is winning for her from all states in $G_j$ whose register $k - 1$ has value $d$. Firstly, since $H$ is offensively optimal, Audrey has a dominion strategy on $D^{k-1}(G'_j \setminus S_i)$, denoted by $\tau_i$, and a dominion strategy on $R^{k-2}(G'_j)$, denoted by $\tau'_i$. Moreover, since $(0, (S_j, H_j, A_j), \ldots, (S_k, H_k, A_k))$ is an offensively optimal attractor decomposition of $G_j$, an argument similar to the one in Case 1, yields that Audrey has a dominion strategy, denoted by $\tau_j$, on $R^{k-2}(G_j)$ (note that $G_j$ is a trap for Steven in $G$). Consider the following strategy for Audrey in $D^{k-1}(G)$, starting from a state whose vertex component is in $G_j$ and register $k - 1$ has value $d$:

- As long as the value of register $k - 1$ is larger than $d - 1$, Audrey follows the strategy induced by $\tau_j$, while ignoring the value of register $k - 1$, as long as this value is larger than $d - 1$.
- If the value in register $k - 1$ is at most $d - 1$:
  - In states whose vertex component is in $A'_j$, Audrey follows a strategy induced by the reachability strategy from $A'_j$ to a vertex of priority $d - 1$ (picking any move if the vertex has priority $d - 1$);
  - In states whose vertex component is in $G'_j \setminus S_i$ and whose register $k - 2$ has value at most $d - 2$, Audrey follows $\tau_i$;
  - In states whose vertex component is in $G'_j$ and whose register $k - 1$ has value $d - 1$,
    Audrey follows the strategy induced by $\tau'_i$, while ignoring the value of register $k - 1$.

Audrey plays any move if none of the above applies.

We argue that this strategy is winning for Audrey in $D^{k-1}(G)$ from states whose vertex component is in $G_j$ and register $k - 1$ has value $d$. Consider an infinite path that starts in such a state. As long as register $k - 1$ has value $d$, Audrey follows $\tau_j$. If Steven never resets register $k - 1$ then Audrey wins. Otherwise, once register $k - 1$ has been reset, its value is at most $d - 1$. Note that $G_j$ is included in $A'_j \cup (G'_j \setminus S_i)$. If register $k - 1$ has a value smaller than $d - 1$, and the play never visits a state whose vertex component is in $A'_j$, then Audrey has followed $\tau_i$ along the play (she has never left $G'_j \setminus S_i$ as the only way for Steven to go out $G'_j \setminus S_i$ is to go to $A'_j$) and wins. Otherwise, the play visits a state whose vertex component is in $A'_j$, and so it visits a state whose vertex component has priority $d - 1$, leading to a state in which register $k - 1$ has value $d - 1$. Finally, if a state whose vertex component is in $A'_j$ is visited infinitely many times then Audrey wins. Otherwise, Audrey eventually plays according to $\tau'_j$. If Steven never resets register $k - 1$ then Audrey wins. Otherwise, if Steven resets register $k - 1$, which at this point has value $d - 1$, a state of rank $2k - 1$ is visited and Audrey wins. △

Lemma 12. Every Steven dominion in a parity game has an offensively optimal Steven attractor decomposition.

Proof. Consider a parity game $G$ which is a Steven dominion. Let $d$ be the Lehtinen number of $G$ and let $d$ be the largest even value such that $\pi^{-1}(\{d, d - 1\}) \neq \emptyset$. We construct an offensively optimal Steven attractor decomposition by induction.
If \( d = 0 \), it is enough to consider \( (A, \emptyset) \), where \( A \) is the set of all vertices in \( G \).

If \( d > 1 \), let \( A \) be the Steven attractor of the set of vertices of priority \( d \) in \( G \). Let \( G_0 = G \setminus A \). If \( \emptyset_G = \emptyset \) then \( (A, \emptyset) \) is an offensively optimal Steven attractor decomposition for \( G \). Otherwise, \( G_0 \) is a non-empty trap for Steven in \( G \) and therefore \( G_0 \) has a Lehtinen number at most \( k \). Let \( A' \) be the Audrey attractor of all the vertices of priority \( d - 1 \) in the sub-game \( G_0 \) and let \( G_0' = G_0 \setminus A' \).

Given a positive integer \( b \), let \( L^b \) be the largest dominion in \( G_0' \) such that Steven has a dominion strategy on \( D^b(G_0') \). We define \( m \) to be the smallest number such that \( L^m \neq \emptyset \) and let \( S_0 = L^m \). We show that \( m \leq k \). To prove this, we construct an Audrey dominion strategy on \( D^b(G_0) \) for all \( b \) such that \( L^b = \emptyset \). Since the Lehtinen number of \( G_0 \) is at most \( k \), this implies that \( m \leq k \). The Audrey dominion strategy on \( D^b(G_0) \), assuming \( L^b = \emptyset \), is as follows:

- If the vertex component of a state is in \( A' \) then Audrey uses the strategy in \( A' \) induced by the reachability strategy to vertices of priority \( d - 1 \);
- If the vertex component of a state is in \( G_0' \) then Audrey uses her dominion strategy on \( D^b(G_0') \), which exists because the Steven dominion \( L^b \) in \( D^b(G_0') \) is empty.

Any play following the above strategy and visiting infinitely often a state of \( D^b(G_0 \cap A') \) is winning for Audrey. A play following the above strategy and remaining eventually in \( D^b(G_0) \) is also winning for Audrey.

Let \( H_0 \) be the \((d - 2)\)-attractor decomposition of \( S_0 \) obtained by induction. In particular, \( H_0 \) is offensively optimal.

Let \( A_0 \) be the Steven attractor to \( S_0 \) in \( G_0 \) and let \( G_1 = G_0 \setminus A_0 \). Subgame \( G_1 \) is a trap for Steven and therefore it is a Steven dominion. Let \( H' = (\emptyset, (S_1, H_1, A_1), \ldots, (S_\ell, H_\ell, A_\ell)) \) be an offensively optimal Steven \( d \)-attractor decomposition of \( G_1 \) obtained by induction.

We claim that \( H = (A, (S_0, H_0, A_0), (S_1, H_1, A_1), \ldots, (S_\ell, H_\ell, A_\ell)) \) is an offensively optimal Steven \( d \)-attractor decomposition of \( G \). Since \( H' \) is offensively optimal, it is enough to show that:

- Audrey has a dominion strategy on \( R^{\text{Str}(H_0)^{-1}}(G_0') \).
- Audrey has a dominion strategy on \( D^{\text{Str}(H_0)}(G_0' \setminus S_0) \).

Since \( H_0 \) is offensively optimal, Audrey has a dominion strategy in \( R^{\text{Str}(H_0)^{-1}}(S_0) \), by Lemma 11, and hence \( m \geq \text{Str}(H_0) \). Moreover, by construction of \( S_0 \), Audrey has a dominion strategy on \( D^m(G_0' \setminus S_0) \). This implies that Audrey has a dominion strategy on \( D^{\text{Str}(H_0)}(G_0' \setminus S_0) \).

By choice of \( m \), Steven does not have a defensive dominion strategy on \( D^{\text{Str}(H_0)^{-1}}(G_0') \) from any state. This means that for all states \( s \), Audrey has a winning strategy \( \tau_s \) on \( D^{\text{Str}(H_0)^{-1}}(G_0') \) starting in \( s \). We construct a dominion strategy for her on \( R^{\text{Str}(H_0)^{-1}}(G_0') \): after every visit to a state of rank \( 2\text{Str}(H_0) - 1 \), Audrey follows \( \tau_s \), where \( s \) is the first state that follows on the path and whose rank is smaller than \( 2\text{Str}(H_0) - 1 \). This defines a dominion strategy on \( R^{\text{Str}(H_0)^{-1}}(G_0') \).

## 5 Strahler-Universal Trees

Our attention now shifts to tackling Question 6. The approach is to develop constructions of small ordered trees into which trees of attractor decompositions or of progress measures can be embedded. Such trees can be seen as natural search spaces for dominion strategies, and existing meta-algorithms such as the universal attractor decomposition algorithm [21] and progress measure lifting algorithm [19, 20] can use them to guide their search, performed in time proportional to the size of the trees in the worst case.
An ordered tree is universal for a class of trees if all trees from the class can be embedded into it. The innovation offered in this work is to develop optimized constructions of trees that are universal for classes of trees whose complex structural parameter, such as the Strahler number, is bounded. This is in contrast to less restrictive universal trees introduced by Czerwiński et al. [4] and implicitly constructed by Jurdziński and Lazić [20], whose sizes therefore grow faster with size parameters, leading to slower algorithms.

Firstly, we give an inductive construction of Strahler-universal trees and an upper bound on their numbers of leaves. Then we introduce labelled ordered trees, provide a succinct bit-string labelling of Strahler-universal trees facilitates efficient computation of the so-called “level-\(p\) successors” in them, which is the key computational primitive that allows using ordered trees to solve parity games. The constructions and techniques we develop here are inspired by and significantly refine those introduced by Jurdziński and Lazić [20].

**Strahler-Universal Trees and Their Sizes.** Intuitively, an ordered tree can be embedded in another if the former can be obtained from the latter by pruning some subtrees. More formally, the trivial tree \(\langle\rangle\) can be embedded in every ordered tree, and \(\langle T_1, T_2, \ldots, T_k \rangle\) can be embedded in \(\langle T_1', T_2', \ldots, T_k' \rangle\) if there are indices \(i_1, i_2, \ldots, i_k\) such that \(1 \leq i_1 < i_2 < \cdots < i_k \leq \ell\) and for every \(j = 1, 2, \ldots, k\), we have that \(T_j\) can be embedded in \(T_j'\).

An ordered tree is \((n, h)\)-universal [4] if every \((n, h)\)-small ordered tree can be embedded in it. We define an ordered tree to be \(k\)-Strahler \((n, h)\)-universal if every \((n, h)\)-small ordered tree whose Strahler number is at most \(k\) can be embedded in it, and we give a construction of small Strahler-universal trees.

**Definition 13 (Trees \(U^k_{t,h}\) and \(V^k_{t,h}\)).** For all \(t \geq 0\), we define trees \(U^k_{t,h}\) (for all \(h\) and \(k\) such that \(h \geq k \geq 1\)) and \(V^k_{t,h}\) (for all \(h\) and \(k\) such that \(h \geq k \geq 2\)) by mutual induction:

1. if \(h = k = 1\) then \(U^k_{t,h} = \langle\rangle\);
2. if \(h > 1\) and \(k = 1\) then \(U^k_{t,h} = \langle U^k_{t,h-1} \rangle\);
3. if \(h \geq k \geq 2\) and \(t = 0\) then \(U^k_{t,h} = V^k_{t,h} = \langle U^k_{t,h-1} \rangle\);
4. if \(h \geq k \geq 2\) and \(t \geq 1 \) then \(V^k_{t,h} = V^k_{t-1,h} \cdot \langle U^k_{t,h-1} \rangle \cdot V^k_{t-1,h}\);
5. if \(h = k \geq 2\) and \(t \geq 2\) then \(U^k_{t,h} = V^k_{t,h}\);
6. if \(h > k \geq 2\) and \(t \geq 2\) then \(U^k_{t,h} = V^k_{t,h} \cdot \langle U^k_{t,h-1} \rangle \cdot V^k_{t,h}\).

For \(g \geq 0\), let \(I_g\) be the trivial tree, that is the tree with exactly one leaf, of height \(g\). For example, \(I_1 = \langle\rangle\) and \(I_3 = \langle\langle\rangle\rangle = \langle\langle\\rangle\rangle\). It is routine to verify that if \(h \geq k \geq 1\) or \(t = 0\) then \(U^k_{t,h} = I_h\), and if \(h \geq k \geq 2\) and \(t = 0\) then \(V^k_{t,h} = I_h\).

**Lemma 14.** For all \(n \geq 1\) and \(h \geq k \geq 1\), the ordered tree \(U^k_{\lfloor g/n \rfloor,h}\) is \(k\)-Strahler \((n, h)\)-universal.

**Proof.** We say that a tree has weak Strahler number at most \(k\) if every subtree rooted in a child of the root has Strahler number at most \(k - 1\). A tree is then weakly \(k\)-Strahler \((n, h)\)-universal if every \((n, h)\)-small ordered tree whose weak Strahler number is at most \(k\) can be embedded in it. We proceed by induction on the number of leaves in an ordered tree and its height, using the following strengthened inductive hypothesis:

- for all \(n \geq 1\) and \(h \geq k \geq 1\), ordered tree \(U^k_{\lfloor g/n \rfloor,h}\) is \(k\)-Strahler \((n, h)\)-universal;
- for all \(n \geq 1\) and \(h \geq k \geq 2\), ordered tree \(V^k_{\lfloor g/n \rfloor,h}\) is weakly \(k\)-Strahler \((n, h)\)-universal.
Let $T$ be an $(n,h)$-small ordered tree of Strahler number at most $k$. If $n = 1$, $h = 1$, or $k = 1$, then $T$ is the trivial tree (with just one leaf) of height at most $h$, and hence it can be embedded in $U_{[\lg n],h}^k = I_h$, the trivial tree of height $h$. Likewise, if $h \geq 2$ and $n = 1$, then $T$ is the trivial tree of height at most $h$, and hence it can be embedded in $V_{[\lg n],h}^k = I_h$, the trivial tree of height $h$.

Otherwise, we have that $T = \langle T_1, \ldots, T_j \rangle$ for some $j \geq 1$. We consider two cases: either $\operatorname{Str}(T_i) \leq k - 1$ for all $i = 1, \ldots, j$, or there is $q$ such that $\operatorname{Str}(T_q) = k$. Note that by Proposition 3, the latter case can only occur if $h > k$.

If $\operatorname{Str}(T_i) \leq k - 1$ for all $i = 1, \ldots, j$, then we argue that $T$ can be embedded in $V_{[\lg n],h}^k$, and hence also in $U_{[\lg n],h}^k$, because $V_{[\lg n],h}^k$ can be embedded in $U_{[\lg n],h}^k$ by definition (see items 3., 5., and 6. of Definition 13). Let $p$ (a pivot) be an integer such that both trees $T' = \langle T_1, \ldots, T_{p-1} \rangle$ and $T'' = \langle T_{p+1}, \ldots, T_j \rangle$ are $([n/2],h)$-small. Then by the strengthened inductive hypothesis, each of the two trees $T'$ and $T''$ can be embedded in tree $V_{[\lg n/2],h}^k = V_{[\lg n-1],h}^k$ and tree $T_p$ can be embedded in $U_{[\lg n],h-1}^k$. It then follows that tree $T = T' \cdot T_p \cdot T''$ can be embedded in $V_{[\lg n],h}^k = V_{[\lg n-1],h}^k \cdot \left(U_{[\lg n],h-1}^k \right) \cdot V_{[\lg n],h}^k$.

If $\operatorname{Str}(T_q) = k$ for some $q$ (the pivot), then we argue that $T$ can be embedded in $U_{[\lg n],h}^k$. Note that each of the two trees $T' = \langle T_1, \ldots, T_{q-1} \rangle$ and $T'' = \langle T_{q+1}, \ldots, T_j \rangle$ is $(n,h)$-small and all trees $T_1, T_2, \ldots, T_{q-1}$ and $T_{q+1}, \ldots, T_j$ have Strahler numbers at most $k - 1$. By the previous paragraph, it follows that each of the two trees $T'$ and $T''$ can be embedded in $V_{[\lg n],h}^k$. Moreover, tree $T_q$ is $(n, h-1)$-small and hence, by the inductive hypothesis, it can be embedded in $U_{[\lg n],h-1}^k$. It follows that tree $T = T' \cdot T_p \cdot T''$ can be embedded in $U_{[\lg n],h}^k = V_{[\lg n],h}^k \cdot \left(U_{[\lg n],h-1}^k \right) \cdot V_{[\lg n],h}^k$.

**Lemma 15.** For all $t \geq 0$, we have:
- if $h \geq k = 1$ then leaves $(U_{t,h}^k) = 1$;
- if $h \geq k \geq 2$ then leaves $(U_{t,h}^k) \leq 2t^k (t^{k-2} (h-2) (h-1))$.

**Theorem 16.** For $k \leq \lg n$, the number of leaves of the $k$-Strahler $(n,h)$-universal ordered trees $U_{[\lg n],h}^k$ is $n^{O(1)} \cdot (h/k)^k = n^{\lg(k/h) / (\lg n + O(1))}$, which is polynomial in $n$ if $k, \lg(h/k) = O(\log n)$. In more detail, the number is at most $n^{c(n)} \cdot (h/k)^k$, where $c(n) = 5.45$ if $k \leq \lg n$, $c(n) = 3 + o(1)$ if $k = \lg(o(\log n))$, and $c(n) = 1 + o(1)$ if $k = O(1)$.

**Remark 17.** By Proposition 3 and Lemma 14, for all positive integers $n$ and $h$, the tree $U_{[\lg n],h}^{\lg n + 1}$ is $(n,h)$-universal. Theorem 16 implies that the number of leaves of $U_{[\lg n],h}^{\lg n + 1}$ is $n^{\lg(h/\lg n)} + O(1)$, which matches the asymptotic number of leaves of $(n,h)$-universal trees of Jurdziński and Lazić [20, Lemma 6]. In particular, if $h = O(\log n)$ then $\lg(h/\lg n) = O(1)$, and hence the number of leaves of $U_{[\lg n],h}^{\lg n + 1}$ is polynomial in $n$.

**Labelled Strahler-Universal Trees.** Labelled ordered trees are similar to ordered trees: the trivial tree $\emptyset$ is an $A$-labelled ordered tree and so is a sequence $(a_1, L_1), (a_2, L_2), \ldots, (a_k, L_k)$, where $L_1, L_2, \ldots, L_k$ are $A$-labelled ordered trees, and $a_1, a_2, \ldots, a_k$ are distinct elements of a linearly ordered set $(A, \leq)$ and $a_1 < a_2 < \cdots < a_k$ in that linear order. We define the unlabelling of a labelled ordered tree $\langle (a_1, L_1), (a_2, L_2), \ldots, (a_k, L_k) \rangle$, by straightforward induction, to be the ordered tree $\langle T_1, T_2, \ldots, T_k \rangle$, where $T_i$ is the unlabelling of $L_i$ for every $i = 1, 2, \ldots, k$. An A-labelling of an ordered tree $T$ is an A-labelled tree $L$ whose unlabelling is $T$. We define the natural labelling of an ordered tree $T = \langle T_1, \ldots, T_k \rangle$, again by a straightforward induction, to be the N-labelled tree $\langle (1, L_1), \ldots, (k, L_k) \rangle$, where $L_1, \ldots, L_k$ are the natural labellings of trees $T_1, \ldots, T_k$. 
For an $A$-labelled tree $\langle a_1, L_1, \ldots, (a_k, L_k) \rangle$, its set of nodes is defined inductively to consist of the root $\langle \rangle$ and all the sequences in $A^*$ of the form $\langle a_i \rangle \cdot v$, where $v \in A^*$ is a node in $L_i$ for some $i = 1, \ldots, k$, and where the symbol $\cdot$ denotes concatenation of sequences. For example, the natural labelling of tree $\langle \langle \langle 0^3 \rangle, 0^4 \rangle \rangle^2 \rangle$ has the set of nodes that consists of the following set of leaves: $(1, 1), (1, 2), (1, 3), (2, 3), (3, 4), (5), (6, 1), (7, 1, 1),$ and all of their prefixes. Indeed, the set of nodes of a labelled ordered tree is always prefix-closed. Moreover, if $L \subseteq A^*$ then its closure under prefixes uniquely identifies a labelled ordered tree that we call the labelled ordered tree generated by $L$, and its unlabelling is the ordered tree generated by $L$. For example, the set $\{ (1), (3,1), (3,4,1), (6,1) \}$ generates ordered tree $\langle 0, \langle 0, \langle 0 \rangle \rangle, \langle 0 \rangle \rangle$.

Consider the following linear order on the set $\{0,1\}^*$ of bit strings: for each bit $b \in \{0,1\}$, and for all bit strings $\beta, \beta' \in \{0,1\}^*$, if $\varepsilon$ is the empty string, then we have $0\beta < \varepsilon$, $\varepsilon < 1\beta$, and $b\beta < b\beta'$ if $\beta < \beta'$.

For a bit string $\beta \in \{0,1\}^*$, we write $|\beta|$ for the number of bits used in the string. For example, we have $|\varepsilon| = 0$ and $|010| = 3$, and $|11| = 2$. Suppose that $\langle \beta_1, \beta_2, \ldots, \beta_j \rangle$ is a node in a $\{0,1\}^*$-labelled ordered tree. Then if $\beta_j = b\beta$ for some $j = 1, 2, \ldots, i$, $b \in \{0,1\}$, and $\beta \in \{0,1\}^*$, then we refer to the first bit $b$ as the leading bit in $\beta_j$, and we refer to all the following bits in $\beta$ as non-leading bits in $\beta_j$. For example, node $\langle \varepsilon, 010, \varepsilon, \varepsilon, \varepsilon, \varepsilon, 11 \rangle$ has two non-empty strings and hence two leading bits, and it uses three non-leading bits overall, because $|010| + |11| - 2 = 3$.

For a bit $b \in \{0,1\}$ and a $\{0,1\}^*$-labelled ordered tree $L = \langle (\beta_1, L_1), \ldots, (\beta_j, L_j) \rangle$, we define the $\{0,1\}^*$-labelled ordered tree $L^b$ to be equal to $L = \langle (b\beta_1, L_1), \ldots, (b\beta_j, L_j) \rangle$. In other words, $\{L^b\}$ is the labelled ordered tree that is obtained from $L$ by adding an extra copy of bit $b$ as the leading bit in the labels of all children of the root of $L$.

The inductive structure of the next definition is identical to that of Definition 13, and hence labelled ordered trees $U_{t,h}^k$ and $V_{t,h}^k$ defined here are labellings of the ordered trees $U_{t,h}^k$ and $V_{t,h}^k$, respectively.

**Definition 18** (Trees $U_{t,h}^k$ and $V_{t,h}^k$). For all $t \geq 0$, we define $\{0,1\}^*$-labelled ordered trees $U_{t,h}^k$ (for all $h$ and $k$ such that $h \geq k \geq 1$) and $V_{t,h}^k$ (for all $h$ and $k$ such that $h \geq k \geq 2$) by mutual induction:

1. if $h = k = 1$ then $U_{1,h}^k = \langle \rangle$;
2. if $h > 1$ and $k = 1$ then $U_{t,h}^k = \langle \langle \varepsilon, U_{t-1,h-1}^k \rangle \rangle$;
3. if $h \geq k \geq 2$ and $t = 0$ then $V_{t,h}^k = \langle \langle \varepsilon, U_{t-1,h-1}^k \rangle \rangle$ and $U_{t,h}^k = \left[ V_{t-1,h}^k \right]_1 \cdot \langle \langle \varepsilon, U_{t-1,h-1}^k \rangle \rangle$;
4. if $h \geq k \geq 2$ and $t \geq 1$ then $V_{t,h}^k = \left[ V_{t-1,h}^k \right]_1 \cdot \langle \langle \varepsilon, U_{t-1,h-1}^k \rangle \rangle$;
5. if $h = k \geq 2$ and $t \geq 1$ then $U_{t,h}^k = \left[ V_{t-1,h}^k \right]_1$;
6. if $h > k \geq 2$ and $t \geq 1$ then $U_{t,h}^k = \left[ V_{t-1,h}^k \right]_1 \cdot \langle \langle \varepsilon, U_{t-1,h-1}^k \rangle \rangle$.

The inductive definition of labelled ordered trees $U_{t,h}^k$ and $V_{t,h}^k$ makes it straightforward to argue that their unlabellings are equal to trees $U_{t,h}^k$ and $V_{t,h}^k$, respectively, and hence to transfer to them Strahler-universality established in Lemma 14 and upper bounds on the numbers of leaves established in Lemma 15 and Theorem 16. We now give an alternative and more explicit characterization of those trees, which will be more suitable for algorithmic purposes. To that end, we define $\{0,1\}^*$-labelled trees $B_{t,h}^k$ and $C_{t,h}^k$ and then we argue that they are equal to trees $U_{t,h}^k$ and $V_{t,h}^k$, respectively, by showing that they satisfy all the recurrences in Definition 18.
Definition 19 (Trees $B_{t,h}^k$ and $C_{t,h}^k$). For all $t \geq 0$ and $h \geq k \geq 1$, we define $\{0,1\}^*$-labelled ordered trees $B_{t,h}^k$ as the tree generated by sequences $\langle \beta_{h-1}, \ldots, \beta_1 \rangle$ such that:

1. the number of non-empty bit strings among $\beta_{h-1}, \ldots, \beta_1$ is $k - 1$;
2. the number of bits used in bit strings $\beta_{h-1}, \ldots, \beta_1$ overall is at most $(k - 1) + t$;
3. if there are less than $k - 1$ non-empty bit strings among $\beta_{h-1}, \ldots, \beta_{i+1}$, but there are $t$ non-leading bits used in them, then $\beta_i = 0$;
4. if all bit strings $\beta_1, \ldots, \beta_1$ are non-empty, then each of them has 0 as its leading bit.

For all $t \geq 0$ and $h \geq k \geq 2$, we define $\{0,1\}^*$-labelled ordered trees $C_{t,h}^k$ as the tree generated by sequences $\langle \beta_{h-1}, \ldots, \beta_1 \rangle$ such that:

1. the number of non-empty bit strings among $\beta_{h-2}, \ldots, \beta_1$ is $k - 2$;
2. the number of bits used in bit strings $\beta_{h-1}, \ldots, \beta_1$ overall is at most $(k - 2) + t$;
3. if there are less than $k - 2$ non-empty bit strings among $\beta_{h-2}, \ldots, \beta_{i+1}$, but there are $t - |\beta_{h-1}|$ non-leading bits used in them, then $\beta_i = 0$;
4. if all bit strings $\beta_1, \ldots, \beta_1$ are non-empty, then each of them has 0 as its leading bit.

Lemma 20. For all $t \geq 0$ and $h \geq k \geq 1$, we have $U_{t,h}^k = B_{t,h}^k$.

The following corollary follows from Lemma 20, and from the identical inductive structures of Definitions 13 and 18.

Corollary 21. For all $t \geq 0$ and $h \geq k \geq 1$, the unlabelling of $B_{t,h}^k$ is equal to $U_{t,h}^k$.

Efficiently Navigating Labelled Strahler-Universal Trees. The computation of the level-$p$ successor of a leaf in a labelled ordered tree of height $h$ is the following problem: given a leaf $\langle \beta_h, \beta_{h-1}, \ldots, \beta_1 \rangle$ in the tree and given a number $p$, such that $1 \leq p \leq h$, compute the smallest leaf $\langle \beta_h', \beta_{h-1}', \ldots, \beta_1' \rangle$ in the tree, such that $\langle \beta_h, \ldots, \beta_p \rangle \lessdot_{\text{lex}} \langle \beta_h', \ldots, \beta_p' \rangle$. As (implicitly) explained by Jurdziński and Lazić [20, Proof of Theorem 7], the level-$p$ successor computation is the key primitive used extensively in an implementation of a progress measure lifting algorithm.

Lemma 22. Every leaf in tree $B_{t,h}^k$ can be represented using $O((k + t) \log h)$ bits and for every $p = 1, 2, \ldots, h$, the level-$p$ successor of a leaf in tree $B_{t,h}^k$ can be computed in time $O((k + t) \log h)$.

6 Progress-Measure Strahler Numbers

Consider a parity game $G$ in which all vertex priorities are at most an even number $d$. If $(A, \leq)$ is a well-founded linear order then we write sequences in $A^{d/2}$ in the following form $(m_{d-1}, m_{d-3}, \ldots, m_1)$, and for every priority $p \in \{0,1, \ldots, d\}$, we define the $p$-truncation of $(m_{d-1}, m_{d-3}, \ldots, m_1)$, denoted by $(m_{d-1}, m_{d-3}, \ldots, m_1)[p]$, to be the sequence $(m_{d-1}, \ldots, m_{p+2}, m_p)$ if $p$ is odd and $(m_{d-1}, \ldots, m_{p+3}, m_{p+1})$ if $p$ is even. We use the lexicographical order $\leq_{\text{lex}}$ to linearly order the set $A^* = \bigcup_{i=0}^{\infty} A^i$.

A Steven progress measure [8, 19, 20] on a parity game $G$ is a map $\mu : V \rightarrow A^{d/2}$ such that for every vertex $v \in V$:

- if $v \in V_{\text{Even}}$ then there is a $\mu$-progressive edge $(v, u) \in E$;
- if $v \in V_{\text{Odd}}$ then every edge $(v, u) \in E$ is $\mu$-progressive;
- where we say that an edge $(v, u) \in E$ is $\mu$-progressive if:
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If $\pi(v)$ is even then $\mu(v)|_{\pi(v)} \geq_{\text{lex}} \mu(u)|_{\pi(v)}$;
if $\pi(v)$ is odd then $\mu(v)|_{\pi(v)} >_{\text{lex}} \mu(u)|_{\pi(v)}$.

We define the tree of a progress measure $\mu$ to be the ordered tree generated by the image of $V$ under $\mu$.

**Theorem 23** ([8, 19, 20]). There is a Steven progress measure on a parity game $G$ if and only if every vertex in $G$ is in its largest Steven dominion. If game $G$ is $(n, d)$-small then the tree of a progress measure on $G$ is $(n, d/2 + 1)$-small.

We define the Steven progress-measure Strahler number of a parity game $G$ to be the smallest Strahler number of a tree of a progress measure on $G$. The following theorem refines and strengthens Theorems 2 and 23 by establishing that the Steven Strahler number and the Steven progress-measure Strahler number of a parity game nearly coincide.

**Theorem 24.** The Steven Strahler number and the Steven progress-measure Strahler number of a parity game differ by at most 1.

The translations between progress measures and attractor decompositions are as given by Daviaud, Jurdziński, and Lazić [5]; here we point out that they do not increase the Strahler number of the underlying trees by more than 1. This coincidence of the two complexity measures, one based on attractor decompositions and the other based on progress measures, allows us in Section 7 to use a progress measure lifting algorithm to solve games with bounded Strahler number.

## 7 Strahler-Universal Progress Measure Lifting Algorithm

Jurdziński and Lazić [20, Section IV] have implicitly suggested that the progress-measure lifting algorithm [19] can be run on any ordered tree and they have established the correctness of such an algorithm if their succinct multi-counters trees were used. This has been further clarified by Czerwiński et al. [4, Section 2.3], who have explicitly argued that any $(n, d/2)$-universal ordered tree is sufficient to solve an $(n, d)$-small parity game in this way. We make explicit a more detailed observation that follows using the same standard arguments (see, for example, Jurdziński and Lazić [20, Theorem 5]).

**Proposition 25.** Suppose the progress measure-lifting algorithm is run on a parity game $G$ and on an ordered tree $T$. Let $D$ be the largest Steven dominion in $G$ on which there is a Steven progress measure whose tree can be embedded in $T$. Then the algorithm returns a Steven dominion strategy on $D$.

An elementary corollary of this observation is that if the progress-measure lifting algorithm is run on the tree of a progress measure on some Steven dominion in a parity game, then the algorithm produces a Steven dominion strategy on a superset of that dominion. Note that this is achieved in polynomial time because the tree of a progress measure on an $(n, d)$-small parity game is $(n, d/2)$-small and the running time of the algorithm is dominated by the size of the tree [20, Section IV.B].

**Theorem 26.** There is an algorithm for solving $(n, d)$-small parity games of Strahler number $k$ in quasi-linear space and time $n^{O(1)} \cdot (d/2k)^{k} = n^{k \log(d/k)/\log n + O(1)}$, which is polynomial in $n$ if $k \cdot \log(d/k) = O(\log n)$. 
Proof. By Proposition 3, we may assume that $k \leq 1 + \log n$. In order to solve an $(n, d)$-small parity game of Steven Strahler number $k$, run the progress-measure lifting algorithm for Steven on tree $E_{[\log n], d/2+1}^k$, which is $(k + 1)$-Strahler $(n, d/2 + 1)$-universal by Lemma 14 and Corollary 21. By Theorem 24 and by Proposition 25, the algorithm will then return a Steven dominion strategy on the largest Steven dominion. The running time and space upper bounds follow from Theorem 16, by the standard analysis of progress-measure lifting as in [20, Theorem 7], and by Lemma 22.

Remark 27. We highlight the $k \cdot \log(d/k) = O(\log n)$ criterion from Theorem 26 as offering a novel trade-off between two natural structural complexity parameters of parity games (number of of priorities $d$ and the Strahler/Lehtinen number $k$) that enables solving them in time that is polynomial in the number of vertices $n$. It includes as special cases both the $d < \log n$ criterion of Calude et al. [3, Theorem 2.8] and the $d = O(\log n)$ criterion of Jurdziński and Lazić [20, Theorem 7] (set $k = [\log n] + 1$ and use Propositions 4 and 3 to justify it), and the $k = O(1)$ criterion of Lehtinen [24, Theorem 3.6] (by Theorem 8).

We argue that the new $k \cdot \log(d/k) = O(\log n)$ criterion (Theorem 26) enabled by our results (coincidence of the Strahler and the Lehtinen numbers: Theorem 8) and techniques (small and efficiently navigable Strahler-universal trees: Theorem 16, Corollary 21, and Lemma 22) considerably expands the asymptotic ranges of the natural structural complexity parameters in which parity games can be solved in polynomial time. We illustrate it by considering the scenario in which the rates of growth of both $k$ and $\log d$ as functions of $n$ are $O(\sqrt{\log n})$, i.e., $d$ is $2^{O(\sqrt{\log n})}$. Note that the number of priorities $d$ in this scenario is allowed to grow as fast as $2^{b \sqrt{\log n}}$ for an arbitrary positive constant $b$, which is significantly larger than what is allowed by the $d = O(\log n)$ criterion of Jurdziński and Lazić [20, Theorem 7]. Indeed, its rate of growth is much larger than any poly-logarithmic function of $n$, because for every positive constant $c$, we have $(\log n)^c = 2^{c \log \log n}$, and $c \cdot \log \log n$ is exponentially smaller than $b \cdot \sqrt{\log n}$.

At the same time, the $O(\sqrt{\log n})$ rate of growth allowed in this scenario for the Strahler number $k$ substantially exceeds $k = O(1)$ required by Lehtinen [24, Theorem 3.6].
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1 Introduction

A word equation is a tuple \((\alpha, \beta)\), usually written \(\alpha \equiv \beta\), such that \(\alpha\) and \(\beta\) are words comprised of letters from a terminal alphabet \(\Sigma = \{a, b, \ldots\}\) and variables from a set \(X = \{x, y, z, \ldots\}\). Solutions are substitutions of the variables for words in \(\Sigma^*\) making both sides identical. For example, one solution to the word equation \(xab y \equiv ybax\) is given by \(x \rightarrow b\) and \(y \rightarrow bab\). A system of equations is a set of equations, and a solution to the system is a substitution for the variables which is a solution to all the equations in the system.

One of the most fundamental questions concerning word equations is the satisfiability problem: determining whether or not a word equation has a solution. Makanin [22] famously showed in 1977 that the satisfiability problem for word equations is decidable by giving a general algorithm. Since then, several further algorithms have been presented. Most notable among these are the algorithm given by Plandowski [25] which demonstrated that the satisfiability problem is in PSPACE, the algorithm based on Lempel-Ziv encodings by Plandowski and Rytter [26], and the method of recompression by Jeż, which has since been shown to require only non-deterministic linear space [15, 16]. On the other hand, it is easily seen that solving word equations is NP-hard due to fact that the subcase when one side of the equation consists only of terminals is exactly the pattern matching problem which is NP-complete [3, 12]. It remains a long-standing open problem whether or not the satisfiability problem for word equations is contained in NP.

1 Corresponding author
Recently, there has been elevated interest in solving more general versions of the satisfiability problem, originating from practical applications in e.g. software verification where several string solving tools capable of solving word equations are being developed [1, 4, 6, 18, 2] and database theory [14, 13], where one asks whether a given (system of) word equation(s) has a solution which satisfies some additional constraints. Prominent examples include requiring that the substitution for a variable \( x \) belongs to some regular language \( L_x \) (regular constraints), or that the lengths of the substitutions of the variables satisfy a set of given linear diophantine equations. Adding regular constraints makes the problem PSPACE complete (see [10, 25, 27]), while it is another long standing open problem whether the satisfiability problem with length constraints is decidable. There are also many other kinds of constraints, however many lead to undecidable variants of the satisfiability problem [7, 19]. The main difficulty in dealing with additional constraints is that the solution-sets to word equations are often infinite sets with complex structures. For example, they are not parametrisable [24], and the set of lengths of solutions is generally not definable in Presburger arithmetic [20]. Thus, a better understanding of the solution-sets and their structures is a key aspect of improving our ability to solve problems relating to word equations both in theory and practice.

Quadratic word equations (QWEs) are equations in which each variable occurs at most twice. For QWEs, a conceptually simple and easily implemented algorithm exists which produces a representation of the set of all solutions as a graph. Despite this, however, the satisfiability problem for quadratic equations remains NP-hard, even for severely restricted subclasses [8, 11], while inclusion in NP, and whether the satisfiability problem with length constraints is decidable, have remained open for a long time, just as for the general case.

The algorithm solving QWEs is based on iteratively rewriting the equation(s) according to some simple rules called Nielsen transformations. If there exists a sequence of transformations from the original equation to the trivial equation \( \varepsilon \triangleq \varepsilon \), then the equation has a solution. Otherwise, there is no solution. Hence the satisfiability problem becomes a reachability problem for the underlying rewriting transformation relation, which we denote \( \Rightarrow_{NT} \). It is natural to represent this relation as a directed graph \( G \Rightarrow_{NT} \) in which the vertices are word equations and the edges are the rewriting transformations. This has the advantage that the set of all solutions to an equation \( E \) corresponds exactly to the set of walks in the graph starting at \( E \) and finishing at the trivial equation \( \varepsilon \triangleq \varepsilon \). Consequently, the properties of the subgraph of \( G \Rightarrow_{NT} \) containing all vertices reachable from \( E \) (denoted \( G_{\Rightarrow_{NT}[E]} \)) are also informative about the set of solutions to the equation. For example, in [24] a connection is made between the non-parametrisability of the solution set of \( E \) and the occurrence of combinations of cycles in the graph. Since equations with a parametrisable solution set are much easier to work with when dealing with additional constraints, this also establishes a connection between the structure of \( G_{\Rightarrow_{NT}[E]} \) and the potential (un)decidability of variants of the satisfiability problem. Moreover, new insights into the structure and symmetries of these graphs are necessary for better understanding and optimising the practical performance of the algorithm.

Each choice of edge in a walk can be seen as a decision about the corresponding solution. It is not necessarily true that different walks will result in different solutions. However, all possible decisions are accounted for, so it is guaranteed that for every solution there is a walk from \( E \) to \( \varepsilon \triangleq \varepsilon \) which corresponds to that solution.
Our Contribution

We consider a subclass of QWEs called regular equations (RWEs) introduced in [23]. A word equation is regular if each variable occurs at most once on each side of the equation. Thus, for example, $xaby \equiv ybax$ is regular while $xabx \equiv ybax$ is not. Understanding RWEs is a vital step towards understanding the quadratic case, not only because they constitute a significant and general subclass, but also because many non-regular quadratic equations can exhibit the same behaviour as regular ones (consider, e.g. $zz \equiv xabygbax$ for which all solutions must satisfy $z = xaby = ybax$). The satisfiability problem was shown in [8] to be NP-hard for RWEs, and shown to be NP-complete in [9] for some restricted subclasses of RWEs including the classes of regular-reversed and regular-ordered equations.

For RWEs $E$, we investigate the structure of the graphs $G_{\Rightarrow NT}^{E}$, and as a consequence, are able to describe some of their most important properties. We achieve this by first noting that $G_{\Rightarrow NT}^{E}$ can be divided into strongly connected components $G_{\Rightarrow}^{E}$ for which all the vertices are equations of the same length ($\Rightarrow$ shall be used to denote the restriction of $\Rightarrow_{NT}$ to length preserving transformations only). The “full” graph $G_{\Rightarrow NT}^{E}$ is comprised of these individual components $G_{\Rightarrow}^{E}$ arranged in a DAG-like structure of linear depth (see Section 3) and therefore many properties and parameters of the “full” graph $G_{\Rightarrow NT}^{E}$ are determined by the equivalent properties and parameters of the individual components $G_{\Rightarrow}^{E}$. We then focus on the structure of the subgraphs $G_{\Rightarrow}^{E}$, and as a result are able to give bounds on certain parameters such as diameter, size, and DAG-width.

Our structural results come in two stages, based on whether the equation belongs to a the class of “jumbled” equations introduced in Section 4.3. In the first stage, we consider equations which are not jumbled, and we show that for all such equations $E$, there exists a jumbled equation $\hat{E}$ such that $G_{\Rightarrow NT}^{\hat{E}}$ is comprised mainly of several well-connected near-copies of $G_{\Rightarrow}^{E}$. For jumbled equations $\hat{E}$, we show in Section 4.4 that every vertex in $G_{\Rightarrow NT}^{\hat{E}}$ is close to a vertex in a certain normal form. We show that the vertices in this normal form are determined to a large extent by a property invariant under $\Rightarrow$ introduced in Section 4.2.

With regards to the diameter of $G_{\Rightarrow NT}^{E}$, we give upper bounds which are polynomial in the length of the equation. It follows that the diameter of the full graph $G_{\Rightarrow NT}^{E}$ is also polynomial, and consequently, that the satisfiability problem for RWEs is NP-complete. This can be generalised to systems of equations satisfying a natural extension of the regularity property (see Section 4.7). We also give exact upper and lower bounds on the number of vertices\(^3\) in $G_{\Rightarrow}^{E}$ for a subclass of RWEs called basic RWEs (see Section 4.1), as well as describing exactly for which equations these bounds are achieved. For RWEs which are not basic, we can infer similar bounds, at the cost of a small (linear in the length of the equation) degree of imprecision. Since in the worst case (e.g. for equations without a solution), running the algorithm will perform a full “search” of the graph, the number of vertices is integral to the running time of the algorithm, and is potentially a better indicator of difficult instances than the complexity class alone. An example of this, comes from comparing two subclasses of RWEs called regular-ordered and regular rotated equations. It follows from our results that while both classes have an NP-complete satisfiability problem, if $E'$ is regular-ordered, then $G_{\Rightarrow}^{E'}$ will contain at most $n$ vertices, where $n$ is the length of the equation, while if $E'$ is regular rotated, but not regular-ordered, then $G_{\Rightarrow}^{E'}$ will contain $\frac{n^2}{2}$ vertices, indicating a vast difference in the number of vertices the algorithm would have to visit.

\(^3\) We consider the number of vertices, rather than edges, because it is the number of vertices which is relevant to the performance of the algorithm, and by definition of $\Rightarrow_{NT}$, the out-degree of the graph is bounded by a constant so the the number of edges is linear in the number of vertices.
Motivated by generalisations of the satisfiability problem permitting additional constraints, we also consider the connectivity of the graphs $G_{\pi E}$. To do this, we use DAG-width, a measure for directed graphs which is in several ways analogous to treewidth for undirected graphs. Intuitively, equations for which $G_{\pi E}$ has low DAG-width are likely to be more amenable when considering additional constraints such as length constraints (see Section 3.3). We give an example class of equations for which the DAG-width is unbounded, as well as a class for which the DAG-width is at most two. The latter includes the class of regular-ordered equations which is the most general subclass of QWEs for which it is known that the satisfiability problem with length constraints is decidable [20], and we expect that both cases will be interesting classes to consider in the context of this problem.

2 Preliminaries

For a set $S$, we denote the cardinality of $S$ by $\text{Card}(S)$. Let $\Sigma$ be an alphabet. By $\Sigma^*$, we denote the set of all words over $\Sigma$, and by $\varepsilon$ the empty word. By $\Sigma^+$, we denote the free semigroup $\Sigma^* \setminus \{\varepsilon\}$. A word $u$ is a prefix (resp. suffix) of a word $w$ if there exists $v$ such that $w = uv$ (resp. $w = vu$). Similarly, $u$ is a factor of $w$ if there exist $v, v'$ such that $w = vu v'$.

A prefix/suffix/factor is proper if is neither the whole word $w$, nor $\varepsilon$. The length of a word $w$ is denoted $|w|$, while for $a \in \Sigma$, $|w|_a$ denotes the number of occurrences of $a$ in $w$. For a word $w = a_1 a_2 \ldots a_n$ with $a_i \in \Sigma$ for $1 \leq i \leq n$, the notation $w[i]$ refers to the letter $a_i$ in the $i$th position. By $w^R$, we denote the reversal $a_n a_{n-1} \ldots a_1$ of the word $w$. Two words $w_1, w_2$ are conjugate (written $w_1 \sim w_2$) if there exist $u, v$ such that $w_1 = uv$ and $w_2 = vu$.

We shall generally distinguish between two types of alphabet: an infinite set $X = \{x_1, x_2, \ldots\}$ of variables, and a set $S = \{a, b, \ldots\}$ of terminal symbols. We shall assume that $\text{Card}(\Sigma) \geq 2$, and that there exists an order on $X$ leading to a lexicographic order on $X^*$. For a word $\alpha \in (X \cup \Sigma)^*$, we shall denote by $\var{\alpha}$ the set $\{x \in X \mid x \text{ is a factor of } \alpha\}$. We shall denote by $\text{qv}(\alpha)$ the set $\{x \in \var{\alpha} \mid |\alpha|_x = 2\}$. A word equation is a tuple $(\alpha, \beta) \in (X \cup \Sigma)^* \times (X \cup \Sigma)^*$, usually written $\alpha \equiv \beta$. Solutions are morphisms $h : (X \cup \Sigma)^* \to \Sigma^*$ with $h(\alpha) = a$ for all $a \in \Sigma$ such that $h(\alpha) = h(\beta)$. The satisfiability problem is the problem of deciding algorithmically whether a given word equation has a solution. For equations $E$ given by $\alpha \equiv \beta$, we shall often extend notations regarding words in $(X \cup \Sigma)^*$ to $E$ for convenience, so that, e.g. $|E| = |\alpha| |\beta|$, $\var{E} = \var{\alpha \beta}$ and $\text{qv}(E) = \text{qv}(\alpha \beta)$. An equation $\alpha \equiv \beta$ is quadratic if $|\alpha|_x |\beta|_x \leq 2$ for all $x \in X$. It is regular if $|\alpha|_x \leq 1$ and $|\beta|_x \leq 1$ hold for all $x \in X$. Thus all regular equations are quadratic, but not all quadratic equations are regular. We shall usually abbreviate regular (resp. quadratic) word equation to RWE (resp. QWE). For $Y \subseteq X$, let $\pi_Y : (X \cup \Sigma^*) \to Y^*$ be the morphism such that $\pi_Y(x) = x$ if $x \in Y$ and $\pi_Y(\varepsilon) = \varepsilon$ otherwise; i.e. $\pi_Y$ is a projection from $(X \cup \Sigma)^*$ onto $Y^*$. A regular equation $E$ given by $\alpha \equiv \beta$ is regular-ordered if $\pi_{\text{qv}(E)}(\alpha) = \pi_{\text{qv}(E)}(\beta)$, it is regular rotated if $\pi_{\text{qv}(E)}(\alpha) \sim \pi_{\text{qv}(E)}(\beta)$ and it is regular reversed if $\pi_{\text{qv}(E)}(\alpha) = \pi_{\text{qv}(E)}(\beta)^R$.

Given a set $S$ and binary relation $\mathcal{R} \subseteq S \times S$, we denote the reflexive-transitive closure of $\mathcal{R}$ as $\mathcal{R}^*$. For each $s \in S$, we denote by $[s]_\mathcal{R}$ the set $\{s' \mid s \mathcal{R}^* s'\}$. The relation $\mathcal{R}$ may be represented as a directed graph, which we denote $\mathcal{G}_\mathcal{R}$, with vertices from $S$ and edges from $\mathcal{R}$. Usually, we will be interested in the subgraph of $\mathcal{G}_\mathcal{R}$ containing vertices belonging to $[s]$ for some $s \in S$. Thus, for a subset $T$ of $S$ we shall denote by $\mathcal{G}_\mathcal{R}^T$ the subgraph of $\mathcal{G}_\mathcal{R}$ containing vertices from $T$. Given a (directed) graph $\mathcal{G}$, with vertices $V(\mathcal{G})$ and edges $E(\mathcal{G})$, a root vertex is some $v \in V(\mathcal{G})$ such that there does not exist $(u, v) \in E(\mathcal{G})$. We denote by $\text{diam}(\mathcal{G})$ the diameter: the maximum length of a shortest (directed) path between two vertices. For $V, V' \subseteq V(\mathcal{G})$, we say that $V$ guards $V'$ if for all $(u, v) \in E(\mathcal{G})$ with $u \in V'$,
we have \( v \in V' \cup W \). If \( G \) is acyclic, we write \( v_1 \leq_G v_2 \) if there is a directed path from \( v_1 \) to \( v_2 \) in \( G \) or \( v_1 = v_2 \). Following [5], a DAG-decomposition of \( G \) is a pair \((D, \chi)\) such that \( D \) is a directed acyclic graph (DAG) with vertices \( V(D) \), and \( \chi = \{X_d \mid d \in V(D)\} \) is a family of subsets of \( V(G) \) satisfying:

\[
(D1) \quad V(G) = \bigcup_{d \in V(D)} X_d,
\]

\[
(D2) \quad \text{if } d, d', d'' \in V(D) \text{ such that } d \leq_D d' \leq_D d'', \text{ then } X_d \cap X_{d'} \subseteq X_{d''},
\]

\[
(D3) \quad \text{For all edges } (d, d') \text{ of } D, \text{ } X_d \cap X_{d'} \text{ guards } X_{d''} \setminus X_d, \text{ where } X_{d''} = \bigcup_{d' \leq_D d''} X_{d'}, \text{ and}
\]

for all root vertices \( d, X_{d''} \) is guarded by \( \emptyset \).

The width of the DAG-decomposition is \( \max\{\text{Card}(X_d) \mid d \in V(D)\} \). The DAG-width of \( G \) is the minimum width of any possible DAG-decomposition of \( G \) and is denoted \( \text{dgw}(G) \).

### 3 Solving regular word equations

In this section we present the algorithm for solving QWEs discussed in the introduction as a rewriting system given by a relation \( \Rightarrow_{NT} \). The rewriting transformations are derived from morphisms called Nielsen transformations, and we shall abuse this terminology slightly and generally also refer to the rewriting transformations themselves as Nielsen transformations.

The Nielsen transformations never introduce new variables or terminal symbols, and never increase the length of the equation. They also preserve the properties of being quadratic (resp. regular). Thus, given a quadratic (resp. regular) word equation, the possible space of solutions for the equation is always the same.

Moreover, if \( E \Rightarrow_{NT} E' \) and \( E \Rightarrow_{NT} E'' \), then \( E' \Rightarrow_{NT} E'' \).

### 3.1 Nielsen transformations

The Nielsen transformations are defined as follows: for \( x \in X \cup \Sigma \) and \( y \in X \), let \( \psi_x < (y) \) be the morphism given by \( \psi_x < (y) = xy \) and \( \psi_x < (z) = z \) if \( z \neq y \).

We define the rewriting transformations via the relations \( \Rightarrow_L, \Rightarrow_R, \Rightarrow_W \) as follows. Suppose we have a QWE \( E \) of the form \( x\alpha \triangleq y\beta \) where \( x, y \in X \cup \Sigma \) and \( \alpha, \beta \in (X \cup \Sigma)^* \). Then:

1. if \( x \in \text{var}(E) \) and \( x \neq y \), then \( x\alpha \triangleq y\beta \Rightarrow_L x\psi_y < (\alpha) \triangleq \psi_{x<y}(\beta) \), and
2. if \( y \in \text{var}(E) \) and \( x \neq y \), then \( x\alpha \triangleq y\beta \Rightarrow_R \psi_{x<y}(\alpha) \triangleq y\psi_{x<y}(\beta) \), and
3. if \( x \in X \setminus \text{var}(E) \), then \( x\alpha \triangleq y\beta \Rightarrow_W x\alpha \triangleq \beta \), and
4. if \( y \in X \setminus \text{var}(E) \), then \( x\alpha \triangleq y\beta \Rightarrow_W \alpha \triangleq \beta \), and
5. if \( x = y \), then \( x\alpha \triangleq y\beta \Rightarrow_W \alpha \triangleq \beta \).

Moreover, for a QWE \( E \) of the form \( \alpha \triangleq \beta \) with \( \alpha, \beta \in (X \cup \Sigma)^* \), and for each \( Y \subseteq \text{var}(E) \), we have the additional transformations \( \alpha \triangleq \beta \Rightarrow_W \pi_{X \setminus Y}(\alpha) \triangleq \pi_{X \setminus Y}(\beta) \). Now, our full rewriting relation, \( \Rightarrow_{NT} \), is given by \( \Rightarrow_L \cup \Rightarrow_R \cup \Rightarrow_W \). For convenience, we shall define \( \Rightarrow \) to be \( \Rightarrow_L \cup \Rightarrow_R \). We shall call the rewriting transformations in \( \Rightarrow \) length-preserving, since they are exactly those for which the resulting equation has the same length as the original.

| Remark 1. Let \( E, E' \) be QWEs such that \( E \Rightarrow_{NT} E' \). If \( E \) is regular, then \( E' \) is regular.

Moreover, if \( E \Rightarrow E' \), then \( \text{var}(E) = \text{var}(E') \), \( \text{qv}(E) = \text{qv}(E') \), and \( |E| = |E'| \).

If \( E_1, E_2 \) are RWEs such that \( E_1 \Rightarrow L E_2 \), then it follows from the definitions that there exist \( x, y \in X \) and \( \alpha_1, \alpha_2, \beta_1, \beta_2 \in (X \setminus \{x, y\})^* \) such that \( E_1 \) is given by \( x\alpha_1 y\alpha_2 = y\beta_1 x\beta_2 \) and \( E_2 \) is given by \( x\alpha_1 y\alpha_2 = \beta_1 y\beta_2 \). Extending this observation to multiple applications of...
On the Structure of Solution Sets to Regular Word Equations

⇒_L, we may conclude that the set \{E_2 \mid E_1 ⇒^*_L E'_2\} is exactly the set \{x_\alpha_1 y_\alpha_2 = \beta_1 x \beta_2 \mid \beta_3 \sim y \beta_1\}. A similar statement can be made for ⇒_R. Consequently, ⇒_L and ⇒_R are symmetric. Since they are reflexive and transitive by definition, we get the following.

▷ Remark 2. Let E be a RWE and Z ∈ \{L, R\}. Then \text{Card}(\{E' \mid E ⇒^*_Z E'\}) < |E| and ⇒_Z is an equivalence relation. It follows that ⇒^*_Z is also an equivalence relation.

The following well-known result forms the basis for the algorithm for solving QWEs.

▷ Theorem 3 ([21]). Let E be a QWE. Then E has a solution if and only if E ⇒^*_NT ε = ε.

### 3.2 The graph of all solutions

Theorem 3 provides the basis for treating the satisfiability of QWEs as a reachability problem for the rewriting relation ⇒_NT. Since any relation R is naturally represented as a (directed) graph \text{G}^R, it is also natural to interpret the resulting algorithm as a search in the graph \text{G}^⇒_E, in order to determine whether a path exists in the graph from the original equation E to the trivial equation ε = ε. In fact, the graph \text{G}^⇒_E can tell us significantly more than simply whether a solution to E exists: every walk from E to ε = ε in \text{G}^⇒_E corresponds to a solution to E and likewise, every solution to E is represented by a walk in \text{G}^⇒_E from E to ε = ε. Thus the graphs \text{G}^⇒_E contain a full description of all solutions to E, and as such, their properties and structure are of inherent interest to the study of QWEs and their solutions.

An immediate example of this is the diameter, which is strongly related to the complexity of the satisfiability problem, as demonstrated in the following proposition.

▷ Proposition 4. Let C be a class of QWEs. Suppose there exists k ∈ \mathbb{N} such that for each E ∈ C, we have \text{diam}(\text{G}^⇒_E) ∈ O(|E|^k). Then the satisfiability problem for C is in \text{NP}.

Many properties will be determined mostly (i.e. up to some small imprecision) on the subgraphs obtained by restricting our rewriting relation to length-preserving transformations only (i.e. to ⇒). Since the rewriting relation ⇒_NT allows us to preserve or decrease the length, but never increase it again, any walk in the graph will visit a subgraph containing equations of each length only once, and in order of decreasing length.

The following proposition is an example of how we may infer a global property of \text{G}^⇒_E from its “local” values in the individual subgraphs \text{G}^⇒_{E'}:

▷ Proposition 5. Let E be a QWE. Then
1. \text{diam}(\text{G}^⇒_E) ≤ 1 + (|E| + 1) \max\{\text{diam}(\text{G}^⇒_{E'}) \mid E ⇒^*_NT E'\}, and
2. \text{dgw}(\text{G}^⇒_E) = \max\{\text{dgw}(\text{G}^⇒_{E'}) \mid E ⇒^*_NT E'\}.

In what follows, we shall focus predominantly on the structure of the (sub)graphs \text{G}^⇒_{E'} corresponding to the length-preserving transformations given by ⇒. This has the advantage of allowing us to apply further restrictions, including a reduction to the case of basic equations introduced in Section 4.1, without significantly altering the structure of the graph.

### 3.3 Solving equations modulo constraints

For many kinds of additional constraint, it is possible to adapt the algorithm by finding, for each Nielsen transformation, an appropriate corresponding transformation of the constraints. For example, if x, y, z ∈ X and we have the length constraint |x| = |z|, when we apply the Nielsen transformation associated with \psi_{y<z} to our equation, we replace each occurrence of x with yz. Thus, the updated constraint would be |x| + |yz| = |z|. However, in some cases, including length constraints, the resulting space of possible combinations of equations and
constraints becomes infinite, meaning the algorithm is no longer guaranteed to terminate. A possible solution to this is to find finite descriptions of the potentially infinite sets of constraints which may occur alongside each equation. The task of finding such descriptions, and consequently the decidability of the corresponding extended satisfiability problems, is dependent on the structural properties of the graph, as can be seen e.g. in [20, 24].

4 Properties of the graphs $\mathcal{G}_{E}^{\uparrow NT}$ for regular equations $E$

The remainder of the paper concentrates on describing the structure of the graphs $\mathcal{G}_{E}$ for RWEs $E$. Our general description of $\mathcal{G}_{E}$ is comprised of several steps, with each one accounting for a particular aspect. The first step (Section 4.1) describes the effect of terminal symbols, single-occurrence variables, and ‘decomposability’ on the structure of $\mathcal{G}_{E}$, essentially reducing the structure of $\mathcal{G}_{E}$ to $\mathcal{G}_{E'}$ for a “basic” equation $E'$ which does not contain any of these features. The second step (Section 4.3) describes a particular symmetric structure which arises from the same factor(s) occurring on both sides of the equation once we have simplified the equations by eliminating the aforementioned features. This allows for a description of $\mathcal{G}_{E'}$ as a combination of (near) copies of some smaller graph $\mathcal{G}_{E''}$ where $E''$ is a “jumbled equation” obtained by deleting the appropriate variables from $E'$. Finally, we are able to show (Section 4.4) that for jumbled equations $E''$, all vertices in $\mathcal{G}_{E''}$ are “close” to a vertex from a small subset conforming to a very particular structure called Lex Normal Form, allowing us to draw conclusions in Sections 4.5 and 4.6 about the diameter, number of vertices and connectivity (DAG-width) of $\mathcal{G}_{E}$. Finally, in Section 4.7 we note a generalisation of our results to systems of equations.

4.1 Basic equations: a convenient abstraction

The current section is devoted to reducing the study of the graphs $\mathcal{G}_{E}$ to the case of basic equations. This has several advantages, including a significant reduction in the size of the graphs which is useful for working with examples, as well as allowing for the simpler formulation of precise results, e.g. regarding the size of the graphs in Section 4.6, as well as avoiding unnecessary repetition in the formal statements and their proofs.

Definition 6 (Basic Equations). Let $E$ be a QWE given by $\alpha \not\approx \beta$. Then $E$ is decomposable if there exist proper prefixes $\alpha', \beta'$ of $\alpha$ and $\beta$ such that $\var{\alpha'} \cap qv(E) = \var{\beta'} \cap qv(E)$. Otherwise, $E$ is indecomposable. $E$ is basic if it is indecomposable and $\alpha, \beta \in qv(E)^*$. A RWE is basic only if both sides of the equation are permutations of the same set of variables, for example $x_1x_2x_3 \not\approx x_3x_1x_2$ and $xyzw \not\approx wzxy$ are both basic and regular while $xyzw \not\approx yxzw$ and $xy \not\approx yz$ are not. It is easily verified that the property of being basic is preserved under $\Rightarrow^*$. In order to formally present our reduction from arbitrary RWEs to basic RWEs, we need the following notion for graphs which are structurally similar.

Definition 7 (Isolated path compression). Let $G_1, G_2$ be (directed) graphs. We say that $G_1$ is an isolated path compression of order $n$ of $G_2$ if $G_2$ may be obtained from $G_1$ by replacing each edge $(e, e')$ in $G_1$ by a path $(e, e_1), (e_1, e_2), \ldots (e_{k-1}, e_k), (e_k, e')$ such that $k \leq n$ and $e_1, e_2, e_3, \ldots, e_k$ are new vertices unique to the edge $(e, e')$.

Informally, an isolated path compression of a graph is obtained simply by replacing “isolated paths” (paths whose internal vertices are not adjacent to any vertices outside the path) of a bounded length with single edges. It is easy to see that many structural properties are thus preserved.
Consider graphs \( G_1, G_2 \) such that \( G_1 \) is an isolated path compression of order \( n \) of \( G_2 \). If \( \text{dgw}(G_1) = 1 \), then \( \text{dgw}(G_2) \in \{1, 2\} \). If \( \text{dgw}(G_1) \geq 2 \), then the \( \text{dgw}(G_1) = \text{dgw}(G_2) \). Moreover, \( \text{diam}(G_2) \leq (n + 1) \text{diam}(G_1) \), and the number of vertices (resp. edges) in \( G_2 \) is at most the number of vertices in \( G_1 \) plus \( n \) times the number of edges of \( G_1 \).

Using isolated path compressions, it is possible to describe the structure of the graph \( G_{[E]}^\to \) for any RWE \( E \) in terms of the graph \( G_{[E]}^\to \) for a basic RWE \( E' \).

**Theorem 9.** Let \( E \) be a RWE given by \( \alpha \equiv \beta \). Let \( \alpha', \beta' \) be the shortest non-empty prefixes of \( \alpha, \beta \) respectively such that \( \text{var}(\alpha') \cap \text{qv}(E) = \text{var}(\beta') \cap \text{qv}(E) \). Let \( E' \) be the equation given by \( \pi_{\text{qv}(E)}(\alpha') \equiv \pi_{\text{qv}(E)}(\beta') \). Then \( E' \) is basic, and \( G_{[E]}^\to \) is isomorphic to an isolated path compression of order \( |E| \) of \( G_{[E']}^\to \).

### 4.2 A useful invariant

When reasoning about the graphs \( G_{[E]}^\to \), we need a way to help determine whether, for two equations \( E_1, E_2 \), we have \( E_1 \Rightarrow^* E_2 \). Usually, showing that \( E_1 \Rightarrow^* E_2 \) is not a problem, since it is sufficient to simply find a sequence of length-preserving Nielsen transformations from \( E_1 \) to \( E_2 \). However, showing that \( E_1 \not\Rightarrow^* E_2 \) presents more of a challenge. The naive way would be to enumerate all vertices in \( G_{[E]}^\to \) and show that \( E_2 \) is not among them. However, this is not suitable for generic reasoning, and, even in concrete cases, is inelegant and time-consuming. The following is a property of basic RWEs which is preserved under \( \Rightarrow \) and thus provides a concise and more general means for showing that \( E_1 \not\Rightarrow^* E_2 \). It is an indispensable component of the proofs of our main results.

**Definition 10 (The invariant \( \Upsilon_E \)).** Let \( \# \) be a new symbol not in \( X \). Let \( E \) be a basic RWE such that \( \text{Card}(\text{var}(E)) > 1 \). Then we may write \( E \) as \( x_1 y_1 \# y_2 \equiv y_3 x_2 \beta_2 \) with \( x, y \in X \) and \( \alpha_1, \beta_1, \beta_2 \in (X \setminus \{x, y\})^* \). Let \( Z_E = \text{var}(\alpha_1 \alpha_2 \beta_1 \beta_2) \cup \{\#\} \). Let the function \( Q_E : Z_E \to X^2 \) be defined as follows: for each \( z \in Z_E \setminus \{\#\} \), let \( Q_E(z) = (u, v) \) where \( uz \) is a factor of \( x_1 \alpha_1 y_2 \) and \( vz \) is a factor of \( y_3 \beta_1 \beta_2 \). Let \( Q_E(\#) = (u, v) \) where \( uy \) is a factor of \( x_1 \alpha_1 y_2 \) and \( vx \) is a factor of \( y_3 \beta_1 \beta_2 \). Let \( \Upsilon_E = \{Q_E(z) \mid z \in Z_E\} \).

**Theorem 11.** Let \( E_1, E_2 \) be basic RWEs such that \( E_1 \Rightarrow^* E_2 \). Then \( \Upsilon_{E_1} = \Upsilon_{E_2} \).

As an example, let \( E_1 \) be the basic RWE given by \( xuvwy \equiv yuwxz \). Then \( Z_{E_1} = \{u, v, w, \#\} \) and \( Q_{E_1} \) is the function such that \( Q_{E_1}(u) = (x, w) \), \( Q_{E_1}(x) = (u, x) \), \( Q_{E_1}(w) = (z, y) \) and \( Q_{E_1}(\#) = (w, u) \). Thus, \( \Upsilon_{E_1} = \{(w, u), (x, w), (u, x), (z, y)\} \). Similarly, if \( E_2 \) is the basic RWE given by \( xuvwy \equiv xuvwz \), then \( \Upsilon_{E_2} = \{(x, y), (u, x), (w, w), (z, u)\} \). Consequently, we may conclude that \( E_1 \not\Rightarrow^* E_2 \) (and symmetrically \( E_2 \not\Rightarrow^* E_1 \)).

Since the invariant \( \Upsilon_E \) provides a necessary condition on when two basic RWEs belong to the same equivalence class under \( \Rightarrow^* \), we might also ask whether it is also sufficient, and hence characteristic. However, this is not the case. For instance, if \( E_1 \) is given by \( xuvwy \equiv yuwxz \) and \( E_2 \) is given by \( xuvwy \equiv yuwxz \), then \( \Upsilon_{E_1} = \Upsilon_{E_2} = \{(x, v), (u, w), (z, y), (w, u)\} \) but it can be verified by enumerating \([E_1]_{\Rightarrow} \) and \([E_2]_{\Rightarrow} \) that \( E_1 \not\Rightarrow^* E_2 \).
4.3 A special case of symmetry

The invariant property $\Upsilon_E$ introduced in the previous section is a set of pairs of variables. The case that $(x,x) \in \Upsilon_E$ for some $x \in \text{var}(E)$ is special in the sense that it leads to a particular symmetrical structure in $G_E^\rightarrow$. Intuitively, $(x,x) \in \Upsilon_E$ when there exists $y \in X$ and $\alpha \doteq \beta \in [E]\rightarrow$ such that $xy$ is a factor of both $\alpha$ and $\beta$. Hence the number of variables $x$ such that $(x,x) \in \Upsilon_E$ is, in a sense, a measure of the “jumbledness” of $E$.

- **Definition 12 (Jumbled Equations and $\Delta(E)$).** Let $E$ be a basic RWE. Let $\Delta(E) = \{ x \in \text{var}(E) \mid (x,x) \in \Upsilon_E \}$. If $\text{Card}(\Delta(E)) = 0$, then $E$ is jumbled.

Not that since $\Upsilon_E$ is invariant under $\Rightarrow^*$, so is the property of being (not) jumbled. Any basic RWE $E$ can be turned into a jumbled equation by simply erasing each $x \in \Delta(E)$.

- **Lemma 13.** Let $E$ be a basic RWE given by $\alpha \doteq \beta$ and let $Y = \text{var}(E) \setminus \Delta(E)$. Then the equation $E_Y$ given by $\pi_Y(\alpha) \doteq \pi_Y(\beta)$ is jumbled.

The following theorem describes the structure of $G_{[E]}^\rightarrow$ for a RWE $E$ which is not jumbled in terms of $G_{[E_Y]}^\rightarrow$ where $E_Y$ is obtained from $E$ by deleting the variables in $\Delta(E)$.

- **Theorem 14.** Let $E$ be a basic RWE given by $\alpha \doteq \beta$. Let $Y = \text{var}(E) \setminus \Delta(E)$. Let $E_Y$ be the equation $\pi_Y(\alpha) \doteq \pi_Y(\beta)$. Let $V = [E_Y]_{\rightarrow}$. Let $\Phi$ be the set of morphisms $\varphi : Y^* \rightarrow \text{var}(E)^*$ satisfying $\varphi(y) \in \Delta(E)^*y$ for all $y \in Y$, and $\sum_{y \in Y} |\varphi(y)|_z = 1$ for all $x \in \Delta(E)$. For each $\varphi \in \Phi$, let $\varphi(V)$ denote the set $\{ \varphi(\alpha') \doteq \varphi(\beta') \mid \alpha' \doteq \beta' \in V \}$. Then:
  1. $\bigcup_{\varphi \in \Phi} \varphi(V) \subseteq [E]_{\rightarrow}$,
  2. for each $E' \in [E]_{\rightarrow}$ and $Z \in \{ L, R \}$, there exists $E'' \in \bigcup_{\varphi \in \Phi} \varphi(V)$ such that $E' \Rightarrow^* E''$,
  3. for each $\varphi \in \Phi$, there exists a subgraph $H_\varphi$ of $G_{[E]}^\rightarrow$ containing $\varphi(V)$ such that $G_{[E_Y]}^\rightarrow$ is isomorphic to a structure-preserving contraction of order $\text{Card}(\Delta(E))$ of $H_\varphi$.
  4. if $d = \text{diam}(G_{[E_Y]}^\rightarrow)$, then $\text{diam}(G_{[E]}^\rightarrow) \in O(d|E|^2)$.

Theorem 14 deserves a few remarks. Firstly, we note that, recalling Remark 2, it follows from statements 1. and 2. of the theorem that $\bigcup_{\varphi \in \Phi} \varphi(V)$ is a dense subset of the vertices of $G_{[E]}^\rightarrow$ in the sense that every vertex is at most distance $|E|$ away from one contained in $\bigcup_{\varphi \in \Phi} \varphi(V)$. Moreover, since each morphism $\varphi \in \Phi$ is injective, the sets $\varphi(V)$ are pairwise disjoint. Consequently, $G_{[E]}^\rightarrow$ is made up of many (one for each $\varphi \in \Phi$) slightly modified copies of the graph $G_{[E_Y]}^\rightarrow$ with the remaining vertices creating short paths between the different copies. Due to the bound on the diameter, we see that these copies are well connected. Finally, it is worth noting that $\text{Card}(\Phi)$ grows exponentially w.r.t. $\text{Card}(\Delta(E))$.

4.4 Normal forms and block decompositions

Having described the structure $G_{[E]}^\rightarrow$ for equations $E$ which are not jumbled in the previous section, it remains to consider equations which are jumbled. In this case, the structure of $G_{[E]}^\rightarrow$ is more intricate and a different approach is required. Our main insight for jumbled equations is the existence of certain normal forms, from which every vertex is polynomial distance away. By constructing these normal forms in a specific way based on reversals, we are able to take full advantage of the invariant $\Upsilon_E$ from Section 4.2 when reasoning about which of these normal forms may occur. The first normal form is defined as follows.
We shall call such pairs \( (x, \alpha) \) invariant and if we know \( x \) on the LHS and \( \alpha \) on the RHS then we may infer all the even-index variables (i.e. three cases depending on the length of \( \alpha \)). Forcing the sub-equations to be regular-reversed gives us the most control when working with the invariant \( \Upsilon_E \). Some intuition behind this fact can be derived from the observation that if we know that a (complete) basic RWE \( E \) is regular-reversed, we can uniquely reconstruct it from the leftmost two variables on the LHS and \( \Upsilon_E \). Indeed, any regular-reversed basic RWE \( E \) can be written in the form \( x_1 x_2 \ldots x_n = \alpha R \alpha R \ldots \alpha R x \) where \( x, y \in X \), \( \alpha_i \in X^+ \) for \( 1 \leq i \leq k \), and \( |\alpha_i| \leq 3 \) for \( 1 \leq i < k \).

Definition 15 (Normal Form). Let \( E \) be a basic RWE. Then \( E \) is in normal form if it can be written as \( x \alpha_1 \alpha_2 \ldots \alpha_n y \) where \( x, y \in X \), \( \alpha_i \in X^+ \) for \( 1 \leq i \leq k \), and \( |\alpha_i| \leq 3 \) for \( 1 \leq i < k \).

The idea behind the first normal form is to divide the RWE into pairs \( (\alpha_i, \alpha R) \) which are regular-reversed word equations (although solutions to the full equation \( E \) are not necessarily solutions to these smaller equations), and for which all but one belong to a finite number of cases (i.e. three cases depending on the length of \( \alpha_i \)). Forcing the sub-equations to be regular-reversed gives us the most control when working with the invariant \( \Upsilon_E \). Some intuition behind this fact can be derived from the observation that if we know that a (complete) basic RWE \( E \) is regular-reversed, we can uniquely reconstruct it from the leftmost two variables on the LHS and \( \Upsilon_E \). Indeed, any regular-reversed basic RWE \( E \) can be written in the form \( x_1 x_2 \ldots x_n = x \alpha R \alpha R \ldots \alpha R x \) where \( x, y \in X \), \( \alpha_i \in X^+ \) for \( 1 \leq i \leq k \), and \( |\alpha_i| \leq 3 \) for \( 1 \leq i < k \).

Rather than looking at the pairs \( (\alpha_i, \alpha R) \) in isolation, in order to take full advantage of the invariant \( \Upsilon_E \), we actually need to consider pairs of the form \( (\alpha_1 \alpha_1 \ldots \alpha_j, \alpha R \alpha R \ldots \alpha R) \). We shall call such pairs blocks, which we define formally below. Our second normal form will be a restriction of the first, and is based on the notion of blocks.
Given an equation which is in normal form, we may decompose it uniquely into blocks in the following manner. The intuition behind this decomposition is that if we fix the invariant property $\Upsilon_E$, then each block (with the exception of the final block) is determined entirely by the block preceding it and its first (leftmost in the first element) variable. This gives us a crucial degree of control when considering which equations in normal form may appear in $\mathcal{G}_E^{\text{full}}$.

**Definition 17 (Blocks).** We define 3 variations of blocks which may each have up to two types.

1. A standard block is a pair $(x_1 \alpha_1 \ldots \alpha_j x_2 \alpha_2 \ldots \alpha_j)$ such that $j \geq 1$, $\alpha_i \in X^*$ for $1 \leq i \leq j$, $|\alpha_1| \in \{1, 3\}$, and for each $i, 1 < i \leq j$, $|\alpha_i| = 2$. It is Type A if $|\alpha_1| = 1$ and Type B if $|\alpha_1| = 3$.

2. An initial block is a pair $(x \alpha_1 \ldots \alpha_j y)$ with $j \geq 0$, $x, y \in X$ with $x \neq y$, and $\alpha_i \in (X \setminus \{x, y\})^*$ for $1 \leq i \leq j$ such that $|\alpha_i| = 2$ for $1 \leq i \leq j$. All initial blocks are Type A.

3. An end block is a pair $(\gamma_1 \delta y, \gamma_2 \delta R x)$ where $x, y \in X$ with $x \neq y$, and $\gamma_1, \gamma_2, \delta \in (X \setminus \{x, y\})^*$ with $|\delta| \geq 1$ such that $(\gamma_1, \gamma_2)$ is a block (initial or standard). It is Type A if $(\gamma_1, \gamma_2)$ is Type A, and Type B otherwise.

An example illustrating a block decomposition of an equation in normal form is given in Figure 3. Since the blocks are fixed by their first variable, it is natural to ask for which variables we can find an equation in our graph $\mathcal{G}_E^{\text{full}}$ such that the block begins with that
variable. In particular, can we find an equation in normal form in $G_{[E]}^\rightarrow$ for which the first variable of each block is lexicographically minimal when going from left to right? The answer to the question is “nearly”. In other words, if we relax the notion slightly to account for some specific cases in which we cannot guarantee minimality, then we can always guarantee the existence of such an equation. This leads to the notion of Lex Normal Form defined below.

**Definition 19 (Lex Normal Form).** Let $E$ be a basic RWE in normal form. Then there exist $x, y \in X$ and $\alpha, \beta \in (X \setminus \{x, y\})^*$ such that $E$ has the form $x\alpha y \equiv y\beta x$. Let $(B_0, B_1, \ldots, B_n)$ be the block decomposition of $E$. For each $i$, $0 \leq i \leq n$, let $\gamma_i, \gamma_i' \in X^*$ such that $B_i = (\gamma_i, \gamma_i')$, let $S_i = \{\gamma_i[2], y\}$ whenever $B_i$ is Type B and $S_i = \{y\}$ otherwise, and let $\Gamma_i = \bigcup_{0 \leq j \leq n} \text{var}(\gamma_j) \setminus S_i$. A block $B_i$ is lex-minimal if $\gamma_i[1]$ is lexicographically minimal in $\Gamma_i$.

The equation $E$ is in Lex Normal Form (LNF) if, for each $i$, $0 < i < n$, $B_i$ is lex-minimal.

Lex Normal Form (see also Fig. 3 for an example) describes the classes of equations for which the first variable of each blocks is lexicographically minimal whenever possible. We can, in general, guarantee the existence of an equation $E'$ such that the first variable of each block is lexicographically minimal with the following exceptions. Firstly, we must exclude the first and last blocks (the first block is fixed completely by $\Upsilon_E$). Secondly, we must only compare the first variable to other variables occurring further right in the LHS of the equation, and excluding the rightmost variable on the LHS of the equation (in the definition above) and, for blocks of Type B, the second variable in the block. The sets $\Gamma_i$ in the definition account for these exclusions. It turns out that every vertex in $G_{[E]}^\rightarrow$ is never more than a polynomial distance away from a vertex corresponding to an equation in LNF.

**Theorem 20.** Let $E$ be a jumbled basic RWE. Then there exists $E'$ such that $E'$ is in Lex Normal Form, and such that $E \Rightarrow^{n_1} E'$ and $E' \Rightarrow^{n_2} E$ for some $n_1, n_2 \in O(|E|^4)$.

### 4.5 Diameter

It was mentioned in the previous section that the choices for the blocks in a block decomposition of an equation in normal form are restricted by the invariant $\Upsilon_E$. We shall now make full use of that fact to show that the number of equations in LNF in a single graph $G_{[E]}^\rightarrow$, is polynomial in $|E|$, and as a consequence that the diameter of $G_{[E]}^\rightarrow$ is also polynomial. Since each equation in LNF has a unique block decomposition, it is sufficient to count the possible block decompositions for a given value of $\Upsilon_E$ for which the conditions for LNF hold. The restrictions imposed on the blocks by $\Upsilon_E$ are given formally in the following lemmata.

**Lemma 21.** Let $E_1, E_2$ be basic RWEs in normal form such that $\Upsilon_{E_1} = \Upsilon_{E_2}$. Let $(B_0, B_1, \ldots, B_k)$ and $(C_0, C_1, \ldots, C_\ell)$ be their respective block decompositions and let $k, \ell > 0$. Then $B_0 = C_0$. Moreover, suppose that $B_i = C_j$, for some $i < k - 1, j < \ell - 1$. Let $B_{i+1} = (\gamma_1, \gamma_2)$ and $C_{j+1} = (\delta_1, \delta_2)$ with $\gamma_1, \gamma_2, \delta_1, \delta_2 \in X^*$. If $\gamma_1[1] = \delta_1[1]$, then $B_{i+1} = C_{j+1}$.

Lemma 21 tells us that the equations in LNF belonging to a single graph $G_{[E]}^\rightarrow$ are remarkably similar in that they are identical up to the last block of the shorter decomposition.

**Corollary 22.** Let $E_1, E_2$ be basic RWEs in LNF such that $\Upsilon_{E_1} = \Upsilon_{E_2}$. Let $(B_0, B_1, \ldots, B_k)$ and $(C_0, C_1, \ldots, C_\ell)$ be their respective block decompositions and suppose that $k, \ell > 0$. Then $B_i = C_i$ for $0 \leq i < \min(k, \ell)$.

Consequently, two equations in LNF in the graph $G_{[E]}^\rightarrow$ with block decompositions containing the same number of blocks may differ only in the final block. Clearly, the number of blocks is at most $\text{Card}(\text{var}(E))$. Thus, in order to show that there are only polynomially many equations in LNF in $G_{[E]}^\rightarrow$, it remains to consider the possibilities for the final block.
Lemma 23. Let $E_1, E_2$ be basic RWEs in normal form such that $\Upsilon_{E_1} = \Upsilon_{E_2}$. Let $(B_0, B_1, \ldots, B_k)$ and $(C_0, C_1, \ldots, C_\ell)$ be their respective block decompositions and suppose that $k, \ell > 0$. Suppose moreover that $B_{k-1} = C_{\ell-1}$. Let $B_k = (\alpha_1 \alpha_2 \ldots \alpha_n y, \alpha_1^R \alpha_2^R \ldots \alpha_n^R x)$ and $C_\ell = (\beta_1 \beta_2 \ldots \beta_m y, \beta_1^R \beta_2^R \ldots \beta_m^R x)$, where $x, y \in X$, $\alpha_1, \alpha_2, \ldots, \alpha_n, \beta_1, \beta_2, \ldots, \beta_m \in X^+$, $|\alpha_1| = |\beta_1| \in \{1, 3\}$ and $|\alpha_i|, |\beta_j| = 2$ for $2 \leq i < n$ and $2 \leq j < m$. Then if $\alpha_1[1] = \beta_1[1]$, $n = m$, and $\alpha_n[1] = \beta_m[1]$, we have $B_k = C_\ell$.

Lemma 23 reveals that the options for last block are dependent only on the choices of three parameters: $\alpha_1[1], \alpha_n[1]$, and $\alpha$. Since each of these can take at most $|E|$ possible values, there are $|E|^3$ possibilities altogether. Thus for each possible number of blocks, there are at most $|E|^3$ possible block decompositions, and therefore only $|E|^4$ possible block decompositions respecting the invariant $\Upsilon_E$ in total. Since every equation in LNF permits a unique block decomposition, this gives us our desired polynomial bound.

Theorem 24. Let $E$ be a basic RWE. Let $S$ be the set of basic regular equations $E'$ in Lex Normal Form for which $\Upsilon_E = \Upsilon_{E'}$. Then $\text{Card}(S) \leq |E|^4$.

Since every vertex in $\mathcal{G}^\infty_{[E]}$ is at polynomial distance from a vertex in LNF, and since there are only polynomially many such vertices, it is straightforward to show that the diameter of $\mathcal{G}^\infty_{[E]}$ must also be polynomial: indeed if we have a sufficiently long path between two vertices, then we must have a long path between two vertices which are close to the same vertex in LNF. Since they are close to the same vertex, we can find a shortcut between them, and the initial long path is not minimal. Since the diameter of $\mathcal{G}^\infty_{[E]}$ is polynomial, it follows from Theorem 9 (see also Remark 8) and Proposition 5 that the diameter of $\mathcal{G}^\infty_{[E]}$ is polynomial whenever $E$ is regular, even in the case that $E$ is not basic.

Theorem 25. Let $E$ be a basic RWE. Then $\text{diam}(\mathcal{G}^\infty_{[E]}) \in O(|E|^{10})$. Consequently, for any RWE $E$, $\text{diam}(\mathcal{G}^\infty_{[E]}) \in O(|E|^{12})$.

Thus, by Proposition 4, we may infer that the satisfiability problem for RWEs is in NP. It was already shown in [8] that the satisfiability problem for RWEs is NP-hard, and thus we obtain matching upper and lower bounds for its complexity.

Theorem 26. The satisfiability problem for RWEs is NP-complete.

4.6 Size and DAG-width

While the diameter of $\mathcal{G}^\infty_{[E]}$ is one important parameter, being directly related to the complexity of the satisfiability problem, it is by no means the only interesting one. The overall size of the graphs will also play a central role in the practical performance of the algorithm described in Section 3. For basic RWEs, we have the following tight upper and lower bounds on the number of vertices in the graphs $\mathcal{G}^\infty_{[E]}$.

Theorem 27. Let $E$ be a basic RWE and let $n = \text{Card}(\text{var}(E))$. Suppose that $n > 1$. Let $V$ be the number of vertices in $\mathcal{G}^\infty_{[E]}$. $2^{n-1} - 1 \leq V \leq n^2$.

It is worth noting that the lower bound given by Theorem 27 is already exponential in the number of variables. The interpretation of the theorem in the more general (i.e. not basic) setting therefore tells us that the number of vertices in $\mathcal{G}^\infty_{[E]}$ is exponential in the number of variables occurring twice in the appropriate (indecomposable) parts of the LHS and RHS. In other words, we see the rather intuitive fact here that decomposable equations are somehow easier to deal with than indecomposable equations of the same length. The following demonstrates that the bounds given by Theorem 27 are tight.
Theorem 28. Let $E$ be a basic RWE and let $n = \text{Card}(\text{var}(\alpha))$. Suppose that $n > 1$. Let $V$ be the number of vertices in $G^{\alpha}_{[E]}$. Then:
1. $V = 2^{n-1} - 1$ if and only if there exists $E' \in [E]_{\Rightarrow}$ such that $E'$ is regular reversed,
2. $V = \frac{n^2}{2}$ if and only if there exists $E' \in [E]_{\Rightarrow}$ such that $E'$ is regular rotated.

In addition to the size we are also able to give some insights about the connectedness of the graphs, which, as discussed in Section 3.3, are of interest when solving RWEs modulo additional constraints. We show firstly that there exist classes of equations $E$ for which $\text{dgw}(G^{\alpha, \beta}_{[E]})$ may be arbitrarily large.

Theorem 29. Let $x, y, z_0, z_1, z_2, \ldots, z_n \in X$. Let $E$ be the RWE given by $xz_0z_1z_2 \cdots z_ny \doteq yz_0z_nz_{n-1} \cdots z_1x$. Then $\text{dgw}(G^{\alpha, \beta}_{[E]}) > n$.

Since high connectivity can be seen as an obstacle to deciding the satisfiability problem with additional constraints, it is also worth noting classes for which the DAG-width is bounded by a small constant, such as with those described in the next theorem.

Theorem 30. Let $\alpha_1, \alpha_2, \ldots, \alpha_n, \beta_1, \beta_2, \ldots, \beta_n \in X^*$ such that $\text{var}(\alpha_i) = \text{var}(\beta_i)$ for $1 \leq i \leq n$ and $\text{var}(\alpha_i) \cap \text{var}(\alpha_j) = \emptyset$ for $1 \leq i, j \leq n$ with $i \neq j$. Let $E$ be the RWE $\alpha_1\alpha_2\ldots\alpha_n \doteq \beta_1\beta_2\ldots\beta_n$. Then $\text{dgw}(G^{\alpha, \beta}_{[E]}) = 2$.

4.7 Extension to systems of equations

So far, we have considered individual equations. However, it is often the case in practice that there is not just one equation to be solved, but a system of several concurrent equations. However, while constructions exist which transform a system of equations into a single equation (see e.g. [17]), the resulting equation will generally not be quadratic/regular. We extend the definition of regular equations to regular systems as follows.

Definition 31 (Regular systems). Let $\Theta = \{\alpha_1 \doteq \beta_1, \alpha_2 \doteq \beta_2, \ldots, \alpha_n \doteq \beta_n\}$ be a system of word equations. An orientation of $\Theta$ is any element of $\{\alpha_1 \doteq \beta_1, \beta_1 \doteq \alpha_1\} \times \{\alpha_2 \doteq \beta_2, \beta_2 \doteq \alpha_2\} \times \ldots \times \{\alpha_n \doteq \beta_n, \beta_n \doteq \alpha_n\}$. We say that $\Theta$ is regular if it has an orientation for which each variable occurs at most once across all LHSs and at most once across all RHSs.

Theorem 32. The satisfiability problem for regular systems of equations is NP-complete. Moreover, whether a system of word equations is regular can be decided in polynomial time.

5 Conclusions

A famous algorithm for solving quadratic word equations can be used to produce a (directed) graph containing all solutions to the equation. In the case of regular equations, we have described some underlying structures of these graphs with the intention of better understanding their solution sets. We give bounds on their diameter and number of vertices, as well as provide classes with bounded (resp. unbounded) DAG-width. Probably the most significant result arising from our analysis is that the satisfiability problem for regular word equations is in NP (and thus NP-complete), which we also extend to regular systems of equations.

We leave open many interesting problems, the most obvious of which is to generalise our results to the (full) quadratic case. We also believe that our analysis and techniques open up the possibility to investigate in far more detail the graphs $G^{\alpha, \beta}_{[E]}$, even in the case of regular equations. For example, in light of our results, it seems reasonable to suggest that determining whether $E_1 \Rightarrow^* E_2$ for two regular equations $E_1$ and $E_2$ may be done in
polynomial time. A particularly nice characterisation of $E_1$ and $E_2$ such that $E_1 \Rightarrow^* E_2$ might yield a much quicker algorithm than the one resulting from our bound on the diameter of $G_{[E_i]}$ by significantly reducing the degree of the polynomial. We also expect that a detailed analysis of the length-reducing transformations and symmetries which may be found there would be particularly helpful in understanding further the structure of solution sets and the performance of algorithms solving regular equations in practice.

Finally, we mention the task of investigating the decidability of the satisfiability problem for regular equations with additional constraints, in particular length constraints, with the hope that having identified cases where the DAG-width is particularly high/low, along with improved means to describe precisely the structure of the solution-graphs, might provide some useful hints with how to proceed in this direction.
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This paper proves the decidability of several important properties of additive cellular automata over finite abelian groups. First of all, we prove that equicontinuity and sensitivity to initial conditions are decidable for a nontrivial subclass of additive cellular automata, namely, the linear cellular automata over $\mathbb{K}^n$, where $\mathbb{K}$ is the ring $\mathbb{Z}/m\mathbb{Z}$. The proof of this last result has required to prove a general result on the powers of matrices over a commutative ring which is of interest in its own.

Then, we extend the decidability result concerning sensitivity and equicontinuity to the whole class of additive cellular automata over a finite abelian group and for such a class we also prove the decidability of topological transitivity and all the properties (as, for instance, ergodicity) that are equivalent to it. Finally, a decidable characterization of injectivity and surjectivity for additive cellular automata over a finite abelian group is provided in terms of injectivity and surjectivity of an associated linear cellular automata over $\mathbb{K}^n$.
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1 Introduction

Cellular automata (CA) are widely known formal models for studying and simulating complex systems (for recent results, an up-to-date bibliography on CA, and simulations of complex systems, see for instance [18, 1, 8, 9, 22, 5]). They are used in many disciplines ranging from physics to biology, stepping through sociology, ecology and many others. In computer science they are used for designing security schemes, random number generation, image processing, etc. This extensive use is essentially due to three main ingredients: the huge variety of distinct dynamical behaviors; the emergence of complex behaviors from local interactions; the ease of implementation (even at a hardware level). In practical applications one needs to know if the CA used for modelling a system has or not some specific property and this can be an issue. Indeed, Jarkko Kari proved a strong result stating (roughly speaking) that all non-trivial dynamical behaviors are undecidable [27]. From this seminal result, a long sequence followed (see [2, 21, 25], just to cite some of them).
The undecidability issue can be tackled by adding more constraints on the model. These constraints may consist of conservation laws over the evolutions [24, 20, 23, 3, 34] or superposition principles induced by imposing a rich algebraic structure over the CA alphabet [26, 31, 30, 28, 7, 6, 19] (in both cases the literature is huge and only a very small excerpt is cited here).

In this paper we follow the latter trend: the alphabet of the CA is a finite abelian group $G$ and its global update map is an additive function, i.e., an endomorphism of $G^Z$. This pretty broad requirement provides a class of CA generalizing those with linear local rule defined by $n \times n$ matrices (see the previous citations for $n = 1$ and [28, 4] for $n > 1$).

Even if the superposition principle still allows us to prove deep and interesting results on the asymptotic behavior of linear CA over $(\mathbb{Z}/m\mathbb{Z})^n$ (for some integers $m, n > 1$), their dynamics is definitely more interesting and expressive than that of linear CA over $\mathbb{Z}/m\mathbb{Z}$ (the classical linear CA setting) and exhibits much more complex features.

In [13, 10], we proved that ergodicity coincides with topological transitivity (and many other properties) for additive CA over finite abelian groups and in [12] we proved the decidability of those properties for the restricted case of linear CA over $(\mathbb{Z}/m\mathbb{Z})^n$.

The present paper adds the following important results to the panorama of the existing ones for additive CA over finite abelian groups:

- a lifting of the decidability of topological transitivity, ergodicity, and all the related properties from linear CA to the general case of additive CA over finite abelian groups;
- a decidable characterization of sensitivity to initial conditions for linear CA over $(\mathbb{Z}/m\mathbb{Z})^n$ which is then lifted to additive CA over finite abelian groups;
- a dichotomy property of sensitivity to initial conditions vs. equicontinuity;
- a characterization of surjectivity and injectivity properties extending the known results for linear CA given in [28, 4].

The above results are important features of the dynamics of additive CA over finite abelian groups which are involved in the most complex CA behaviors. Two main tools were used in the proofs:

- an embedding of an additive CA over a finite abelian group into a linear CA over a commutative ring;
- a deep result about commutative algebras defined over a commutative ring which is of interest in its own;

The paper is structured as follows. The next section introduces all the necessary background and formal definitions. Section 3 recalls the known results about linear CA over $(\mathbb{Z}/m\mathbb{Z})^n$ and proves the new ones, including the non trivial algebra result about powers of matrix over commutative rings. Section 4 explains the embedding allowing to lift results from linear CA over $(\mathbb{Z}/m\mathbb{Z})^n$ to generic additive CA over abelian groups. It also contains all the main results. In the last section we draw our conclusion and provide some perspectives.

2 Background on DTDS and Cellular Automata

We begin by reviewing some general notions about discrete time dynamical systems and cellular automata.

A discrete time dynamical system (DTDS) is a pair $(\mathcal{X}, \mathcal{F})$, where $\mathcal{X}$ is any set equipped with a distance function $d$ (i.e., $(\mathcal{X}, d)$ is a metric space) and $\mathcal{F} : \mathcal{X} \to \mathcal{X}$ is a map that is continuous on $\mathcal{X}$ according to the topology induced by $d$. 
Let \((X, F)\) be a DTDS. We say that it is surjective, resp., injective, if \(F\) is surjective, resp., injective. The DTDS \((X, F)\) is sensitive to the initial conditions (or simply sensitive) if there exists \(\varepsilon > 0\) such that for any \(x \in X\) and any \(\delta > 0\) there is an element \(y \in X\) such that \(0 < d(y, x) < \delta\) and \(d(F^k(y), F^k(x)) > \varepsilon\) for some \(k \in \mathbb{N}\). The system \((X, F)\) is said to be equicontinuous if \(\forall \varepsilon > 0\) there exists \(\delta > 0\) such that for all \(x, y \in X\), \(d(x, y) < \delta\) implies that \(\forall k \in \mathbb{N}, d(F^k(x), F^k(y)) < \varepsilon\). As dynamical properties, sensitivity and equicontinuity represent the main features of unstable and stable dynamical systems, respectively. The former is the well-known basic component and essence of the chaotic behavior of discrete time dynamical systems, while the latter is a strong form of stability.

The DTDS \((X, F)\) is topologically transitive (or, simply, transitive) if for all nonempty open subsets \(U\) and \(V\) of \(X\) there exists a natural number \(h\) such that \(F^h(U) \cap V \neq \emptyset\), while it is said to be topologically mixing if for all nonempty open subsets \(U\) and \(V\) of \(X\) there exists a natural number \(h_0\) such that the previous intersection condition holds for every \(h \geq h_0\). Clearly, topological mixing is a stronger condition than transitivity. Moreover, \((X, F)\) is topologically weakly mixing if the DTDS \((X \times X, F \times F)\) is topologically transitive, while it is totally transitive if \((X, F^h)\) is topologically transitive for all \(h \in \mathbb{N}\).

Let \((X, \mathcal{M}, \mu)\) be a probability space and let \((X, F)\) be a DTDS where \(F\) is a measurable map which preserves \(\mu\), i.e., \(\mu(F(E)) = \mu(F^{-1}(E))\) for every \(E \in \mathcal{M}\). The DTDS \((X, F)\), or, the map \(F\), is ergodic with respect to \(\mu\) if for every \(E \in \mathcal{M}\)
\[
(E = F^{-1}(E)) \Rightarrow \mu(E)(1 - \mu(E)) = 0
\]

It is well known that \(F\) is ergodic iff for any pair of sets \(A, B \in \mathcal{M}\) it holds that
\[
\lim_{h \to \infty} \frac{1}{h} \sum_{i=0}^{h-1} \mu(F^{-i}(A) \cap B) = \mu(A)\mu(B)
\]

The DTDS \((X, F)\) is (ergodic) mixing, if for any pair of sets \(A, B \in \mathcal{M}\) it holds that
\[
\lim_{h \to \infty} \mu(F^{-h}(A) \cap B) = \mu(A)\mu(B),
\]
while it is (ergodic) weak mixing, if for any pair of sets \(A, B \in \mathcal{M}\) it holds that
\[
\lim_{h \to \infty} \frac{1}{h} \sum_{i=0}^{h-1} |\mu(F^{-i}(A) \cap B) - \mu(A)\mu(B)| = 0
\]

We now recall some general notions about cellular automata.

Let \(S\) be a finite set. A configuration over \(S\) is a map from \(\mathbb{Z}\) to \(S\). We consider the following space of configurations \(S^\mathbb{Z} = \{c : c : \mathbb{Z} \to S\}\). Each element \(c \in S^\mathbb{Z}\) can be visualized as an infinite one-dimensional cell lattice in which each cell \(i \in \mathbb{Z}\) contains the element \(c_i \in S\).

Let \(r \in \mathbb{N}\) and \(\delta : S^{2r+1} \to S\) be any map. We say that \(r\) is the radius of \(\delta\).

\textbf{Definition 1} (Cellular Automaton). A one-dimensional CA based on a radius \(r\) local rule \(\delta\) is a pair \((S^\mathbb{Z}, F)\), where \(F : S^\mathbb{Z} \to S^\mathbb{Z}\) is the global transition map defined as follows:
\[
\forall c \in S^\mathbb{Z}, \forall i \in \mathbb{Z}, \quad F(c)_i = \delta(c_{i-r}, \ldots, c_{i+r}).
\]

We stress that the local rule \(\delta\) completely determines the global rule \(F\) of a CA.
In order to study the dynamical properties of one-dimensional CA, we introduce a distance over the space of the configurations. Namely, \( S^Z \) is equipped with the Tychonoff distance \( d \) defined as follows

\[
\forall c, c' \in S^Z, \quad d(c, c') = \begin{cases} 
0, & \text{if } c = c', \\
2^{-\min\{i \in \mathbb{N}: c_i \neq c'_i \text{ or } c_{i-1} \neq c'_{i-1} \}}, & \text{otherwise}.
\end{cases}
\]

It is easy to verify that metric topology induced by \( d \) coincides with the product topology induced by the discrete topology on \( S^Z \). With this topology, \( S^Z \) is a compact and totally disconnected space and the global transition map \( F \) of any CA \((S^Z, F)\) turns out to be (uniformly) continuous. Therefore, any CA itself is also a discrete time dynamical system. Moreover, any map \( F : S^Z \to S^Z \) is the global transition rule of a CA if and only if \( F \) is (uniformly) continuous and \( F \circ \sigma = \sigma \circ F \), where \( \sigma : S^Z \to S^Z \) is the shift map defined as \( \forall c \in S^Z, \forall i \in \mathbb{Z}, \sigma(c)_i = c_{i+1} \). From now, when no misunderstanding is possible, we identify a CA with its global rule. Moreover, whenever an ergodic property is considered for CA, \( \mu \) is the well-known Haar measure over the collection \( \mathcal{M} \) of measurable subsets of \( S^Z \), i.e., the one defined as the product measure induced by the uniform probability distribution over \( S \).

### 2.1 Additive and Linear Cellular Automata

Let us introduce the background of additive CA. The alphabet \( S \) will be a finite abelian group \( G \), with group operation +, neutral element 0, and inverse operation −. In this way, the configuration space \( G^Z \) turns out to be a finite abelian group, too, where the group operation of \( G^Z \) is the componentwise extension of + to \( G^Z \). With an abuse of notation, we denote by the same symbols +, 0, and − the group operation, the neutral element, and the inverse operation, respectively, both of \( G \) and \( G^Z \). Observe that + and − are continuous functions in the topology induced by the metric \( d \). A configuration \( c \in G^Z \) is said to be finite if the number of positions \( i \in \mathbb{Z} \) with \( c_i \neq 0 \) is finite.

**Definition 2** (Additive Cellular Automata). An additive CA over a abelian finite group \( G \) is a CA \((G^Z, F)\) where the global transition map \( F : G^Z \to G^Z \) is an endomorphism of \( G^Z \).

The sum of two additive CA \( F_1 \) and \( F_2 \) over \( G \) is naturally defined as the map on \( G^Z \) denoted by \( F_1 + F_2 \) and such that

\[
\forall c \in G^Z, \quad (F_1 + F_2)(c) = F_1(c) + F_2(c).
\]

Clearly, \( F_1 + F_2 \) is an additive CA over \( G \).

We now recall the notion of linear CA, an important subclass of additive CA. We stress that, whenever the term linear is involved, the alphabet \( S \) is \( \mathbb{K}^n \), where \( \mathbb{K} = \mathbb{Z}/m\mathbb{Z} \) for some positive integer \( m \). Both \( \mathbb{K}^n \) and \( (\mathbb{K}^n)^2 \) become \( \mathbb{K} \)-modules in the obvious (i.e., entrywise) way.

A local rule \( \delta : (\mathbb{K}^n)^{2r+1} \to \mathbb{K}^n \) of radius \( r \) is said to be linear if it is defined by \( 2r + 1 \) matrices \( A_{-r}, \ldots, A_0, \ldots, A_r \in \mathbb{K}^{n \times n} \) as follows:

\[
\forall (x_{-r}, \ldots, x_0, \ldots, x_r) \in (\mathbb{K}^n)^{2r+1}, \quad \delta(x_{-r}, \ldots, x_0, \ldots, x_r) = \sum_{i=-r}^{r} A_i \cdot x_i.
\]

**Definition 3** (Linear Cellular Automata (LCA)). A linear CA (LCA) over \( \mathbb{K}^n \) is a CA based on a linear local rule.
Let $\mathbb{K}^n[X, X^{-1}]$ and $\mathbb{K}^n[[X, X^{-1}]]$ denote the set of Laurent polynomials and the set of Laurent series, respectively, with coefficients in $\mathbb{K}^n$. Before proceeding, let us recall that such formalisms have been successfully used to study the dynamical behaviour of LCA in the case $n = 1$ [26, 31]. Indeed, global rules and configurations are represented by Laurent polynomials and Laurent series, respectively, and the application of a global rule turns into a polynomial-series multiplication. In the more general case of LCA over $\mathbb{K}^n$, a configuration $c \in (\mathbb{K}^n)^\mathbb{Z}$ can be associated with the Laurent series

$$P_c(X) = \sum_{i \in \mathbb{Z}} c_i X^i = \begin{bmatrix} c_1(X) \\ \vdots \\ c^n(X) \end{bmatrix} \in (\mathbb{K}[[X, X^{-1}]]^n \cong \mathbb{K}^n[[X, X^{-1}]].$$

Then, if $F$ is the global rule of a LCA defined by $A_{-r}, \ldots, A_0, \ldots, A_r$, one finds

$$P_{F(c)}(X) = A \cdot P_c(X)$$

where

$$A = \sum_{i=-r}^r A_i X^{-i} \in \mathbb{K}[X, X^{-1}]^{n \times n}$$

is the the matrix associated with the LCA $F$. In this way, for any integer $k > 0$ the matrix associated with $F^k$ is $A^k$, and then $P_{F^k(c)}(X) = A^k \cdot P_c(X)$. 

A matrix $A \in \mathbb{K}[X, X^{-1}]^{n \times n}$ is in Frobenius normal form if

$$A = \begin{bmatrix} 0 & 1 & 0 & \ldots & 0 & 0 \\ 0 & 0 & 1 & \ldots & 0 & 0 \\ 0 & 0 & 0 & \ddots & 0 & 0 \\ \vdots & \vdots & \vdots & \ddots & \ddots & \vdots \\ 0 & 0 & 0 & \ldots & 0 & 1 \\ a_0 & a_1 & a_2 & \ldots & a_{n-2} & a_{n-1} \end{bmatrix}$$

(2)

where each $a_i \in \mathbb{K}[X, X^{-1}]$. Recall that the coefficients of the characteristic polynomial of $A$ are just the elements $a_i$ of the $n$-th row of $A$ (up to sign).

▶ Definition 4 (Frobenius LCA). A LCA $((\mathbb{K}^n)^\mathbb{Z}, F)$ is said to be a Frobenius LCA if the matrix $A \in \mathbb{K}[X, X^{-1}]^{n \times n}$ associated with $F$ is in Frobenius normal form.

3 Decidability Results about Linear CA

We now deal with sensitivity and equicontinuity for LCA over $\mathbb{K}^n$. First of all, we remind that a dichotomy between sensitivity and equicontinuity holds for LCA. Moreover, these properties are characterized by the behavior of the powers of the matrix associated with a LCA.

▶ Proposition 5 ([14]). Let $((\mathbb{K}^n)^\mathbb{Z}, F)$ be a LCA over $\mathbb{K}^n$ and let $A$ be the matrix associated with $F$. The following statements are equivalent:

1. $F$ is sensitive to the initial conditions;
2. $F$ is not equicontinuous;
3. $\{|A^1, A^2, A^3, \ldots|\} = \infty$. 
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An immediate consequence of Proposition 5 is that any decidable characterization of sensitivity to the initial conditions in terms of the matrices defining LCA over $K^n$ would also provide a characterization of equicontinuity. In the sequel, we are going to show that such a characterization actually exists. First of all, we remind that a decidable characterization of sensitivity and equicontinuity was provided for the class of Frobenius LCA in [14]. In particular, the following result holds.

**Theorem 6 (Theorem 31 in [14]).** Sensitivity and equicontinuity are decidable for Frobenius LCA over $K^n$.

In order to prove that equicontinuity and sensitivity are decidable for the whole class of LCA over $K^n$, we need to prove the following result whose proof is strongly far from trivial and, for a lack of space, is omitted (the proof can be found in [11]).

**Notation.** Let $K$ be a commutative ring. Let $n \in \mathbb{N}$. Let $A$ be an $n \times n$-matrix over $K$. We denote by $\chi_A$ the characteristic polynomial of $A$ which is as usual defined as the polynomial $\det (tI_n - A) \in K[t]$, where $I_n$ stands for the $n \times n$ identity matrix and $tI_n - A$ is considered as an $n \times n$-matrix over the polynomial ring $K[t]$.

**Theorem 7.** Let $K$ be a finite commutative ring. Let $L$ be a commutative $K$-algebra. Let $n \in \mathbb{N}$. Let $A$ and $B$ be two $n \times n$-matrices over $L$ such that $\chi_A = \chi_B$. Then, the set $\{A^0, A^1, A^2, \ldots\}$ is finite if and only if the set $\{B^0, B^1, B^2, \ldots\}$ is finite.

We are now able to prove the following

**Theorem 8.** Sensitivity and equicontinuity are decidable for LCA over $K^n$.

**Proof.** Let $\left((K^n)^Z, G\right)$ be any LCA over $K^n$ and let $A$ be the matrix associated with $G$. Consider the Frobenius LCA $\left((K^n)^Z, F\right)$ such that $\chi_A = \chi_B$, where $B$ is the matrix (in Frobenius normal form) associated with $F$. By Theorem 7 and Proposition 5 the former LCA is equicontinuous if and only if the latter is. Theorem 6 concludes the proof.

For a sake of completeness, we recall that injectivity and surjectivity are decidable for LCA over $K^n$. This result follows from a characterization of these properties in terms of the determinant of the matrix associated with a LCA and from the fact that injectivity and surjectivity are decidable for LCA over $K$ (for the latter, see [26]).

**Theorem 9 ([4, 28]).** Injectivity and surjectivity are decidable for LCA over $K^n$. In particular, a LCA over $K^n$ is injective (resp., surjective) if and only if the determinant of the matrix associated with it is the Laurent series associated with an injective (resp., surjective) LCA over $K$.

The decidability of topologically transitivity, ergodicity, and other mixing and ergodic properties for LCA over $K^n$ has been recently proved in [13]. In particular, authors showed the equivalence of all the mixing and ergodic properties for additive CA over a finite abelian group and the decidability for LCA over $K^n$ (see also [10]).

**Theorem 10 ([13, 10]).** Let $F$ be any additive CA over a finite abelian group. The following statements are equivalent: (1) $F$ is topologically transitive; (2) $F$ is ergodic; (3) $F$ is surjective and for every $k \in \mathbb{N}$ it holds that $F^k - I$ is surjective; (4) $F$ is topologically mixing; (5) $F$ is weak topologically transitive; (6) $F$ is totally transitive; (7) $F$ is weakly ergodic mixing; (8) $F$ is ergodic mixing. Moreover, all the previously mentioned properties are decidable for LCA over $K^n$.
4 From Linear to Additive CA

In this section we are going to prove that sensitivity, equicontinuity, topological transitivity, and all the properties equivalent to the latter are decidable also for additive CA over a finite abelian group. For each of them we will reach the decidability result by extending the analogous one obtained for LCA to the wide class of additive CA over a finite abelian group. In a similar way, we provide a decidable characterization of injectivity and surjectivity for additive CA over a finite abelian group.

We recall that the local rule $\delta : G^{2r+1} \to G$ of an additive CA of radius $r$ over a finite abelian group $G$ can be written as

$$\forall (x_{-r}, \ldots, x_r) \in G^{2r+1}, \quad \delta(x_{-r}, \ldots, x_r) = \sum_{i=-r}^{r} \delta_i(x_i)$$

(3)

where the functions $\delta_i$ are endomorphisms of $G$.

The fundamental theorem of finite abelian groups states that every finite abelian group $G$ is isomorphic to $\bigoplus_{i=1}^h \mathbb{Z}/k_i \mathbb{Z}$ where the numbers $k_1, \ldots, k_h$ are powers of (not necessarily distinct) primes and $\oplus$ is the direct sum operation. Hence, the global rule $F$ of an additive CA over $G$ splits into the direct sum of a suitable number $h'$ of additive CA over subgroups $G_1, \ldots, G_h'$ with $h' \leq h$ and such that $\gcd(|G_i|, |G_j|) = 1$ for each pair of distinct $i, j \in \{1, \ldots, h'\}$. Each of them can be studied separately and then the analysis of the dynamical behavior of $F$ can be carried out by combining together the results obtained for each component.

In order to make things clearer, consider the following example. If $F$ is an additive CA over $G \cong \mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/25\mathbb{Z}$ then $F$ splits into the direct sum of 3 additive CA $F_1$, $F_2$, and $F_3$ over $\mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$, $\mathbb{Z}/3\mathbb{Z} \times \mathbb{Z}/3\mathbb{Z}$, and $\mathbb{Z}/25\mathbb{Z}$, respectively. Therefore, $F$ will be sensitive to initial conditions iff at least one $F_i$ is sensitive to the initial conditions, while $F$ will be topological transitive iff every $F_i$ is topological transitive.

The above considerations lead us to three distinct scenarios:

1) $G \cong \mathbb{Z}/p^k \mathbb{Z}$. Then, $G$ is cyclic and we can define each $\delta_i$ simply assigning the value of $\delta_i$ applied to the unique generator of $G$. Moreover, every pair $\delta_i, \delta_j$ commutes, i.e., $\delta_i \circ \delta_j = \delta_j \circ \delta_i$, and this makes it possible a detailed analysis of the global behavior of $F$. Indeed, additive cellular automata over $\mathbb{Z}/p^k \mathbb{Z}$ are nothing but LCA over $\mathbb{Z}/p^k \mathbb{Z}$ and almost all dynamical properties, including sensitivity to the initial conditions, equicontinuity, injectivity, surjectivity, topological transitivity and so on are well understood and characterized (see [31]).

2) $G \cong (\mathbb{Z}/p^k \mathbb{Z})^n$. In this case, $G$ is not cyclic anymore and has $n$ generators. We can define each $\delta_i$ assigning the value of $\delta_i$ for each generator of $G$. This gives rise to the class of linear CA over $(\mathbb{Z}/p^k \mathbb{Z})^n$. Now, $\delta_i$ and $\delta_j$ do not commute in general and this makes the analysis of the dynamical behavior much harder. Nevertheless, in Section 3 we have proved that sensitivity and equicontinuity are decidable by exploiting Theorem 7. As pointed out in [14], we also recall that linear CA over $(\mathbb{Z}/p^k \mathbb{Z})^n$ allow the investigation of some classes of non-uniform CA over $\mathbb{Z}/p^k \mathbb{Z}$ (for these latter see [15, 16, 17]).

3) $G \cong \bigoplus_{i=1}^n \mathbb{Z}/p^{k_i} \mathbb{Z}$. In this case $(\mathbb{Z}/4\mathbb{Z} \times \mathbb{Z}/8\mathbb{Z}$ in the example), $G$ is again not cyclic and $F$ turns out to be a subsystem of a suitable LCA. Then, the analysis of the dynamical behavior of $F$ is even more complex than in 2). We do not even know easy checkable characterizations of basic properties like surjectivity or injectivity so far. We will provide them in the sequel as we stated at the beginning of this section.

Therefore, without loss of generality, in the sequel we can assume that $G = \mathbb{Z}/p_{k_1} \mathbb{Z} \times \ldots \times \mathbb{Z}/p_{k_n} \mathbb{Z}$ with $k_1 \geq k_2 \geq \ldots \geq k_n$ in order to reach our goal.
For any \( i \in \{1, \ldots, n\} \) let us denote by \( e^{(i)} \in G^Z \) the bi-infinite configuration such that \( e^{(i)}_0 = e_i \) and \( e^{(i)}_j = 0 \) for every integer \( j \neq 0 \).

**Definition 11.** Let \((G^Z, F)\) be an additive CA over \( G \). We say that \( e^{(i)} \in G^Z \) spreads under \( F \) if for every \( \ell \in \mathbb{N} \) there exists \( k \in \mathbb{N} \) such that \( F^k(e^{(i)})_j \neq 0 \) for some integer \( j \) with \( |j| > \ell \).

**Remark 12.** Whenever we consider \( P_{e^{(i)}}(X) \in G[X, X^{-1}] \), we will say that \( P_{e^{(i)}}(X) \) spreads under \( F \) if for every \( \ell \in \mathbb{N} \) there exists \( k \in \mathbb{N} \) such that \( P_{F^k(e^{(i)})}(X) \) has at least one component with a non null monomial of degree which is greater than \( \ell \) in absolute value. Clearly, \( P_{e^{(i)}}(X) \) spreads under \( F \) if and only if \( e^{(i)} \) spreads under \( F \).

Let \( \hat{G} = (\mathbb{Z}/p^k \mathbb{Z})^n \). Define the map \( \psi : G \to \hat{G} \) as follows

\[
\forall h \in G, \quad \forall i = 1, \ldots, n, \quad \psi(h)^i = h^i \cdot p^{k_i - k_i},
\]

where, for a sake of clarity, we stress that \( h^i \) denotes the \( i \)-th component of \( h \), while \( p^{k_i - k_i} \) is just the \((k_i - k_i)\)-th power of \( p \).

**Definition 13.** We define the function \( \Psi : G^Z \to \hat{G}^Z \) as the componentwise extension of \( \psi \), i.e.,

\[
\forall c \in G^Z, \quad \forall j \in \mathbb{Z}, \quad (\Psi(c))_j = \psi(c_j).
\]

It is easy to check that \( \Psi \) is continuous and injective. Since every configuration \( c \in G^Z \) (or \( \hat{G}^Z \)) is associated with the Laurent series \( P_c(X) \in G[[X, X^{-1}]] \) (or \( \hat{G}[[X, X^{-1}]] \)), with an abuse of notation we will sometimes consider \( \Psi \) as map from \( G[[X, X^{-1}]] \) to \( \hat{G}[[X, X^{-1}]] \) with the obvious meaning.

For any additive CA over \( G \), we are now going to define a LCA over \((\mathbb{Z}/p^k \mathbb{Z})^n \) associated to it. With a further abuse of notation, in the sequel we will write \( p^{-m} \) with \( m \in \mathbb{N} \) even if this quantity might not exist in \( \mathbb{Z}/p^k \mathbb{Z} \). However, we will use it only when it multiplies \( p^{m'} \) for some integer \( m' > m \). In such a way \( p^{m'-m} \) is well-defined in \( \mathbb{Z}/p^k \mathbb{Z} \) and we will note it as product \( p^{-m} \cdot p^{m'} \).

**Definition 14.** Let \((G^Z, F)\) be any additive CA and let \( \delta : G^{2r+1} \to G \) be its local rule defined, according to (3), by \( 2r+1 \) endomorphisms \( \delta_{-r}, \ldots, \delta_r \) of \( G \). For each \( z \in \{-r, \ldots, r\} \), we define the matrix \( A_z = (a^{(z)}_{i,j})_{1 \leq i \leq n, 1 \leq j \leq n} \in (\mathbb{Z}/p^k \mathbb{Z})^{n \times n} \) as

\[
\forall i, j \in \{1, \ldots, n\}, \quad a^{(z)}_{i,j} = p^{k_j - k_i} \cdot \delta_z(e_j)^i,
\]

The LCA associated with the additive CA \((G^Z, F)\) is \((\hat{G}^Z, L)\), where \( L \) is defined by \( A_{-r}, \ldots, A_r \) or, equivalently, by \( A = \sum_{z=-r}^r A_z X^{-z} \in \hat{G}[[X, X^{-1}]]^{n \times n} \).

**Remark 15.** Since every \( \delta_z \) is an endomorphism of \( G \), by construction \( A \) turns out to be well-defined.

**Remark 16.** The following diagram commutes

\[
\begin{array}{c}
G^Z \xrightarrow{F} G^Z \\
\downarrow \psi \quad \quad \quad \quad \quad \quad \downarrow \psi \\
\hat{G}^Z \xrightarrow{L} \hat{G}^Z
\end{array}
\]

i.e., \( L \circ \Psi = \Psi \circ F \). Therefore we say that \((\hat{G}^Z, L)\) is the LCA associated with \((G^Z, F)\) via the embedding \( \Psi \).
4.1 Sensitivity and Equicontinuity for Additive Cellular Automata

Let us start with the decidability of sensitivity and equicontinuity.

$\textbf{Lemma 17.}$ Let $(G^\mathbb{Z}, F)$ be any additive CA. If for some $i \in \{1, \ldots, n\}$ the configuration $e^{(i)} \in G^\mathbb{Z}$ spreads under $F$ then $(G^\mathbb{Z}, F)$ is sensitive to the initial conditions.

$\textbf{Proof.}$ We prove that $F$ is sensitive with constant $\varepsilon = 1$. Let $e^{(i)} \in G^\mathbb{Z}$ be the configuration spreading under $F$. Choose arbitrarily an integer $\ell \in \mathbb{N}$ and a configuration $e \in G^\mathbb{Z}$. Let $t \in \mathbb{N}$ and $j \notin \{-\ell, \ldots, \ell\}$ be the integers such that $F^t(e^{(i)}) \neq 0$. Consider the configuration $e' = e + \sigma^j(e^{(i)})$. Clearly, it holds that $d(e,e') < 2^{-t}$ and $F^t(e') = F^t(e) + \sigma^j(F^t(e^{(i)})) = F^t(e) + \sigma^j(F^t(e^{(i)}))$. So, we get $d(F^t(e'), F^t(e)) = 1$ and this concludes the proof.

In order to prove the decidability of sensitivity, we need to deal with the following notions about Laurent polynomials.

$\textbf{Definition 18.}$ Given any polynomial $p(X) \in \mathbb{Z}/p^{k_1} \mathbb{Z}[X, X^{-1}]$, the positive (resp., negative) degree of $p(X)$, denoted by $\deg^+(p(X))$ (resp., $\deg^-(p(X))$) is the maximum (resp., minimum) degree among those of the monomials having both positive (resp., negative) degree and coefficient which is not multiple of $p$. If there is no monomial satisfying both the required conditions, then $\deg^+(p(X)) = 0$ (resp., $\deg^-(p(X)) = 0$).

$\textbf{Lemma 19.}$ Let $(\hat{G}^\mathbb{Z}, L)$ be a LCA and let $A \in \mathbb{Z}/p^{k_1} \mathbb{Z}[X, X^{-1}]^{n \times n}$ be the matrix associated to it. If $(\hat{G}^\mathbb{Z}, L)$ is sensitive then for every integer $m \geq 1$ there exists an integer $k \geq 1$ such that at least one entry of $A^k$ has either positive or negative degree with absolute value which is greater than $m$.

$\textbf{Proof.}$ We can write $A = B + p \cdot C$ for some $B, C \in \mathbb{Z}/p^{k_1} \mathbb{Z}[X, X^{-1}]^{n \times n}$, where the monomials of all entries of $B$ have coefficient which is not multiple of $p$. Assume that there exists a bound $b \geq 1$ such that for every $k \geq 1$ all entries of $A^k$ have degree less than $b$ in absolute value. Therefore, it holds that $\{[A^k, k \geq 1]\} < \infty$ and so, by Proposition 5, $(\hat{G}^\mathbb{Z}, L)$ is not sensitive.

We are now able to prove the following important result.

$\textbf{Theorem 20.}$ Let $(G^\mathbb{Z}, F)$ be any additive CA over $G$ and let $(\hat{G}^\mathbb{Z}, L)$ be the LCA associated to it via the embedding $\Psi$. Then, the CA $(G^\mathbb{Z}, F)$ is sensitive to the initial conditions if and only if $(\hat{G}^\mathbb{Z}, L)$ is. Moreover, the CA $(G^\mathbb{Z}, F)$ is equicontinuous if and only if $(\hat{G}^\mathbb{Z}, L)$ is.

$\textbf{Proof.}$ Let us start with the equivalence between sensitivity of $(\hat{G}^\mathbb{Z}, F)$ and sensitivity of $(G^\mathbb{Z}, L)$.

$\implies:$ Assume that $(\hat{G}^\mathbb{Z}, L)$ is not sensitive. Then, by Proposition 5, there exist two integers $k \in \mathbb{N}$ and $m > 0$ such that $L^{k+m} = L^k$. Therefore, we get $\Psi \circ F^{k+m} = L^{k+m} \circ \Psi = L^k \circ \Psi = \Psi \circ F^k$. Since $\Psi$ is injective, it holds that $F^{k+m} = F^k$ and so $(G^\mathbb{Z}, F)$ is not sensitive.

$\impliedby:$ Assume that $(\hat{G}^\mathbb{Z}, L)$ is sensitive and for any natural number $k$ let $A^k = (a_{i,j}^k)_{1 \leq i \leq n, 1 \leq j \leq n}$ be the $k$-th power of $A \in \mathbb{Z}/p^{k_1} \mathbb{Z}[X, X^{-1}]^{n \times n}$, where $A$ is the matrix associated to $(\hat{G}^\mathbb{Z}, L)$. We are going to show that at least one configuration among $e^{(1)}, \ldots, e^{(m)}$ spreads under $F$. Choose arbitrarily $\ell \in \mathbb{N}$. By Lemma 19, there exist an integer $m \geq 1$ and one entry $(i,j)$ such that either $\deg^-[a_{i,j}^{(m)}] < -\ell$ or $\deg^+[a_{i,j}^{(m)}] > \ell$. Without loss of generality suppose that $\deg^+[a_{i,j}^{(m)}] > \ell$. The $i$-th component of $P_{F^m(e^{(j)})}(X)$ is the well defined polynomial $p^{k_i-k_{i,j}}, p^{k_j-k_{i,j}}, a_{i,j}^{(m)}$. Since $\deg^+[a_{i,j}^{(m)}] > \ell$, we can state that $e^{(j)}$ spreads under $F$. By Lemma 17, it follows that $(G^\mathbb{Z}, F)$ is sensitive.
As to the equicontinuity equivalence, the above first implication also proves that if \((\hat{G}, L)\) is equicontinuous (i.e., by Proposition 5, it is not sensitive) then \(F^{k+m} = F^k\), i.e., by [29], \((\hat{G}, F)\) is equicontinuous. Conversely, if \((G, F)\) is equicontinuous then it trivially follows that it is not sensitive, i.e., by the above second implication, \((\hat{G}, L)\) is not sensitive, i.e., by Proposition 5, \((\hat{G}, L)\) is equicontinuous.

As immediate consequence of Theorem 20 we can state that the dichotomy between sensitivity and equicontinuity also holds for additive CA.

**Corollary 21.** Any additive CA over a finite abelian group is sensitive to the initial conditions if and only if it is not equicontinuous.

The following decidability result follows from Theorem 20 and the decidability of sensitivity for LCA.

**Corollary 22.** Equicontinuity and sensitivity to the initial conditions are decidable for additive CA over a finite abelian group.

**Proof.** Use Theorem 8 and 20.

### 4.2 Surjectivity and Injectivity for Additive Cellular Automata

We now study injectivity and surjectivity for additive CA.

**Lemma 23.** Let \((\hat{G}, L)\) be any LCA over \(\hat{G}\). If there exists a configuration \(b \in \hat{G}\) with \(b \neq 0\) and \(L(b) = 0\), then there exists a configuration \(b' \in \Psi(\hat{G})\) such that \(b' \neq 0\) and \(L(b') = 0\). In particular, if \(b\) is finite then \(b'\) is finite too.

**Proof.** Let \(b \in \hat{G}\) any configuration with \(b \neq 0\) and \(L(b) = 0\). Set \(b^{(1)} = p \cdot b\). If \(b^{(1)} = 0\) then for every \(i \in \mathbb{Z}\) each component of \(b_i\) has \(p^{k_i-1}\) as factor. So, \(b \in \Psi(\hat{G})\) and \(b' = b\) is just one possible configuration the thesis requires to exhibit. Otherwise, by repeating the same argument, set \(b^{(2)} = p \cdot b^{(1)}\). If \(b^{(2)} = 0\) then, for every \(i \in \mathbb{Z}\), each component of \(b^{(1)}\) has \(p^{k_i-1}\) as factor and so \(b^{(1)} \in \Psi(\hat{G})\). Since \(L(b^{(1)}) = 0\), a configuration we are looking for is \(b' = b^{(1)}\). After \(k_i-1\) iterations, i.e., once we get \(b^{(k_i-1)} = p \cdot b^{(k_i-2)}\) (with \(b^{(k_i-2)} \neq 0\), if \(b^{(k_i-1)} = 0\) holds we conclude that \(b' = b^{(k_i-2)}\) by using the same argument of the previous steps. Otherwise, by definition, for every \(i \in \mathbb{Z}\) each component of \(b_i^{(k_i-1)}\) itself certainly contains \(p^{k_i-1}\) as factor. Therefore, \(b_i^{(k_i-1)} \in \Psi(\hat{G})\). Moreover, \(L(b^{(k_i-1)}) = 0\). Hence, we can set \(b' = b^{(k_i-1)}\) and this concludes the proof.

The following lemma will be useful for studying both surjectivity and other properties.

**Lemma 24.** Let \((G, F)\) and \((\hat{G}, L)\) be any additive CA over \(G\) and any LCA over \(\hat{G}\), respectively, such that \(L \circ \Psi = \Psi \circ F\). Then, the CA \((G, F)\) is surjective if and only if \((\hat{G}, L)\) is.

**Proof.** \(\Leftarrow\Rightarrow\): Assume that \(F\) is not surjective. Then, by the Garden of Eden theorem [32, 33], \(F\) is not injective on the finite configurations, i.e., there exist two distinct and finite configurations \(c', c'' \in G\) with \(F(c') = F(c'')\). Therefore, the element \(c = c' - c'' \in G^2\) is a finite configuration such that \(c \neq 0\) and \(F(c) = 0\). So, we get both \(\Psi(c) \neq 0\) and \(L(\Psi(c)) = 0\). Since \(\Psi(c) \neq 0\), it follows that \(L\) is not surjective.

\(\Rightarrow\Leftarrow\): Assume that \(L\) is not surjective. Then it is not injective on the finite configurations. Thus, there exist a finite configuration \(b \neq 0\) with \(L(b) = 0\). By Lemma 23, there exists a finite configuration \(b' \in \Psi(G)\) such that \(b' \neq 0\) and \(L(b') = 0\). Let \(c \in G\) be the finite
configuration such that \( \Psi(c) = b' \). Clearly, it holds that \( c \neq 0 \). We get \( \Psi(F(c)) = L(\Psi(c)) = 0 \). Since \( \Psi \) is injective, it follows that \( F(c) = 0 \). Therefore, we conclude that \( F \) is not surjective.

Next two theorems state that surjectivity and injectivity behave as sensitivity when looking at an additive CA over \( G \) and the associated LCA via the embedding \( \Psi \).

\begin{itemize}
\item \textbf{Theorem 25}. Let \( (G^2, F) \) be any additive CA over \( G \) and let \( (\hat{G}^2, L) \) be the LCA associated with it via the embedding \( \Psi \). Then, the CA \( (G^2, F) \) is surjective if and only if \( (\hat{G}^2, L) \) is.

\end{itemize}

\begin{itemize}
\item \textbf{Theorem 26}. Let \( (G^2, F) \) be any additive CA and let \( (\hat{G}^2, L) \) be the LCA associated with it via the embedding \( \Psi \). Then, the CA \( (G^2, F) \) is injective if and only if \( (\hat{G}^2, L) \) is.

\textbf{Proof}. \( \Longleftrightarrow \): Assume that \( F \) is not injective. Then, there exist two distinct configurations \( c, c' \in G^2 \) with \( F(c) = F(c') \). We get \( L(\Psi(c)) = \Psi(F(c)) = \Psi(F(c')) = L(\Psi(c')) \) and, since \( \Psi \) is injective, it follows that \( L \) is not injective.

\( \Rightarrow \): Assume that \( L \) is not injective. Then, there exists a configuration \( b \in \hat{G}^2 \) such that \( b \neq 0 \) and \( L(b) = 0 \). By Lemma 23, there exists a configuration \( b' \in \Psi(G^2) \) such that \( b' \neq 0 \) and \( L(b') = 0 \). Let \( c \in G^2 \) be the configuration such that \( \Psi(c) = b' \). Clearly, it holds that \( c \neq 0 \). We get \( \Psi(F(c)) = L(\Psi(c)) = 0 \). Since \( \Psi \) is injective, it follows that \( F(c) = 0 \). Since \( F(0) = 0 \), we conclude that \( F \) is not injective.
\end{itemize}

\section{4.3 Topological transitivity and ergodicity}

We start by proving that the embedding \( \Psi \) also preserves topological transitivity between an additive CA over \( G \) and the associated LCA.

\begin{itemize}
\item \textbf{Theorem 27}. Let \( (G^2, F) \) be any additive CA over \( G \) and let \( (\hat{G}^2, L) \) be the LCA associated with it via the embedding \( \Psi \). Then, the CA \( (G^2, F) \) is topologically transitive if and only if \( (\hat{G}^2, L) \) is.

\textbf{Proof}. Since \( \Psi \circ F = L \circ \Psi \), for every \( k \in \mathbb{N} \) it holds that \( \Psi \circ (F^k - I) = \Psi \circ F^k - \Psi = L^k \circ \Psi - \Psi = (L^k - I) \circ \Psi \). By Lemma 24, \( F^k - I \) is surjective iff \( L^k - I \) is. Theorem 25 and 10 conclude the proof.
\end{itemize}

As a final result, we get the decidability of many mixing and ergodic properties for additive CA over any finite abelian group, including topological transitivity and ergodicity.

\begin{itemize}
\item \textbf{Corollary 28}. All the following properties are decidable for additive CA over any finite abelian group: (1) topological transitivity; (2) ergodicity; (3) topological mixing; (4) weak topological transitivity; (5) total transitivity; (6) weak ergodic mixing; (7) ergodic mixing.

\textbf{Proof}. It is an immediate consequence of Theorem 10 and 27.
\end{itemize}

\section{5 Conclusions}

In this paper we have provided many decidability and characterization results about the dynamical behavior of additive CA over finite abelian groups. These results were obtained using an embedding of linear CA over \((\mathbb{Z}/m\mathbb{Z})^n\) to additive CA over finite abelian groups and a deep algebra result about powers of matrices over commutative rings.
From Linear to Additive Cellular Automata

The are at least three main research directions that are worth investigating. First, one might ask which results and characterizations are still true when considering non-abelian groups. Second, it would be very interesting to find characterizations or decidability results about positive expansivity and strong transitivity for the case of additive CA over finite abelian groups. Finally, an important research direction consists in generalizing our results to higher dimensions (see [18] for recent results about $D$-dimensional CA).
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1 Introduction

Since the seminal work of Dehn [7] on the word and conjugacy problem in surface groups, the area of combinatorial group theory [31] is tightly connected to algorithmic questions. The famous Novikov-Boone result [4, 40] on the existence of finitely presented groups with undecidable word problem was one of the first undecidability results that touched real mathematics. Since this pioneering work, the area of algorithmic group theory has been extended in many different directions. More general algorithmic problems have been studied and also the computational complexity of group theoretic problems has been investigated. In this paper, we focus on the decidability/complexity of two specific problems in group theory that have received considerable attention in recent years: the knapsack problem and the power word problem.
Knapsack problems. There exist several variants of the classical knapsack problem over the integers [21]. In the variant that is particularly relevant for this paper, it is asked whether a linear equation $x_1 a_1 + \cdots + x_d a_d = b$, with $a_1, \ldots, a_d, b \in \mathbb{Z}$, has a solution $(x_1, \ldots, x_d) \in \mathbb{N}^d$. A proof for the NP-completeness of this problem for binary encoded integers $a_1, \ldots, a_d, b$ can be found in [15]. In contrast, if the numbers $a_i, b$ are given in unary notation then the problem falls down into the circuit complexity class $\text{TC}^0$ [8]. In the course of a systematic investigation of classical commutative discrete optimization problems in non-commutative group theory, Myasnikov, Nikolaev, and Ushakov [33] generalized the above definition of knapsack to any f.g. group $G$: The input for the knapsack problem for $G$ (KP($G$) for short) is an equation of the form $g_1^{x_1} \cdots g_d^{x_d} = h$ for group elements $g_1, \ldots, g_d, h \in G$ (specified by finite words over the generators of $G$) and pairwise different variables $x_1, \ldots, x_d$ that take values in $\mathbb{N}$ and it is asked whether this equation has a solution (in Section 3.2, we formulate this problem in a slightly more general but equivalent way). In this form, KP($\mathbb{Z}$) is exactly the above knapsack problem for unary encoded integers studied in [8] (a unary encoded integer can be viewed as a word over a generating set $\{t, t^{-1}\}$ of $\mathbb{Z}$). For the case where $g_1, \ldots, g_d, h$ are commuting matrices over an algebraic number field, the knapsack problem has been studied in [1]. Let us emphasize that we are looking for solutions of knapsack equations in the natural numbers. One might also consider the variant, where the variables $x_1, \ldots, x_d$ take values in $\mathbb{Z}$. This latter version can be easily reduced to our knapsack version (with solutions in $\mathbb{N}$), but we are not aware of a reduction in the opposite direction.\(^1\) Let us also mention that the knapsack problem is a special case of the more general rational subset membership problem [26].

We also consider a generalization of KP($G$): An exponent equation is an equation of the form $g_1^{x_1} \cdots g_d^{x_d} = h$ as in the specification of KP($G$), except that the variables $x_1, \ldots, x_d$ are not required to be pairwise different. Solvability of exponent equations for $G$ (ExpEq($G$) for short) is the problem where the input is a conjunction of exponent equations (possibly with shared variables) and the question is whether there is a joint solution for these equations in the natural numbers.

Let us briefly survey the results about knapsack obtained in [33] and subsequent papers:

- Knapsack can be solved in polynomial time for every hyperbolic group [33]. Some extensions of this result can be found in [11, 25].
- There are nilpotent groups of class 2 for which knapsack is undecidable. Examples are direct products of sufficiently many copies of the discrete Heisenberg group $H_3(\mathbb{Z})$ [22], and free nilpotent groups of class 2 and sufficiently high rank [37]. In contrast, knapsack for $H_3(\mathbb{Z})$ is decidable [22]. Thus, direct products to not preserve decidability of knapsack.
- Knapsack is decidable for every co-context-free group [22], i.e., groups where the set of all words over the generators that do not represent the identity is a context-free language. Lehnert and Schweitzer [23] have shown that the Higman-Thompson groups are co-context-free.
- Knapsack belongs to $\text{NP}$ for all virtually special groups (finite extensions of subgroups of graph groups) [28]. The class of virtually special groups is very rich. It contains all Coxeter groups, one-relator groups, one-relator groups with torsion, fully residually free groups, and fundamental groups of hyperbolic 3-manifolds. For graph groups (a.k.a. right-angled Artin groups) a

\(^1\) Note that the problem whether a given system of linear equations has a solution in $\mathbb{N}$ is $\text{NP}$-complete, whereas the problem can be solved in polynomial time (using the Smith normal form) if we ask for a solution in $\mathbb{Z}$. In other words, if we consider the knapsack problem for $\mathbb{Z}^n$ with $n$ part of the input, then looking for solutions in $\mathbb{N}$ seems to be more difficult than looking for solutions in $\mathbb{Z}$.
complete classification of the complexity was obtained in [29]: If the underlying graph contains an induced path or cycle on 4 nodes, then knapsack is \( \text{NP} \)-complete; in all other cases knapsack can be solved in polynomial time (even in \( \text{LogCFL} \)).

- Knapsack is \( \text{NP} \)-complete for every wreath product \( A \wr Z \) with \( A \neq 1 \) f.g. abelian [12] (wreath products are formally defined in Section 3.1).

- Decidability of knapsack is preserved under finite extensions, HNN-extensions over finite associated subgroups and amalgamated free products over finite subgroups [28]. For a knapsack equation \( g_1^{n_1} \cdots g_d^{n_d} = h \) we may consider the set of all solutions \( \{ (n_1, \ldots, n_d) \in \mathbb{N}^d | g_1^{n_1} \cdots g_d^{n_d} = g \text{ in } G \} \). In the papers [25, 22, 29] it turned out that in many groups the solution set of every knapsack equation is a semilinear set (see Section 2 for a definition).

We say that a group is knapsack-semilinear if for every knapsack equation the set of all solutions is semilinear and a semilinear representation can be computed effectively (the same holds then also for exponent equations). Note that in any group \( G \) the set of solutions on an equation \( g^x = h \) is periodic and hence semilinear. This result generalizes to solution sets of knapsack instances with three variables where solutions sets (in certain groups) are not semilinear. Examples of knapsack-semilinear groups are graph groups [29] (which include free groups and free abelian groups), hyperbolic groups [25], and co-context free groups [22]. Moreover, the class of knapsack-semilinear groups is closed under finite extensions, graph products, amalgamated free products with finite amalgamated subgroups, HNN-extensions with finite associated subgroups (see [10] for these closure properties) and wreath products [12].

### Power word problems.

In the power word problem for a f.g. group \( G \) (PowerWP\( (G) \) for short) the input consists of an expression \( u_1^{n_1} u_2^{n_2} \cdots u_d^{n_d} \), where \( u_1, \ldots, u_d \) are words over the group generators and \( n_1, \ldots, n_d \) are binary encoded integers. The problem is then to decide whether the expression \( u_1^{n_1} u_2^{n_2} \cdots u_d^{n_d} \) evaluates to the identity in \( G \). The power word problem arises very naturally in the context of the knapsack problem: it allows us to verify a proposed solution for a knapsack equation with binary encoded numbers. The power word problem has been first studied in [27], where it was shown that the power word problem for f.g. free groups has the same complexity as the word problem and hence can be solved in logarithmic space. Other groups with easy power word problems are f.g. nilpotent groups and wreath products \( A \wr Z \) with \( A \) f.g. abelian [27]. In contrast it is shown in [27] that the power word problem for wreath products \( G \wr Z \), where \( G \) is either finite non-solvable or f.g. free, is coNP-complete. Implicitly, the power word problem appeared also in the work of Ge [13], where it was shown that one can verify in polynomial time an identity \( \alpha_1^{n_1} \alpha_2^{n_2} \cdots \alpha_d^{n_d} = 1 \), where the \( \alpha_i \) are elements of an algebraic number field and the \( n_i \) are binary encoded integers. The power word problem is a special case of the compressed word problem [24], which asks whether a grammar-compressed word over the group generators evaluates to the group identity.

### Main results.

Our main focus is on the problems PowerWP\( (G) \), KP\( (G) \) and ExpEq\( (G) \) for the case where \( G \) is a wreath product. We start with the following result:

▶ **Theorem 1.** PowerWP\( (G \wr Z) \) is in \( \text{TC}^0 \) for every f.g. nilpotent group \( G \).
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Theorem 1 generalizes the above mentioned result from [27] (for $G$ abelian) in a nontrivial way. Our proof analyzes periodic infinite words over a nilpotent group $G$. Roughly speaking, we show that one can check in a polynomial time algorithm whether a given list of such periodic infinite words pointwise multiplies to the identity of $G$. We believe that this is a result of independent interest. We use this result also in the proof of the following theorem:

**Theorem 2.** $\text{KP}(G \wr \mathbb{Z})$ is NP-complete for every finite nilpotent group $G \neq 1$.

Next, we consider iterated wreath products. Fix $r \geq 1$ and define the iterated wreath products $W_{0,r} = \mathbb{Z}^r$ and $W_{m+1,r} = \mathbb{Z}^r \wr W_{m,r}$. By a famous result of Magnus [32] the free solvable group $S_{m,r}$ of derived length $r$ and rank $m$ embeds into $W_{m,r}$. Our main results for these groups are:

**Theorem 3.** $\text{PowerWP}(W_{m,r})$ and hence $\text{PowerWP}(S_{m,r})$ is in TC$^0$ for $m \geq 0$, $r \geq 1$.

It was only recently shown in [35] that the word problem (and the conjugacy problem) for every free solvable group belongs to TC$^0$. Theorem 3 generalizes TC$^0$ membership of the word problem.

**Theorem 4.** $\text{ExpEq}(W_{m,r})$ and hence $\text{ExpEq}(S_{m,r})$ is NP-complete for $m \geq 0$, $r \geq 1$.

For the proof of Theorem 4 we show that if a given knapsack equation over $W_{m,r}$ has a solution then it has a solution where all numbers are exponentially bounded in the length of the knapsack instance. Theorem 4 then follows easily from Theorem 3. For some other algorithmic results for free solvable groups see [34].

Finally, we show new hardness results for the power word problem and knapsack problem. For this we make use so-called uniformly strongly efficiently non-solvable groups (uniformly SENS groups) that were recently defined in [3]. Roughly speaking, a group $G$ is uniformly SENS if there exists nontrivial nested commutators of arbitrary depth that moreover, are efficiently computable in a certain sense (see Section 6 for the precise definition). The essence of these groups is that they allow to carry out Barrington’s argument showing the NC$^1$-hardness of the word problem for a finite solvable group [2]. We prove the following:

**Theorem 5.** $\text{PowerWP}(G \wr \mathbb{Z})$ is coNP-hard for every f.g. uniformly SENS group $G$.

This result generalizes a result from [27] saying that $\text{PowerWP}(G \wr \mathbb{Z})$ is coNP-hard for the case that $G$ is f.g. free or finite non-solvable.

**Theorem 6.** $\text{KP}(G \wr \mathbb{Z})$ is $\Sigma^p_2$-hard for every f.g. uniformly SENS group $G$.

Recall that for every nontrivial group $G$, $\text{KP}(G \wr \mathbb{Z})$ is NP-hard [12]. We also show several corollaries of Theorems 5 and 6. For instance, we show that for the famous Thompson’s group $F$, $\text{PowerWP}(F)$ is coNP-complete and $\text{KP}(F)$ is $\Sigma^p_2$-hard.

### 2 Preliminaries

**Complexity theory.** We assume some knowledge in complexity theory; in particular the reader should be familiar with the classes P, NP, and coNP. The class $\Sigma^p_2$ (second existential level of the polynomial time hierarchy) contains all languages $L \subseteq \Sigma^*$ for which there exists a polynomial $p$ and a language $K \subseteq \Sigma^* \#\{0,1\}^* \#\{0,1\}^*$ in P (for a symbol $\#$ not in $\Sigma \cup \{0,1\}$) such that $x \in L$ if and only if $\exists y \in \{0,1\}^{p(|x|)} \forall z \in \{0,1\}^{p(|x|)} : x \# y \# z \in K$.

The class TC$^0$ contains all problems that can be solved by a family of threshold circuits of polynomial size and constant depth. In this paper, TC$^0$ will always refer to the DLOGTIME-uniform version of TC$^0$. A precise definition is not needed for our work; see [42] for details.
All we need is that the following arithmetic operations on binary encoded integers belong to TC$_0^2$: iterated addition and multiplication (i.e., addition and multiplication of $n$ many $n$-bit numbers) and division with remainder.

For languages (or computational problems) $A,B_1,\ldots,B_k \subseteq \{0,1\}^*$ we write $A \in$ TC$_0^0(B_1,\ldots,B_k)$ ($A$ is TC$_0^0$-Turing-reducible to $B_1,\ldots,B_k$) if $A$ can be solved by a family of threshold circuits of polynomial size and constant depth that in addition may also use oracle gates for the languages $B_1,\ldots,B_k$ (an oracle gate for $B_i$ yields the output 1 if and only if the string of input bits belongs to $B_i$).

**Semilinear sets.** Fix a dimension $d \geq 1$. All vectors will be column vectors. For a vector $v = (v_1,\ldots,v_d)^T \in \mathbb{Z}^d$ we define its norm $\|v\| := \max\{|v_i| \mid 1 \leq i \leq d\}$ and for a matrix $M \in \mathbb{Z}^{c \times d}$ with entries $m_{i,j}$ ($1 \leq i \leq c, 1 \leq j \leq d$) we define the norm $\|M\| = \max\{|m_{i,j}| \mid 1 \leq i \leq c, 1 \leq j \leq d\}$. Finally, for a finite set of vectors $A \subseteq \mathbb{N}^d$ let $\|A\| = \max\{|a| \mid a \in A\}$. We extend the operations of vector addition and multiplication of a vector by a matrix to sets of vectors in the obvious way. A linear subset of $\mathbb{N}^d$ is a set of the form $L = L(b, P) := b + P \cdot \mathbb{N}^d$, where $b \in \mathbb{N}^d$ and $P \in \mathbb{N}^{d \times k}$. A set $S \subseteq \mathbb{N}^d$ is called semilinear if it is a finite union of linear sets. Semilinear sets play an important role in automata theory, logic, and other areas. They are precisely the sets definable in Presburger arithmetic, i.e. first-order logic over the structure $(\mathbb{N},+)$, and thus form a Boolean algebra.

For a semilinear set $S = \bigcup_{i=1}^k L(b_i, P_i)$, we call the tuple $(b_1, P_1, \ldots, b_k, P_k)$ a semilinear representation of $S$. The magnitude of the semilinear representation $(b_1, P_1, \ldots, b_k, P_k)$ is $\max\{|b_1|, |P_1|, \ldots, |b_k|, |P_k|\}$. The magnitude $\|S\|$ of a semilinear set $S$ is the minimal magnitude of all semilinear representations for $S$.

It is often convenient to treat mappings $\nu : \{x_1,\ldots,x_d\} \rightarrow \mathbb{N}$, where $X = \{x_1,\ldots,x_d\}$ is a finite set of variables, as vectors. To this end, we identify $\nu$ with the vector $(\nu(x_1),\ldots,\nu(x_d))^T$.

This way, vector operations (e.g. addition and scalar multiplication) and the notion of semilinearity carry over to the set $\mathbb{N}^X$ of all mappings from $X$ to $\mathbb{N}$.

### 3 Groups

We assume that the reader is familiar with the basics of group theory. Let $G$ be a group. We always write 1 for the group identity element. For $g, h \in G$ we write $[g, h] := g^{-1}h^{-1}gh$ for the commutator of $g$ and $h$ and $g^h$ for $h^{-1}gh$. For subgroups $A, B$ of $G$ we write $[A, B]$ for the subgroup generated by all commutators $[a, b]$ with $a \in A$ and $b \in B$. The order of an element $g \in G$ is the smallest number $z > 0$ with $g^z = 1$ and $\infty$ if such a $z$ does not exist. The group $G$ is torsion-free, if every $g \in G \setminus \{1\}$ has infinite order.

We say that $G$ is finitely generated (f.g.) if there is a finite subset $\Sigma \subseteq G$ such that every element of $G$ can be written as a product of elements from $\Sigma$; such a $\Sigma$ is called a finite generating set for $G$. We also write $G = \langle \Sigma \rangle$. We then have a canonical morphism $h : \Sigma^* \rightarrow G$ that maps a word over $\Sigma$ to its product in $G$. If $h(w) = 1$ we also say that $w = 1$ in $G$. For $g \in G$ we write $|g|$ for the length of a shortest word $w \in \Sigma^*$ such that $h(w) = g$.

This notation depends on the generating set $\Sigma$. We always assume that the generating set $\Sigma$ is symmetric in the sense that $a \in \Sigma$ implies $a^{-1} \in \Sigma$. Then, we can define on $\Sigma^*$ a natural involution $^{-1}$ by $(a_1a_2\cdots a_n)^{-1} = a_n^{-1}\cdots a_2^{-1}a_1^{-1}$ for $a_1, a_2, \ldots, a_n \in \Sigma$. This allows to use the notations $[g, h] = g^{-1}h^{-1}gh$ and $g^h = h^{-1}gh$ in the case $g, h \in \Sigma^*$. By computing a homomorphism $h : G_1 = \langle \Sigma_1 \rangle \rightarrow G_2 = \langle \Sigma_2 \rangle$, we mean computing the images $h(a)$ for $a \in \Sigma_1$. 
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A group $G$ is called orderable if there exists a linear order $\leq$ on $G$ such that $g \leq h$ implies $xgxy \leq xhy$ for all $g,h,x,y \in G$ [39, 38]. Every orderable group is torsion-free (this follows directly from the definition) and has the unique roots property [41], i.e., $g^n = h^n$ implies $g = h$. The are numerous examples of orderable groups: for instance, torsion-free nilpotent groups, right-angled Artin groups, and diagram groups are all orderable.

Two elements $g, h \in G$ in a group $G$ are called commensurable if $g^x = h^y$ for some $x, y \in \mathbb{Z} \setminus \{0\}$. This defines an equivalence relation on $G$, in which the elements with finite order form an equivalence class. By [39, Corollary 1.2] commensurable elements in an orderable group commute.

3.1 Wreath products

Let $G$ and $H$ be groups. Consider the direct sum $K = \bigoplus_{h \in H} G_h$, where $G_h$ is a copy of $G$. We view $K$ as the set $G^{(H)}$ of all mappings $f : H \to G$ such that $\text{supp}(f) := \{h \in H \mid f(h) \neq 1\}$ is finite, together with pointwise multiplication as the group operation. The set $\text{supp}(f) \subseteq H$ is called the support of $f$. The group $H$ has a natural left action on $G^{(H)}$ given by $h f(a) = f(h^{-1} a)$, where $f \in G^{(H)}$ and $h, a \in H$. The corresponding semidirect product $G^{(H)} \rtimes H$ is the (restricted) wreath product $G \wr H$. In other words:

- Elements of $G \wr H$ are pairs $(f, h)$, where $h \in H$ and $f \in G^{(H)}$.
- The multiplication in $G \wr H$ is defined as follows: Let $(f_1, h_1), (f_2, h_2) \in G \wr H$. Then $(f_1, h_1)(f_2, h_2) = (f_1 h_1, f_2 h_2)$, where $f(a) = f_1(a) f_2(h_1^{-1} a)$.

There are canonical mappings

- $\sigma : G \wr H \to H$ with $\sigma(f, h) = h$ and
- $\tau : G \wr H \to G^{(H)}$ with $\tau(f, h) = f$

In other words: $g = (\sigma(g), \tau(g))$ for $g \in G \wr H$. Note that $\sigma$ is a homomorphism whereas $\tau$ is in general not a homomorphism. Throughout this paper, the letters $\sigma$ and $\tau$ will have the above meaning, which of course depends on the underlying wreath product $G \wr H$, but the latter will be always clear from the context.

The following intuition might be helpful: An element $(f, h) \in G \wr H$ can be thought of as a finite multiset of elements of $G \setminus \{1_G\}$ that are sitting at certain elements of $H$ (the mapping $f$) together with the distinguished element $h \in H$, which can be thought of as a cursor moving in $H$. If we want to compute the product $(f_1, h_1)(f_2, h_2)$, we do this as follows: First, we shift the finite collection of $G$-elements that corresponds to the mapping $f_2$ by $h_1$; If the element $g \in G \setminus \{1_G\}$ is sitting at $a \in H$ (i.e., $f_2(a) = g$), then we remove $g$ from $a$ and put it to the new location $h_1 a \in H$. This new collection corresponds to the mapping $f_2' : a \mapsto f_2(h_1^{-1} a)$. After this shift, we multiply the two collections of $G$-elements pointwise: If in $a \in H$ the elements $g_1$ and $g_2$ are sitting (i.e., $f_1(a) = g_1$ and $f_2'(a) = g_2$), then we put the product $g_1 g_2$ into the location $a$. Finally, the new distinguished $H$-element (the new cursor position) becomes $h_1 h_2$.

Clearly, $H$ is a subgroup of $G \wr H$. We also regard $G$ as a subgroup of $G \wr H$ by identifying $G$ with the set of all $f \in G^{(H)}$ with $\text{supp}(f) \subseteq \{1\}$. This copy of $G$ together with $H$ generates $G \wr H$. In particular, if $G = (\Sigma)$ and $H = (\Gamma)$ with $\Sigma \cap \Gamma = \emptyset$ then $G \wr H$ is generated by $\Sigma \cup \Gamma$. In this situation, we will also apply the above mappings $\sigma$ and $\tau$ to words over $\Sigma \cup \Gamma$.

In [34] it was shown that the word problem of a wreath product $G \wr H$ is $\text{TC}^0$-reducible to the word problems for $G$ and $H$. Let us briefly sketch the argument. Assume that $G = (\Sigma)$ and $H = (\Gamma)$. Given a word $w \in (\Sigma \cup \Gamma)^*$ one has to check whether $\sigma(\Gamma) = 1$ in $H$ and $\tau(w)(h) = 1$ in $H$ for all $h$ in the support of $\tau(w)$. One can compute in $\text{TC}^0$ the word $\sigma(w)$ by projecting $w$ onto the alphabet $\Gamma$. Moreover, one can enumerate the support of $\tau(w)$ by going over all prefixes of $w$ and checking which $\sigma$-values are the same. Similarly, one produces for a given $h \in \text{supp}(\tau(w))$ a word over $\Sigma$ that represents $\tau(w)(h)$. 
We will need the following result from [30] (which holds only for the so-called restricted wreath product that we consider in this paper):

\textbf{Theorem 7 ([30])}. If \( G \) and \( H \) are orderable then also \( G \wr H \) is orderable.

### 3.2 Knapsack problem

Let \( G = \langle \Sigma \rangle \) be a f.g. group. An \textit{exponent expression} over \( G \) is an expression of the form \( E = v_0u_1^{x_1}v_1u_2^{x_2}v_2 \cdots u_d^{x_d}v_d \) with \( d \geq 1 \), words \( v_0, \ldots, v_d \in \Sigma^* \), non-empty words \( u_1, \ldots, u_d \in \Sigma^* \), and variables \( x_1, \ldots, x_d \). Here, we allow \( x_i = x_j \) for \( i \neq j \). If every variable \( x_i \) occurs at most once, then \( E \) is called a \textit{knapsack expression}. Let \( X = \{x_1, \ldots, x_d\} \) be the set of variables that occur in \( E \). For a homomorphism \( h: G \to G' = \langle \Sigma' \rangle \) (that is specified by a mapping from \( \Sigma \) to \( (\Sigma' \cup \Sigma'^{-1})^* \)), we denote with \( h(E) \) the exponent expression \( h(v_0)h(u_1)^{x_1}h(v_1)h(u_2)^{x_2}h(v_2) \cdots h(u_d)^{x_d}h(v_d) \). For a mapping \( \nu \in \mathbb{N}^X \), we define \( \nu(E) = v_0u_1^{(x_1)\nu_1(x_1)}u_2^{(x_2)\nu_2(x_2)} \cdots u_d^{(x_d)\nu_d(x_d)} v_d \in \Sigma^* \). We say that \( \nu \) is a \( G \)-solution for \( E \) if \( \nu(E) = 1 \) in \( G \). With \( \mathrm{sol}_G(E) \) we denote the set of all \( G \)-solutions of \( E \). The \textit{length} of \( E \) is defined as \( |E| = \sum_{i=1}^d |u_i| + |v_i| \). We define \textit{solvability} of exponent equations over \( G \), \textit{EXP\!Eq}(\( G \)) for short, as the following decision problem:

\textbf{Input} A finite list of exponent expressions \( E_1, \ldots, E_n \) over \( G \).

\textbf{Question} Is \( \prod_{i=1}^n \mathrm{sol}_G(E_i) \) non-empty?

The \textit{knapsack problem} for \( G \), \textit{KP}(\( G \)) for short, is the following decision problem:

\textbf{Input} A single knapsack expression \( E \) over \( G \).

\textbf{Question} Is \( \mathrm{sol}_G(E) \) non-empty?

It is an easy observation that the choice of the generating set \( \Sigma \) has no influence on the decidability or complexity of these problems. For the knapsack problem in wreath products the following result has been shown in [12]:

\textbf{Theorem 8 ([12])}. For every nontrivial group \( G \), \textit{KP}(\( G \wr \mathbb{Z} \)) is \textit{NP}-hard.

### 3.3 Knapsack-semilinear groups

The group \( G \) is called \textit{knapsack-semilinear} if for every knapsack expression \( E \) over \( \Sigma \), the set \( \mathrm{sol}_G(E) \) is a semilinear set of vectors and a semilinear representation can be effectively computed from \( E \). Since semilinear sets are effectively closed under intersection, it follows that for every exponent expression \( E \) over \( \Sigma \), the set \( \mathrm{sol}_G(E) \) is semilinear and a semilinear representation can be effectively computed from \( E \). Moreover, solvability of exponent equations is decidable for every knapsack-semilinear group. As mentioned above, the class of knapsack-semilinear groups is very rich. An example of a group \( G \), where knapsack is decidable but solvability of exponent equations is undecidable is the Heisenberg group \( H_3(\mathbb{Z}) \) (which consists of all upper triangular \((3 \times 3)\)-matrices over the integers, where all diagonal entries are 1), see [22]. In particular, \( H_3(\mathbb{Z}) \) is not knapsack-semilinear. A non-semilinear solution set can be achieved with a three-variable knapsack instance over \( H_3(\mathbb{Z}) \). For two variables, the solutions sets are semilinear for any group. In fact, they have a particularly simple structure:

\textbf{Lemma 9}. Let \( G \) be a group and \( g_1, g_2, h \in G \) be elements.

(i) The solution set \( S_1 = \{(x, y) \in \mathbb{Z}^2 \mid g_1^x g_2^y = 1 \} \) is a subgroup of \( \mathbb{Z}^2 \). If \( G \) is torsion-free and \( \{g_1, g_2\} \neq \{1\} \) then \( S_1 \) is cyclic.

(ii) The solution set \( S = \{(x, y) \in \mathbb{Z}^2 \mid g_1^x g_2^y = h \} \) is either empty or a coset \((a, b) + S_1 \) of \( S_1 \) where \((a, b) \in S \) is any solution.
For a knapsack-semilinear group $G$ and a finite generating set $\Sigma$ for $G$ we define a growth function. For $n \in \mathbb{N}$ let $\text{Knapsack}(n)$ (resp., $\text{Exp}(n)$) be the finite set of all knapsack expressions (resp., exponent expression) $E$ over $\Sigma$ such that $\text{sol}_G(E) \neq \emptyset$ and $|E| \leq n$. We define the mapping $K_{G,\Sigma}: \mathbb{N} \rightarrow \mathbb{N}$ and $E_{G,\Sigma}: \mathbb{N} \rightarrow \mathbb{N}$ as follows:

$$K_{G,\Sigma}(n) = \max\{|\text{sol}_G(E)| \mid E \in \text{Knapsack}(n)\},$$

$$E_{G,\Sigma}(n) = \max\{|\text{sol}_G(E)| \mid E \in \text{Exp}(n)\}.$$  \hfill (1)

Clearly, if $\text{sol}_G(E) \neq \emptyset$ and $|\text{sol}_G(E)| \leq N$ then $E$ has a $G$-solution $\nu$ such that $\nu(x) \leq N$ for all variables $x$ that occur in $E$. Thus, if $G$ has a decidable word problem and a computable bound on the function $K_{G,\Sigma}$, then we can solve $\text{KP}(G)$ non-deterministically: given a knapsack expression $E$ with variables from $X$, we guess $\nu: X \rightarrow \mathbb{N}$ with $\sigma(x) \leq N$ for all variables $x$ and then check (using an algorithm for the word problem) whether $\nu$ is a solution.

Let $\Sigma$ and $\Sigma'$ be two generating sets for the group $G$. Then there is a constant $c$ such that $K_{G,\Sigma}(n) \leq K_{G,\Sigma'}(cn)$, and similarly for $E_{G,\Sigma}(n)$. To see this, note that for every $a \in \Sigma'$ there is a word $w_a \in \Sigma^*$ such that $a$ and $w_a$ represent the same element in $G$. Then we can choose $c = \max\{|w_a| \mid a \in \Sigma'\}$. Due to this fact, we do not have to specify the generating set $\Sigma$ when we say that $K_{G,\Sigma}$ (resp., $E_{G,\Sigma}$) is polynomially/exponentially bounded.

Important for us is also the following result from [12]:

**Theorem 10** ([12]). If $G$ and $H$ are knapsack-semilinear then so is $G \wr H$.

The proof of this result in [12] does not yield a good bound of $K_{G,H}(n)$ in terms of $K_G(n)$ and $K_H(n)$ (and similarly for the $E$-function). One of our main achievements is such a bound for the case that the left factor $G$ is f.g. abelian. For $E_G(n)$ we then have the following bound, which follows from well-known bounds on solutions of linear Diophantine equations [43]:

**Lemma 11.** If $G$ is a f.g. abelian group then $E_G(n) \leq 2^{n^{O(1)}}$.

### 3.4 Power word problem

A **power word** (over $\Sigma$) is a tuple $(u_1, k_1, u_2, k_2, \ldots, u_d, k_d)$ where $u_1, \ldots, u_d \in \Sigma^*$ are words over the group generators (called the periods of the power word) and $k_1, \ldots, k_d \in \mathbb{Z}$ are integers that are given in binary notation. Such a power word represents the word $u_1^{k_1} u_2^{k_2} \cdots u_d^{k_d}$. We will often identify the power word $(u_1, k_1, u_2, k_2, \ldots, u_d, k_d)$ with the word $u_1^{k_1} u_2^{k_2} \cdots u_d^{k_d}$. Moreover, if $k_i = 1$, then we usually omit the exponent 1 in a power word.

The **power word problem** for the f.g. group $G$, POWERWP$(G)$ for short, is the following:

**Input** A power word $(u_1, k_1, u_2, k_2, \ldots, u_d, k_d)$.

**Question** Does $u_1^{k_1} u_2^{k_2} \cdots u_d^{k_d} = 1$ hold in $G$?

Due to the binary encoded exponents, a power word can be seen as a succinct description of an ordinary word. We have the following simple lemma.

**Lemma 12.** If the f.g. group $G$ is knapsack-semilinear, $E_G(n)$ is exponentially bounded, and POWERWP$(G)$ belongs to $\text{NP}$ then $\text{ExpEq}(G)$ belongs to $\text{NP}$.

### 4 Wreath products of nilpotent groups and the integers

**Nilpotent groups.** The **lower central series** of a group $G$ is the sequence of groups $(G_i)_{i \geq 0}$ with $G_0 = G$ and $G_{i+1} = [G, G_i]$. The group $G$ is **nilpotent** if there is a $c \geq 0$ with $G_c = 1$; in this case the minimal $c$ with $G_c = 1$ is called the **nilpotency class** of $G$. In this section we prove Theorems 1 and 2. Our main tool are periodic words over $G$ as introduced in [12].
**Periodic words over groups.** Let $G = \langle \Sigma \rangle$ be a f.g. group. Let $G^\omega$ be the set of all functions $f: \mathbb{N} \to G$, which forms a group by pointwise multiplication $(fg)(t) = f(t) \cdot g(t)$. A function $f \in G^\omega$ is periodic if there exists a number $d \geq 1$ such that $f(t) = f(t + d)$ for all $t \geq 0$. The smallest such number $d$ is called the period of $f$. If $f \in G^\omega$ has period $d$ and $g \in G^\omega$ has period $e$ then $fg$ has period at most $\text{lcm}(d,e)$. A periodic function $f \in G^\omega$ with period $d$ can be specified by its initial $d$ elements $f(0), \ldots, f(d-1)$ where each element $f(t)$ is given as a word over the generating set $\Sigma$. The periodic words problem $\text{PERIODIC}(G)$ over $G$ is the following:

**Input** Periodic functions $f_1, \ldots, f_m \in G^\omega$ and a binary encoded number $T$.

**Question** Does the product $f = \prod_{i=1}^{m} f_i$ satisfy $f(t) = 1$ for all $t \leq T$?

We shall derive Theorems 1 and 2 from the following result:

**Theorem 13.** If $G$ is a f.g. nilpotent group then $\text{PERIODIC}(G)$ belongs to $\text{TC}^0$.

Previously it was proven that $\text{PERIODIC}(G)$ belongs to $\text{TC}^0$ if $G$ is abelian [12]. As an introduction let us reprove this result.

Let $\rho: G^\omega \to G^\omega$ be the shift-operator, i.e. $(\rho(f))(t) = f(t+1)$, which is a group homomorphism. For a subgroup $H$ of $G^\omega$, we denote by $H^{(n)}$ the smallest subgroup of $G^\omega$ that contains $\rho^n(H), \rho^2(H), \ldots, \rho^n(H)$. Note that $(H^{(m)})^{(n)} = H^{(m+n)}$ for any $m, n \in \mathbb{N}$. A function $f \in G^\omega$ satisfies a recurrence of order $d \geq 1$ if $\rho^d(f)$ is contained in the subgroup $\langle f \rangle^{(d-1)}$ of $G^\omega$. If $f$ has period $d$ then $f$ clearly satisfies a recurrence of order $d$.

Let us now consider the case that $G$ is abelian. Then, also $G^\omega$ is abelian and we use the additive notation for $G^\omega$. The following lemma is folklore:

**Lemma 14 (cf. [17]).** Let $G$ be a f.g. abelian group. If $f_1, \ldots, f_m \in G^\omega$ satisfy recurrences of order $d_1, \ldots, d_m \geq 1$ respectively, then $\sum_{i=1}^{m} f_i$ satisfies a recurrence of order $\sum_{i=1}^{m} d_i$.

**Proof.** Observe that $G^\omega$ is a $\mathbb{Z}[x]$-module with scalar multiplication

$$\sum_{i=0}^{d} a_i x^i \cdot f \mapsto \sum_{i=0}^{d} a_i \rho^i(f). \quad (3)$$

Then $f \in G^\omega$ satisfies a recurrence of order $d \geq 1$ if and only if there exists a monic polynomial $p \in \mathbb{Z}[x]$ of degree $d$ (where monic means that the leading coefficient is one) such that $pf = 0$. Therefore, if $p_1, \ldots, p_n \in \mathbb{Z}[x]$ such that $\deg(p_i) = d_i \geq 1$ and $p_i f_i = 0$ then $\prod_{i=1}^{m} p_i \cdot \sum_{i=1}^{m} f_i = \sum_{i=1}^{m} (\prod_{i=1}^{m} p_i) f_i = 0$. Since $\prod_{i=1}^{m} p_i$ is a monic polynomial of degree $d := \sum_{i=1}^{m} d_i$, $\sum_{i=1}^{m} f_i$ satisfies a recurrence of order $d$.

The above lemma implies that $\sum_{i=1}^{m} f_i = 0$ if and only if $\sum_{i=1}^{m} f_i(t) = 0$ for all $0 \leq t \leq d - 1$, where $d$ is the sum of the periods of the $f_i$.

Let us now turn to the nilpotent case. For $n \in \mathbb{N}$, let $G^\omega/n$ be the subgroup of $G^\omega$ generated by all elements with period at most $n$. Then $G^\omega/n$ is closed under shift. The key fact for showing Theorem 13 is the following.

**Proposition 15.** If $G$ is a f.g. nilpotent group, then there is a polynomial $p$ such that every element of $G^\omega/n$ satisfies a recurrence of order $p(n)$.

Let $H \leq G^\omega$ be a subgroup which is closed under shifting, i.e. $\rho(H) \subseteq H$. Since the shift is a homomorphism, the commutator subgroup $[H,H]$ is closed under shifting as well. We will work in the abelianization $H' = H/[H,H]$ where we write $f$ for the coset $[f,H]$. We also define $\rho: H' \to H'$ by $\rho(f) = [\rho(f)]$. This is well-defined since $fg^{-1} \in [H,H]$ implies $\rho(f) \rho(g)^{-1} = [\rho(f), \rho(g)]$ and hence $\rho(f) = \rho([f,g])$. As an abelian group $H'$ is a $\mathbb{Z}$-module and, in fact, $H'$ forms a $\mathbb{Z}[x]$-module using the shift-operator. By the above remark (see (3)) we have the following (where we use the multiplicative notation for $H'$):
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Lemma 16. $H'$ is a $\mathbb{Z}[x]$-module with the scalar multiplication $\sum_{i=0}^{d} a_i x^i \cdot \sum_{i=0}^{d} \rho^i(f)^{a_i}$.

Proof. Let $\sum_{i=0}^{d} a_i x^i \in \mathbb{Z}[x]$ be arbitrary and $\sum_{i=0}^{d} \rho^i(f)^{a_i}$ be an element of $H'$. We have $\sum_{i=0}^{d} a_i x^i \cdot \sum_{i=0}^{d} \rho^i(f)^{a_i} = \sum_{i=0}^{d} (\sum_{j=0}^{i} a_j \rho^j(f))^{a_i}$.

The following lemma gives us control over the remaining factor from $\rho$-

Lemma 17. For every $f \in G^{\omega,n}$, we have $\rho^d(f) \in \langle f \rangle^{(d-1)}[G^{\omega,n}, G^{\omega,n}]$ for $d = n(n+1)/2$.

Proof. Suppose $f = f_1 \cdots f_m$ such that $f_1, \ldots, f_m \in G^\omega$ are elements of period at most $n$. According to Lemma 16, we consider $G^{\omega,n}/[G^{\omega,n}, G^{\omega,n}]$ as a $\mathbb{Z}[x]$-module.

If $g \in G^\omega$ has period $q$ then $\rho^q(g)g^{-1} = 1$ and thus $(x^q - 1)g = \rho^q(g)g^{-1} = 1$. Define the polynomial $p(x) = \prod_{i=1}^{q}(x^i - 1) = \sum_{d=0}^{q} a_d x^d$ of degree $d = n(n+1)/2$ satisfying $a_d = 1$.

Since all functions $f_1, \ldots, f_m$ have period at most $n$, we have $p(f) = 1$. Explicitly, this means $1 = pf = \rho^0(f)^{a_0} \cdot \rho^1(f)^{a_1} \cdots \rho^d(f)^{a_d} = \rho^0(f)^{a_0} \cdots \rho^d(f)^{a_d}$. Noticing that $a_d = 1$, we can write $\rho^d(f) = gh$ for some $g \in \langle f \rangle^{(d-1)}$ and $h \in [G^{\omega,n}, G^{\omega,n}]$, which has the desired form.

The following lemma gives us control over the remaining factor from $[G^{\omega,n}, G^{\omega,n}]$.


Proof. We need the fact that the commutator subgroup $[F, F]$ of a group $F$ with generating set $F$ is generated by all left-normed commutators $[g_1, \ldots, g_k] := [\ldots[[g_1, g_2], g_3], \ldots], g_k]$, where $g_1, \ldots, g_k \in \Gamma \cup \Gamma^{-1}$ and $k \geq 2$, cf. [6, Lemma 2.6]. Therefore $[G^{\omega,n}, G^{\omega,n}]$ is generated by all left-normed commutators $[g_1, \ldots, g_k]$ where $k \geq 2$ and $g_1, \ldots, g_k \in G^\omega$ have period at most $n$. Furthermore, we can bound $k$ by $c$ since any left-normed commutator $[g_1, \ldots, g_{c+1}]$ is trivial (recall that $G$ is nilpotent of class $c$). A left-normed commutator $[g_1, \ldots, g_k]$ with $2 \leq k \leq c$ and $g_1, \ldots, g_k$ periodic with period at most $n$ is a product containing at most $2k \leq 2c$ distinct functions of period at most $n$ (namely, the $g_1, \ldots, g_k$ and their inverses). Hence $[G^{\omega,n}, G^{\omega,n}]$ is generated by functions $g \in [G, G]^\omega$ of period at most $n^c$.

Theorem 13. Given periodic functions $f_1, \ldots, f_m \in G^\omega$ with maximum period $n$, and a number $T \in \mathbb{N}$. By Proposition 15 the product $f = f_1 \cdots f_m$ satisfies a recurrence of order $d$, where $d$ is bounded polynomially in $n$. Notice that $f = 1$ if and only if $f(t) = 1$ for all $t \leq d - 1$. Hence, it suffices to verify that $f_1(t) \cdots f_m(t) = 1$ for all $t \leq \min\{d, T\}$. This can be accomplished by solving in parallel a polynomial number of instances of the word problem over $G$, which is contained in $TC^0$ by [36].

Theorem 1. In [27] it is shown that for every f.g. group $G$, PowerWP($G \wr \mathbb{Z}$) belongs to $TC^0(\text{PERIODIC}(G), \text{PowerWP}(G))$. By [27] the power word problem for a f.g. nilpotent group belongs to $TC^0$ and by Theorem 13, Periodic($G$) belongs to $TC^0$.

Theorem 2. By Theorem 8, KP($G \wr \mathbb{Z}$) is NP-hard. For the upper bound we use the following result from [12] that holds for every f.g. group $G$: There is a non-deterministic polynomial time Turing machine $M$ that takes as input a knapsack expression $E$ over $G \wr \mathbb{Z}$ and
outputs in each leaf of the computation tree the following data: (i) an instance of $\text{ExpEq}(G)$ and (ii) a finite list of instances of $\text{PERIODIC}(G)$. Moreover, the input expression $E$ has a $(G/Z)$-solution if and only if the computation tree has a leaf in which all $\text{PERIODIC}(G)$ instances are positive. If $G$ is finite and nilpotent, then $\text{PERIODIC}(G)$ belongs to $\text{TC}^0$ and $\text{ExpEq}(G)$ belongs to $\text{NP}$ (this holds for every finite group). The theorem follows.

\section{Wreath products with abelian left factors}

In this section we consider wreath products $A \wr H$ where $A$ is f.g. abelian and $H$ is a f.g. torsion-free group. We study for which groups $H$, the complexity of the power word/knapsack problem in $H$ is passed on to $A \wr H$. As applications, we obtain Theorems 3 and 4.

**Power word problem over $A \wr H$.** As a first step, we normalize a given power word $u_1^k \ldots u_d^k$ i.e. ensure that $u_1, \ldots, u_d \in AH$, say $u_i = a_i h_i$ for some $a_i \in A$ and $h_i \in H$ for $1 \leq i \leq d$. Intuitively, the computation of the power word can be described by finite progressions in the Cayley graph of $H$, which are labelled with elements $a_i$ from $A$. The goal is to determine whether the labels on each point cancel out in the abelian group $A$. Here, a progression in $H$ is a sequence $p = (gh^k)_{0 \leq k \leq \ell}$ with offset $g\in H$ and period $h \in H$. If $h \neq 1$ then $p$ is a ray. For all $1 \leq i \leq d$ the power word writes the element $a_i$ into the Cayley graph of $H$ along the progression $p_i = (h_1^k \ldots h_{i-1}^k h_i^0)_{0 \leq k \leq k_i}$. Notice that the offset of $p_i$ is given as a power word for $h_1^k \ldots h_{i-1}^k$ and the period is given explicitly as a word for the group element $h_i$; we call this a progression *power-compressed*.

To solve the power word problem over $A \wr H$ it seems inevitable to compute the intersection set $\{(i, j) \in [0, k] \times [0, \ell] \mid ab^i = gh^j\}$ of two given power-compressed progressions $p = (ab^i)_{0 \leq i \leq k}, q = (gh^j)_{0 \leq j \leq \ell}$, for any pair of progressions appearing in the power word. Such a intersection set is always a finite progression in $\mathbb{N}^2$ (c.f. Lemma 9).

However, the key insight of Theorem 3 is that it essentially suffices to compute the intersection of *parallel* rays, i.e. rays with commensurable periods. This is because two non-parallel rays can intersect at most once. Therefore, the number of points in $H$ that cancel to zero with the help of intersections between non-parallel rays can be at most polynomial.

Therefore, roughly speaking, we proceed as follows. Consider a class $C$ of parallel rays from the progressions $p_1, \ldots, p_d$. First, we compute the intersection sets of all rays in $C$. Second, we decide whether the number of points in the support of $C$ which do not cancel to 0 in $A$ exceeds a polynomial bound. In order to count such non-cancelling points, we use Lemma 14 to limit the search to (polynomially many) polynomial-length rays. If our bound on such non-cancelling points is exceeded, then we can reject the entire power word: As mentioned above, non-parallel rays $p_i$ can only intersect at a polynomial number of points in $C$. If, however, our bound is obeyed, we can explicitly compute the non-cancelling points (as power compressed words) for each parallelity class $C$ and verify that they do evaluate to 0 in the entire set of progressions $p_i$.

In order to (i) compute the intersection set of two parallel power-compressed rays and (ii) count non-cancelling points, we need to solve a generalization of the power word problem in the group $H$, which we explain next. For a f.g. group $G = \langle \Sigma \rangle$ we define the *power compressed power problem* $\text{PowerPP}(G)$:

**Input** A word $w \in \Sigma^*$ and a power word $(v_1, k_1, \ldots, v_d, k_d)$ over $\Sigma$.

**Output** A binary encoded number $z \in \mathbb{Z}$ with $w^z = v$ where $v = v_1^{k_1} \ldots v_d^{k_d}$, or no if $w^z = v$ has no solution.
Note that the word $u$ in the input of $\text{PowerPP}$ is uncompressed. In order to guarantee that we have small uncompressed inputs to $\text{PowerPP}$, we need to show another property of our groups. Specifically, we prove that the intersection set of parallel rays has a small period: A group $G = (\Sigma)$ is tame with respect to commensurability, or short c-tame, if there exists a number $d \in \mathbb{N}$ such that for all commensurable elements $g, h \in G$ having infinite order there exist numbers $s, t \in \mathbb{Z} \setminus \{0\}$ such that $g^s = h^t$ and $|s|, |t| \leq \mathcal{O}((|g| + |h|)^d)$.

Our algorithm for the power word problem sketched above yields the following:

**Proposition 19.** If the group $H$ is c-tame and torsion-free then $\text{PowerWP}(A \wr H)$ is $\text{TC}^0$- reducible to $\text{PowerPP}(H)$.

This means, in order to solve the power word problem for groups $W_{m,r}$ and $S_{m,r}$ in $\text{TC}^0$, we also need to solve the power compressed power problem in $\text{TC}^0$. To this end, we first establish $\text{TC}^0$ membership of $\text{PowerPP}$ in groups $W_{m,r}$ in the following transfer result.

**Theorem 20.** Let $H$ and $A$ be f.g. groups where $A$ is abelian and $H$ is c-tame and torsion-free. Then $\text{PowerPP}(A \wr H)$ is $\text{TC}^0$-reducible to $\text{PowerPP}(H)$.

To show Theorem 20, we provide an elementary (but still somewhat involved) $\text{TC}^0$-reduction from $\text{PowerPP}(A \wr H)$ to $\text{PowerWP}(A \wr H)$ and $\text{PowerPP}(H)$ and apply Proposition 19.

Finally, we need to show that all the groups $W_{m,r}$ and $S_{m,r}$ are c-tame.

**Proposition 21.** For all $r \geq 1$, $m \geq 0$ the groups $W_{m,r}$ and $S_{m,r}$ are c-tame.

For Proposition 21, we use elementary arguments and the unique roots property of $W_{m,r}$. The preceding ingredients now yield Theorem 3.

**Proof of Theorem 3.** We will prove by induction on $m \in \mathbb{N}$ that $\text{PowerPP}(W_{m,r})$ and hence also $\text{PowerWP}(W_{m,r})$ belongs to $\text{TC}^0$. If $m = 0$ then $\text{PowerPP}(W_{0,r})$ is the problem of solving a system of $r$ linear equations $a_i x = b_i$ where $a_i$ is given in unary encoding and $b_i$ is given in binary encoding for $1 \leq i \leq r$. Since integer division belongs to $\text{TC}^0$ (here, we only have to divide by the unary encoded integers $a_i$) this problem can be solved in $\text{TC}^0$. The inductive step follows from Theorem 20 and the fact that all groups $W_{m,r}$ are c-tame (Proposition 21) and torsion-free.

**Knapsack problem over $A \wr H$.** For the knapsack problem we prove the following transfer theorem (recall the definition of an orderable group from Section 3 and the definition of the function $E_G(n)$ from (2) in Section 3.3):

**Theorem 22.** Let $H$ and $A$ be f.g. groups where $A$ is abelian and $H$ is orderable and knapsack-semilinear. If $E_H(n)$ is exponentially bounded then so is $E_{A \wr H}(n)$.

The proof of Theorem 22 follows a similar pattern as Theorem 20. The condition that $H$ is orderable ensures that parallel rays in $H$ are contained in cosets of a common cyclic subgroup. We describe the solution set of an exponent equation over $A \wr H$ as a disjunction of polynomially large existential Presburger formulas, which use exponent equations over $H$ and inequalities as atomic formulas. Here, we do not need to algorithmically construct the formula: its mere existence yields an exponential bound on the size of a solution.

Using Theorem 3 and 22 we can prove Theorem 4: let us fix an iterated wreath product $W = W_{m,r}$ for some $m \geq 0$, $r \geq 1$ (recall that $W_{0,r} = \mathbb{Z}^r$ and $W_{m+1,r} = \mathbb{Z}^r \wr W_{m,r}$). Since $\mathbb{Z}^m$ is orderable, Theorem 7 implies that $W$ is orderable. Moreover, by Theorem 10, $W$ is also knapsack-semilinear. Since by Lemma 11, $E_{A}(n)$ is exponentially bounded for every
f.g. abelian group $A$, it follows from Theorem 22 that $E_W(n)$ is exponentially bounded as well. By Theorem 3 and Lemma 12, $\text{ExpEq}(W)$ belongs to $\text{NP}$. Finally, $\text{NP}$-hardness of $\text{ExpEq}(W)$ follows from the fact that the question whether a given system of linear Diophantine equations with unary encoded numbers has a solution in $\mathbb{N}$ is $\text{NP}$-hard.

6 Wreath products with difficult knapsack and power word problems

In this section we provide additional details concerning Theorems 5 and 6. We start with a formal definition of uniformly SENS groups [3].

**Strongly efficiently non-solvable groups.** Let us fix a f.g. group $G = \langle \Sigma \rangle$. Following [3] we need the additional assumption that the generating set $\Sigma$ contains the group identity $1$. This allows to pad words over $\Sigma$ to any larger length without changing the group element represented by the word. One also says that $\Sigma$ is a standard generating set for $G$. The group $G$ is called strongly efficiently non-solvable (SENS) if there is a constant $\mu \in \mathbb{N}$ such that for every $d \in \mathbb{N}$ and $v \in \{0, 1\}^d$ there is a word $w_{d,v} \in \Sigma^*$ with the following properties:

- $|w_{d,v}| = 2^\mu d$ for all $v \in \{0, 1\}^d$,
- $w_{d,v} = [w_{d,v_0}, w_{d,v_1}]$ for all $v \in \{0, 1\}^d$ (here we take the commutator of words),
- $w_{d,0} \neq 1$ in $G$.

The group $G$ is called uniformly strongly efficiently non-solvable if, moreover,

- given $v \in \{0, 1\}^d$, a binary number $i$ with $\mu d$ bits, and $a \in \Sigma$ one can decide in linear time on a random access Turing-machine whether the $i$-th letter of $w_{d,v}$ is $a$.

In [3] the authors define also the weaker condition of being (uniformly) efficiently non-solvable. The definition is more technical and it is not clear whether it really leads to a larger class of groups. Examples for uniformly SENS groups are: finite non-solvable groups (more generally, every f.g. group that has a finite non-solvable quotient), f.g. non-abelian free groups, Thompson’s group $F$, and weakly branched self-similar groups with a f.g. branching subgroup (this includes several famous self-similar groups like the Grigorchuk group, the Gupta-Sidki groups and the Tower of Hanoi groups); see [3] for details.

**Wreath products with difficult knapsack problems.** Recall that Theorem 6 states that $\text{KP}(G \wr \mathbb{Z})$ is $\Sigma_2^p$-hard for every uniformly SENS group $G$. For the proof we consider $G$-programs. A $G$-program is a sequence of instructions $(X, a, b)$ where $X$ is a boolean variable and $a, b$ are generators of $G$. Given an assignment for the boolean variables, one can evaluate the $G$-program in the natural way: If $X$ is set to 1 (resp., 0) then the instruction $(X, a, b)$ evaluates to $a$ (resp. $b$). The resulting sequence of group generators evaluates to an element of $G$ and this is the evaluation of the $G$-program under the given assignment. We consider now the following computational problem $\exists \forall$-SAT($G$): Given a $G$-program $P$, whose variables are split into two sets $\overline{X}$ and $\overline{Y}$, does there exist an assignment $\alpha: \overline{X} \rightarrow \{0, 1\}$ such that for every assignment $\beta: \overline{Y} \rightarrow \{0, 1\}$ the program $P$ evaluates to the group identity under the combined assignment $\alpha \cup \beta$?

We prove Theorem 6 in two steps. The first is $\Sigma_2^p$-hardness of $\exists \forall$-SAT($G$).

**Lemma 23.** Let the f.g. group $G = \langle \Sigma \rangle$ be uniformly SENS. Then, $\exists \forall$-SAT($G$) is $\Sigma_2^p$-hard.

**Proof.** We prove the lemma by a reduction from the following $\Sigma_2^p$-complete problem: given a boolean formula $F = F(\overline{X}, \overline{Y})$ in disjunctive normal form, where $\overline{X}$ and $\overline{Y}$ are disjoint tuples of boolean variables, does the quantified boolean formula $\exists \overline{X} \forall \overline{Y} : F$ hold? Let us fix such a formula $F(\overline{X}, \overline{Y})$. We can write $F$ as a fan-in two boolean circuit of depth $O(\log |F|)$. 
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By [3, Remark 34] we can compute in logspace from \( F \) a \( G \)-program \( P \) over the variables \( \overline{X} \cup \overline{Y} \) of length polynomial in \(|F|\) such that for every assignment \( \gamma : \overline{X} \cup \overline{Y} \to \{0,1\} \) the following two statements are equivalent:

\[
F(\gamma(\overline{X}), \gamma(\overline{Y})) \text{ holds.}
\]

\[
P(\gamma) = 1 \text{ in } G.
\]

Hence, \( \exists \overline{X} \forall \overline{Y} : F \) holds if and only if \( \exists \overline{X} \forall \overline{Y} : P = 1 \) holds. \( \blacktriangleleft \)

The second step is to reduce \( \exists \forall \text{-Sat}(G) \) to \( \text{KP}(G \wr \mathbb{Z}) \). In fact, this reduction works for any f.g. group \( G \).

\begin{lemma}
For every f.g. non-trivial group \( G \), \( \exists \forall \text{-Sat}(G) \) is logspace many-one reducible to \( \text{KP}(G \wr \mathbb{Z}) \).
\end{lemma}

\begin{proof}[Proof sketch] Let us fix a \( G \)-program

\[ P = (Z_1, a_1, b_1)(Z_2, a_2, b_2) \cdots (Z_t, a_t, b_t) \in (\overline{X} \cup \overline{Y}) \times \Sigma \times \Sigma^* \]

where \( \overline{X} \) and \( \overline{Y} \) are disjoint sets of variables. Let \( m = |\overline{X}| \) and \( n = |\overline{Y}| \). We want to construct a knapsack expression \( E \) over \( G \wr \mathbb{Z} \) which has a solution if and only if there is an assignment \( \alpha : \overline{X} \to \{0,1\} \) such that \( P(\alpha \cup \beta) = 1 \) for every assignment \( \beta : \overline{Y} \to \{0,1\} \). Let us choose a generator \( t \) for \( Z \). Then \( \Sigma \cup \{t, t^{-1}\} \) generates the wreath product \( G \wr \mathbb{Z} \). First, we compute in logspace the \( m + n \) first primes \( p_1, \ldots, p_{m+n} \) and fix a bijection \( p : \overline{X} \cup \overline{Y} \to \{p_1, \ldots, p_{m+n}\} \).

Moreover, let \( M = \prod_{i=1}^{m+n} p_i \).

Roughly speaking, the idea is as follows. Each assignment \( \alpha : \overline{X} \to \{0,1\} \) will correspond to a valuation \( \nu \) for our expression \( E \). The resulting element \( \nu(E) \in G \wr \mathbb{Z} \) then encodes the value \( P(\alpha \cup \beta) \) for each \( \beta : \overline{Y} \to \{0,1\} \) in some position \( s \in [0, M-1] \). To be precise, to each \( s \in [0, M-1] \), we associate the assignment \( \beta_s : \overline{Y} \to \{0,1\} \) where \( \beta_s(Y) = 1 \) if and only if \( s \equiv 0 \mod p(Y) \). Then, \( \tau(\nu(E))(s) \) will be \( P(\alpha \cup \beta_s) \). This means, \( \nu(E) = 1 \) implies that \( P(\alpha \cup \beta) = 1 \) for all assignments \( \beta : \overline{Y} \to \{0,1\} \).

Our expression implements this as follows. For each \( i = 1, \ldots, \ell \), it walks to the right to some position \( M' \geq M \) and then walks back to the origin. On the way to the right, the behavior depends on whether \( Z_i \) is an existential or a universal variable. If \( Z_i \) is existential, we either place \( a_i \) at every position (if \( \alpha(Z_i) = 1 \)) or \( b_i \) at every position (if \( \alpha(Z_i) = 0 \)). If \( Z_i \) is universal, we place \( a_i \) in the positions divisible by \( p(Z_i) \); and we place \( b_i \) in the others. That way, in position \( s \in [0, M-1] \), the accumulated element will be \( P(\alpha \cup \beta_s) \).

The complete proof can be found in the full version [9]. \( \blacktriangleleft \)

Let us now show some applications of Theorem 6:

\begin{corollary}
\( \text{KP}(G \wr \mathbb{Z}) \) is \( \Sigma^p_2 \)-complete for \( G \) finite non-solvable or f.g. non-abelian free.
\end{corollary}

\begin{proof}[Proof] Finite non-solvable groups and f.g. non-abelian free groups are uniformly SENS [3]. By Theorem 6, \( \text{KP}(G \wr \mathbb{Z}) \) is \( \Sigma^p_2 \)-hard. It remains to show that \( \text{KP}(G \wr \mathbb{Z}) \) belongs to \( \Sigma^p_2 \). According to [12] (see also the proof of Theorem 2) it suffices to show that \( \text{PERIODIC}(G) \) and \( \text{ExpEq}(G) \) both belong to \( \Sigma^p_2 \). The problem \( \text{PERIODIC}(G) \) belongs to \( \text{coNP} \) (since the word problem for \( G \) can be solved in polynomial time) and \( \text{ExpEq}(G) \) belongs to \( \text{NP} \). For a finite group this is clear and for a free group one can use [29]. \( \blacktriangleleft \)

Theorem 6 can be also applied to Thompson’s group \( F \). This is one of the most well studied groups in (infinite) group theory due to its unusual properties, see e.g. [5]. It can be defined in several ways; let us just mention the following finite presentation: \( F = \langle x_0, x_1 \mid [x_0 x_1^{-1}, x_0^{-1} x_1 x_0], [x_0^2 x_1^2, x_0^{-2} x_1 x_0^2] \rangle \). Thompson’s group \( F \) is uniformly SENS [3] and contains a copy of \( F \wr \mathbb{Z} \) [14]. Theorem 6 yields:
Corollary 26. The knapsack problem for Thompson’s group $F$ is $\Sigma_2^p$-hard.

We conjecture $\Sigma_2^p$-completeness. Since $F$ is co-context-free [23], $KP(F)$ is decidable [22].

Wreath product with difficult power word problems. In [27] it was shown that the problem $\text{PowerWP}(G \wr \mathbb{Z})$ is coNP-complete in case $G$ is a finite non-solvable group or a f.g. free group. The proof in [27] immediately generalizes to the case were $G$ is uniformly SENS. This yields Theorem 5. Alternatively, one can prove Theorem 5 by showing that

- $\forall$-SAT($G$) (the question whether a given $G$-program $P$ evaluates to the group identity for all assignment) is coNP-hard if $G$ is uniformly SENS, and
- $\forall$-SAT($G$) is logspace many-one reducible to $\text{PowerWP}(G \wr \mathbb{Z})$.

This can be shown with the same reductions as in Lemmas 23 and 24.

Fix a f.g. group $G = (\Sigma)$. With $WP(G, \Sigma)$ we denote the set of all words $w \in \Sigma^*$ such that $w = 1$ in $G$ (the word problem for $G$ with respect to $\Sigma$). We say that $G$ is co-context-free if $\Sigma^* \setminus WP(G, \Sigma)$ is context-free (the choice of $\Sigma$ is not relevant for this) [18, Section 14.2].

Theorem 27. The power word problem for a co-context-free group $G$ belongs to coNP.

Proof. The following argument is similar to the decidability proof for knapsack in co-context-free groups in [22]. Let $G = (\Sigma)$ and let $(u_1, k_1, u_2, k_2, \ldots, u_d, k_d)$ be the input power word, where $u_i \in \Sigma^*$. We can assume that all $k_i$ are positive. We have to check whether $u_1^{k_1}u_2^{k_2} \cdots u_d^{k_d}$ is trivial in $G$. Let $L$ be the complement of $WP(G, \Sigma)$, which is context-free. Take the alphabet $\{a_1, \ldots, a_d\}$ and define the morphism $h : \{a_1, \ldots, a_d\}^* \rightarrow \Sigma^*$ by $h(a_i) = u_i$. Consider the language $K = h^{-1}(L) \cap a_1^*a_2^* \cdots a_d^*$. Since the context-free languages are closed under inverse morphisms and intersections with regular languages, $K$ is context-free too. Moreover, from the tuple $(u_1, u_2, \ldots, u_d)$ we can compute in polynomial time a context-free grammar for $K$: Start with a push-down automaton $M$ for $L$ (since $L$ is a fixed language, this is an object of constant size). From $M$ one can compute in polynomial time a push-down automaton $M'$ for $h^{-1}(L)$: when reading the symbol $a_i$, $M'$ has to simulate (using $\varepsilon$-transitions) $M$ on $h(a_i)$. Next, we construct in polynomial time a push-down automaton $M''$ for $h^{-1}(L) \cap a_1^*a_2^* \cdots a_d^*$ using a product construction. Finally, we transform $M''$ back into a context-free grammar. This is again possible in polynomial time using the standard triple construction. It remains to check whether $a_1^{k_1}a_2^{k_2} \cdots a_d^{k_d} \notin L(G)$. This is equivalent to $(k_1, k_2, \ldots, k_d) \notin \Psi(L(G))$, where $\Psi(L(G))$ denotes the Parikh image of $L(G)$. Checking $(k_1, k_2, \ldots, k_d) \in \Psi(L(G))$ is an instance of the uniform membership problem for commutative context-free languages, which can be solved in NP according to [19]. This implies that the power word problem for $G$ belongs to coNP.

Theorem 28. For Thompson’s group $F$, the power word problem is coNP-complete.

Proof. Since $F$ is co-context-free [23], Theorem 27 yields the upper bound. The lower bound follows from Theorem 5 and the facts that $F$ is uniformly SENS and that $F \wr \mathbb{Z} \leq F$.

7 Open problems

Our results naturally lead to several open research problems:

- Theorems 1 and 5 leave some room for further improvements. In this context, a particularly interesting problem is the power word problem for a wreath product $G \wr \mathbb{Z}$, where $G$ is finite solvable but not nilpotent. Recall that for Theorem 5 we reduced $\forall$-SAT($G$) to $\text{PowerWP}(G \wr \mathbb{Z})$. This reduction works for every non-trivial f.g. group. Moreover, the problem whether a given equation $u = v$ with variables holds in $G$ for all assignments
of the variables to elements of \( G \) (called EqnId\((G)\) in [44]) can be easily reduced to \( \forall\)-\text{Sat} \((G)\). This allows us to apply recent results from [44], where the author constructs finite solvable groups \( G \) for which EqnId\((G)\) cannot be solved in polynomial time assuming the exponential time hypothesis (this holds for instance for all finite solvable groups of Fitting length at least 4). Hence, there is no hope to find a polynomial time algorithm for the power word problem for \( G \wr \mathbb{Z} \) for every finite solvable group \( G \), but one can still look at restricted classes of solvable groups.

We believe that in Theorem 22, the assumption that \( H \) is orderable is not needed. In other words, we conjecture the following: Let \( H \) and \( A \) be f.g. groups where \( A \) is abelian and \( H \) is knapsack-semilinear. If \( E_H(n) \) is exponentially bounded then so is \( E_{A \wr H}(n) \).

Recall the we proved that knapsack for Thompson’s group \( F \) is \( \Sigma^p_2 \)-hard. Decidability of knapsack for Thompson’s group \( F \) follows from [22] and the fact that \( F \) is co-context-free. It is shown in [22] that for every co-context-free group the knapsack problem reduces to checking non-universality of the Parikh image of a bounded context-free language. The latter problem belongs to \( \text{NEXPTIME} \) [20, Theorem 2.10] (see also [16, Corollary 1]). It would be interesting to find better complexity bounds for this problem.
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1 Introduction

In this paper, we study two-player non-zero sum infinite duration quantitative games played on graph games. In non-zero sum games, the notion of worst-case value is not rich enough to reason about the (rational) behavior of players. More elaborate solution concepts have been proposed in game theory to reason about non-zero sum games: Nash equilibria, subgames perfect equilibria, admissibility, and Stackelberg equilibria are important examples of such solution concepts, see e.g. [18] and [19].

Let us first recall the abstract setting underlying the notion of Stackelberg equilibria and explain the variant that is the focus of this paper. Stackelberg games are strategic games played by two players. We note Σ₀ the set of strategies of Player 0, also called
Both players receive the leader, and \( \Sigma_1 \) the set of strategies of Player 1, also called the follower. Additionally, the game comes with two (usually \( \mathbb{R} \)-valued) payoff functions, \( \text{Payoff}_0 \) and \( \text{Payoff}_1 \), that determine the payoff each player receives: if \( \sigma_0 \in \Sigma_0 \) and \( \sigma_1 \in \Sigma_1 \) are chosen then Player 0 receives the payoff \( \text{Payoff}_0(\sigma_0, \sigma_1) \) while Player 1 receives the payoff \( \text{Payoff}_1(\sigma_0, \sigma_1) \). Both players aim at maximizing their respective payoffs, and in a Stackelberg game, players play sequentially as follows: (1) Player 0, the leader, announces her choice of strategy \( \sigma_0 \in \Sigma_0 \). (2) Player 1, the follower, announces his choice of strategy \( \sigma_1 \in \Sigma_1 \). (3) Both players receive their respective payoffs: \( \text{Payoff}_0(\sigma_0, \sigma_1) \) and \( \text{Payoff}_1(\sigma_0, \sigma_1) \). Due to the sequential nature of the game, Player 1 knows the strategy \( \sigma_0 \), and so to act rationally (s)he should choose a strategy \( \sigma_1 \) that maximizes the payoff \( \text{Payoff}_1(\sigma_0, \sigma_1) \). If such a strategy \( \sigma_1 \) exists, it is called a best-response \(^1\) to the strategy \( \sigma_0 \in \Sigma_0 \). In turn, if the leader assumes a rational response of the follower to her strategy, this should guide the leader when choosing \( \sigma_0 \in \Sigma_0 \). Indeed, the leader should choose a strategy \( \sigma_0 \in \Sigma_0 \) such that the value \( \text{Payoff}_0(\sigma_0, \sigma_1) \) is as large as possible when \( \sigma_1 \) is a best-response of the follower.

Two different scenarios can be considered in this setting: either the best-response \( \sigma_1 \in \Sigma_1 \) is imposed by the leader (or equivalently chosen cooperatively by the two players), or the best-response is chosen adversarially by Player 1. In classical results from game theory and most of the close related works on games played on graphs \([13, 15]\), with the exception of \([17]\), only the cooperative scenario has been investigated. But, the adversarial case is interesting because it allows us to model the situation in which the leader chooses \( \sigma_0 \in \Sigma_0 \) only and must be prepared to face any rational response of Player 1, i.e. if Player 1 has several possible best responses then \( \sigma_0 \) should be designed to face all of them. In this paper, our main contribution is to investigate the second route. As already noted in \([17]\), this route is particularly interesting for applications in automatic synthesis. Indeed, when designing a program, and this is especially true for reactive programs \([20, 2]\), we aim for robust solutions that works for multiple rational usages, e.g. all the usages that respect some specification or that maximize some measure for the user.

To reflect the two scenarios above, there are two notions of Stackelberg values. First, the cooperative Stackelberg value is the largest value that Player 0 can secure by proposing a strategy \( \sigma_0 \) and a strategy \( \sigma_1 \) to the follower with the constraint that \( \sigma_1 \) is a best-response for the follower to \( \sigma_0 \). Second, the adversarial Stackelberg value is the largest value that Player 0 can secure by proposing a strategy \( \sigma_0 \) and facing any best response \( \sigma_1 \) of the follower to the strategy \( \sigma_0 \). In this paper, we mostly concentrate on the adversarial Stackelberg value, for infinite duration games played on bi-weighted game graphs for the mean-payoff function and the discounted sum function. The cooperative case has been studied in \([13, 15]\) and we only provide some additional results when relevant for that case (see also related works below).

**Main contributions.** First, we consider the mean-payoff function. For this payoff function, best responses of Player 1 to a strategy \( \sigma_0 \in \Sigma_0 \) not always exist (Lemma 3). As a consequence, the cooperative (CSV) and adversarial (ASV) Stackelberg values are defined using \( \epsilon \)-best responses. While strategies of Player 0 to achieve CSV always exist as shown in \([13]\), we show that it is not the case for ASV (Theorem 4). The ASV can only be approached in general and memory may be necessary to play optimally or \( \epsilon \)-optimally in adversarial Stackelberg games for the mean-payoff function (Theorem 4). We also provide results for related algorithmic

---

\(^1\) As we will see later in the paper, sometimes, best-responses are not guaranteed to exist. In such cases, we need to resort to weaker notions such as \( \epsilon \)-best-responses. We leave those technical details for later in the paper.
problems. We provide a notion of witness for proving that the ASV is (strictly) above some threshold (Theorem 5), and it is the basis for an \textsc{np} algorithm to solve the threshold problem (Theorem 7). Finally, we show how the ASV can be computed effectively (Theorem 12).

Second, we consider the discounted sum function. In that case, best responses of Player 1 to strategies $\sigma_0 \in \Sigma_0$ of Player 0 always exist (Lemma 13). The CSV and ASV are directly based on best-responses in that case. Then we draw a link between the target discounted sum problem and the CSV threshold problem (Lemma 15). The target discounted sum problem has been studied recently in [1], left open there for the general case and shown to be related to other open problems in piecewise affine maps and the representation of numbers in nonintegral bases. As a consequence, we introduce a relaxation of the threshold problems for both CSV and ASV in the form of gap problems (or promised problems as defined in [12]). We provide algorithms to solve those gap problems (Theorem 17) both for CSV and ASV. Finally, we prove \textsc{NP}-hardness for the gap problems both for CSV and ASV (Theorem 18).

Closely related work. The notions of cooperative and adversarial synthesis have been introduced in [11, 17], and further studied in [7, 10]. Those two notions are closely related to our notion of cooperative and adversarial Stackelberg value respectively. The games that are considered in those papers are infinite duration games played on graphs but they consider Boolean $\omega$-regular payoff functions or finite range $\omega$-regular payoff functions. Neither the mean-payoff function nor the discounted sum payoff function are $\omega$-regular, and thus they are not considered in [11, 17]. The $\omega$-regularity of the payoff functions that they consider is central to their techniques: they show how to reduce their problems to problems on tree automata and strategy logic. Those reductions cannot be used for payoff functions that are not $\omega$-regular functions and we need specific new techniques to solve our problems.

In [13, 15], the cooperative scenario for Stackelberg game is studied for mean-payoff and discounted sum respectively. Their results are sufficient to solve most of the relevant questions on the CSV but not for ASV. Indeed, the techniques that are used for CSV are closely related to the techniques that are used to reason on Nash equilibria and build on previous works [4] which in turn reduce to algorithmic solutions for zero-sum one dimensional mean-payoff (or discounted sum games). For the ASV in the context of the mean-payoff function, we have to use more elaborate multi-dim. mean-payoff games and a notion of Pareto curve adapted from [3]. Additionally, we provide new results on the CSV for the discounted sum function. First, our reduction that relates the target discounted sum problem to the CSV is new and gives additional explanations why the CSV is difficult to solve and not solved in the general case in [15]. Second, while we also leave the general problem open here, we show how to solve the gap problems related to both CSV and ASV. Finally, the authors of [14] study incentive equilibria for multi-player mean-payoff games. This work is an extension of their previous work [13] and again concentrates on CSV and does not consider ASV.

Structure of the paper. In Sect. 2, we introduce the necessary preliminaries for our definitions and developments. In Sect. 3, we consider the adversarial Stackelberg value for the mean-payoff function. In Sect. 4, we present our results for the discounted sum function.

2 Preliminaries and notations

Arenas. A (bi-weighted) arena $A = (V, E, (V_0, V_1), w_0, w_1)$ consists of a finite set $V$ of vertices, a set $E \subseteq V \times V$ of edges such that for all $v \in V$ there exists $v' \in V$ such that $(v, v') \in E$, a partition $(V_0, V_1)$ of $V$, where $V_0$ (resp. $V_1$) is the set of vertices for Player 0 (resp. Player 1), and two edge weight functions $w_0 : E \mapsto \mathbb{Z}$, $w_1 : E \mapsto \mathbb{Z}$. In the sequel, we
denote the maximum absolute value of a weight in $A$ by $W$. As arenas are directed weighted graphs, we use, sometimes without recalling the details, the classical vocabulary for directed graphs. E.g., a set of vertices $S \subseteq V$ is a strongly connected component of the arena (SCC for short), if for all $s_1, s_2 \in S$, there exists a path from $s_1$ to $s_2$ and a path from $s_2$ to $s_1$.

**Plays and histories.** A play in $A$ is an infinite sequence of vertices $\pi = \pi_0\pi_1 \cdots \in V^\omega$ such that for all $k \in \mathbb{N}, (\pi_k, \pi_{k+1}) \in E$. We denote by $\text{Plays}_A$ the set of plays in $A$, omitting the subscript $A$ when the underlying arena is clear from the context. Given $\pi = \pi_0\pi_1 \cdots \in \text{Plays}_A$ and $k \in \mathbb{N}$, the prefix $\pi_0\pi_1 \cdots \pi_k$ of $\pi$ (resp. suffix $\pi_k\pi_{k+1} \cdots$ of $\pi$) is denoted by $\pi_{\leq k}$ (resp. $\pi_{\geq k}$). An history in $A$ is a (non-empty) prefix of a play in $A$. The length $|h|$ of an history $h = \pi_{\leq k}$ is the number $|h| = k$ of its edges. We denote by $\text{Hist}_A$ the set of histories in $A$, $A$ is omitted when clear from the context. Given $i \in \{0, 1\}$, the set $\text{Hist}_A^i$ denotes the set of histories such that their last vertex belongs to $V_i$. We denote the last vertex of a history $h$ by $\text{last}(h)$. We write $h \leq \pi$ whenever $h$ is a prefix of $\pi$. A play $\pi$ is called a lasso if it is obtained as the concatenation of a history $h$ concatenated with the infinite repetition of another history $l$, i.e. $\pi = h \cdot l^\omega$ with $h, l \in \text{Hist}_A$ (notice that $l$ is not necessary a simple cycle). The size of a lasso $h \cdot l^\omega$ is defined as $|h \cdot l|$. Given a vertex $v \in V$ in the arena $A$, we denote by $\text{Succ}(v) = \{v' \mid (v, v') \in E\}$ the set of successors of $v$ and by $\text{Succ}^*$ its transitive closure.

**Games.** A game $G = (A, (\text{Val}_0, \text{Val}_1))$ consists of a bi-weighted arena $A$, a value function $\text{Val}_0 : \text{Plays}_A \mapsto \mathbb{R}$ for Player 0 and a value function $\text{Val}_1 : \text{Plays}_A \mapsto \mathbb{R}$ for Player 1. In this paper, we consider the classical mean-payoff and discounted-sum value functions. Both are played in bi-weighted arenas.

In a mean-payoff game $G = (A, (\text{MP}_0, \text{MP}_1))$ the payoff functions $\text{MP}_0, \text{MP}_1$ are defined as follows. Given a play $\pi \in \text{Plays}_A$ and $i \in \{0, 1\}$, the payoff $\text{MP}_i(\pi)$ is given by $\text{MP}_i(\pi) = \liminf_{k \to \infty} \frac{1}{k} w_i(\pi_{\leq k})$, where the weight $w_i(h)$ of an history $h \in \text{Hist}$ is the sum of the weights assigned by $w_i$ to its edges. In our definition of the mean-payoff, we have used lim inf, we will also need the lim sup case for technical reasons. Here is the formal definition together with its notation: $\overline{\text{MP}}_i(\pi) = \limsup_{k \to \infty} \frac{1}{k} w_i(\pi_{\leq k})$

For a given discount factor $0 < \lambda < 1$, a discounted sum game is a game $G = (A, (\text{DS}_0^\lambda, \text{DS}_1^\lambda))$ where the payoff functions $\text{DS}_0^\lambda, \text{DS}_1^\lambda$ are defined as follows. Given a play $\pi \in \text{Plays}_A$ and $i \in \{0, 1\}$, the payoff $\text{DS}_i^\lambda(\pi)$ is defined as $\text{DS}_i^\lambda(\pi) = \sum_{k=0}^{\infty} \lambda^k w_i(\pi_{k}, \pi_{k+1})$.

**Strategies and payoffs.** A strategy for Player $i \in \{0, 1\}$ in a game $G = (A, (\text{Val}_0, \text{Val}_1))$ is a function $\sigma : \text{Hist}_A^i \mapsto V$ that maps histories ending with a vertex $v \in V_i$ to a successor of $v$. The set of all strategies of Player $i \in \{0, 1\}$ in the game $G$ is denoted $\Sigma_i(G)$, or $\Sigma_i$ when $G$ is clear from the context.

A strategy has memory $M$ if it can be realized as the output of a finite state machine with $M$ states. A memoryless (or positional) strategy is a strategy with memory 1, that is, a function that only depends on the last element of the given partial play. We note $\Sigma^\text{ML}$ the set of memoryless strategies of Player $i$, and $\Sigma^\text{FM}_i$ its set of finite memory strategies. A profile is a pair of strategies $\bar{\sigma} = (\sigma_0, \sigma_1)$, where $\sigma_0 \in \Sigma_0(G)$ and $\sigma_1 \in \Sigma_1(G)$. As we consider games with perfect information and deterministic transitions, any profile $\bar{\sigma}$ yields, from any history $h$, a unique play or outcome, denoted $\text{Out}_h(G, \bar{\sigma})$. Formally, $\text{Out}_h(G, \bar{\sigma})$ is the play $\pi$ such that $\pi_{|h|−1} = h$ and $\forall k \geq |h| − 1$ it holds that $\pi_{k+1} = \sigma_i(\pi_{\leq k})$ if $\pi_k \in V_i$. The set of outcomes (resp. histories) compatible with a strategy $\sigma \in \Sigma_{\in \{0, 1\}}(G)$ after a history $h$ is $\text{Out}_h(G, \sigma) = \{\pi \mid \exists \bar{\sigma}' \in \Sigma_{\in \{0, 1\}}(G) \text{ such that } \pi = \text{Out}_h(G, (\sigma, \sigma'))\}$ (resp. $\text{Hist}_h(\sigma) = \{h' \in \text{Hist}(G) \mid \exists \pi \in \text{Out}_h(G, \sigma), n \in \mathbb{N} : h' = \pi_{\leq n}\}$).
Each outcome \( \pi \) in \( G = (A, (Val_0, Val_1)) \) yields a payoff \( Val(\pi) = (Val_0(\pi), Val_1(\pi)) \), where \( Val_0(\pi) \) is the payoff for Player 0 and \( Val_1(\pi) \) is the payoff for Player 1. We denote by \( Val(h, \sigma) = Val(Out_h(G, \sigma)) \) the payoff of a profile of strategies \( \sigma \) after a history \( h \).

Usually, we consider game instances such that players start to play at a fixed vertex \( v_0 \). Thus, we call an initialized game a pair \( (G, v_0) \), where \( G \) is a game and \( v_0 \in V \) is the initial vertex. When the initial vertex \( v_0 \) is clear from context, we speak directly of \( G, Out(G, \sigma), Out(\sigma), Val(\sigma) \) instead of \( (G, v_0), Out_{v_0}(G, \sigma), Out_{v_0}(\sigma), Val(v_0, \sigma) \). We sometimes simplify further the notation omitting also \( G \), when the latter is clear from the context.

**Best-responses and adversarial value in zero-sum games.** Let \( G = (A, (Val_0, Val_1)) \) be a \((Val_0, Val_1)\)-game on the bi-weighted arena \( A \). Given a strategy \( \sigma_0 \) for Player 0, we define two sets of strategies for Player 1. His best-responses to \( \sigma_0 \), noted \( BR_1(\sigma_0) \), and defined as:

\[
\{ \sigma_1 \in \Sigma_1 \mid \forall v \in V : \forall \sigma'_1 \in \Sigma_1 : Val_1(Out_v(\sigma_0, \sigma_1)) \geq Val_1(Out_v(\sigma_0, \sigma'_1)) \}.
\]

And his \( \epsilon \)-best-responses to \( \sigma_0 \), for \( \epsilon > 0 \), noted \( BR_1^\epsilon(\sigma_0) \), and defined as:

\[
\{ \sigma_1 \in \Sigma_1 \mid \forall v \in V : \forall \sigma'_1 \in \Sigma_1 : Val_1(Out_v(\sigma_0, \sigma_1)) > Val_1(Out_v(\sigma_0, \sigma'_1)) - \epsilon \}.
\]

We also introduce notations for zero-sum games (that are needed as intermediary steps in our algorithms). The adversarial value that Player 1 can enforce in the game \( G \) from vertex \( v \) as:

\[
WCV_1(v) = \sup_{\sigma_1 \in \Sigma_1} \inf_{\sigma_0 \in \Sigma_0} Val_1(Out_v(\sigma_0, \sigma_1)).
\]

Let \( A \) be an arena, \( v \in V \) one of its states, and \( O \subseteq \text{ Plays}_A \) be a set of plays (called objective), then we write \( A, v \models \triangleleft i \triangleright O \), if \( \exists \sigma_i \in \Sigma_i : \forall \sigma_{1-i} \in \Sigma_{1-i} : Out_v(A, (\sigma, \sigma')) \in O, \text{ for } i \in \{0,1\} \). Here the underlying interpretation is zero-sum: Player \( i \) wants to force an outcome in \( O \) and Player \( 1 - i \) has the opposite goal. All the zero-sum games we consider in this paper are determined meaning that for all \( A \), for all objectives \( O \subseteq \text{ Plays}_A \) we have that: \( A, v \models \triangleleft i \triangleright O \) iff \( A, v \not\models \triangleleft i \triangleright \text{ Plays}_A \setminus O \).

**Convex hull and \( F_{\text{min}} \).** First, we need some additional notations and vocabulary related to linear algebra. Given a finite set of \( d \)-dim. vectors \( X \subseteq \mathbb{R}^d \), we note the set of all their convex combinations as \( \text{CH}(X) = \{ v \mid v = \sum_{x \in X} \alpha_x : x \land \forall x \in X : \alpha_x \in [0,1] \land \sum_{x \in X} \alpha_x = 1 \} \), this set is called the convex hull of \( X \). We also need the following additional, and less standard notions, introduced in [5]. Given a finite set of \( d \)-dim. vectors \( X \subseteq \mathbb{R}^d \), let \( f_{\text{min}}(X) \) be the vector \( v = (v_1, v_2, \ldots, v_d) \) where \( v_i = \min \{ c \mid \exists x \in X : x_i = c \} \), i.e. the vector \( v \) is the pointwise minimum of the vectors in \( X \). Let \( S \subseteq \mathbb{R}^d \), then \( F_{\text{min}}(S) = \{ f_{\text{min}}(P) \mid P \text{ is a finite subset of } S \} \). The following proposition expresses properties of the \( F_{\text{min}}(S) \) operator that are useful for us in the sequel. The interested reader will find more results about the \( F_{\text{min}} \) operator in [5].

**Proposition 1.** For all sets \( S \subseteq \mathbb{R}^d \), for all \( x \in F_{\text{min}}(S) \), there exists \( y \in S \) such that \( x \leq y \). If \( S \) is a closed bounded set then \( F_{\text{min}}(S) \) is also a closed bounded set.

In the sequel, we also use formulas of the theory of the reals with addition and order, noted \((\mathbb{R}, +, \leq)\), in order to define subsets of \( \mathbb{R}^n \). This theory is decidable and admits effective quantifier elimination [8].
3 Adversarial Stackelberg value for mean-payoff games

Mean-payoffs induced by simple cycles. Given a play \( \pi \in \text{Plays}_A \), we note \( \inf(\pi) \) the set of vertices \( v \) that appear infinitely many times along \( \pi \), i.e., \( \inf(\pi) = \{ v \mid \forall i \in \mathbb{N} : j \geq i : v = \pi_j \} \). It is easy to see that \( \inf(\pi) \) is an SCC in the underlying graph of the arena \( A \). A cycle \( c \) is a sequence of edges that starts and stops in a given vertex \( v \), it is simple if it does not contain any other repetition of vertices. Given an SCC \( S \), we write \( \text{C}(S) \) for the set of simple cycles inside \( S \). Given a simple cycle \( c \), for \( i \in \{0, 1\} \), let \( \text{MP}_i(c) = \frac{w_i(c)}{\text{length}(c)} \) be the mean of \( w_i \) weights along edges in the simple cycle \( c \), and we call the pair \( (\text{MP}_0(c), \text{MP}_1(c)) \) the mean-payoff coordinate of the cycle \( c \). We write \( \text{CH}(\text{C}(S)) \) for the convex-hull of the set of mean-payoff coordinates of simple cycles of \( S \). The following theorem relates the \( d \)-dim. mean-payoff values of infinite plays and the \( d \)-dim. mean-payoff of simple cycles in the arena.

\[ \text{Theorem 2 ([5]). Let } S \text{ be an SCC in the arena } A, \text{ the following two properties hold: (i) for all } \pi \in \text{Plays}_A, \text{ if } \inf(\pi) \subseteq S \text{ then } (\text{MP}_0(\pi), \text{MP}_1(\pi)) \in \text{F}_{\text{min}}(\text{CH}(\text{C}(S))) \text{ (ii) for all } (x, y) \in \text{F}_{\text{min}}(\text{CH}(\text{C}(S))), \text{ there exists } \pi \in \text{Plays}_A \text{ such that } \inf(\pi) = S \text{ and } (\text{MP}_0(\pi), \text{MP}_1(\pi)) = (x, y). \text{ Furthermore, the set } \text{F}_{\text{min}}(\text{CH}(\text{C}(S))) \text{ is effectively expressible in } (\mathbb{R}, +, \leq). \]

In the sequel, we denote by \( \Phi_S(x, y) \) the formula with two free variables in \( (\mathbb{R}, +, \leq) \) such that for all \( (u, v) \in \mathbb{R}^2 \), \( (u, v) \in \text{F}_{\text{min}}(\text{CH}(\text{C}(S))) \) if and only if \( \Phi_S(x, y)[x/u, y/v] \) is true.

On the existence of best-responses for MP. We start the study of mean-payoff games with some considerations about the existence of best-responses and \( \epsilon \)-best-responses for Player 1 to strategies of Player 0.

\[ \text{Lemma 3. There is a mean-payoff game } G \text{ and a strategy } \sigma_0 \in \Sigma_0(G) \text{ such that } B_R(\sigma_0) = \emptyset. \text{ For all mean-payoff games } G \text{ and finite memory strategies } \sigma_0 \in \Sigma_{0}^{\text{FM}}(G), \text{ B}_R(\sigma_0) \neq \emptyset. \text{ For all mean-payoff games } G, \text{ for all strategies } \sigma_0 \in \Sigma_0(G), \text{ for all } \epsilon > 0, \text{ B}_R(\sigma_0) \neq \emptyset. \]

\[ \text{Proof sketch - full proof in the full version [9]. First, in the arena of Fig. 1, we consider the strategy of Player 0 that plays the actions } c \text{ and } d \text{ with a frequency that is equal to } 1 - \frac{1}{k} \text{ for } c \text{ and } \frac{1}{k} \text{ for } d \text{ where } k \text{ is the number of times that Player 1 has played } a \text{ in state 1 before sending the game to state 2. We claim that there is no best response of Player 1 to this strategy of Player 0. Indeed, taking } a \text{ one more time before going to state 2 is better for Player 1.}

Second, if Player 0 plays a finite memory strategy, then a best response for Player 1 is an optimal path for the mean-payoff of Player 1 in the finite graph obtained as the product of the original game arena with the finite state strategy of Player 0. Optimal mean-payoff paths are guaranteed to exist [16].

Finally, the existence of \( \epsilon \)-best responses for \( \epsilon > 0 \), is guaranteed by an analysis of the infinite tree obtained as the unfolding of the game arena with the (potentially infinite memory) strategy of Player 1. Branches of this tree witness responses of Player 1 to the strategy of Player 0. The supremum of the values of those branches for Player 1 is always approachable to any \( \epsilon > 0 \). \]

According to Lemma 3, the set of best-responses of Player 1 to a strategy of Player 0 can be empty. As a consequence, we need to use the notion of \( \epsilon \)-best-responses (which are always guaranteed to exist) when we define the adversarial Stackelberg value:

\[ \text{ASV}(\sigma_0)(v) = \sup_{\epsilon \geq 0} \inf_{B_R(\sigma_0) \neq \emptyset} \text{MP}_0(\text{Out}_v(\sigma_0, \sigma_1)) \text{ and } \text{ASV}(v) = \sup_{\sigma_0 \in \Sigma_0} \text{ASV}(\sigma_0)(v) \]
Figure 1 A mean-payoff game in which there exists a Player 0’s strategy $\sigma_0$ such that $BR_1(\sigma_0) = \emptyset$.

Figure 2 In this game, $ASV(v_0) = 1$ but there is no Player 0 strategy to achieve this value.

We note that when best-respondes to a strategy $\sigma_0$ exist, then as expected the following equality holds, because $BR_1(\sigma_0) = BR_1^0(\sigma_0)$ and $BR_1^2(\sigma_0) = BR_1^2(\sigma_0)$ for all $\epsilon_1 \leq \epsilon_2$, $\epsilon$ should be taken equal to 0:

$$ASV(\sigma_0)(v) = \sup_{\epsilon \geq 0 \mid BR_1(\sigma_0) \neq \emptyset} \inf_{\sigma_1 \in BR_1(\sigma_0)} MP_0(Out_v(\sigma_0, \sigma_1)) = \inf_{\sigma_1 \in BR_1(\sigma_0)} MP_0(Out_v(\sigma_0, \sigma_1))$$

Finally, we note that changing the sup over $\epsilon$ into an inf in our definition, we get the classical notion of worst-case value in which the rationality of Player 1 and his payoff are ignored. We also recall the definition of CSV, the cooperative Stackelberg value:

$$CSV(\sigma_0)(v) = \sup_{\epsilon \geq 0 \mid BR_1(\sigma_0) \neq \emptyset} \sup_{\sigma_1 \in BR_1(\sigma_0)} MP_0(Out_v(\sigma_0, \sigma_1)) \text{ and } CSV(v) = \sup_{\sigma_0 \in \Sigma_0} CSV(\sigma_0)(v)$$

The interest reader is referred to [13] for an in-depth treatment of this value.

The adversarial Stackelberg value may not be achievable. In contrast with results in [13] that show that CSV can always be achieved, the following statement expresses the fact that the adversarial Stackelberg value may not be achievable but it can always be approximated by a strategy of Player 0.

Theorem 4. There exists a mean-payoff game $G$ in which Player 0 has no strategy which enforces the adversarial Stackelberg value. Furthermore, for all mean-payoff games $G$, for all vertices $v \in V$, for all $\epsilon > 0$, there exists a strategy $\sigma_0 \in \Sigma_0$ such that $ASV(\sigma_0)(v) > ASV(v) - \epsilon$. Memory is needed to achieve high $ASV$.

Proof sketch - full proof in the full version [9]. First, consider the game depicted in Fig 2. In this game, $ASV(v_0) = 1$ and it is not achievable. Player 0 needs to ensure that Player 1 does not take the transition from $v_0$ to $v_2$ otherwise she gets a payoff of 0. To ensure this, Player 0 needs to choose a strategy (that cycles within $\{v_0, v_1\}$) and that gives to Player 1 at least $1 + \epsilon$ with $\epsilon > 0$. Such strategies gives $1 - \epsilon$ to Player 0, and the value 1 cannot be reached.

Second, by definition of the ASV, the value is obtained as the sup over all strategies of Player 0. As a consequence, $\epsilon$-optimal strategies (for $\epsilon > 0$) exist. ▷
Witnesses for the ASV. Given a mean-payoff game $G$, we associate with each vertex $v$, the following set of pairs of real numbers: $\Lambda(v) = \{(c, d) \in \mathbb{R}^2 \mid |v| \leq 1 \Rightarrow \mathbb{M}^c_0 \leq c \land \mathbb{M}^d_1 \geq d\}$. We say that $v$ is $(c, d)$-bad if $(c, d) \in \Lambda(v)$. Let $v' \in \mathbb{R}$. A play $\pi$ in $G$ is called a $(c', d)$-witness of $\mathbb{A}(v) > c$ if it starts from $v$, $(\mathbb{M}^c_0(\pi), \mathbb{M}^d_1(\pi)) = (c', d)$, $c' > c$ and $\pi$ does not contain any $(c, d)$-bad vertex. A play $\pi$ is called a witness of $\mathbb{A}(v) > c$ if it is a $(c', d)$-witness of $\mathbb{A}(v) > c$ for some $c', d$. The following theorem justifies the name witness.

**Theorem 5.** Let $G$ be a mean-payoff game and $v$ be one of its vertices. $\mathbb{A}(v) > c$ iff there exists a play $\pi$ in $G$ such that $\pi$ is a witness of $\mathbb{A}(v) > c$.

**Proof.** From right to left. Assume the existence of a $(c', d)$-witness $\pi$ and let us show that there exists a strategy $\sigma_0$ which forces $\mathbb{A}(\sigma_0)(v) > c$. We define $\sigma_0$ as follows:

1. for all histories $h \leq \pi$ such that last $(h)$ belongs to Player 0, $\sigma_0(h)$ follows $\pi$.
2. for all histories $h \notin \pi$ where there has been a deviation from $\pi$ by Player 1, we assume Player 0 switches to a strategy that we call *punishing*. This strategy is defined as follows. In the subgame after history $h'$ where $h'$ is a first deviation by Player 1 from $\pi$, we know that Player 0 has a strategy to enforce the objective: $\mathbb{M}^c_0 > c \land \mathbb{M}^d_1 < d$. This is true because $\pi$ does not cross any $(c, d)$-bad vertex. So, we know that $h' \not< 1 \Rightarrow \mathbb{M}^c_0 \leq c \land \mathbb{M}^d_1 \geq d$ which entails the previous statement by determinacy of $n$-dimension mean-payoff games [21] (here $n = 2$).
3. for all other histories $h$, Player 0 can behave arbitrarily as those histories are never reached when Player 0 plays as defined in point 1 and 2 above.

Let us now establish that the strategy $\sigma_0$ satisfies $\mathbb{A}(\sigma_0)(v) > c$. We have to show the existence of some $\epsilon > 0$ such that $\mathbb{B}^c(\sigma_0) \neq \emptyset$ and for all $\sigma_1 \in \mathbb{B}^c(\sigma_0)$, $\mathbb{M}^c_0(\mathbb{B}^c(\sigma_0) \cup \mathbb{M}^d_1(\mathbb{B}^c(\sigma_0) \cup \mathbb{M}^d_1(\sigma_1)))) > c$ holds. For that, we consider two subcases:

1. $\sup_{\sigma_1} \mathbb{M}^c_0(\mathbb{B}^c(\sigma_0) \cup \mathbb{M}^d_1(\sigma_1))) = d = \mathbb{M}^c_0(\pi)$. This means that any strategy $\sigma_1$ of Player 1 that follows $\pi$ is for $\epsilon = 0$ a best-response to $\sigma_0$. Now let us consider any strategy $\sigma_1 \in \mathbb{B}^c(\sigma_0)$. Clearly, $\pi' = \mathbb{B}^c(\sigma_0, \sigma_1)$ is such that $\mathbb{M}^c_0(\pi') > d$. If $\pi' = \pi$, we have that $\mathbb{M}^c_0(\pi') = c' > c$. If $\pi' \neq \pi$, then when $\pi'$ deviates from $\pi$, we know that $\sigma_0$ behaves as the punishing strategy and so we have that $\mathbb{M}^c_0(\pi') > c \lor \mathbb{M}^d_1(\pi') < d$. But as $\sigma_1 \in \mathbb{B}^c(\sigma_0)$, we conclude that $\mathbb{M}^c_1(\pi') \geq d$, and so in turn, we obtain that $\mathbb{M}^c_0(\pi') > c$.

2. $\sup_{\sigma_1} \mathbb{M}^c_0(\mathbb{B}^c(\sigma_0) \cup \mathbb{M}^d_1(\sigma_1))) = d' > d$. Let $\epsilon > 0$ be such that $d' - \epsilon > d$. By Lemma 3, $\mathbb{B}^c(\sigma_0) \neq \emptyset$. Let us now characterize the value that Player 0 receives against any strategy $\sigma_1 \in \mathbb{B}^c(\sigma_0)$. First, if $\sigma_1$ follows $\pi$ then Player 0 receives $c' > c$. Second, if $\sigma_1$ deviates from $\pi$, Player 1 receives at least $d' - \epsilon > d$. But by definition of $\sigma_0$, we know that if the play deviates from $\pi$ then Player 0 applies her punishing strategy. Then we know that the outcome satisfies $\mathbb{M}^c_1 > c \lor \mathbb{M}^d_1 < d$. But as $d' - \epsilon > d$, we must conclude that the outcome $\pi'$ is such that $\mathbb{M}^c_0(\pi') > c$.

From left to right. Let $\sigma_0$ such that $\mathbb{A}(\sigma_0)(v) > c$. Then by the equivalence shown in the proof of Theorem 4, we know that

$$\exists \epsilon > 0 : \mathbb{B}^c(\sigma_0) \neq \emptyset \land \forall \sigma_1 \in \mathbb{B}^c(\sigma_0) : \mathbb{B}^c(\sigma_0, \sigma_1) > c$$

(1)

Let $\epsilon^*$ be a value for $\epsilon$ that makes eq. (1) true. Take any $\sigma_1 \in \mathbb{B}^c(\sigma_0)$ and consider $\pi = \mathbb{B}^c(\sigma_0, \sigma_1)$. We will show that $\pi$ is a witness for $\mathbb{A}(\pi) > c$.

We have that $\mathbb{M}^d_0(\pi) > c$. Let $d_1 = \mathbb{M}^c_0(\pi)$ and consider any $\pi' \in \mathbb{B}^c(\sigma_0)$. Clearly if $\mathbb{M}^c_0(\pi') \geq d_1$ then there exists $\sigma_1' \in \mathbb{B}^c(\sigma_0)$ such that $\pi' = \mathbb{B}^c(\sigma_0, \sigma_1')$ and we conclude that $\mathbb{M}^c_0(\pi') > c$. So all deviations of Player 1 w.r.t. $\pi$ against $\sigma_0$ are either giving him a $\mathbb{M}^c_0$ which is less than $d_1$ or it gives to Player 0 a $\mathbb{M}^d_0$ which is larger than $c$. So $\pi$ is a $(\mathbb{M}^c_0(\pi), \mathbb{M}^d_1(\pi))$-witness for $\mathbb{A}(\pi) > c$ as we have shown that $\pi$ never crosses an $(c, \mathbb{M}^d_1(\pi))$-bad vertex, and we are done. \hfill □
The following statement is a direct consequence of the proof of the previous theorem.

**Corollary 6.** If \( \pi \) is a witness for \( \text{ASV}(v) > c \) then all \( \pi' \) such that: \( \pi'(0) = v \), the set of vertices visited along \( \pi \) and \( \pi' \) are the same, and \( \text{MP}_0(\pi') \geq \text{MP}_0(\pi) \) and \( \text{MP}_1(\pi') \geq \text{MP}_1(\pi) \), are also witnesses for \( \text{ASV}(v) > c \).

**Small witnesses and NP membership.** Here, we refine Theorem 5 to establish membership of the threshold problem to NP.

**Theorem 7.** Given a mean-payoff game \( G \), a vertex \( v \) and a rational value \( c \in \mathbb{Q} \), it can be decided in nondeterministic polynomial time if \( \text{ASV}(v) > c \).

Proof of Thm. 7 relies on the existence of small witnesses established in the following lemma:

**Lemma 8.** Given a mean-payoff game \( G \), a vertex \( v \) and \( c \in \mathbb{Q} \), \( \text{ASV}(v) > c \) if and only if there exists an SCC reachable from \( v \) that contains two simple cycles \( \ell_1, \ell_2 \) such that: (i) there exist \( \alpha, \beta \in \mathbb{Q} \) such that \( \alpha \cdot w_0(\ell_1) + \beta \cdot w_0(\ell_2) = c' > c \), and \( \alpha \cdot w_1(\ell_1) + \beta \cdot w_1(\ell_2) = d \), (ii) there is no \((c,d)\) bad vertex \( v' \) along the path from \( v \) to \( \ell_1 \), the path from \( \ell_1 \) to \( \ell_2 \), and the path from \( \ell_2 \) to \( \ell_1 \).

Proof sketch - full proof in the full version [9]. Theorem 5 establishes the existence of a witness \( \pi \) for \( \text{ASV}(v) > c \). In turn, we show here that the existence of such a \( \pi \) can be established by a polynomially checkable witness composed of the following elements. First, a simple path from \( v \) to the SCC in which \( \pi \) gets trapped in the long run, (ii) two simple cycles (that can produce the value \((c',d)\) of \( \pi \)) by looping at the right frequencies along the two cycles. Indeed, \((\text{MP}_0(\pi),\text{MP}_1(\pi))\) only depends on the suffix in the SCC in which it gets trapped. Furthermore, by Theorem 2, Proposition 1 and Corollary 6, we know that the mean-payoff of witnesses can be obtained as the convex combination of the mean-payoff coordinates of simple cycles, and 3 such simple cycles are sufficient by the Carathéodory baricenter theorem. A finer analysis of the geometry of the sets allows us to go to 2 cycles only (see the full proof in [9]).

Proof of Theorem 7. According to Lemma 8, the nondeterministic algorithm that establishes the membership to NP guesses a reachable SCC together with the two simple cycles \( \ell_1 \) and \( \ell_2 \), and parameters \( \alpha \) and \( \beta \). Additionally, for each vertex \( v' \) that appears along the paths to reach the SCC, on the simple cycles \( \ell_1 \) and \( \ell_2 \), and to connect those simple cycles, the algorithm guesses a memoryless strategy \( \sigma'_0 \) for Player 0 that establishes \( v' \not\equiv 1 \Rightarrow \text{MP}_0 \leq c \land \text{MP}_1 \geq d \) which means by determinacy of multi-dimensional mean-payoff games, that \( v' \equiv 0 \Rightarrow \text{MP}_0 > c \lor \text{MP}_1 < d \). The existence of those memoryless strategy is established in Propositions 20 and 21 in the full version [9] (in turn those propositions rely on results from [21]). Those memoryless strategies are checkable in \( \text{PTime} [16] \).

**Computing the ASV in mean-payoff games.** The previous theorems establish the existence of a notion of witness for the adversarial Stackelberg value in non zero-sum two-player mean-payoff games. This notion of witness can be used to decide the threshold problem in \( \text{NPtime} \).

We now show how to use this notion to effectively compute the ASV. This algorithm is also based on the computation of an effective representation, for each vertex \( v \) of the game graph, of the infinite set of pairs \( \Lambda(v) \). The following lemma expresses that a symbolic representation of this set of pairs can be constructed effectively. This result is using techniques that have been introduced in [3].
Lemma 9. Given a bi-weighted game graph $G$ and a vertex $v \in V$, we can effectively construct a formula $\Psi_v(x, y)$ of $(\mathbb{R}, +, \leq)$ with two free variables such that $(c, d) \in \Lambda(v)$ if and only if the formula $\Psi_v(x, y)[x/c, y/d]$ is true.

Extended graph game. From the graph game $G = (V, E, w_0, w_1)$, we construct the extended graph game $G^{\text{ext}} = (V^{\text{ext}}, E^{\text{ext}}, w_0^{\text{ext}}, w_1^{\text{ext}})$, whose vertices and edges are defined as follows. The set of vertices is $V^{\text{ext}} = V \times 2^V$. With an history $h$ in $G$, we associate a vertex in $G^{\text{ext}}$ which is a pair $(v, P)$, where $v =$ last $(h)$ and $P$ is the set of the vertices traversed along $h$. Accordingly the set of edges and the weight functions are defined as $E^{\text{ext}} = \{(v, P), (v', P')\} \mid (v, v') \in E \land P' = P \cup \{v'\}$ and $w_i^{\text{ext}}((v, P), (v', P')) = w_i((v, v'))$, for $i \in \{0, 1\}$. Clearly, there exists a bijection between the plays $\pi$ in $G$ and the plays $\pi^{\text{ext}}$ in $G^{\text{ext}}$ which start in vertices of the form $(v, \{\})$, i.e. $\pi^{\text{ext}}$ is mapped to the play $\pi$ in $G$ that is obtained by erasing the second dimension of its vertices.

Proposition 10. For all game graph $G$, the following holds:
1. Let $\pi^{\text{ext}}$ be an infinite play in the extended graph and $\pi$ be its projection into the original graph $G$ (over the first component of each vertex), the following properties hold: (i) For all $i < j$: if $\pi^{\text{ext}}(i) = (v_i, P_i)$ and $\pi^{\text{ext}}(j) = (v_j, P_j)$ then $P_i \subseteq P_j$. (ii) $MP(\pi^{\text{ext}}) = MP(\pi)$, for $i \in \{0, 1\}$.
2. The unfolding of $G$ from $v$ and the unfolding of $G^{\text{ext}}$ from $(v, \{\})$ are isomorphic, and so $\text{ASV}(v) = \text{ASV}(v, \{\})$.

By the first point of the latter proposition and since the set of vertices of the graph is finite, the second component of any play $\pi^{\text{ext}}$ stabilises into a set of vertices of $G$ which we denote by $V^*(\pi^{\text{ext}})$.

We now show how to characterize $\text{ASV}(v)$ with the notion of witness introduced above and the decomposition of $G^{\text{ext}}$ into SCC. This is formalized in the following lemma:

Lemma 11. For all mean-payoff games $G$, for all vertices $v \in V$, let $\text{SCC}^{\text{ext}}(v)$ be the set of strongly-connected components in $G^{\text{ext}}$ which are reachable from $(v, \{\})$, then we have

$$\text{ASV}(v) = \max_{S \in \text{SCC}^{\text{ext}}(v)} \sup\{c \in \mathbb{R} \mid \exists \pi^{\text{ext}}: \pi^{\text{ext}} \text{ is a witness for } \text{ASV}(v, \{\}) > c \text{ and } V^*(\pi^{\text{ext}}) = S\}$$

Proof. First, we note the following sequence of equalities:

$$\text{ASV}(v) = \sup\{c \in \mathbb{R} \mid \text{ASV}(v) \geq c\} = \sup\{c \in \mathbb{R} \mid \text{ASV}(v) > c\} = \sup\{c \in \mathbb{R} \mid \exists \pi: \pi \text{ is a witness for } \text{ASV}(v) > c\} = \sup\{c \in \mathbb{R} \mid \exists \pi^{\text{ext}}: \pi^{\text{ext}} \text{ is a witness for } \text{ASV}(v, \{\}) > c\} = \max_{S \in \text{SCC}^{\text{ext}}(v)} \sup\{c \in \mathbb{R} \mid \exists \pi^{\text{ext}}: \pi^{\text{ext}} \text{ is a witness for } \text{ASV}(v, \{\}) > c \text{ and } V^*(\pi^{\text{ext}}) = S\}$$

The first two equalities are direct consequences of the definition of the supremum and that $\text{ASV}(v) \in \mathbb{R}$. The third is a consequence of Theorem 5 that guarantees the existence of witnesses for strict inequalities. The fourth equality is a consequence of point 2 in Proposition 10. The last equality is the consequence of point 1 in Proposition 10.

By definition of $G^{\text{ext}}$, for all SCC $S$ of $G^{\text{ext}}$, there exists a set of vertices of $G$ which we also denote by $V^*(S)$ such that any vertex of $S$ is of the form $(v, V^*(S))$. The set of bad thresholds for $S$ is then defined as $\Lambda^{\text{ext}}(S) = \bigcup_{v \in V^*(S)} \Lambda(v)$. Applying Lemma 9, we can construct a formula $\Psi_S(x, y)$ which symbolic encodes the set $\Lambda^{\text{ext}}(S)$.

Now, we are equipped to prove that $\text{ASV}(v)$ is effectively computable. This is expressed by the following theorem and established in its proof.
\textbf{Theorem 12.} For all mean-payoff games $G$, for all vertices $v \in V$, the value $\text{ASV}(v)$ can be effectively expressed by a formula $\rho_v$ in $(\mathbb{R}, +, \leq)$ and explicitly computed from this formula.

\textbf{Proof.} To establish this theorem, we show how to build the formula $\rho_v(z)$ that is true iff $\text{ASV}(v) = z$. We use Lemma 11, to reduce this to the construction of a formula that expresses the existence of witnesses for $\text{ASV}(v)$ from $(v, \{v\})$:

$$\text{ASV}(v) = \max_{S \in \text{SCC}^\text{ext}(v)} \sup \{c \in \mathbb{R} \mid \exists \pi^\text{ext} : \pi^\text{ext} \text{ is a witness for } \text{ASV}(v, \{v\}) > c \text{ and } V^*(\pi^\text{ext}) = S\}$$

As $\max_{S \in \text{SCC}^\text{ext}(v)}$ is easily expressed in $(\mathbb{R}, +, \leq)$, we concentrate on one SCC $S$ reachable from $(v, \{v\})$ and we show how to express

$$\sup \{c \in \mathbb{R} \mid \exists \pi^\text{ext} : \pi^\text{ext} \text{ is a witness for } \text{ASV}(v, \{v\}) > c \text{ and } V^*(\pi^\text{ext}) = S\}$$

First, we define a formula that express the existence of a witness for $\text{ASV}(v) > c$. This is done by the following formula:

$$\rho^S_w(v) \equiv \exists x, y \cdot x > c \land \Phi_S(x, y) \land \neg \Psi_S(c, y)$$

Where $\Phi_S(x, y)$ is the symbolic encoding of $F_{\min}(\text{CH}(C(S)))$ as defined in Theorem 2. This ensures that the values $(x, y)$ are the mean-payoff values realizable by some path in $S$. By Lemma 9, $\neg \Psi_S(c, y)$ expresses that the path does not cross a $(c, y)$-bad vertex. So the conjunction $\exists x, y \cdot x > c \land \Phi_S(x, y) \land \neg \Psi_S(c, y)$ establishes the existence of a witness with mean-payoff values $(x, y)$ for the threshold $c$. From this formula, we can compute the $\text{ASV}$ by quantifier elimination in:

$$\exists z \cdot \forall c > 0 \cdot (\rho^S_w(z - \epsilon) \land (\forall y \cdot \rho^S_w(y) \implies y \leq z))$$

and obtain the unique value of $z$ that makes the formula true. ◀

\section{Stackelberg values for discounted-sum games}

In this section, we study the notion of Stackelberg value in the case of discounted sum measures. Beside the adversarial setting considered so far, we also refer to a \textit{cooperative} framework for discounted sum-games, since we add some results to [15], where the cooperative Stackelberg value for discounted-sum measures has been previously introduced and studied.

\textbf{On the existence of best-responses for DS.} First, we show that the set of best-responses for Player 1 to strategies of Player 0 is guaranteed to be nonempty for discounted sum games, while this was not the case in mean-payoff games.

\textbf{Lemma 13.} For all discounted sum games $G$ and strategies $\sigma_0 \in \Sigma_0(G)$, $\text{BR}_1(\sigma_0) \neq \emptyset$.

\textbf{Proof.} Given $\sigma \in \Sigma_1(G)$, consider $S = \{\text{DS}_1(\text{Out}(\sigma, \tau)) \mid \tau \in \Sigma_1(G)\}$. $S$ is a non empty limited subset of $\mathbb{R}$, since for each $\tau \in \Sigma_1(G)$ it holds $\text{DS}_1(\text{Out}(\sigma, \tau)) \leq \frac{W}{1 - \lambda}$, where $W$ is the maximum absolute value of a weight in $G$. Hence, $S$ admits a unique superior extreme $s = \sup(S)$. By definition of superior extreme, for each $\epsilon > 0$, there exists $v_\epsilon \in S$ such that $s \geq v_\epsilon > s - \epsilon$. Therefore, for each $\epsilon > 0$ there exists $\tau_\epsilon \in \Sigma_1(G)$ such that $s \geq \text{DS}_1(\text{Out}(\sigma, \tau_\epsilon)) > s - \epsilon$, i.e.:

$$0 \leq s - \text{DS}_1(\text{Out}(\sigma, \tau_\epsilon)) < \epsilon$$

(2)
We show that this implies that $\text{Out}(\sigma)$ contains a play $\pi^*$ such that $\text{DS}_1(\pi^*) = s$, which leads to $\text{BR}_1(\sigma) \neq \emptyset$, since Player 1 has a strategy to achieve $s = \sup(\{\text{DS}_1(\text{Out}(\sigma, \tau)) | \tau \in \Sigma_1(G)\})$.

By contradiction, suppose that $\text{Out}(\sigma)$ does not contain any play $\pi$ such that $\text{DS}_1(\pi) = s$. Hence, for each $\pi \in \text{Out}(\sigma)$, it holds that $\text{DS}_1(\pi) < s$ and $\pi$ admits a prefix $\pi_{\leq k}$ such that:

$$\text{DS}_1(\pi_{\leq k}) + W \frac{\lambda^k}{1 - \lambda} < s \quad (3)$$

Hence, we can cut each play in $\text{Out}(\sigma)$ as soon as Equation 3 is accomplished, leading to a finite tree $T$ (by Konig lemma, since $\text{Out}(\sigma)$ is finitely branching). Let $\pi_T^* = \pi_0 \ldots \pi_k$ be a branch in the finite tree $T$ such that the value $v(\pi_T^*) = s - (\text{DS}_1(\pi_T^*) + W \frac{\lambda^k}{1 - \lambda})$ is minimal.

Note that, by Equation 3, $v(\pi_T^*) > 0$ since $v(\pi_T^*) = s - (\text{DS}_1(\pi_T^*) + W \frac{\lambda^k}{1 - \lambda}) > s - s = 0$.

Then, for each play $\pi$, let $\pi_{\leq p}$ be the longest prefix of $\pi$ which is also a branch in the finite tree $T$. By definition of $\pi_T^*$, we have:

$$s - \text{DS}_1(\pi) \geq s - (\text{DS}_1(\pi_{\leq p}) + W \frac{\lambda^p}{1 - \lambda}) \geq v(\pi_T^*) > 0 \quad (4)$$

This leads to a contradiction to the fact that for all $\epsilon > 0$ there exists $\tau \in \Sigma_1(G)$ such that $s - \text{DS}_1(\text{Out}(\sigma, \tau)) < \epsilon$, established within Equation 2.

**Stackelberg values for DS in the adversarial and cooperative settings.** The existence of best-responses allows us to simplify the notion of Stackelberg value for discounted sum measures, avoiding the parameter $\epsilon$ used for mean-payoff games. In particular, the adversarial Stackelberg value $\text{ASV}(v)$ for discounted sum games is defined for all $\sigma_0 \in \Sigma_0(G)$ as:

$$\text{ASV}(\sigma_0)(v) = \inf_{\sigma_1 \in \text{BR}_1(\sigma_0)} \text{DS}_0^1(\text{Out}_v(\sigma_0, \sigma_1)) \text{ and } \text{ASV}(v) = \sup_{\sigma_0 \in \Sigma_0} \text{ASV}(\sigma_0)(v)$$

As previously announced, we also consider the notion of Stackelberg value for discounted sum measures in the cooperative setting, where Player 0 suggests a profile of strategies $(\sigma_0, \sigma_1)$ and Player 1 agrees to play $\sigma_1$ if the latter strategy is a best response to $\sigma_0$. Formally, the cooperative Stackelberg value $\text{CSV}(v)$ for discounted sum games is defined as:

$$\text{CSV}(\sigma_0)(v) = \sup_{\sigma_1 \in \text{BR}_1(\sigma_0)} \text{DS}_0^1(\text{Out}_v(\sigma_0, \sigma_1)) \text{ and } \text{CSV}(v) = \sup_{\sigma_0 \in \Sigma_0} \text{CSV}(\sigma_0)(v)$$

Lemma 15 below links the cooperative Stackelberg value for discounted-sum measures to the **target discounted-sum problem** [1] (cfr. Definition 14), whose decidability is notoriously hard to solve and relates to several open questions in mathematics and computer science [1].

**Definition 14 (Target Discount Sum Problem [1] (TDS)).** Given a rational discount factor $0 < \lambda < 1$ and three rationals $a, b, t$ does there exist an infinite sequence $w \in \{a, b\}^\omega$ such that $\sum_{i=0}^\infty w(i) \lambda^i = t$?

In particular, given an instance $I = (a, b, t, \lambda)$ of the TDS problem, Figure 3 depicts a discounted sum game $G^I$ such that $I$ admits a solution iff $\text{CSV}(v) \geq \lambda \cdot t$.

**Lemma 15.** The target discounted-sum problem reduces to the problem of deciding if $\text{CSV}(v) \geq c$ in discounted-sum games.

**Proof.** Let $I = (a, b, t, \lambda)$ be an instance of the target discounted sum problem and consider the game $G^I$ depicted in Figure 3. We prove that $I$ admits a solution iff $\text{CSV}(v) \geq \lambda \cdot t$. 

Suppose that $I$ admits a solution and let $w \in \{a, b\}^\omega$ such that $\sum_{i=0}^{\infty} w(i) \lambda^i = t$. Consider the following strategy $\sigma$ for Player 0: for all $\alpha \in \{a, b\}^*$, $\sigma(\alpha) = x$ if $w(|\alpha|) = x$, where $x \in \{a, b\}$. We prove that if $\tau$ is a best response to $\sigma$, then $\text{DS}_0(\text{Out}(\sigma, \tau)) = \lambda \cdot t$. In fact, Player 1 has two choices from $v$. Let us denote $\tau_s$ (resp. $\tau_z$) the strategy that prescribes to Player 1 to proceed to vertex $s$ (resp. $z$) out from $v$. We have that $\text{DS}_1(\text{Out}(\sigma, \tau_s)) = \text{DS}_1(\text{Out}(\sigma, \tau_z)) = -\lambda \cdot t$, by definition of $\sigma$ and $G^I$. Hence, $\tau_s$ is a best response to $\sigma$ which guarantees to Player 0 a payoff $\text{DS}_0(\text{Out}(\sigma, \tau_s)) = \lambda \cdot t$.

In the other direction, suppose that $I$ does not admit any solution, i.e. there does not exist an infinite sequence $w \in \{a, b\}^\omega$ such that $\sum_{i=0}^{\infty} w(i) \lambda^i = t$. We prove that for any strategy $\sigma$ for Player 0, if $\tau$ is a best response of Player 1 to $\sigma$ then $\text{DS}_0(\text{Out}(\sigma, \tau)) < \lambda \cdot t$. Let $\sigma$ be an arbitrary strategy for Player 0 and consider the strategy $\tau_s$ for Player 1.

We have two cases to consider depending on whether $\tau_s$ is a best response to $\sigma$ or not. In the first case, we have that $\text{DS}_0(\text{Out}(\sigma, \tau_s)) = (\lambda \cdot t - 1, -\lambda \cdot t)$ and, since $\tau_z$ is a best response to $\sigma$, we need to have $\text{DS}_1(\text{Out}(\sigma, \tau_s)) \leq -\lambda \cdot t$. We can not have that $\text{DS}_1(\text{Out}(\sigma, \tau_s)) = -\lambda \cdot t$, since this would imply $\text{DS}_0(\text{Out}(\sigma, \tau_z)) = -\text{DS}_1(\text{Out}(\sigma, \tau_z)) = \lambda \cdot t$ contradicting our hypothesis that $I$ does not admit any solution. Therefore, $\text{DS}_1(\text{Out}(\sigma, \tau_s)) < -\lambda \cdot t$, meaning that $\tau_s$ is not a best response to $\sigma$ and $\text{CSV}(v) = \lambda \cdot t - 1 < \lambda \cdot t$.

In the second case, where $\sigma_s$ is not a best response to $\sigma$, we have that $\text{DS}_1(\text{Out}(\sigma, \tau_s)) > -\lambda \cdot t$ which implies that $\text{CSV}(v) = \text{DS}_0(\text{Out}(\sigma, \tau_s)) = -\text{DS}_1(\text{Out}(\sigma, \tau_s)) < \lambda \cdot t$. \hfill\qed

The construction used to link the cooperative Stackelberg value to the target discounted sum problem can be properly modified\footnote{Consider the game $G^I$ depicted in Figure 3 for $a = 0, b = 1, \lambda = \frac{2}{3}, t = \frac{2}{3}$. By Proposition 1 in [6], Player 0 can achieve $\frac{4}{3}$ from $s$ – and therefore CSV($v$) = 1 – only with infinite memory.} to prove that infinite memory may be necessary to allow Player 0 to achieve her CSV, recovering a result originally proved in [15]. In the same paper, the authors show that in 3-player discounted sum games the cooperative Stackelberg value cannot be approximated by considering strategies with bounded memory only. In the next section, we show that this is not the case for 2-player discounted sum games.

**Gap problems and their algorithmic solutions.** We consider a gap approximation of the Stackelberg value problem in both the cooperative and the adversarial settings. Given $\epsilon > 0$ and $c \in \mathbb{Q}$, and $\text{VAL} \in \{\text{CSV}, \text{ASV}\}$, let us define the sets of games:

- $\text{Yes}^{CSV}_{c} = \{(G, v) \mid G \text{ is a game with } \text{VAL}(v) > c + \epsilon \}$
- $\text{No}^{CSV}_{c} = \{(G, v) \mid G \text{ is a game with } \text{VAL}(v) < c - \epsilon \}$

The $(\epsilon, c)$-CSV-gap (resp. $(\epsilon, c)$-ASV-gap) problem (also referred to as $(\epsilon, c)$-gap problems or just gap problems when $\epsilon$ and $c$ are clear from the context) consists in determining if a given game $G$ and an initial vertex $v$ belong to $\text{Yes}^{CSV}_{c}$ or $\text{No}^{CSV}_{c}$ (resp. $\text{Yes}^{ASV}_{c}$ or $\text{No}^{ASV}_{c}$). More
precisely, solving the Stackelberg value gap problem in e.g. the cooperative setting amounts to answer Yes if the instance of the game belongs to $\text{Yes}_{\text{CSV}}$, answer No if the instance belongs to $\text{No}_{\text{CSV}}$, never answer or answer arbitrarily otherwise.

Theorem 17 below uses the results in Lemma 16 to provide an algorithm that solves the Stackelberg value gap problem in the cooperative and adversarial settings, for games with discounted sum objectives. In particular, Lemma 16, shows that finite memory strategies are sufficient to witness Stackelberg values strictly greater than a threshold $c \in \mathbb{Q}$.

► Lemma 16. Let $G$ be a discounted-sum game and consider $c \in \mathbb{Q}$ and $\epsilon > 0$. If Player 0 has a strategy $\sigma_0$ such that $\text{CSV}(\sigma_0)(v) > c + \epsilon$ (resp. $\text{ASV}(\sigma_0)(v) > c + \epsilon$), then Player 0 has a strategy $\sigma_0'$ with finite memory $M(\epsilon)$ such that $\text{CSV}(\sigma_0')(v) > c$ (resp. $\text{ASV}(\sigma_0')(v) > c$). Moreover, $M(\epsilon)$ is computable given $\epsilon$.

Proof. Let $\sigma_{\text{DS}}^{\min} \in \Sigma_0$ a memoryless strategy for Player 0 minimizing $\sup_{\tau \in \Sigma_1} \text{DS}_1(\text{Out}(\sigma, \tau))$. Let $\sigma_{\text{DS}}^{\max} \in \Sigma_0$ be a memoryless strategy for Player 0 that maximizes $\sup_{\tau \in \Sigma_1} \text{DS}_1(\text{Out}(\sigma, \tau))$. Such memoryless strategies exist since 2-player (single-valued) discounted-sum games are memoryless determined. In particular, $\sigma_{\text{DS}}^{\min} \in \Sigma_0$ can be obtained by using standard algorithms for two players (single-valued) discounted-sum games. In turn, $\sigma_{\text{DS}}^{\max} \in \Sigma_0$ can be computed by solving a single player (single valued) discounted-sum game, in which all the nodes are controlled by the maximizer who aims at maximizing $\text{DS}_1$.

Cooperative Setting: Let $\sigma^* \in \Sigma_0(G)$ be a strategy for Player 0 s.t. $\text{DS}_0(\text{Out}(\sigma^*, \tau)) > c + \epsilon$ for some strategy $\tau \in B\text{R}_1(\sigma^*)$. Denote by $\pi^*$ the play $\pi^* = \text{Out}(\sigma^*, \tau)$ and let $N$ such that $\lambda^N \frac{W}{1-\lambda} < \frac{\epsilon}{2}$. Given the above premises, consider the finite memory strategy $\sigma' \in \Sigma_0$ for Player 0 that follows $\sigma^*$ for the first $N$ steps and then either apply the memoryless strategy $\sigma_{\text{DS}}^{\min} \in \Sigma_0$ or the memoryless strategy $\sigma_{\text{DS}}^{\max} \in \Sigma_0$, depending on the history $h$ followed up to $N$. In particular, if $h = \pi^*_{\leq N}$, then the strategy $\sigma'$ prescribes to Player 0 to follow $\sigma_{\text{DS}}^{\min} \in \Sigma_0$, cooperating with Player 1 at maximizing $\text{DS}_1$. Otherwise ($h \neq \pi^*_{\leq N}$), the strategy $\sigma'$ prescribes to Player 0 to follow $\sigma_{\text{DS}}^{\max} \in \Sigma_0$, minimizing the payoff of the adversary. We show that a best response $\tau'$ for Player 1 to $\sigma'$ consists in following $\sigma^*$ up to $N$ and then applying the memoryless strategy $\sigma_{\text{DS}}^{\max} \in \Sigma_0$, i.e. maximizing $\sup_{\tau \in \Sigma_0} \text{DS}_1(\text{Out}(\sigma, \tau))$. In fact, by definition of $\sigma'$ and $\tau'$ we have that:

- $\text{DS}_1(\text{Out}(\sigma', \tau')) \geq \text{DS}_1(\pi^*)$
- for any other strategy $\tau'' \neq \tau'$ for Player 1:
  - if $\text{Out}(\sigma', \tau')_{\leq N} = x \neq \pi^*_{\leq N}$, then:
    $\text{DS}_1(\text{Out}(\sigma', \tau'')) = \text{DS}_1(x) + \lambda^N \text{DS}_1(\text{Out}_x(\sigma_{\text{DS}}^{\min}, \tau'')) \leq \text{DS}_1(x) + \lambda^N \sup_{\tau \in \Sigma_1} (\text{DS}_1(\text{Out}_x(\sigma_{\text{DS}}^{\min}, \tau))) \leq \text{DS}_1(x) + \lambda^N (\text{DS}_1(\text{Out}_x(\sigma^*, \tau))) = \text{DS}_1(\pi^*) \leq \text{DS}_1(\text{Out}(\sigma', \tau'))$
  - if $\text{Out}(\sigma', \tau')_{\leq N} = x = \pi^*_{\leq N}$, then:
    $\text{DS}_1(\text{Out}(\sigma', \tau'')) \leq \text{DS}_1(x) + \lambda^N \cdot \sup \{\text{DS}_1(\pi) \mid \pi \in \text{Plays}(G) \land \pi \text{ starts at } x\} = \text{DS}_1(x) + \lambda^N \cdot \text{DS}_1(\text{Out}_x(\sigma_{\text{DS}}^{\max}, \sigma_{\text{DS}}^{\max})) = \text{DS}_1(\text{Out}(\sigma', \tau'))$

Finally, we show that the best response $\pi'$ of Player 1 to $\sigma'$ guarantees to Player 0 a payoff greater than $c$. In fact, $\text{DS}_0(\text{Out}(\sigma', \tau')) > \text{DS}_0(\pi^*_{\leq N}) - \frac{\epsilon}{2} > c + \frac{\epsilon}{2} - \frac{\epsilon}{2} = c$, since $\text{DS}_0(\pi^*_{\leq N}) > c + \frac{\epsilon}{2}$. Due to the choice of $N$, having $\text{DS}_0(\pi^*_{\leq N}) \leq c + \frac{\epsilon}{2}$ would lead in fact to the following contradiction: $\text{DS}_0(\pi^*) \leq \text{DS}_0(\pi^*_{\leq N}) + \lambda^N \frac{W}{1-\lambda} < \text{DS}_0(\pi^*_{\leq N}) + \frac{\epsilon}{2} \leq c + \frac{\epsilon}{2} + \frac{\epsilon}{2} = c + \epsilon$, i.e. $\text{DS}_0(\pi^*) \leq c + \epsilon$. 
Adversarial Setting: Let \( \sigma \in \Sigma_0 \) be a strategy for Player 0 such that for all \( \tau \in BR_1(\sigma) \) it holds \( DS_0(Out(\sigma, \tau)) > c + \epsilon \). Let \( N \) such that \( \lambda^N \frac{W}{1 - \lambda} < \frac{\epsilon}{2} \) and consider the unfolding \( T \) of \( Out(\sigma) \) up to \( N \). For each maximal root-to-leaf branch \( b \) of \( T \), color its leaf \( last(b) \) green if \( b \) is the prefix \( \pi_{\leq N} \) of some play \( \pi = Out(\sigma, \tau) \) such that \( \tau \in BR_1(\sigma) \). Otherwise, let the leaf \( last(b) \) of \( b \) be colored by red. We show that the finite memory strategy \( \sigma^* \in \Sigma_0 \) that prescribes to Player 0 to follow \( \sigma \) up to \( N \) and then:

- from each green node apply the memoryless strategy \( \sigma_{\text{DSMax}} \in \Sigma_0 \) (i.e. cooperate with Player 1 to maximize the payoff \( DS_1 \))
- from each red node apply the memoryless strategy \( \sigma_{\text{DSMin}} \in \Sigma_0 \) (i.e. minimize the payoff \( DS_1 \) of the adversary )

is such that \( ASV(\sigma^*) > c \). Let \( d = \sup\{DS_1(Out(\sigma, \tau))|\tau \in \Sigma_1(\tilde{G})\} \) and consider \( \pi \in Out(\sigma^*) \).

First, we show that if \( \pi \) contains a green node then \( DS_0(\pi_{\leq N}) > c \). In fact, \( DS_0(\pi_{\leq N}) > DS_0(\pi_{< N}) - \lambda^N \frac{W}{1 - \lambda} > c + \frac{\epsilon}{2} \) since \( \lambda^N \frac{W}{1 - \lambda} < \frac{\epsilon}{2} \) by definition of \( N \) and since \( DS_0(\pi_{< N}) > c + \epsilon \) being \( last(\pi_{\leq N}) \) a green node (witnessing that \( \pi_{\leq N} \) is the prefix of a play \( \pi' \) compatible with a best response of Player 1 to \( \sigma^* \), for which \( DS_0(\pi') > c + \epsilon \)).

Moreover, there is a play \( \pi \in Out(\sigma^*) \) containing a green node for which \( DS_1(\pi) \geq d \). This is because of two reasons. First, a play in \( Out(\sigma) \) compatible with a best response to \( \sigma \) by Player 1 is of the form \( hv\pi' \), where \( hv \) is a maximal root-to-leaf branch \( b \) of \( T \) with \( last(b) = v \) green (by definition of green nodes). Second, for each history \( hv \) such that \( hv \) is a maximal root-to-leaf branch \( b \) of \( T \) with \( last(b) = v \) green, \( Out(\sigma^*) \) contains a play \( hv\bar{\pi} \), where \( \bar{\pi} \) is a play starting in \( v \) maximizing \( DS_1 \). Therefore \( DS_1(hv\bar{\pi}) = DS_1(hv) + \lambda^N DS_1(\bar{\pi}) \geq DS_1(hv) + \lambda^N DS_1(\pi') = d \), where \( hv\pi' \) is a play compatible with a best response of Player 1 to \( \sigma \). To conclude our proof, we need just to show that each play \( \pi \in Out(\sigma^*) \) containing a red node is such that \( DS_1(\pi) < d \). In fact, being \( last(\pi_{\leq N}) \) red, the history \( \pi_{\leq N} \) can not be a prefix of any play in \( Out(\sigma) \) compatible with a best response of Player 1 to \( \sigma \). In other words, by playing \( \sigma \) Player 0 allows the adversary to gain a payoff that is at most \( r < d \) on each play \( \pi = hv\pi' \) with \( v \) red. Therefore, switching her strategy from \( \sigma \) to \( \sigma^* \) (i.e. playing \( \sigma \) for the first \( N \) turns and then switching to the memoryless strategy \( \sigma_{\text{DSMin}} \in \Sigma_0 \)) Player 0 is sure to let Player 1 gain a payoff that is at most \( r' < r < d \) on each play \( \pi = hv\pi' \) with \( v \) red.

As a conclusion, against \( \sigma^* \) Player 1 can achieve at least a value \( d \). Hence, each best response to \( \sigma^* \) visits a green node (if it does not, then \( DS_1 < d \) which is a contradiction). This guarantees that \( DS_0 > c \).

The approximation algorithm for solving the Stackelberg values gap problems introduced in Theorem 17 roughly works as follows. Given a discounted sum game \( \tilde{G} \), a rational threshold \( c \in \mathbb{Q} \) and a tolerance rational value \( \epsilon > 0 \), the procedure checks whether there exists a strategy \( \sigma_0 \in \Sigma_0(\tilde{G}) \) with finite memory \( M(\epsilon) \) such that \( ASV(\sigma_0) > c \) (resp. \( CSV(\sigma_0) > c \)). If such a strategy exists, the procedure answers Yes, otherwise it answers No. The correctness of the outlined procedure follows directly from Lemma 16.

\textbf{Theorem 17.} The \((\epsilon, c)\)-gap problems for both the CSV and ASV are decidable for games with discounted-sum objectives.

We conclude this subsection by providing a reduction from the partition problem to our gap problems (for both CSV and ASV), showing NP-hardness for the corresponding problems.

\textbf{Theorem 18.} The \((\epsilon, c)\)-gap problems for both the CSV and ASV are NP-hard for games with discounted-sum objectives, where \( \epsilon \) and \( c \) are given as input.
Proof. We do a reduction from the Partition problem to our gap problems, working for both CSV and ASV. Let us consider an instance of the partition problem defined by a set $A = \{1, 2, \ldots, n\}$, a function $w : A \rightarrow N_0$. The partition problem asks if there exists $B \subset A$ such that $\sum_{a \in B} w(a) = \sum_{a \in A \setminus B} w(a)$. W.l.o.g., we assume $\sum_{a \in A} w(a) = 2 \cdot T$ for some $T$.

To define our reduction, we first fix $\lambda \in (0, 1)$ and $\epsilon > 0$ by choosing values that respect the following two constraints:

$$T \cdot \lambda^{n+1} > T - \frac{1}{2} + \epsilon \quad \quad (T - 1) \cdot \lambda^{n+1} < T - \frac{1}{2} - \epsilon$$

(5)

It is not difficult to see that such values always exist and they can be computed in polynomial time from the description of the partition problem. Then, we construct the bi-weighted arena $A$ depicted in Fig. 4. In this arena, Player 1 has only two choices in the starting state of the game $v_0$. There, he can either send the game to the state $v_1$, and get a payoff of $T - \frac{2}{3}$, or he can go to state 1.

From state 1, Player 0 can simulate a partition of the elements of $A$ by choosing edges: left edges simulate the choice of putting the object corresponding to the state in the left class and right edges simulate the choice of putting the corresponding object in the right class. Let $D_0$ and $D_1$ be the discounted sum obtained by Player 0 and Player 1 when arriving in $v_2$. Because $\lambda$ and $\epsilon$ have been chosen according to eq. (5), we have that: $D_0 > T - \frac{1}{2} + \epsilon \land D_1 > T - \frac{1}{2} + \epsilon$ if and only if the choices of edges of Player 0 correspond to a valid partition of $A$.

Indeed, assume that $B \subseteq A$ is a solution to the partition problem. Assume that Player 0 follows the choices defined by $B$. Then when the game reaches state $v_2$, the discounted sum of rewards for both players is larger than $T \cdot \lambda^{n+1}$. This is because along the way to $v_2$, the discounted factor applied on the rewards obtained by both players has always been smaller than $\lambda^{n+1}$ as they were equal to $\lambda^{i+1}$ for all $i \leq n$. Additionally, we know that sum of (non-discounted) rewards for both players is equal to $T$ as $B$ is a correct partition. Now, it should be clear that both $ASV(v_0)$ and $CSV(v_0)$ are greater than $T - \frac{1}{2} + \epsilon$ as in the two cases, Player 1 has no incentive to deviate from the play that goes to $v_1$ as Player 1 would only get $T - \frac{2}{3}$ which is strictly smaller than $D_1$.

Now, assume that there is no solution to the partition problem. In that case, Player 0 cannot avoid to give less than $T - 1$ to herself or to Player 1 when going from $v_0$ to $v_2$. In the first case, its reward is less than $T - 1$ and in the second case, the reward of Player 1 is less than $T - 1$ and Player 1 has an incentive to deviate to state $v_1$. In the two cases, we have that both $ASV(v_0)$ and $CSV(v_0)$ are less than $T - \frac{1}{2} - \epsilon$. So, we have established that the answer to the gap problem is yes if the partition instance is positive, and the answer is no if the partition instance is negative.
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Abstract

Modeling distributed computing in a way enabling the use of formal methods is a challenge that has been approached from different angles, among which two techniques emerged at the turn of the century: protocol complexes, and directed algebraic topology. In both cases, the considered computational model generally assumes communication via shared objects (typically a shared memory consisting of a collection of read-write registers), or message-passing enabling direct communication between any pair of processes. Our paper is concerned with network computing, where the processes are located at the nodes of a network, and communicate by exchanging messages along the edges of that network (only neighboring processes can communicate directly).

Applying the topological approach for verification in network computing is a considerable challenge, mainly because the presence of identifiers assigned to the nodes yields protocol complexes whose size grows exponentially with the size of the underlying network. However, many of the problems studied in this context are of local nature, and their definitions do not depend on the identifiers or on the size of the network. We leverage this independence in order to meet the above challenge, and present local protocol complexes, whose sizes do not depend on the size of the network. As an application of the design of “compacted” protocol complexes, we reformulate the celebrated lower bound of $\Omega(\log^* n)$ rounds for 3-coloring the $n$-node ring, in the algebraic topology framework.

1 Context and Objective

Several techniques for formalizing distributed computing based on algebraic topology have emerged in the last decades, including the study of complexes capturing all possible global states of the systems at a given time [11], and the study of the (di)homotopy classes of directed paths representing the execution traces of concurrent programs [7]. We refer to [10] for a recent attempt to reconcile the two approaches. This paper is focusing on the approach based on the study of complexes.

A generic methodology for studying distributed computing through the lens of topology has been set by Herlihy and Shavit [12]. This methodology has played an important role in distributed computing, mostly for establishing lower bounds and impossibility results [5,12,18].
but also for the design of algorithms [6]. It is based on viewing distributed computation as a topological deformation of an input space. More specifically, recall that a simplicial complex $K$ is a collection of non-empty subsets of a finite set $V$, downward closed under inclusion, i.e., for every $\sigma \in K$, and every non-empty $\sigma' \subseteq \sigma$, it holds that $\sigma' \in K$. Every $\sigma \in K$ is called a simplex, and every $v \in V$ is called a vertex. For instance, a graph $G = (V, E)$ with $E \subseteq \binom{V}{2}$, can be viewed as the complex $\mathcal{K} = \{ \{ v \} : v \in V \} \cup E$ on the set $V$ of vertices. A sub-complex of a complex $K$ is a subset of simplices of $K$ forming a complex. The dimension of a simplex is one less than the number of its elements. A facet of a complex $K$ is a maximal simplex of $K$, that is, a simplex not contained in any other simplex. E.g., the facets of a graph with no isolated nodes are its edges. We note that a set of facets uniquely defines a complex.

The set of all possible input (resp., output) configurations of a distributed system can be viewed as a simplicial complex, called input complex (resp., output complex), and denoted by $\mathcal{I}$ (resp., $\mathcal{O}$). A vertex of $\mathcal{I}$ (resp., $\mathcal{O}$) is a pair $(p, x)$ where $p$ is a process name, and $x$ is an input (resp., output) value. For instance, the input complex of binary consensus in an $n$-process system with process names $p_1, \ldots, p_n$ is:

$$\mathcal{I} = \left\{ \{ (p_i, x_i) : i \in I, x_i \in \{0,1\} \} : I \subseteq \{0,1\}, I \neq \emptyset \right\},$$

with $\{0,1\} = \{1, \ldots, n\}$, and the output complex is:

$$\mathcal{O} = \left\{ \{ (p_i, y) : i \in I \} : I \subseteq \{0,1\}, I \neq \emptyset, y \in \{0,1\} \right\}.$$ 

One can check that $\mathcal{I}$ and $\mathcal{O}$ are indeed collections of non-empty subsets of a finite set, downward closed under inclusion. A distributed computing task is then specified as a carrier map $\Delta : \mathcal{I} \to \mathcal{O}$, i.e., a function $\Delta$ that maps every input simplex $\sigma \in \mathcal{I}$ to a sub-complex $\Delta(\sigma)$ of the output complex, satisfying that, for every $\sigma, \sigma' \in \mathcal{I}$, if $\sigma \subseteq \sigma'$ then $\Delta(\sigma)$ is a sub-complex of $\Delta(\sigma')$. The carrier map $\Delta$ is describing the output configurations that are legal with respect to the input configuration $\sigma$. For instance, the specification of consensus is, for every $\sigma = \{ (p_i, x_i) : i \in I, x_i \in \{0,1\} \} \in \mathcal{I}$,

$$\Delta(\sigma) = \begin{cases} \{ (p_i, 0) : i \in I \}, \{ (p_i, 1) : i \in I \} & \text{if } \exists i, j \in I, x_i \neq x_j; \\
\{ (p_i, y) : i \in I \} & \text{if } \forall i \in I, x_i = y. 
\end{cases}$$

Note that the specification of consensus given here is very general, i.e., $\Delta$ is specified for every simplex $\sigma \in \mathcal{I}$. This enables, e.g., to handle crash failures. In absence of failures, the specification of a task can be done just by specifying $\Delta$ for the facets in the input complex.

In the topological framework, computation is modeled by a protocol complex that evolves with time, where the notion of “time” depends on the computational model at hand. The protocol complex at time $t$, denoted by $\mathcal{P}(t)$, captures all possible states of the system at time $t$. Typically, a vertex of $\mathcal{P}(t)$ is a pair $(p, s)$ where $p$ is a process name, and $s$ is a possible state of $p$ at time $t$. A set $\{ (p_i, s_i) : i \in I \}$ of such vertices, for $\emptyset \neq I \subseteq \{n\}$, forms a simplex of $\mathcal{P}(t)$ if the states $s_i, i \in I$, are mutually compatible, that is, if $\{ s_i : i \in I \}$ forms a possible global state for the processes in the set $\{ p_i : i \in I \}$ at time $t$.

A crucial point is that an algorithm that outputs in time $t$ induces a mapping $\delta : \mathcal{P}(t) \to \mathcal{O}$. Specifically, if the process $p_i$ with state $s_i$ at time $t$ outputs $y_i$, then $\delta$ maps the vertex $(p_i, s_i) \in \mathcal{P}(t)$ to the vertex $\delta(p_i, s_i) = (p_i, y_i)$ in $\mathcal{O}$. For the task to be correctly solved, the mapping $\delta$ must preserve the simplices of $\mathcal{P}(t)$, and must agree with the specification $\Delta$ of the task. That is, $\delta$ must map simplices to simplices, and if the configuration $\{ (p_i, s_i) : i \in I \}$ of a distributed system is reachable at time $t$ starting from the input configuration $\{ (p_i, x_i) : i \in I \}$,
then it must be the case that \( \{\delta(p_i, s_i), i \in I\} \in \Delta(\{(p_i, x_i), i \in I\}) \). The set of configurations reachable in time \( t \) starting from an input configuration \( \sigma \in I \) is denoted by \( \Xi_t(\sigma) \). In particular, \( \Xi_t : I \to 2^{\mathcal{O}(t)} \) is a carrier map.

**Fundamental Lemma.** The framework defined by Herlihy and Shavit [12] enables to characterize the power and limitation of distributed computing, thanks to the following generic result, which can be viewed as the basis of distributed computing within the topological framework. Let us consider some (deterministic) distributed computing model, assumed to be full information, that is, every process communicates its entire history at each of its communication step. The following result connects solvability of a task by an algorithm in a given model with the existence of a mapping of a specific form between the topological complexes corresponding to this task and this model (see [4, 11, 12] for instantiations of this result for different computational models).

> **Lemma 1.** A task \((I, \mathcal{O}, \Delta)\) is solvable in time \( t \) if and only if there exists a simplicial map \( \delta : \mathcal{P}^{(t)} \to \mathcal{O} \) such that, for every \( \sigma \in I \), \( \delta(\Xi_t(\sigma)) \subseteq \Delta(\sigma) \).

Again, beware that the notion of time in the above lemma depends on the computational model. The topology of the protocol complex \( \mathcal{P}^{(t)} \), and the nature of the carrier map \( \Xi_t \), depend on the input complex \( I \), and on the computing model at hand. For instance, wait-free computing in asynchronous shared memory systems induces protocol complexes by a deformation of the input complex, called chromatic subdivisions [11]. Similarly, \( t \)-resilient computing may introduce holes in the protocol complex, in addition to chromatic subdivisions. More generally, the topological deformation \( \Xi_t \) of the input complex caused by the execution of a full information protocol in the considered computing model entirely determines the existence of a decision map \( \delta : \mathcal{P}^{(t)} \to \mathcal{O} \), which makes the task \((I, \mathcal{O}, \Delta)\) solvable or not in that model.

**Topological Invariants.** The typical approach for determining whether a task (e.g., consensus) is solvable in \( t \) rounds consists of identifying topological invariants, i.e., properties of complexes that are preserved by simplicial maps. Specifically, the approach consists in:

1. Identifying a topological invariant, i.e., a property satisfied by the input complex \( I \), and preserved by \( \Xi_t \);
2. Checking whether this invariant, which must be satisfied by the sub-complex \( \delta(\mathcal{P}^{(t)}) \) of the output complex \( \mathcal{O} \), does not contradict the specification \( \Delta \) of the task.

For instance, in the case of binary consensus, the input complex \( I_\parallel \) is a sphere. One basic property of spheres is being path-connected (i.e., there is a path in \( I_\parallel \) between any two vertices). As mentioned earlier, shared-memory wait-free computing corresponds to subdividing the input complex [11]. Therefore, independently from the length \( t \) of the execution, the protocol complex \( \mathcal{P}^{(t)} \) is a chromatic subdivision of the sphere \( I_\parallel \), and thus it remains path-connected. On the other hand, the output complex \( \mathcal{O}_\parallel \) of binary consensus is the disjoint union of two complexes \( \mathcal{O}_0 \) and \( \mathcal{O}_1 \), where \( \mathcal{O}_y = \{(i, y) : i \in I, I \subseteq [n], I \neq \emptyset\} \) for \( y \in \{0, 1\} \). Since simplicial maps preserve connectivity, it follows that \( \delta(\mathcal{P}^{(t)}) \subseteq \mathcal{O}_0 \) or \( \delta(\mathcal{P}^{(t)}) \subseteq \mathcal{O}_1 \). As a consequence, \( \delta \) cannot agree with \( \Delta_\parallel \), as the latter maps the simplex \( \{(i, 0), i \in [n]\} \) to \( \mathcal{O}_0 \), and the simplex \( \{(i, 1), i \in [n]\} \) to \( \mathcal{O}_1 \). Therefore, consensus cannot be achieved wait-free, regardless of the number \( t \) of rounds.

The fact that connectivity plays a significant role in the inability to solve consensus in the presence of asynchrony and crash failures is known since the original proof of the FLP theorem [8] in the early 1980s. However, the relation between \( k \)-set agreement and higher
dimensional forms of connectivity (i.e., the ability to contract high dimensional spheres) was only established ten years later [12,18]. We refer to [11] for numerous applications of Lemma 1 to various models of distributed computing, including asynchronous crash-prone shared-memory or fully-connected message passing models. In particular, for tasks such as renaming, identifying the minimal number \( t \) of rounds enabling a simplicial map \( \delta \) to exist is currently the only known technique for upper bounding their time complexities [1].

**Network Computing.** Recently, Castañeda et al. [4] applied Lemma 1 to synchronous fault-free computing in networks, that is, to the framework in which processes are located at the vertices of a simple (no multiple edges, no loops) \( n \)-node undirected graph \( G \), and can exchange messages only along the edges of that graph. They mostly focus on input-output tasks such as consensus and set-agreement, in a simplified computing model, called KNOW-ALL, specifying that every process is initially aware of the name and the location of all the other processes in the network. As observed in [4], synchronous fault-free computing in the KNOW-ALL model preserves the facets of the input complex, and does not subdivide them. However, scissor cuts may occur between adjacent facets during the course of the computation, that is, the protocol complex \( P(t) \) is obtained from the input complex \( I \) by partially separating facets that initially shared a simplex. Figure 1 illustrates two types of scissor cuts applied to the sphere, corresponding to two different communication networks. The positions of the cuts depend on the structure of the graph \( G \) in which the computation takes place, and determining the precise impact of the structure of \( G \) on the topology of the protocol complex is a nontrivial challenge, even in the KNOW-ALL model.

\[ \text{Figure 1} \ (a) \text{ The input complex of binary consensus for three processes; (b) The scissor cuts for the consistently directed 3-process cycle } C_3 \text{ after one round; (c) The scissor cuts for the directed 3-process star } S_3 \text{, where edges are directed from the center to the leaves, after one round.} \]

Instead, we aim at analyzing classical graph problems (e.g., coloring, independent set, etc.) in the standard LOCAL model [17] of network computing, which is weaker than the KNOW-ALL model, and thus allows for more complicated topological deformations. In the LOCAL model, every node is initially aware of solely its identifier (which is unique in the network), and its input (e.g., for minimum weight vertex cover or for list-coloring), all nodes wake up synchronously, and compute in locksteps. The LOCAL model is an ideal model for studying locality in the context of network computing [17].

In addition to the fact that the topological deformations of the protocol complexes strongly depend on the structure of the network, another obstacle that makes applying the topological approach to the LOCAL model even more challenging is the presence of process identifiers. Indeed, the model typically assumes that the node IDs are taken in a range \([N]\) where \( N = \text{poly}(n) \). As a consequence, independently from the potential presence of other input values, the size of the complexes (i.e., their number of vertices) may become as large as \( \binom{N}{n} n! \), since there are \( \binom{N}{n} \) ways of choosing \( n \) IDs, and \( n! \) ways of assigning the \( n \) chosen IDs to the \( n \) nodes of \( G \) (unless \( G \) presents symmetries). For instance, Figure 1 assumes the KNOW-ALL model, hence fixed IDs. Redrawing these complexes assuming that...
the three processes can pick arbitrary distinct IDs as in the LOCAL model, even in the small domain \( \{1,2,3,4\} \), would yield a cumbersome figure with 24 nodes. Note that the presence of IDs also results in input complexes that may be topologically more complicated than pseudospheres, even for tasks such as consensus.

Importantly, the fact that the IDs are not fixed a priori, and may even be taken in a range exceeding \([n]\), is inherent to distributed network computing. Indeed, this framework aims at understanding the power and limitation of computing in large networks, from LANs to the whole Internet, where the processing nodes are assigned arbitrary IDs taken from a range of values which may significantly exceed the number of nodes in the network.

**Objective.** To sum up, while the study of protocol complexes has found numerous applications in the context of fault-tolerant message-passing or shared-memory computing, extending this theory to network computing faces a difficulty caused by the presence of arbitrary IDs, which are often the only inputs to the processes [17]. The objective of this paper is to show how the combinatorial blowup caused by the presence of IDs in network computing can be bypassed, at least as far as local computing is concerned.

## 2 Our Results

We show how to bypass the aforementioned exponential blowup in the size of the complexes, that would result from a straightforward application of Lemma 1 for analyzing the complexity of tasks in networks. Our result holds for a variety of problems, including classical graph problems such as vertex and edge-coloring, maximal independent set (MIS), maximal matching, etc. More specifically, it holds for the large class of locally checkable labeling (LCL) tasks [16] on bounded-degree graphs. These are tasks for which it is possible to verify locally the correctness of a solution, and thus they are sometimes viewed as the analog of NP in the context of computing in networks. An LCL task is described by a finite set of labels, and a local description of how these labels can be legally assigned to the nodes of a network. Our local characterization theorem is strongly based on a seminal result by Naor and Stockmeyer [16] who showed that the values of the IDs do not actually matter much for solving LCL tasks in networks, but only their relative order matters.

We prove an analog of Lemma 1, but where the size of the complexes involved in the statement is independent of the size of the networks. Specifically, the size of the complexes in our characterization theorem depends solely on the maximum degree \( d \) of the network, the number of labels used for the description of the task, and the number of rounds of the considered algorithm for solving that task. In particular, the identifiers are taken from a bounded-size set, even if the theorem applies to tasks defined on \( n \)-node networks with arbitrarily large \( n \), and for identifiers taken in an arbitrarily large range \([N]\). We denote by \( K_{x,[y]} \) the fact that the facets of \( K \) have dimension \( x \), and that the IDs are taken in the set \( \{1, \ldots, y\} \), and we let \( K_x = K_{x,[y]} \). Also \( \pi : K_{x,[y]} \to K_x \) denotes the mapping that removes the IDs of the vertices. Every LCL task in networks with maximum degree \( d \) can be expressed topologically as a task \((I_d, O_d, \Delta)\) where \( I_d \) and \( O_d \) are complexes of dimension \( d \). Our main result is the following.

▶ **Theorem 2** (A simplified version of Theorem 3). For every LCL task \( T = (I_d, O_d, \Delta) \) on graphs of maximum degree \( d \), and for every \( t \geq 0 \), there exists \( R \in \mathbb{N} \) such that the following holds. The task \( T \) is solvable in \( t \) rounds in the LOCAL model if and only if there is a simplicial map \( \delta : P_{d,[R]}^{(t)} \to O_d \) such that, for every facet \( \sigma \in I_{d,[R]} \), \( \delta(\Xi_t(\sigma)) \subseteq \Delta(\pi(\sigma)) \).
Figure 2 provides a rough description of the commutative diagram corresponding to the brute force application of Lemma 1 to LCL tasks, and of the commutative diagram corresponding to Theorem 2. Note that Lemma 1, which corresponds to the left diagram in Figure 2, involves *global* complexes with \((n-1)\)-dimensional facets, whose vertices are labeled by IDs in an arbitrarily large set \([N]\). In contrast, the complexes corresponding to Theorem 2, which correspond to the right diagram, are *local* complexes, with facets of constant dimension, and vertices labeled with IDs in a finite set whose size is constant w.r.t. the number of nodes \(n\) in the network.

As an application of Theorem 2, we reformulate the celebrated lower bound \(\Omega(\log^* n)\) rounds for 3-coloring the \(n\)-node ring by Linial [15], in the algebraic topology framework (see Corollary 4).

### 3 Models and Definitions

**The LOCAL model.** The LOCAL model was introduced more than a quarter of a century ago (see, e.g., [15,16]) for studying which tasks can be solved locally in networks, that is, which tasks can be solved when every node is bounded to collect information only from nodes in its vicinity. Specifically, the LOCAL model [17] states that the processors are located at the nodes of a simple connected graph \(G = (V,E)\) modeling a network. All nodes are fault-free, they wake up simultaneously, and they execute the same algorithm. Computation proceeds in synchronous rounds, where a round consists of the following three steps performed by every node: (1) sending a message to each neighbor in \(G\), (2) receiving the messages sent by the neighbors, and (3) performing local computation. There are no bounds on the size of the messages exchanged at every round between neighbors, and there are no limits on the individual computational power or memory of the nodes. These assumptions enable the design of unconditional lower bounds on the number of rounds required for performing some task (e.g., for providing the nodes with a proper coloring), while the vast majority of the algorithms solving these tasks do not abuse of these assumptions [19], that is, they exchange small (i.e., polylogarithmic size) messages, and perform efficient (i.e., poly-time) individual computations.

Every node in the network has an identifier (ID) which is supposed to be unique in the network. In \(n\)-node networks, the IDs are supposed to be in a range \(1, \ldots, N\) where \(N \gg n\) typically holds (most often, \(N = \text{poly}(n)\)). The absence of limits on the amount of communication and computation that can be performed at every round implies that the LOCAL model enables full-information protocols, that is, protocols in which, at every round, every node sends all the information it acquired during the previous rounds to its neighbors. These assumptions enable the design of unconditional lower bounds on the number of rounds required for performing some task (e.g., for providing the nodes with a proper coloring), while the vast majority of the algorithms solving these tasks do not abuse of these assumptions [19], that is, they exchange small (i.e., polylogarithmic size) messages, and perform efficient (i.e., poly-time) individual computations.

Therefore, for every \(t \geq 0\), and every graph \(G\), a \(t\)-round algorithm allows every node in \(G\) to acquire a local *view* of \(G\), which is a ball in \(G\) centered at that node, and of radius \(t\). A view includes the inputs and the IDs of the nodes in the corresponding ball. It follows that a \(t\)-round algorithm in the LOCAL model can be considered as a function from the set of views of radius \(t\) to the set of output values.
Locally Checkable Labelings (LCL). Let $d \geq 2$, and let $\mathcal{G}_d$ be the class of connected simple undirected $d$-regular graphs (all nodes have degree $d$). Recall that, for a positive integer $c$, $c$-coloring is the task consisting in providing each node with a color in $\{1, \ldots, c\}$ in such a way that no two adjacent nodes are given the same color. Maximal independent set (MIS) is the closely related task consisting in providing each node with a boolean value (0 or 1) such that no two adjacent nodes are given the value 1, and every node with value 0 is adjacent to at least one node with value 1. Proper $c$-coloring in $\mathcal{G}_d$ can actually be described by the collection of good stars of degree $d$, and with nodes colored by labels in $\{1, \ldots, c\}$, such that the center node has a color different from the color of each leaf. Similarly, maximal independent set (MIS) in $\mathcal{G}_d$ can be described by the collection of stars with degree $d$, and with each node colored by a label in $\{0, 1\}$, such that if the center node is labeled 1 then all the leaves are colored 0, and if the center node is labeled 0 then at least one leaf is colored 1. Other tasks such as variants of coloring, or $(2, 1)$-ruling set\(^1\) can be described similarly, by a finite number of legal labeled stars.

More generally, given a finite set $\mathcal{L}$ of labels, we denote by $\mathcal{S}_d^{\mathcal{L}}$ the set of all labeled stars resulting from labeling each node of the $(d + 1)$-node star by some label in $\mathcal{L}$. A locally checkable labeling (LCL) [16] is then defined by a finite set $\mathcal{L}$ of labels, and a set $\mathcal{S} \subseteq \mathcal{S}_d^{\mathcal{L}}$. Every star in $\mathcal{S}$ is called a good star, and those in $\mathcal{S}_d^{\mathcal{L}} \setminus \mathcal{S}$ are bad. The computing task defined by an LCL $(\mathcal{L}, \mathcal{S})$, consists, for every node of every graph $G \in \mathcal{G}_d$, of computing a label in $\mathcal{L}$ such that every resulting labeled radius-1 star in $G$ is isomorphic to a star in $\mathcal{S}$. 

In other words, the objective of every node is to compute a label in $\mathcal{L}$ such that every resulting labeled radius-1 star in $G$ is good. It is undecidable, in general, whether a given LCL task has an algorithm performing in $O(1)$ rounds in the LOCAL model [16].

In their full generality, LCL tasks include tasks in which nodes have inputs, potentially of some restricted format. For instance, this is the case of the task consisting of reducing $c$-coloring to MIS in the $n$-node cycle $C_n$, studied in the next section. Hence, in its full generality, an LCL task is described by a quadruple $(\mathcal{L}_{in}, \mathcal{S}_{in}, \mathcal{L}_{out}, \mathcal{S}_{out})$ where $\mathcal{L}_{in}$ and $\mathcal{L}_{out}$ are the input and output labels, respectively. The set of stars $\mathcal{S}_{in}$ can often be simply viewed as a promise stating that every resulting labeled radius-1 star of the input graph $G$ belongs to $\mathcal{S}_{in}$, and the set $\mathcal{S}_{out}$ is the target set of good radius-1 stars. LCL tasks also capture settings in which the legality of the output stars depends on the inputs. A typical example of such a setting is list-coloring where the output color of each node must belong to a list of colors given to this node as input. The framework of LCL tasks can be extended to balls of radius $r > 1$, and assuming radius 1 is not restrictive, up to increasing the size of the set of labels [3].

4 Warm Up: Coloring and MIS in the Ring

In this section, we exemplify our technique, in a way that resembles the proof of Theorem 2. We consider an LCL task on a ring, where the legal input stars define a proper 3-coloring, and the output stars define a maximal independent set (MIS). That is, we study the time complexity of reducing a 3-coloring to a MIS on a ring. It is known [15] that there is a 2-round algorithm for the problem in the LOCAL model, and we show that this is optimal using topological arguments. This toy example provides the basic concepts and arguments that we use later, when considering general LCL tasks and proving Theorem 2.

---

\(^1\) Recall that an $(\alpha, \beta)$-ruling set in a graph $G = (V, E)$ is a set $R \subseteq V$ such that, for any node $v \in V$ there is a node $u \in R$ in distance at most $\beta$ from $v$, and any two nodes in $R$ are at distance at least $\alpha$ from each other.
4.1 Reduction from 3-coloring to MIS

Let us consider three consecutive nodes of the \( n \)-node ring \( C_n \), denoted by \( p_{-1}, p_0, \) and \( p_1 \), as displayed on Figure 3.

![Figure 3](image)

**Figure 3** Three consecutive nodes in the \( n \)-node ring.

By the independence property, if \( p_0 \) is in the MIS, then neither \( p_{-1} \) nor \( p_1 \) can be in the MIS, and, by the maximality property, if \( p_0 \) is not in the MIS, then \( p_{-1} \) or \( p_1 \), or both, must be in the MIS. These constraints are captured by the complex \( M_2 \) displayed on Figure 4, including six vertices \( (p_i, x) \), with \( i \in \{-1, 0, 1\} \) and \( x \in \{0, 1\} \), where \( x = 1 \) (resp., \( x = 0 \)) indicates that \( p_i \) is in the MIS (resp., not in the MIS).

![Figure 4](image)

**Figure 4** The local complex \( M_2 \) of MIS in the ring. (a) the vertices are labeled with the index of the processes and the values; (b) the indexes of the processes are replaced by colors.

The complex \( M_2 \) of Figure 4 has four facets of dimension 2: they are triangles. Some triangles intersect along an edge, while some others intersect only at a node. The complex \( M_2 \) is called the local complex of MIS in the ring (the index 2 refers to the fact that rings have degree 2). Note that the sets \( \{(p_{-1}, 0), (p_0, 0), (p_1, 0)\} \) and \( \{(p_{-1}, 1), (p_0, 1), (p_1, 1)\} \) do not form simplices of \( M_2 \). We call these two sets monochromatic. In the objective of reducing 3-coloring to MIS, \( M_2 \) will be the output complex, corresponding to \( O_d \) with \( d = 2 \) in Figure 2 and in Theorem 2.

Similarly, let us focus on 3-coloring, with the same three processes \( p_{-1}, p_0, \) and \( p_1 \). The neighborhood of \( p_0 \) cannot include the same color as its own color, and thus there are twelve possible colorings of the nodes in the star centered at \( p_0 \). Each of these stars corresponds to a 2-dimensional simplex, forming the facets of the local complex \( C_2 \) of 3-coloring in the ring, depicted in Figure 5. This complex contains nine vertices of the form \( (p_i, c) \), with \( i \in \{-1, 0, 1\} \) and \( c \in \{1, 2, 3\} \), and twelve facets. Note that the vertices \( (p_{-1}, 3) \) and \( (p_1, 3) \) appear twice in the figure, since the leftmost and rightmost edges are identified, but in opposite direction, forming a Möbius strip. \( C_2 \) is a manifold (with boundary). When reducing 3-coloring to MIS, \( C_2 \) will be the input complex, corresponding to \( I_d \) with \( d = 2 \) in Figure 2.

**Remark.** It is crucial to note that the complexes displayed in Figures 4 and 5 are not the ones used in the standard settings (e.g., [4, 11]), for which Lemma 1 would use vertices of the form \( (p, x) \) for \( p \in [n] \), or even \( p \in [N] \) assuming IDs in a range of \( N \) values. As
a consequence, these complexes have 6 vertices instead of $2n!\binom{N}{n}$ for MIS, and 9 vertices instead of $3n!\binom{N}{n}$ for coloring, where $n$ can be arbitrarily large. Even if the IDs would have been fixed, the approach of Lemma 1 would yield complexes with a number of vertices linear in $n$, while the complexes of Figs. 4 and 5 are of constant size.

As it is well known since the early work by Linial [15], a properly 3-colored ring can be “recolored” into a MIS in just two rounds. First, the nodes colored 3 recolor themselves 1 if they have no neighbors originally colored 1. Then, the nodes colored 2 do the same, i.e., they recolor themselves 1 if they have no neighbors colored 1 (whether it be neighbors originally colored 1, or nodes that recolored themselves 1 during the first round). The nodes colored 1 output 1, and the other nodes output 0. The set of nodes colored 1 forms a MIS. Note that this algorithm is ID-oblivious, i.e., it can run in an anonymous network.

**Task specification.** The specification of reducing 3-coloring to MIS can be given by the trivial carrier map $\Delta : C_2 \to 2^{M_2}$ defined by $\Delta(F) = \{F' : F' \text{ is a facet of } M_2\}$ for every facet $F$ of $C_2$. (As the LOCAL model is failure-free, it is enough to describe all maps at the level of facets.) Note that the initial coloring of a facet in $C_2$ does not induce constraints on the facet of $M_2$ to which it should be mapped. Figure 6 displays some of the various commutative diagrams that will be considered in this section. In all of them, $\Delta$ is the carrier map specifying reduction from 3-coloring to MIS in the ring, and none of the simplicial maps $\delta$ exist. Also recall that $\pi$ is the map removing IDs.

**4.2 ID-Oblivious Algorithms**

**Impossibility in Zero Rounds.** Let us consider an alleged ID-oblivious algorithm $\text{ALG}$ which reduces 3-coloring to MIS in zero rounds. Such an algorithm sees only the node’s color $c \in \{1, 2, 3\}$, and must map it to some $x \in \{0, 1\}$. This mapping can be extended to a mapping $\delta$ that maps every pair $(p_i, c)$ with $i \in \{-1, 0, 1\}$ and $c \in \{1, 2, 3\}$ to a pair $\delta(p_i, c) = (p_j, x)$, $j \in \{-1, 0, 1\}$ and $x \in \{0, 1\}$, with the following properties.
The Topology of Local Computing in Networks

- **Name-preservation.** The mapping \( \delta \) must satisfy that \( p_j = p_i \), i.e., \( \delta \) is name-preserving. By the name-preserving property, the algorithm maps the vertices in Figure 5 to the vertices in Figure 4(b) while preserving the names \( p_{-1}, p_0, p_1 \) of these vertices. Therefore, the algorithm induces a chromatic simplicial map \( \delta : C_2 \rightarrow M_2 \). (The “color” of \( p \), i.e., \( p \)’s name, is preserved).

- **Name-independence.** In addition to name-preservation, the mapping \( \delta \) must satisfy that, for every \( i \neq j \), \((p_i, c)\) and \((p_j, c)\) are mapped to \((p_i, x_i)\) and \((p_j, x_j)\), respectively, with \( x_i = x_j \), i.e., \( \delta \) is name-independent. Indeed, the names \( p_{-1}, p_0, \) and \( p_1 \) given to the nodes are “external”, i.e., they are not part of the input to the algorithm ALG.

We are therefore questioning the existence of a name-preserving name-independent simplicial map \( \delta : C_2 \rightarrow M_2 \). This is in correspondence to Figure 2 and Theorem 2, in the degenerated case where \( t = 0 \) and \([R] = \emptyset\), for which \( C_2 = I_2 \), and \( C_{2, \emptyset} = I_{2, \emptyset} = P_{2, \emptyset}^{(0)} = C_2 \) – see the leftmost diagram in Figure 6. There cannot exist a name-preserving name-independent simplicial map \( \delta \) from the manifold \( C_2 \) to \( M_2 \) (from Figure 5 to Figure 4(b)), which we formally prove in the full version of the paper [9]. The intuition is that if some triangle of \( C_2 \) is mapped to the triangle \( \{(p_0,1),(p_{-1},0),(p_1,0)\} \) of \( M_2 \) then all triangles of \( C_2 \) must be mapped to that triangle of \( M_2 \), from which it follows by name-independence that all processes output 1, or all processes output 0, which leads to contraction in both cases. The absence of a name-independent name-preserving simplicial map \( \delta : C_2 \rightarrow M_2 \) is a witness of the impossibility to construct a MIS from a 3-coloring of the ring in zero rounds, when using an ID-oblivious algorithm.

**Impossibility in One Round.** For analyzing 1-round algorithms, let us consider the local protocol complex \( P_{2, \emptyset}^{(1)} \), including the views of the three nodes \( p_{-1}, p_0, \) and \( p_1 \) after one round. The vertices of \( P_{2, \emptyset}^{(1)} \) are of the form \((p_i, x,y,z)\) with \( i \in \{-1,0,1\} \), and \( x,y,z \in \{1,2,3\}, \) \( x \neq y \), and \( y \neq z \). The vertex \((p_i, x,y,z)\) is representing a process \( p_i \) starting with color \( y \), and receiving the input colors \( x \) and \( z \) from its left and right neighbors, respectively. The facets of \( P_{2, \emptyset}^{(1)} \) are of the form \( \{(p_{-1}, x'y),(p_0, xyz),(p_1, yzz')\} \). Figure 7 displays that complex, which consists of three connected components \( K_1, K_2, \) and \( K_3 \) where, for \( y = 1,2,3 \), \( K_y \) includes the four vertices \((p_0, xyz)\) for \( x, z \in \{1,2,3\} \setminus \{y\} \), and all triangles that include these vertices. Each set of four triangles sharing a vertex \((p_0, xyz)\) forms a cone (see Figure 8). These cones are displayed twisted on Figure 7 to emphasis the “circular structure” of the three components.

**Figure 7** Local protocol complex \( P_{2, \emptyset}^{(1)} \) after 1 round starting from a 3-coloring of the ring.
Following the same reasoning as for 0-round algorithms, a 1-round algorithm $\text{alg}$ induces a chromatic (i.e., name-preserving) simplicial map $\delta : P_{2,\emptyset}^{(1)} \to M_2$, as in the second to left diagram in Figure 6. In the full version, we show that such a mapping cannot exist [9].

Figure 8 (a) A cone composed of four triangles; (b) The same cone “twisted”.

The 2-Round Algorithm. The local protocol complex $P_{2,\emptyset}^{(2)}$ includes the views of the three nodes $p_{-1}, p_0,$ and $p_1$ after two rounds. The vertices of $P_{2,\emptyset}^{(2)}$ are of the form $(p_i, c_2 c_3 c_4 c_5)$ with $i \in \{-1, 0, 1\}$, $c_j \in \{1, 2, 3\}$ for $1 \leq j \leq 5$, and $c_j \neq c_{j+1}$ for $1 \leq j < 5$. Figure 9(a) displays one of the connected components of $P_{2,\emptyset}^{(2)}$, denoted $K_{323}$, which includes the four vertices $(p_0, c_2 c_3 c_5), c_1, c_5 \in \{1, 2\}$. There are 12 disjoint isomorphic copies of this connected component in $P_{2,\emptyset}^{(2)}$, one for each triplet $c_2, c_3, c_4 \in \{1, 2, 3\}, c_2 \neq c_3$, and $c_3 \neq c_4$.

Figure 9 (a) The sub-complex $K_{323}$ of the local protocol complex $P_{2,\emptyset}^{(2)}$. (b) The facets of $M_2$.

Interestingly, each connected component of $P_{2,\emptyset}^{(2)}$ is isomorphic to each connected component of $P_{2,\emptyset}^{(1)}$, while there are more connected components in $P_{2,\emptyset}^{(2)}$ than in $P_{2,\emptyset}^{(1)}$. However, the larger views of the processes provides more flexibility for the mapping from $P_{2,\emptyset}^{(2)}$ to $M_2$ than for the mapping from $P_{2,\emptyset}^{(1)}$ to $M_2$. And indeed, the 2-round anonymous algorithm presented at the end of Section 4.1 does induce a chromatic simplicial map $\delta : P_{2,\emptyset}^{(2)} \to M_2$. Specifically, the four sub-complexes $K_{x1y}$, as well as the simplex $K_{232}$, are entirely mapped to the simplex $\sigma_{00}$ (see Figure 9(b) for the labeling of the four facets of $M_2$). The two sub-complexes $K_{131}$ are entirely mapped to the simplex $\sigma_{11}$. The two sub-complexes $K_{321}$ and $K_{231}$ are entirely mapped to the sub-complex $\sigma_{01} \cup \sigma_{11}$, and the two sub-complexes $K_{123}$ and $K_{132}$ are entirely mapped to the sub-complex $\sigma_{10} \cup \sigma_{11}$. The mapping of the remaining sub-complex $K_{323}$ is more sophisticated, and illustrates that the simple algorithm showing reduction from 3-coloring to MIS in [15] is actually topologically non-trivial. Indeed, $K_{323}$ is mapped by the algorithm so that it wraps around the hole in $M_2$, as depicted in Figure 9.
4.3 General Case with IDs

The presence of IDs given to the nodes adds power to the distributed algorithms, as the output of a process is not only a function of the observed colors in its neighborhood, but also of the observed IDs. In particular, after one round, a process $p$ is not only aware of a triplet of colors $(c_1,c_2,c_3)$, but also of a triplet of distinct IDs $(x_1,x_2,x_3)$.

Impossibility in Zero Rounds with IDs. Since the simplicial maps $\delta$ induced by the potential algorithms are name-preserving, they actually act on pairs $(x,c)$ where $x$ is an ID and $c$ is a color, i.e., $\delta(p,(x,c)) = (p,\hat{\delta}(x,c))$ for some $\hat{\delta}$. For brevity, we identify $\hat{\delta}$ with $\delta$. Let us assume that the IDs are from $\{1,\ldots,R\}$, for some $R \geq 4$. That is, we consider now $C_{2,|R|}$ for $R \geq 4$.
By the pigeon-hole principle, there exists a set $I_1 \subseteq \{1,\ldots,R\}$ with $|I_1| \geq R/2$ such that, for every $x,x^\prime \in I_1$, $\delta(x,1) = \delta(x^\prime,1)$. Therefore, again by the pigeon-hole principle, there exists a set $I_2 \subseteq I_1$ with $|I_2| \geq |I_1|/2$ such that, for every $x,x^\prime \in I_2$, $\delta(x,2) = \delta(x^\prime,2)$. Finally, there exists a set $I_3 \subseteq I_2$ with $|I_3| \geq |I_2|/2$ such that, for every $x,x^\prime \in I_3$, $\delta(x,3) = \delta(x^\prime,3)$. Therefore, there exists a set $I \subseteq \{1,\ldots,R\}$ with $|I| \geq R/8$ such that, for every $x,x^\prime \in I$, $\delta(x,1) = \delta(x^\prime,1)$, $\delta(x,2) = \delta(x^\prime,2)$, and $\delta(x,3) = \delta(x^\prime,3)$. Therefore, whenever $R \geq 24$, the set $I$ has size at least 3. Consider the sub-complex $C_{2,|R|}$ of $C_{2,|R|}$ induced by the three smallest IDs in $I$ — this sub-complex is isomorphic to $C_{2,3}$ (Figure 5). More importantly, the mapping from $C_{2,|R|}$ to $M_2$ depends only on the colors and not on the IDs, by the choice of $I$. Hence, if there was a mapping from $C_{2,|R|}$ to $M_2$, then there would exist a mapping from $C_{2,3}$ to $M_2$, which we know does not exist.

It follows that there are no mappings from $C_{2,|24|} = P_{2,|24|}^{(0)}$ to $M_2$ — see the second to right diagram in Figure 6. In other words, if the IDs are picked from a set of at least 24 values, then 3-coloring cannot be reduced to MIS in zero rounds.

Impossibility in One Rounds with IDs. We reduce the case with IDs to the case without IDs following the guideline introduced in [16]. We consider the 1-round protocol complex with IDs in a finite set $X$ with at least 5 elements, denoted by $P_{2,X}^{(1)}$. That is, $P_{2,X}^{(1)} = P_{2,|X|}^{(1)}$ with $k = |X|$. The vertices of this complex are of the form $(p_i,(xyz,abc))$ where $i \in \{-1,0,1\}$, $(x,y,z) \in \binom{X}{3}$, and $a,b,c \in \{1,2,3\}$ with $a \neq b$ and $b \neq c$. The facets of $P_{2,X}^{(1)}$ are of the form $F = \{(p_{-1},(x'y'a'b)),(p_0,(xyz,abc)),(p_1,(yz'z',bca'))\}$. Let us assume the existence of a name-preserving name-independent simplicial map $\delta : P_{2,X}^{(1)} \to M_2$ (see the rightmost diagram in Figure 6). This map induces a labeling of the pairs $(xyz,abc)$ with labels in $\{0,1\}$, where $xyz$ is an ordered triplet of distinct IDs, and $abc$ is an ordered triplet of colors in $\{1,2,3\}$. It follows that $\delta$ induces a labeling of the ordered triplets $xyz$ of distinct IDs by labels in $\{0,1\}^{12}$, by applying $\delta$ to the 12 possible choices of color triplets. By Ramsey’s Theorem [14], by taking the IDs in the set $X = \{1,\ldots,R\}$ with $R$ large enough, there exists a set $Y$ of five IDs such that, for every two sets $\{x,y,z\}$ and $\{x',y',z'\}$ of IDs in $Y$, with $x < y < z$ and $x' < y' < z'$, and for every ordered sequence $abc$ of colors, $\delta(p_0,(xyz,abc)) = \delta(p_0,(x'y'z',abc))$. Let $P_{2,Y}$ be the sub-complex of the 1-round protocol complex $P_{2,X}^{(1)}$ induced by the vertices with IDs in $Y$ ordered in increasing order. By construction of $Y$, $\delta$ is ID-oblivious on $P_{2,Y}^{(1)}$. Now, let $P_{2,X}^{(1)}$ as displayed on Figure 7. Let us define the map $\delta' : P_{2,X}^{(1)} \to M_2$ by $\delta'(p_i,(xyz,abc)) = \delta(p_i,(xyz,abc))$ where $\{x,y,z\} \subseteq Y$ and $x < y < z$. Note that $\delta'$ is well defined as $\delta$ is ID-oblivious on $Y$. Assuming $\delta : P_{2,X}^{(1)} \to M_2$ is simplicial yields that $\delta' : P_{2,X}^{(1)} \to M_2$ is simplicial as well. We have seen in Section 4.2 that such a simplicial mapping does not exist. It follows that there are no name-preserving name-independent simplicial maps $\delta : P_{2,|R|}^{(1)} \to M_2$ whenever $R$ is large enough (see Figure 6).
5 Topology of LCL Tasks

Let $S_d$ be the star of $d+1$ nodes, whose center node is named $p_0$, and the leaves are named $p_i$, for $i = 1, \ldots, d$. We consider algorithms for classes $\mathcal{G} \subseteq \mathcal{G}_d$ of graphs. Let $T = (\mathcal{L}_{in}, \mathcal{S}_{in}, \mathcal{L}_{out}, \mathcal{S}_{out})$ be an LCL task for $\mathcal{G} \subseteq \mathcal{G}_d$. The input complex $\mathcal{I}_d$ (resp., output complex $\mathcal{O}_d$) associated with $T$ is the complex where $\{(p_i, x_i) : i \in \{0, \ldots, d\}\}$ is a facet of $\mathcal{I}_d$ (resp., a facet of $\mathcal{O}_d$) if $x_i \in \mathcal{L}_{in}$ (resp., $\mathcal{L}_{out}$) for every $i \in \{0, \ldots, d\}$, and the labeled star resulting from assigning label $x_i$ to the node $p_i$ of $\mathcal{S}_d$ for every $i \in \{0, \ldots, d\}$ is in $\mathcal{S}_{in}$ (resp., $\mathcal{S}_{out}$). If the considered LCL task $T$ imposes constraints on the correctness of the outputs as a function of the inputs, as in list-coloring, then the carrier map $\Delta : \mathcal{I}_d \to 2^{\mathcal{O}_d}$ specifies, for each facet $F \in \mathcal{I}_d$, the facets $\Delta(F)$ which are legal with respect to $F$. Otherwise, $\Delta(F) = \{\text{all facets of } \mathcal{O}_d\}$, for every facet $F$ of $\mathcal{I}_d$.

Let $t \geq 0$, and let us fix a graph $G = (V, E)$ in $\mathcal{G} \subseteq \mathcal{G}_d$. In $t$ rounds, every node in $G$ acquires a view $w$, whose structure is isomorphic to a radius-$t$ ball in $G$ centered at that node, including the input labels and the IDs of the nodes in the ball. An ordered collection $w_0, \ldots, w_d$ of views at distance $t$ forms a collection of mutually compatible views for $\mathcal{G}$ if there exists a graph $G \in \mathcal{G}$, an assignment of input labels and IDs to the nodes of $G$, and a star $S$ in $G$, with nodes $v_0, \ldots, v_d$, centered at $v_0$, such that $w_i$ is the view of $v_i$ in $G$ after $t$ rounds, for $i = 0, \ldots, d$.

Let $T$ be an LCL task for $\mathcal{G} \subseteq \mathcal{G}_d$, and let $t \geq 0$. The $t$-round protocol complex associated with $T$ for a finite set $X$ of IDs, is the complex $\mathcal{P}^{(t)}_{d,X}$ where $F = \{(p_i, w_i) : i \in \{0, \ldots, d\}\}$ is a facet of $\mathcal{P}^{(t)}_{d,X}$ if $w_0, \ldots, w_d$ is an ordered collection of mutually compatible views at distance $t$ for $\mathcal{G}$. The special case $t = 0$ corresponds to $\mathcal{P}^{(0)}_{d,X} = \mathcal{I}_d$ where $\mathcal{I}_d$ is the input complex extended with IDs in $X$. The set $X$ must be large enough for all the nodes in the views $w_i$, $i = 0, \ldots, d$, to be provided with distinct IDs. Namely, $|X| \geq N(d, t+1)$, where $N(d, t+1)$ denotes the maximum number of nodes in the ball of radius $t$ in a graph in $\mathcal{G}$.

Two mappings from $\mathcal{I}_{d,X}$ play a crucial role. The first is the simplicial map $\pi : \mathcal{I}_{d,X} \to \mathcal{I}_d$ defined by $\pi(p_i, (id, x)) = (p_i, x)$ for every $i = 0, \ldots, d$, every id $\in X$, and every $x \in \mathcal{L}_{in}$. The second is the carrier map $\Xi_t : \mathcal{I}_{d,X} \to 2^{\mathcal{P}^{(t)}_{d,X}}$ that specifies, for each facet $F \in \mathcal{I}_{d,X}$, the set $\Xi_t(F)$ of facets which may result from $F$ after $t$ rounds of computation in graphs in $\mathcal{G}$. Specifically, they are merely the facets of $\mathcal{P}^{(t)}_{d,X}$ for which the views $w_0, \ldots, w_d$ are compatible with the IDs and inputs of $p_0, \ldots, p_d$ in $F$.

Our main result is an analog of the generic lemma (see Lemma 1), but involving local complexes, even for tasks defined on arbitrarily large networks, and for arbitrarily large sets of IDs.

Theorem 3. Let $T = (\mathcal{I}_d, \mathcal{O}_d, \Delta)$ be an LCL task for $\mathcal{G} \subseteq \mathcal{G}_d$, and let $t \geq 0$.

If there exists a distributed algorithm solving $T$ in $t$ rounds in the LOCAL model then, for every $R \geq N(d, t+1)$, there is a name-independent and name-preserving simplicial map $\delta : \mathcal{P}^{(t)}_{d,[R]} \to \mathcal{O}_d$ such that, for every facet $F \in \mathcal{I}_{d,[R]}$, $\delta(\Xi_t(F)) \subseteq \Delta(\pi(F))$.

There exists $R \geq N(d, t+1)$ satisfying that, if there is a name-independent and name-preserving simplicial map $\delta : \mathcal{P}^{(t)}_{d,[R]} \to \mathcal{O}_d$ such that, for every facet $F \in \mathcal{I}_{d,[R]}$, $\delta(\Xi_t(F)) \subseteq \Delta(\pi(F))$, then there is a distributed algorithm solving $T$ in $t$ rounds in the LOCAL model.

Proof. Let us fix an LCL task $T = (\mathcal{L}_{in}, \mathcal{S}_{in}, \mathcal{L}_{out}, \mathcal{S}_{out}) = (\mathcal{I}_d, \mathcal{O}_d, \Delta)$ for $\mathcal{G}$, and $t \geq 0$. Let $\text{ALG}$ be a $t$-round algorithm for $T$. For any finite set $X$ of IDs, let $\delta_X : \mathcal{P}^{(t)}_{d,X} \to \mathcal{O}_d$ defined by $\delta_X(p_i, w_i) = (p_i, \text{ALG}(w_i))$, for every $i = 0, \ldots, d$. By construction, $\delta_X$ is name-independent, and name-preserving. To show that $\delta_X$ is simplicial, let $F' = \{(p_i, w_i) : i \in \{0, \ldots, d\}\}$ be a facet of the protocol complex $\mathcal{P}^{(t)}_{d,X}$. This facet is mapped to $\delta_X(F') = \{(p_i, \text{ALG}(w_i)) :
\(i \in \{0, \ldots, d\}\). Since \(\text{ALG}\) solves \(T\), every output \(\text{ALG}(w_i)\) is in \(\mathcal{L}_{\text{out}}\), and the labeled star resulting from assigning label \(\text{ALG}(w_i)\) to the node \(p_i\) of the star \(S_{\pi}\), for every \(i \in \{0, \ldots, d\}\), is in \(S_{\text{out}}\). It follows that \(\delta_X(F')\) is a facet of \(\mathcal{O}_d\), and thus \(\delta_X\) is simplicial. Moreover, if the facet \(F'\) belongs to the image \(\Xi_j(F)\) of a facet \(F\) of \(\mathcal{I}_d, X\), since \(\text{ALG}\) solves \(T\), it follows that \(\delta_X(F') \in \Delta(\pi(F))\) as desired. So, the existence of an algorithm \(\text{ALG}\) guarantees the existence of a simplicial map \(\delta_X\) satisfying the requirements of the theorem for every large enough set \(X\) of IDs.

We now show that, to guarantee the existence of an algorithm, it is sufficient to guarantee the existence of a simplicial map \(\delta_X\) just for one specific set \(X = [R]\). In order to identify \(R\), we follow the same guideline as the specific impossibility proof in Section 4.3, using Ramsey’s theorem. Note that the number of possible balls of radius \(t\) in graphs of \(\mathcal{G}\) is finite, and depends only on \(t\) and \(d\). Given such a ball \(B\), there are finitely many ways of assigning input labels to the vertices of \(B\). The number of assignments depends only on the structure of \(B\), and on \(|\mathcal{L}_{\text{in}}|\). (It may also depend on \(S_{\text{in}}\), but in the worst case, all assignments are possible.) Let us enumerate all the labeled balls in \(\mathcal{G}\) as \(B^{(1)}, \ldots, B^{(k)}\). The number \(k\) of such labeled balls depends only on \(d, t, |\mathcal{L}_{\text{in}}|\). (It may also depend on \(\mathcal{G}\), but it is upper bounded by a function of \(d, t, |\mathcal{L}_{\text{in}}|\).)

For every labeled ball \(B^{(i)}\), \(i = 1, \ldots, k\), let \(\nu_i = |B^{(i)}|\). Let us rank the vertices of \(B^{(i)}\) arbitrarily from 1 to \(\nu_i\), and let \(\Sigma_i\) be the set of all permutations of \(\{1, \ldots, \nu_i\}\). To every \(\pi \in \Sigma_i\) corresponds a labeled ball \(B^{(i)}_\pi\) in which the rank of the vertices is determined by \(\pi\). Now, let \(X\) be a finite set of IDs with \(|X| \geq N(d, t + 1)\). We consider all possible identity-assignments with IDs in \(X\) to the nodes of the labeled balls with ranked vertices, \(B^{(i)}_\pi\), \(i = 1, \ldots, k, \pi \in \Sigma_i\), as follows. For every \(S \subseteq X\) with \(|S| = N(d, t)\), let us order the IDs in \(S\) in increasing order. Given a ranked labeled ball \(B^{(i)}_{\rho}\), i.e., a labeled ball \(B^{(i)}\) whose vertices are ranked by some permutation \(\pi \in \Sigma_i\), the IDs in \(S\) are assigned to the nodes of \(B^{(i)}_{\rho}\) by assigning the \(j\)th smallest ID in \(S\) to the node ranked \(\pi(j)\) in \(B^{(i)}_{\rho}\), for \(j = 1, \ldots, \nu_i\).

By picking all \(i = 1, \ldots, k\), all \(\pi \in \Sigma_i\), and all \(S \subseteq X\), we obtain all possible views resulting from performing a \(t\)-round algorithm in \(\mathcal{G}\) with IDs taken from \(X\). Let us order these views as \(w^{(1)}, \ldots, w^{(h)}\), where the views induced by \(B^{(i)}\) are listed first, then the views induced by \(B^{(2)}\), etc., until the views induced by \(B^{(k)}\). Moreover, for a given \(i \in \{1, \ldots, k\}\), the views corresponding to the labeled ball \(B^{(i)}\) are listed according to the lexicographic order of the permutations in \(\Sigma_i\). Note that the number \(h\) of views depends only on \(d, t, |\mathcal{L}_{\text{in}}|\), and \(|X|\). Each set \(S\) is then “colored” by

\[
c(S) = (\delta_X(p_0, w^{(1)}), \ldots, \delta_X(p_0, w^{(h)})) \in \{1, \ldots, |\mathcal{L}_{\text{out}}|\}^h.
\]

In this way, the set \(\{X_{N(d, t)}\}\) is partitioned into \(|\mathcal{L}_{\text{out}}|^h\) classes. Thanks to Ramsey’s Theorem, by taking set

\[
X = [R] \text{ with } R = R(a, b, c) \text{ for } a = |\mathcal{L}_{\text{out}}|^h \text{, and } b = c = N(d, t + 1),
\]

we are guaranteed that there exists a set \(Y\) of at least \(N(d, t + 1)\) IDs such that every two sets \(S\) and \(S'\) of \(N(d, t)\) IDs in \(Y\) are given the same color \(c(S) = c(S')\). In other words, for any ball \(B\) of radius \(t\) in a graph from \(\mathcal{G}\), for every valid assignment of inputs values to the nodes of \(B\), if one assigns the IDs in \(S\) and \(S'\) in the same manner (i.e., the \(i\)th smallest ID of \(S\) is assigned to the same node as the \(i\)th smallest ID of \(S'\)), then \(\delta_X(p_0, w) = \delta_X(p_0, w')\), where \(w\) and \(w'\) are the views resulting from assigning IDs from \(S\) and \(S'\) to the nodes, respectively.
Now, let us define the following $t$-round algorithm $\text{ALG}$ for $T$. Actually, this is precisely the order-invariant algorithm constructed in [16]. Every node $v$ collects the data available in its centered ball $B = B_G(v, t)$ of radius $t$ in the actual graph $G \in \mathcal{G}$. Note that $B$ contains IDs, and input values. Node $v$ reassigns the IDs to the nodes of $B$ by using the $|B|$ smallest IDs in $Y$, and assigning these IDs to the nodes of $B$ in the order respecting the order of the actual IDs assigned to the nodes of $B$. Then node $v$ considers the view $w$ after reassignment of the IDs, and outputs $\text{ALG}(w) = \delta_X(p_0, w)$. Note that $\delta_X$ returns values in $\mathcal{L}_{\text{out}}$, and thus $\text{ALG}$ is well defined.

To show correctness, let us consider a star $v_0, \ldots, v_d$ centered at $v_0$ in some graph $G \in \mathcal{G}$. Performing $\text{ALG}$ in $G$, each of these $d + 1$ nodes acquires a view of radius $t$. These views are mutually compatible. Let us reassign the IDs in the ball of radius $t + 1$ centered at $v_0$ in $G$, using the at most $N(d, t + 1)$ smallest IDs in $Y$, and assigning these IDs to the nodes of the ball $B$ of radius $t + 1$ centered at $v_0$, in the order respecting the order of the actual IDs assigned to the nodes of $B$. The resulting views $w_0, \ldots, w_d$ of the $d + 1$ nodes $v_0, \ldots, v_d$ remain mutually compatible. It follows that if these $d + 1$ nodes would output $\delta_X(p_0, w_0), \ldots, \delta_X(p_d, w_d)$, respectively, then the resulting star would be good. We claim that this is exactly what occurs with $\text{ALG}$. Indeed, first, $\delta_X$ is name-independent, and thus $\delta_X(p_0, w_i) = \delta_X(p_i, w)$ for every $i = 1, \ldots, d$. Second, and more importantly, by the construction of $Y$, the actual values of the IDs do not matter, but solely their relative order. The reassignment of IDs performed at each of the nodes $v_0, \ldots, v_d$ is different from the reassignment of IDs in the ball $B$ of radius $t + 1$ around $v_0$, but the relative order of these IDs is preserved as it is governed by the relative order of the original IDs in $B$. As a consequence, the nodes of $S_d$ correctly output $\delta_X(p_0, w_0), \ldots, \delta_X(p_d, w_d)$ in $\text{ALG}$, as desired. ▶

To illustrate Theorem 3, we reprove the celebrated result by Linial [15] regarding $3$-coloring the $n$-node ring in at least $\frac{1}{2} \log^* n - 1$ rounds (see also [2, 3, 13]), which can be obtained by iterating Corollary 4.

**Corollary 4.** Let $t \geq 1$, $k \geq 2$, $n \geq 1$, and $N \geq n$. If there is a $t$-round algorithm for $k$-coloring $C_n = (v_1, \ldots, v_n)$ whenever the IDs in $[N]$ are assigned to consecutive nodes $v_i, v_{i+1}$, $i \in \{1, \ldots, n-1\}$, in increasing order of their indices, then there is a $(t-1)$-round algorithm for $2^k$-coloring $C_n$ under the same constraints of the identity assignment.

**Proof.** Our aim is to find $\delta_{t-1} : P^{(t-1)}_{[r]} \to O_{2^k}$ where $O_{2^k}$ is the output complex for $2^k$-coloring $C_n$. For this purpose, we follow the approach illustrated on Figure 10. That is, first, we identify a functor $\Phi$ on a category corresponding to a subclass of simplicial complexes. From the simplicial map $\delta_t : P^{(t)}_{[r]} \to O_k$, we derive the simplicial map $\Phi(\delta_t) : \Phi(P^{(t)}_{[r]}) \to \Phi(O_k)$.

Then we show that $\Phi(O_k) \subseteq O_{2^k}$, and therefore $\Phi(\delta_t)$ maps $\Phi(P^{(t)}_{[r]})$ to $O_{2^k}$. Finally, we identify a simplicial map $f : P^{(t-1)}_{[r]} \to \Phi(P^{(t)}_{[r]})$ enabling to conclude that $\delta_{t-1} : P^{(t-1)}_{[r]} \to O_{2^k}$ defined by $\delta_{t-1} = \Phi(\delta_t) \circ f$ satisfies the hypotheses of Theorem 3, showing the existence of a $(t-1)$-round algorithm for $2^k$-coloring $C_n$.

More specifically, given any complex $\mathcal{K}$ with vertices $(p_i, v)$ with $i \in \{-1, 0, 1\}$, and $v \in V$ where $V$ is a finite set of values, we define the functor $\Phi$ as follows. The complex $\Phi(\mathcal{K})$ is on the set of vertices $(p_i, S)$ where $S = \{S_1, \ldots, S_t\}$ for some $t \geq 0$, and $S_i \subseteq V$ for every $i = 1, \ldots, t$. A set $\{(p_{i-1}, S_{i-1}), (p_0, S_0), (p_1, S_1)\}$ forms a facet of $\Phi(\mathcal{K})$ if for every $i \in \{0, 1\}$,

$$\exists S \in S_{i-1} \forall S' \in S_i \exists v' \in S' \forall v \in S : \{(p_{i-1}, v), (p_i, v')\} \in \mathcal{K}. \tag{1}$$
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Figure 10 Commutative diagrams in the proof of Corollary 4.

Given a simplicial map \( \psi : A \rightarrow B \) the map \( \Phi(\psi) \) is defined as

\[
\Phi(\psi)(p_i, S) = \left(p_i, \left\{ \pi_2 \circ \psi(p_i, v_{1,1}), \ldots, \pi_2 \circ \psi(v_{1,s_1}) \right\}, \ldots, \left\{ \pi_2 \circ \psi(v_{t,1}), \ldots, \pi_2 \circ \psi(v_{t,s_t}) \right\} \right)
\]

for every \( i \in \{-1, 0, 1\} \), and every \( S = \{S_1, \ldots, S_t\} \) with \( S_j = \{v_{j,1}, \ldots, v_{j,s_j}\} \) and \( s_j \geq 0 \), where \( \pi_2 : B \rightarrow V \) is the mere projection \( \pi_2(p_i, v) = v \) for every value \( v \). By construction, \( \Phi(\psi) : \Phi(A) \rightarrow \Phi(B) \) is simplicial. Note that if \( \psi \) is name-invariant and name-preserving, then \( \Phi(\psi) \) as well.

Next, we observe that \( \Phi(O_k) \) is a sub-complex of \( O_{2^k} \). To see why, note first that \( \Phi \) maps vertices of \( O_k \) to vertices of \( O_{2^k} \). Moreover, a facet \( F = \{(p_{-1}, S_{-1}), (p_0, S_0), (p_1, S_1)\} \) of \( \Phi(O_k) \) is a facet of \( O_{2^k} \). Indeed, Eq. (1) guarantees that there exists a set \( S \in S_{-1} \) such that for every set \( S' \) in \( S_0 \), there exists a color \( v' \) in \( S' \) that is different from all the colors in \( S \). It follows that \( S \notin S_0 \), and therefore \( S_{-1} \neq S_0 \). By the same argument, \( S_0 \neq S_1 \), and thus \( F \) is a facet of \( O_{2^k} \), as claimed. Finally, we define the simplicial map \( f : P_{\{R\}^t} \rightarrow \Phi(P_{\{R\}^t}) \) as follows. Let us consider a vertex \((p_i, w) \in P_{\{R\}^t} \), with \( w = (z_{-(t-1)}, \ldots, z_{0}, z_1, \ldots, z_{t-1}) \in [R]^{2t-1} \) with \( z_{-(t-1)} < \cdots < z_{t-1} \). For every \( b \in [R] \) with \( b > z_{t-1} \), let \( W_b^t = \{w : a < z_{-(t-1)}\} \), and let \( W_b = \{W_b^k : b \in [R], b > z_{t-1}\} \). We set \( f(p_i, w) = (p_i, W_i) \). This mapping maps every vertex of \( P_{\{R\}^t} \) to a vertex of \( \Phi(P_{\{R\}^t}) \). Let us show that \( f \) is simplicial. For this purpose, let us consider a facet

\[
F = \{(p_{-1}, x'xw), (p_0, xwy), (p_1, wyy')\}
\]

of \( P_{\{R\}^t} \). Here \( w = (z_{-(t-2)}, \ldots, z_{0}, z_1, \ldots, z_{t-2}) \in [R]^{2t-3} \) with \( x' < x < z_{-(t-2)} < \cdots < z_{-2} < y < y' \). Let us consider the two sets \( W_{x'y'}^1 \in W_{x} \) and \( W_{x'y'}^{0} \in W_{0} \). We claim that these are the two sets witnessing the validity of Eq. (1) for establishing the fact that \( f(F) \) is a facet of \( \Phi(P_{\{R\}^t}) \). To see why, let \( W_{x'y'}^0 \in W_0 \), and let \( x'xwy \in W_{x'y'}^0 \). The view \( ax'xwy \) for \( p_{-1} \) is compatible with the view \( x'xwy \) for \( p_0 \), for every \( a < x' \). Therefore, for every set \( W_{x'y'}^0 \in W_0 \), there exists a view \( ax'xwy \in W_{x'y'}^0 \) such that, for every view \( ax'xwy \in W_{x'y'}^0 \),

\[
\{(p_{-1}, ax'xwy), (p_0, x'xwy)\} \in P_{\{R\}^t}
\]

Hence Eq. (1) is satisfied for \( p_{-1} \) and \( p_0 \). By the same arguments, using \( W_{x'y'}^{0} \) instead of \( W_{x'y'}^{-1} \), Eq. (1) is satisfied for \( p_{-1} \) and \( p_0 \), from which it follows that \( f(F) \) is a facet of \( \Phi(P_{\{R\}^t}) \). We conclude that \( f \) is simplicial. Since both \( f \) and \( \Phi(\delta) \) are simplicial, the map \( \delta' = \Phi(\delta) \circ f \) is simplicial too, which completes the proof by application of Theorem 3.

6 Conclusion and Further Work

This paper shows that the study of algorithms for solving LCL tasks in the LOCAL model can be achieved by considering simplicial complexes whose sizes are independent of the number of nodes, and independent of the number of possible IDs that would be assigned to these nodes.
Two main directions for further work can be identified. A first direction is understanding topological properties of the carrier map \( \Xi : \mathcal{L}_d \to \mathcal{P}_{d,X}^{(t)} \) occurring in the LOCAL model depending on the network. Another direction is understanding what governs the existence of the simplicial map \( \delta : \mathcal{P}_{d,X}^{(t)} \to \mathcal{O} \) depending on the considered task.
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1 Introduction

Differential privacy [22] is currently making significant strides towards being used in large scale applications. Prominent real-world examples include the use of differentially private computations by the US Census’ OnTheMap project1, applications by companies such as Google and Apple [24, 36, 4, 18], and the US Census’ plan to deploy differentially private releases in the upcoming 2020 Decennial [1].

1 https://onthemap.ces.census.gov
More often than not, algorithms and their implementations are analyzed “on paper” to show that they provide differential privacy. This analysis – a proof that the outcome distribution of the algorithm is stable under the change in any single individual’s information – is often intricate and may contain errors (see [32] for an illuminating discussion about several wrong versions of the sparse vector algorithm which appeared in the literature). Moreover, even if it is actually differentially private, an algorithm may be incorrectly implemented when used in practice, e.g., due to coding errors, or because the analysis makes assumptions which do not hold in finite computers, such as the ability to sample from continuous distributions (see [34] for a discussion about privacy attacks on naive implementations of continuous distributions). Verification tools may help validate, given the code of an implementation, that it would indeed provide the privacy guarantees it is intended to provide. However, despite the many verification efforts that have targeted differential privacy based on automated or interactive techniques (see, e.g., [37, 9, 40, 25, 7, 44, 6, 2, 14, 15]), little is known about the complexity of some of the basic problems in this area. Our aim is to clarify the complexity of some of these problems.

In this paper, we consider the computational complexity of determining whether programs satisfy \((\varepsilon, \delta)\)-differential privacy. The problem is generally undecidable, and we hence restrict our attention to probabilistic loop-free programs, which are part of any reasonable programming language supporting random computations. To approach this question formally, we consider probabilistic circuits. The latter are Boolean circuits with input nodes corresponding both to input bits and to uniformly random bits (“coin flips”) where the latter allow the circuit to behave probabilistically (see Figure 1). We consider both decision and approximation versions of the problem, where in the case of decision the input consists of a randomized circuit and parameters \(\varepsilon, \delta\) and in the case of approximation the input is a randomized circuit, the desired approximation precision, and one of the two parameters \(\varepsilon, \delta\).

In both cases, complexity is measured as function of the total input length in bits (circuit and parameters).

Previous works have studied the complexity of composing differentially private components. For any \(k\) differentially private algorithms with privacy parameters \((\varepsilon_1, \delta_1), \ldots, (\varepsilon_k, \delta_k)\), it is known that their composition is also differentially private \([22, 23, 35]\), making composition a powerful design tool for differentially private programs. However, not all interesting differentially private programs are obtained by composing differentially private components, and a goal of our work is to understand what is the complexity of verifying that full programs are differentially private, and how this complexity differs from the one for programs which result of composing differentially private components.

Regarding the resulting parameters, the result of composing the \(k\) differentially private algorithms above results in \((\varepsilon_g, \delta_g)\)-differentially private for a multitude of possible \((\varepsilon_g, \delta_g)\) pairs. Murtagh and Vadhan showed that determining the minimal \(\varepsilon_g\) given \(\delta_g\) is \#:P-complete \([35]\). They also gave a polynomial time approximation algorithm that computes \(\varepsilon_g\) to arbitrary accuracy, giving hope that for “simple” programs deciding differential privacy or approximating of privacy parameters may be tractable. Unfortunately, our results show that this is not the case.

1.1 Contributions

Following the literature, we refer to the variant of differential privacy where \(\delta = 0\) as pure differential privacy and to the variant where \(\delta > 0\) as approximate differential privacy. We contribute in three directions.
Bounding pure differential privacy. We show that determining whether a randomized circuit is \(\varepsilon\)-differentially private is \(\text{coNP}^\#P\)-complete.\(^2\) To show hardness in \(\text{coNP}^\#P\) we consider a complement to the problem E-Maj-Sat [31], which is complete for \(\text{NP}^\#P\) [13]. In the complementary problem, ALL-Min-Sat, given a formula \(\phi\) over \(n + m\) variables the task is to determine if for all allocations \(x \in \{0, 1\}^n\), \(\phi(x, y)\) evaluates to true on no more than \(\frac{1}{2}\) of allocations to \(y \in \{0, 1\}^m\).

Bounding approximate differential privacy. Turning to the case where \(\delta > 0\), we show that determining whether a randomized circuit is \((\varepsilon, \delta)\)-differentially private is \(\text{coNP}^\#P\)-complete when the number of output bits is small relative to the total size of the circuit and otherwise between \(\text{coNP}^\#P\) and \(\text{coNP}^\#P\).\(^2\)

Approximating the parameters \(\varepsilon\) and \(\delta\). Efficient approximation algorithms exist for optimal composition [35], and one might expect the existence of polynomial time algorithms to approximate \(\varepsilon\) or \(\delta\) in randomized circuits. We show this is \(\text{NP}\)-hard and \(\text{coNP}\)-hard, and therefore an efficient algorithm does not exist (unless \(P = \text{NP}\)).

Our results show that for loop-free programs with probabilistic choice directly verifying whether a program is differentially private is intractable. These results apply to programs in any reasonable programming language supporting randomized computations. Hence, they set the limits on where to search for automated techniques for these tasks.

The relation to quantitative information flow

Differential privacy shares similarities with quantitative information flow [17, 27], which is an entropy-based theory measuring how secure a program is. Alvim et al. [3] showed that a bound on pure differential privacy implies a bound on quantitative information flow. So, one could hope that bounding differential privacy could be easier than bounding quantitative information flow. Yasuoka and Terauchi [42] have shown that bounding quantitative information flow for loop free boolean programs with probabilistic choice is \(\text{PP}\)-hard (but in \(\text{PSPACE}\)). In contrast, our results show that bounding pure differential privacy is \(\text{coNP}^\#P\)-complete.

Chadha et al. [11] showed the problem to be \(\text{PSPACE}\)-complete for boolean programs with loops and probabilistic choice (notice that this would be not true for programs with integers). We leave the analogous question for future works.

2 Preliminaries

Numbers

By a number given as a rational we mean a number of the form \(\frac{x}{y}\) where \(x, y\) are given as binary integers.

2.1 Loop-free probabilistic programs

We consider a simple loop-free imperative programming language built over Booleans, and including probabilistic choice.

\[
\begin{align*}
x &::= [a-z]^+ \quad \text{(variable identifiers)} \\
b &::= \text{true} \mid \text{false} \mid \text{random} \mid x \mid b \land b \mid b \lor b \mid \neg b \quad \text{(boolean expressions)} \\
c &::= \text{SKIP} \mid x := b \mid c \mid \text{if } b \text{ then } c \text{ else } c \quad \text{(commands)} \\
t &::= x \mid t, x \quad \text{(list of variables)} \\
p &::= \text{input}(t); c \mid \text{return}(t) \quad \text{(programs)}
\end{align*}
\]

\(^2\) The class \(\text{coNP}^\#P\) is contained in \(\text{PSPACE}\) and contains the polynomial hierarchy (as, per Toda’s Theorem, \(\text{PH} \subseteq \text{P}^\#P\)).
Probabilistic programs [30] extend standard programs with the addition of coin tosses; this is achieved by the probabilistic operation `random`, which returns either `true` or `false` with equal probability. A standard operation, sometimes denoted by `c ⊕ c`, which computes one of the two expressions with probability $\frac{1}{2}$ each is achieved with `if random then c else c`. The notation `c ⊕ c` is avoided as $\oplus$ refers to exclusive or in this paper.

The semantics of the programming language are standard and straightforward. Without loss of generality, each variable assignment is final, that is, each assignment must go to a fresh variable. Looping behaviour is not permitted, although bounded looping can be encoded by unrolling the loop.

**Remark 1.** Our results also hold when the language additionally supports integers and the associated operations (e.g. $+,-,\geq,=,$ etc.), providing the integers are of a bounded size. Such a language is equally expressive as the language presented here. Further details are given in the full version of the paper.

### 2.2 Probabilistic circuits

**Definition 2.** A Boolean circuit $\psi$ with $n$ inputs and $\ell$ outputs is a directed acyclic graph $\psi = (V,E)$ containing $n$ input vertices with zero in-degree, labeled $X_1,\ldots,X_n$ and $\ell$ output vertices with zero out-degree, labeled $O_1,\ldots,O_\ell$. Other nodes are assigned a label in $\{\land,\lor,\neg\}$, with vertices labeled $\neg$ having in-degree one and all others having in-degree two. The size of $\psi$, denoted $|\psi|$, is defined to be $|V|$. A randomized circuit has $m$ additional random input vertices labeled $R_1,\ldots,R_m$.

Given an input string $x = (x_1,\ldots,x_n) \in \{0,1\}^n$, the circuit is evaluated as follows. First, the values $x_1,\ldots,x_n$ are assigned to the nodes labeled $X_1,\ldots,X_n$. Then, $m$ bits $r = (r_1,\ldots,r_m)$ are sampled uniformly at random from $\{0,1\}^m$ and assigned to the nodes labeled $R_1,\ldots,R_m$. Then, the circuit is evaluated in topological order in the natural way. E.g., let $v$ be a node labeled $\land$ with incoming edges $(u_1,v),(u_2,v)$ where $u_1,u_2$ were assigned values $z_1,z_2$ then $v$ is assigned the value $z_1 \land z_2$. The outcome of $\psi$ is $(o_1,\ldots,o_\ell)$, the concatenation of values assigned to the $\ell$ output vertices $O_1,\ldots,O_\ell$. 

**Figure 1** Example randomized circuit.
For input $x \in \{0,1\}^n$ and event $E \subseteq \{0,1\}^\ell$ we have

$$\Pr[\psi(x) \in E] = \frac{|\{r \in \{0,1\}^m : \psi(x,r) \in E\}|}{2^m}.$$  

Remark 3. The operators, $\land, \lor$ and $\neg$ are functionally complete. However, we will also use $\oplus$ (exclusive or), such that $p \oplus q \iff (p \lor q) \land \neg(p \land q)$.

2.3 Equivalence of programs and circuits

Lemma 4. A loop-free probabilistic program can be converted into an equivalent probabilistic boolean circuit in linear time in the size of the program (and vice-versa).

Proof sketch. It is clear that a probabilistic circuit can be expressed as a probabilistic program using just boolean operations by expressing a variable for each vertex after sorting the vertices in topological order.

To convert a probabilistic Boolean program into a probabilistic circuit, each of the commands can be handled using a fixed size sub-circuit, each of which can be composed together appropriately.

Given the equivalence between loop-free probabilistic programs and probabilistic circuits, the remainder of the paper will use probabilistic circuits.

2.4 Differential privacy in probabilistic circuits

Let $X$ be any input domain. An input to a differentially private analysis would generally be an array of elements from a data domain $X$, each corresponding to the information of an individual, i.e., $x = (x_1, \ldots, x_n) \in X^n$.

The definition of differential privacy depends on adjacency between inputs, we define neighboring inputs.

Definition 5. Inputs $x = (x_1, \ldots, x_n)$ and $x' = (x'_1, \ldots, x'_n) \in X^n$ are called neighboring if there exist $i \in [n]$ s.t. if $j \neq i$ then $x_j = x'_j$.

In this work, we will consider input domains with finite representation. Without loss of generality we set $X = \{0,1\}^k$ and hence an array $x = (x_1, \ldots, x_n)$ can be written as a sequence of $nk$ bits, and given as input to a (randomized) circuit with $nk$ inputs. Our lower bounds work already for $k = 1$ and our upper bounds are presented using $k = 1$ but generalise to all $k$.

Definition 6 (Differential Privacy [22, 21]). A probabilistic circuit $\psi$ is $(\varepsilon, \delta)$-differentially private if for all neighboring $x, x' \in X^n$ and for all $E \subseteq \{0,1\}^\ell$,

$$\Pr[\psi(x) \in E] \leq e^\varepsilon \cdot \Pr[\psi(x') \in E] + \delta.$$  

Following common use, we refer to the case where $\delta = 0$ as pure differential privacy and to the case where $\delta > 0$ as approximate differential privacy. When omitted, $\delta$ is understood to be zero.
2.5 Problems of deciding and approximating differential privacy

We formally define our three problems of interest.

Definition 7. The problem DECIDE-$\varepsilon$-DP asks, given $\varepsilon$ and $\psi$, if $\psi$ is $\varepsilon$-differentially private. We assume $\varepsilon$ is given by the input $e^\varepsilon$ as a rational number.

Definition 8. The problem DECIDE-$\varepsilon,\delta$-DP asks, given $\varepsilon$, $\delta$ and $\psi$, if $\psi$ is $(\varepsilon,\delta)$-differentially private. We assume $\varepsilon$ is given by the input $e^\varepsilon$ as a rational number.

Definition 9. Given an approximation error $\gamma > 0$, the APPROXIMATE-$\delta$ problem and the APPROXIMATE-$\varepsilon$ problem, respectively, ask:

- Given $\varepsilon$, find $\delta \in [0,1]$, such that $0 \leq \delta - \delta \leq \gamma$, where $\delta$ is the minimal value such that $\psi$ is $(\varepsilon,\delta)$-differentially private.
- Given $\delta$, find $\delta \geq 0$, such that $0 \leq \delta - \varepsilon \leq \gamma$, where $\varepsilon$ is the minimal value such that $\psi$ is $(\varepsilon,\delta)$-differentially private.

2.6 The class coNP$^{#P}$

The complexity class #P is the counting analogue of NP problems. In particular #SAT, the problem of counting the number of satisfying assignments of a given boolean formula $\phi$ on $n$ variables, is complete for #P. Similarly #CIRCUIT-SAT, the problem of counting the satisfying assignments of a circuit with a single output, is complete for #P.

A language $L$ is in coNP$^{#P}$ if membership in $L$ can be refuted using a polynomial time non-deterministic Turing machine with access to a #P oracle. It is easy to see that coNP$^{#P} = coNP^{PP}$, and PH $\subseteq$ coNP$^{#P} \subseteq$ PSPACE, where PH $\subseteq$ coNP$^{#P}$ follows by Toda’s theorem (PH $\subseteq$ P$^P$) [39].

The following decision problem is complete for NP$^{#P}$ [13]:

Definition 10. E-Maj-Sat asks, given $\phi$ a quantifier free formula over $n + m$ variables if there exist an allocation $x \in \{0,1\}^n$ such that there are strictly greater than $\frac{1}{2}$ of allocations to $y \in \{0,1\}^m$ where $\phi(x,y)$ evaluates to true.

The complementary problem All-Min-Sat, is complete for coNP$^{#P}$: a formula $\phi$ is All-Min-Sat, if $\phi$ is not E-Maj-Sat. That is, $\phi$ a quantifier free formula over $n + m$ variables is All-Min-Sat if for all allocations $x \in \{0,1\}^n$ there are no more than $\frac{1}{2}$ of allocations to $y \in \{0,1\}^m$ where $\phi(x,y)$ evaluates to true.

3 The complexity of deciding pure differential privacy

In this section we classify the complexity of deciding $\varepsilon$-differential privacy, for which we show the following theorem:

Theorem 11. DECIDE-$\varepsilon$-DP is coNP$^{#P}$-complete.

It will be convenient to consider the well-known simpler reformulation of the definition of pure differential privacy in finite ranges to consider specific outcomes $o \in \{0,1\}^\ell$ rather than events $E \subseteq \{0,1\}^\ell$.

Reformulation 12 (Pure differential privacy). A probabilistic circuit $\psi$ is $\varepsilon$-differentially private if and only if for all neighboring $x, x' \in X^n$ and for all $o \in \{0,1\}^\ell$,

$$Pr[\psi(x) = o] \leq e^\varepsilon \cdot Pr[\psi(x') = o].$$
3.1 DECIDE-ε-DP is in coNP^#P

We show a non-deterministic Turing machine which can “refute” \( \psi \) being \( \varepsilon \)-differentially private in (non-deterministic) polynomial time with a \( \#P \) oracle. A circuit \( \psi \) is shown not to be \( \varepsilon \)-differentially private by exhibiting a combination \( x, x', o \) such that \( \Pr[\psi(x) = o] > e^\varepsilon \cdot \Pr[\psi(x') = o] \). The witness to the non-deterministic Turing machine would be a sequence of \( 2^n \) bits parsed as neighboring inputs \( x, x' \in \{0, 1\}^n \) and \( \ell \) bits describing an output \( o \in \{0, 1\}^\ell. \) The constraint can then be checked in polynomial time, using the \( \#P \) oracle to compute \( \Pr[\psi(x) = o] \) and \( \Pr[\psi(x') = o] \).

To compute \( \Pr[\psi(x) = o] \) in \( \#P \) we create an instance to \( \#CircuitSat \), which will count the number of allocations to the \( m \) probabilistic bits consistent with this output. We do this by extending \( \psi \) with additional gates reducing to a single output which is true only when the input is fixed to \( x \) and the output of \( \psi \) was \( o \).

3.2 coNP^#P-hardness of DECIDE-ε-DP

To show coNP^#P-hardness of DECIDE-ε-DP we show a reduction from ALL-MIN-SAT in Lemma 14; together with the inclusion result above, this entails that DECIDE-ε-DP is coNP^#P-complete (Theorem 11).

Randomized response [41] is a technique for answering sensitive Yes/No questions by flipping the answer with probability \( p \leq 0.5 \). Setting \( p = \frac{1}{1+e^\varepsilon} \) gives \( \varepsilon \)-differential privacy. Thus \( p = 0 \) gives no privacy and \( p = 0.5 \) gives total privacy (albeit no utility).

Definition 13 (Randomized Response).

\[
RR_\varepsilon(x) = \begin{cases} 
  x \quad &\text{w.p. } \frac{e^\varepsilon}{1+e^\varepsilon} \\
  \neg x &\text{w.p. } \frac{1}{1+e^\varepsilon}
\end{cases}
\]

Lemma 14. ALL-MIN-SAT reduces in polynomial time to DECIDE-ε-DP.

Proof. We will reduce from ALL-MIN-SAT to DECIDE-ε-DP using randomized response. We will take a boolean formula \( \phi \) and create a probabilistic circuit that is \( \varepsilon \)-differentially private if and only if \( \phi \) is ALL-MIN-SAT.

Consider the circuit \( \psi \) which takes as input the value \( z \in \{0, 1\} \). It probabilistically chooses a value of \( x \in \{0, 1\}^n \) and \( y \in \{0, 1\}^m \) and one further random bit \( p_1 \) and computes \( b = z \oplus \neg(p_1 \lor \phi(x, y)) \). The circuit outputs \( (x, b) \).

Claim 15. \( \psi \) is ln(3)-differentially private if and only if \( \phi \) is ALL-MIN-SAT.

Suppose \( \phi \in \text{ALL-MIN-SAT} \) then, no matter the choice of \( x \),

\[
0 \leq \Pr_y[\phi(x, y) = 1] \leq \frac{1}{2},
\]

and hence

\[
\frac{1}{4} \leq \Pr_{y, p_1}[\neg(p_1 \lor \phi(x, y)) = 1] \leq \frac{1}{2}.
\]

We conclude the true answer \( z \) is flipped between \( \frac{1}{4} \) and \( \frac{1}{2} \) of the time, observe this is exactly the region in which randomized response gives us the most privacy. In the worst case \( p = \frac{1}{4} = \frac{1}{1+e^\varepsilon} \), gives \( e^\varepsilon = 3 \), so ln(3)-differential privacy.
In the converse, suppose $\phi \in E$-Maj-Sat, then for some $x$
\[
\frac{1}{2} < Pr_{y} [\phi(x, y) = 1] \leq 1,
\]
and then
\[
Pr_{y,p} [\neg (p_1 \lor \phi(x, y))] = 1 < \frac{1}{2},
\]
in which case the randomized response does not provide $\ln(3)$-differential privacy. 

\begin{remark}
We skew the result so that in the positive case (when $\phi \in$ All-Min-Sat)
the proportion of accepting allocations is between $\frac{1}{4}$ and $\frac{1}{2}$, resulting in the choice of $\ln(3)$-differentially privacy. Alternative skews, using more bits akin to $p_1$, shows hardness for other choices of $\varepsilon$.
\end{remark}

**Hardness by circuit shape**

In our proof of the upper-bound we use coNP to resolve the non-deterministic choice of both input and output. We show this is necessary in the sense coNP is still required for either large input or large output. The hardness proof used in Lemma 14 shows that when $|\psi| = n$ the problem is hard for $\Omega(1)$-bit input and $\Omega(n)$-bit output.

We can also prove this is hard for $\Omega(n)$-bit input and $\Omega(1)$-bit output. Intuitively a counter example to differential privacy has two choices: a pair of adjacent input and a given output upon which the relevant inequality will hold. So to “refute” All-Min-Sat the counterexample of the All choice (i.e. $x$) can be selected in the input, rather than the output as in our case. Since the input is now non-trivial we must take care of what happens when the adjacent bit is in the choice of $x$. Details are given in the full version.

Further the problem is in $P^{#P}$ for $O(\log(n))$-bit input and $O(\log(n))$-bit output, as in this case, the choices made by coNP can instead be checked deterministically in polynomial time. In this case we show PP-hardness, which applies even when there is 1-bit input and 1-bit output.

## 4 On the complexity of deciding approximate differential privacy

It is less clear whether deciding $(\varepsilon, \delta)$-differential privacy can be done in coNP$^{#P}$. First we consider restrictions to the shape of the circuit so that coNP$^{#P}$ can be recovered, and then show that in general the problem is in coNP$^{#P^{#P}}$.

Recall that in the case of $\varepsilon$-differential privacy it was enough to consider singleton events $\{o\}$ where $o \in \{0,1\}^\ell$, however in the definition of $(\varepsilon, \delta)$-differential privacy we must quantify over output events $E \subseteq \{0,1\}^\ell$. If we consider circuits with one output bit ($\ell = 1$), then the event space essentially reduces to $E \in \{\emptyset, \{0\}, \{1\}, \{0,1\}\}$ and we can apply the same technique.

We expand this to the case when the number of outputs bits is logarithmic $\ell \leq \log(|\psi|)$. To cater to this, rather than guessing a violating $E \in \{0,1\}^\ell$, we consider a violating subset of events $E \subseteq \{0,1\}^\ell$. Given such an event $E$ we create a circuit $\psi_E$ on $\ell$ inputs and a single output which indicates whether the input is in the event $E$. The size of this circuit is exponential in $\ell$, thus polynomial in $|\psi|$. Composing $\psi_E \circ \psi$, we check the conditions hold for this event $E$, with just one bit of output.

\begin{claim}
Decide-$\varepsilon, \delta$-DP, restricted to circuits $\psi$ with $\ell$ bit outputs where $\ell \leq \log(|\psi|)$, is in coNP$^{#P}$ (and hence coNP$^{#P^{#P}}$-complete).
\end{claim}

The claim trivially extends to $\ell \leq c \cdot \log(|\psi|)$ for any fixed $c > 0$. 
4.1 Decide-ε, δ-DP is in coNP♯P♯P

We now show that Decide-ε, δ-DP in the most general case can be solved in coNP♯P♯P. We will assume ε = 0 is given as a rational, with α = \frac{ε}{v} for some integers u and v. Recall we use \( n, \ell \) and \( m \) to refer to the number of input, output and random bits of a circuit respectively. While we will use non-determinism to choose inputs leading to a violating event, unlike in Section 3 it would not be used for finding a violating event \( E \), as an (explicit) description of such an event may be of super-polynomial length. It would be useful for us to use a reformulation of approximate differential privacy, using a sum over potential individual outcomes.

**Reformulation 18** (Pointwise differential privacy [7]). A probabilistic circuit \( \psi \) is \((\varepsilon, \delta)\)-differentially private if and only if for all neighboring \( x, x' \in X^n \) and for all \( o \in \{0, 1\}^\ell \),

\[
\sum_{o \in \{0, 1\}^\ell} \delta_{x, x'}(o) \leq \delta,
\]

where \( \delta_{x, x'}(o) = \max \left( \Pr[\psi(x) = o] - \varepsilon \cdot \Pr[\psi(x') = o], 0 \right) \).

We define \( \mathcal{M} \), a non-deterministic Turing Machine with access to a \#P-oracle, and where each execution branch runs in polynomial time. On inputs a probabilistic circuit \( \psi \) and neighboring \( x, x' \in X^n \) the number of accepting executions of \( \mathcal{M} \) would be proportional to \( \sum_{o \in \{0, 1\}^\ell} \delta_{x, x'}(o) \).

In more detail, on inputs \( \psi, x \) and \( x' \), \( \mathcal{M} \) chooses \( o \in \{0, 1\}^\ell \) and an integer \( C \in \{1, 2, \ldots, 2^m + \lceil \log(v) \rceil \} \) (this requires choosing \( \ell + m + \lceil \log(v) \rceil \) bits). Through a call to the \#P oracle, \( \mathcal{M} \) computes

\[
a = \left| \{r \in \{0, 1\}^m : \psi(x, r) = o \} \right|
\]

and

\[
b = \left| \{r \in \{0, 1\}^m : \psi(x', r) = o \} \right|.
\]

Finally, \( \mathcal{M} \) accepts if \( v \cdot a - u \cdot b \geq C \) and otherwise rejects.

**Lemma 19.** Given two inputs \( x, x' \in X^n \), \( \mathcal{M}(\psi, x, x') \) has exactly \( v \cdot 2^m \sum_{o \in \{0, 1\}^\ell} \delta_{x, x'}(o) \) accepting executions.

**Proof.** Let \( 1\{X\} \) be the indicator function, which is one if the predicate \( X \) holds and zero otherwise.

\[
v \cdot 2^m \sum_{o \in \{0, 1\}^\ell} \delta_{x, x'}(o) = \sum_{o \in \{0, 1\}^\ell} v \cdot 2^m \max \left( \Pr[\psi(x) = o] - \alpha \Pr[\psi(x') = o], 0 \right)
\]

\[
= \sum_{o \in \{0, 1\}^\ell} v \cdot 2^m \max \left( \frac{1}{2m} \sum_{r \in \{0, 1\}^m} 1\{\psi(x, r) = o\} - \alpha \frac{1}{2m} \sum_{r \in \{0, 1\}^m} 1\{\psi(x', r) = o\}, 0 \right)
\]

\[
= \sum_{o \in \{0, 1\}^\ell} \max \left( v \sum_{r \in \{0, 1\}^m} 1\{\psi(x, r) = o\} - v\alpha \sum_{r \in \{0, 1\}^m} 1\{\psi(x', r) = o\}, 0 \right)
\]
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\[ \ldots = \sum_{a \in \{0,1\}^t} \max \left( v \sum_{r \in \{0,1\}^m} 1\{\psi(x, r) = o\} - u \sum_{r \in \{0,1\}^m} 1\{\psi(x', r) = o\}, 0 \right) \]
\[ = \sum_{a \in \{0,1\}^t} \sum_{C=1}^{2^{\log(v)}+m} 1 \left( \max \left( v \sum_{r \in \{0,1\}^m} 1\{\psi(x, r) = o\} - u \sum_{r \in \{0,1\}^m} 1\{\psi(x', r) = o\}, 0 \right) \geq C \right) \]
\[ = \text{number of accepting executions in } \hat{M} \]

We can now describe our coNP^{#P}-procedure for Decide-\(\epsilon, \delta\)-DP. The procedure takes as input a probabilistic circuit \(\psi\).

1. Non-deterministically choose neighboring \(x\) and \(x' \in \{0,1\}^n\) (i.e., \(2n\) bits).
2. Let \(M\) be the non-deterministic Turing Machine with access to a \#P-oracle as described above. Create a machine \(\hat{M}\) with no input that executes \(M\) on \(\psi, x, x'\).
3. Make an \#P^{#P} oracle call for the number of accepting executions \(\hat{M}\) has.
4. Reject if the number of accepting executions is greater than \(v \cdot 2^n \cdot \delta\) and otherwise accept.

By Lemma 19, there is a choice \(x, x'\) on which the procedure rejects if and only if \(\psi\) is not \((\epsilon, \delta)\)-differentially private.

4.2 Hardness

Theorem 11 shows that Decide-\(\epsilon\)-DP is coNP^{#P}-complete, in particular coNP^{#P}-hard and since Decide-\(\epsilon\)-DP is a special case of Decide-\(\epsilon, \delta\)-DP, this is also coNP^{#P}-hard. Nevertheless the proof is based on particular values of \(\epsilon\) and in the full version we provide an alternative proof of hardness based on \(\delta\). This proof result will apply for any \(\epsilon\) (even for \(\epsilon = 0\)) and for a large range of \(\delta\) (but not \(\delta = 0\)).

The proof proceeds by first considering the generalisation of All-Min-Sat to the version where minor\(\text{ity}\), i.e. less than \(\frac{1}{2}\) of the assignments, is replaced with another threshold. This problem is also coNP^{#P}-hard for a range of thresholds. Note however, if this threshold is exactly 1 the problem is true for all formulae, and if the threshold is 0 the problem is simply asks if the formula is unsatisfiable (a coNP problem).

This generalised problem can then be reduced to deciding Decide-\(\epsilon, \delta\)-DP, where the threshold corresponds exactly to \(\delta\). It will turn out in the resulting circuit \(\epsilon\) does not change the status of differential privacy, i.e. it is \((\epsilon, \delta)\)-differentially private for all \(\epsilon\), or not.

The proof shows hardness for \(\Omega(n)\)-input bits and 1-output bit; the case in which there also exists a coNP^{#P upper-bound. Hence, showing hardness in a higher complexity class, e.g., coNP^{#P^{#P}}, would require a reduction to a circuit with more output bits.

5 Inapproximability of the privacy parameters \(\epsilon, \delta\)

Given the difficulty of deciding if a circuit is differentially private, one might naturally consider whether approximating \(\epsilon\) or \(\delta\) could be efficient. We show that these tasks are both NP-hard and coNP-hard.

We show that distinguishing between \((\epsilon, \delta)\), and \((\epsilon', \delta')\)-differential privacy is NP-hard, by reduction from a problem we call Not-Constant which we also show is NP-hard. A boolean formula is in Not-Constant if it is satisfiable and not also a tautology.

\begin{itemize}
  \item Lemma 20. Not-Constant is NP-complete. (hence Constant is coNP-complete).
\end{itemize}
Proof. Clearly, Not-Constant $\in$ NP, the witness being a pair of satisfying and non-satisfying assignments. We reduce 3-SAT to Not-Constant. Given a Boolean formula $\phi$ over variables $x_1, \ldots, x_n$, let $\phi'(x_1, \ldots, x_n, x_{n+1}) = \phi(x_1, \ldots, x_n) \land x_{n+1}$. Note that $\phi'$ is never a tautology as $\phi'(x_1, \ldots, x_n, 0) = 0$. Furthermore, $\phi'$ is satisfiable if $\phi$ is. \hfill $\blacksquare$

In Definition 13 we used randomized response in the pure differential privacy setting. We now consider the approximate differential privacy variant $RR_{\varepsilon,\delta} : \{0,1\} \rightarrow \{\top, \bot\} \times \{0,1\}$ defined as follows:

$$RR_{\varepsilon,\delta}(x) = \begin{cases} (\top, x) & \text{w.p. } \delta \\ (\bot, x) & \text{w.p. } (1-\delta)\frac{\alpha}{1+\alpha} \\ (\bot, \neg x) & \text{w.p. } (1-\delta)\frac{1}{1+\alpha} \end{cases}$$

where $\alpha = e^{\varepsilon}$

L.e., with probability $\delta$, $RR_{\varepsilon,\delta}(x)$ reveals $x$ and otherwise it executes $RR_{\varepsilon}(x)$. The former is marked with “$\top$” and the latter with “$\bot$”. This mechanism is equivalent to the one described in [35] and is $(\varepsilon, \delta)$-differentially private.

$\blacktriangleright$ Definition 21. Let $0 \leq \varepsilon \leq \varepsilon'$, $0 \leq \delta \leq \delta' \leq 1$, with either $\varepsilon < \varepsilon'$ or $\delta < \delta'$. The problem Distinguish-$(\varepsilon, \delta), (\varepsilon', \delta')$-DP takes as input a circuit $\psi$, guaranteed to be either $(\varepsilon, \delta)$-differentially private, or $(\varepsilon', \delta')$-differentially private. The problem asks whether $\psi$ is $(\varepsilon, \delta)$-differentially private or $(\varepsilon', \delta')$-differentially private.

$\blacktriangleright$ Lemma 22. Distinguish-$(\varepsilon, \delta), (\varepsilon', \delta')$-DP is NP-hard (and coNP-hard).

Proof. We reduce Not-Constant to Distinguish-$(\varepsilon, \delta), (\varepsilon', \delta')$-DP. Given the boolean formula $\phi(x)$ on $n$ bits, we create a probabilistic circuit $\psi$. The input to $\psi$ consists of the $n$ bits $x$ plus a single bit $y$. The circuit $\psi$ has four output bits $(o_1, o_2, o_3, o_4)$ such that $(o_1, o_2) = RR_{\varepsilon,\delta}(y)$ and $(o_3, o_4) = RR_{\varepsilon',\delta'}(\phi(x))$.

Observe that $(o_1, o_2) = RR_{\varepsilon,\delta}(y)$ is always $(\varepsilon, \delta)$ differentially private. As for $(o_3, o_4) = RR_{\varepsilon',\delta'}(\phi(x))$, if $\phi \in$ Not-Constant then there are adjacent $x, x'$ such that $\phi(x) \neq \phi(x')$. In this case, $(o_3, o_4) = RR_{\varepsilon',\delta'}(\phi(x))$ is $(\varepsilon', \delta')$-differentially private, and, because $(\varepsilon, \delta) < (\varepsilon', \delta')$, so is $\psi$. On the other hand, if $\phi \notin$ Not-Constant then $\phi(x)$ does not depend on $x$ and hence $(o_3, o_4)$ does not affect privacy, in which case we get that $\psi$ is $(\varepsilon, \delta)$ differentially private.

The same argument also gives coNP-hardness. \hfill $\blacksquare$

Notice that the above theorem holds when $\delta = \delta'$ and $\varepsilon < \varepsilon'$ (similarly, $\varepsilon = \varepsilon'$ and $\delta < \delta'$), which entails the following theorem:

$\blacktriangleright$ Theorem 23. Assuming $P \neq NP$, for any approximation error $\gamma > 0$, there does not exist a polynomial time approximation algorithm that given a probabilistic circuit $\psi$ and $\delta$ computes some $\hat{\varepsilon}$, where $|\hat{\varepsilon} - \varepsilon| \leq \gamma$ and $\varepsilon$ is the minimal such that $\psi$ is $(\varepsilon, \delta)$-differentially private within error $\gamma$. Similarly, given $\varepsilon$, no such $\hat{\delta}$ can be computed polynomial time where $|\hat{\delta} - \delta| \leq \gamma$ and $\delta$ is minimal.

Remark 24. The result also applies when approximating within a given ratio $\rho > 1$ (e.g. in the case of approximating $\varepsilon$, to find $\hat{\varepsilon}$ such that $\frac{\hat{\varepsilon}}{\varepsilon} \leq \rho$). Moreover, the result also holds when approximating pure differential privacy, that is when $\delta = 0$.  
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Differential privacy was introduced in [22]. It is a definition of privacy in the context of data analysis capturing the intuition that information specific to an individuals is protected if every single user's input has a bounded influence on the computation's outcome distribution, where the bound is specified by two parameters, usually denoted by $\epsilon, \delta$. Intuitively, these parameters set an upperbound on privacy loss, where the parameter $\epsilon$ limits the loss and the parameter $\delta$ limits the probability in which the loss may exceed $\epsilon$.

Extensive work has occurred in the computer-assisted or automated of verification of differential privacy. Early work includes, PINQ [33] and Airavat [38] which are systems that keep track of the privacy budgets ($\epsilon$ and $\delta$) using trusted privacy primitives in SQL-like and MapReduce-like paradigms respectively. In other work, programming languages were developed, that use the type system to keep track of the sensitivity and ensure the correct level of noise is added [37, 9, 16, 8]. Another line of work uses proof assistants to help prove that an algorithm is differentially private [7]; although much of this work is not automated, recent work has gone in this direction [2, 44].

These techniques focuses on “soundness”, rather than “completeness” thus are not amenable to complexity analysis. In the constrained case of verifying differential privacy on probabilistic automata and Markov chains there are bisimulation based techniques [40, 12]. Towards complexity analysis; [15] shows that computing the optimal value of $\delta$ for a finite labelled Markov chain is undecidable. Further [14] and [15] provides distances, which are (necessarily) not tight, but can be computed in polynomial time with an NP oracle and a weaker bound in polynomial time. Recent works have focused on developing techniques for finding violations of differential privacy [19, 10]. The methods proposed so far have been based on some form of testing. Our result limits also the tractability of these approaches. Finally, [5] proposes an automated technique for proving differential privacy or finding counterexamples. This paper studies a constrained class of programs extending the language we presented here, and provides a “complete” procedure for deciding differential privacy for them. The paper does not provide any complexity guarantee for the proposed method and we expect our results to apply also in their setting.

As we already discussed, Murtagh and Vadhan [35] showed that finding the optimal values for the privacy parameters when composing different algorithms in a black-box way is $\#P$-complete, but also that approximating the optimal values can be done efficiently. In contrast, our results show that when one wants to consider programs as white-box, as often needed to achieve better privacy guarantees (e.g. in the case of the sparse vector technique), the complexity is higher.

Several works have explored different property testing related to differential privacy [20, 29, 26], including verification [26]. In the standard model used in property testing, a user has only black-box access to the function and the observable outputs are the ones provided by a privacy mechanism. In contrast, our work is based on the program description and aim to provide computational limits to the design of techniques for program analyses for differential privacy.

We already discussed some works on quantitative information flow. In addition to those, it was shown that comparing the quantitative information flow of two programs on inputs coming from the uniform distribution is $\#P$-hard [43]. However, when quantifying over all distributions the question is coNP-complete [43].

As we remarked earlier, our language is equally expressive when integers of a fixed size are added. Recently Jacomme, Kremer and Barthe [28] show deciding equivalence of two such programs, operating over a fixed finite field, is coNP$_{\text{C=P}}$-complete and the majority problem, which is similar to pure differential privacy, is coNP$_{\text{PP}}$-complete – matching the
class we show for deciding \( \varepsilon \)-differential privacy. Further the universal equivalence problem, which shows the programs are equivalent over all field extensions, is decidable in \( 2\text{-EXP} \); the universal majority problem is not know to be decidable.

### 7 Conclusions and future work

#### Verifying differential privacy of loop-free probabilistic boolean programs

We have shown the difficulty of verifying differential privacy in loop-free probabilistic boolean programs through their correspondence with probabilistic circuits. Deciding \( \varepsilon \)-differential privacy is \( \text{coNP}^{\#P} \)-complete and \((\varepsilon, \delta)\)-differential privacy is \( \text{coNP}^{\#P} \)-hard and in \( \text{coNP}^{\#P^{\#P}} \) (a gap that we leave for future work). Both problems are positioned in the counting hierarchy, in between the polynomial hierarchy \( \text{PH} \) and \( \text{PSPACE} \).

#### Verifying differential privacy of probabilistic boolean programs

One interesting question that our work leaves open is the characterization of the complexity of deciding differential privacy problems for probabilistic boolean programs, including loops. Similarly to the works on quantitative information flow [11], we expect these problems to be decidable and we expect them to be in \( \text{PSPACE} \). However, this question requires some further investigation that we leave for future work.

#### Solvers mixing non-determinism and counting

Returning to our motivation for this work – developing practical tools for verifying differential privacy – our results seem to point to a deficiency in available tools for model checking. The model checking toolkit includes well established \( \text{SAT} \) solvers for \( \text{NP} \) (and \( \text{coNP} \)) problems, solvers for further quantification in \( \text{PH} \), solvers for \( \#\text{SAT} \) (and hence for \( \#\text{P} \) problems\(^3\)). However to the best of our knowledge, there are currently no solvers that are specialized for mixing the polynomial hierarchy \( \text{PH} \) and counting problems \( \#\text{P} \), in particular \( \text{coNP}^{\#P} \) and \( \text{coNP}^{\#P^{\#P}} \).

#### Approximating the differential privacy parameters

We show that distinguishing \((\varepsilon, \delta)\)-differential privacy from \((\varepsilon', \delta')\) differential privacy where \((\varepsilon, \delta) < (\varepsilon', \delta')\) is both \( \text{NP} \)- and \( \text{coNP} \)-hard. We leave refining the classification of this problem as an open problem.

### References


\(^3\) See, for example, http://beyondnp.org/pages/solvers/, for a range of solvers.
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Abstract
Logical characterisation of a behavioural equivalence relation precisely specifies the set of formulae that are preserved and reflected by the relation. Such characterisations have been studied extensively for exact semantics on discrete models such as bisimulations for labelled transition systems and Kripke structures, but to a much lesser extent for approximate relations, in particular in the context of hybrid systems. We present what is to our knowledge the first characterisation result for approximate notions of hybrid refinement and hybrid conformance involving tolerance thresholds in both time and value. Since the notion of conformance in this setting is approximate, any characterisation will unavoidably involve a notion of relaxation, denoting how the specification formulae should be relaxed in order to hold for the implementation. We also show that an existing relaxation scheme on Metric Temporal Logic used for preservation results in this setting is not tight enough for providing a characterisation of neither hybrid conformance nor refinement. The characterisation result, while interesting in its own right, paves the way to more applied research, as our notion of hybrid conformance underlies a formal model-based technique for the verification of cyber-physical systems.
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1 Introduction

Cyber-physical systems integrate discrete aspects of computation, with continuous aspects of physical phenomena, and asynchronous aspects of communication protocols. To test cyber-physical systems against their discrete abstractions (also called discrete-event systems), several notions of conformance have been proposed [13, 28, 31]; we refer to the tutorial volume edited by Broy et al. [8] for an overview. Logical characterisations of conformance [21, 3] are of particular importance in this context, because they precisely specify the set of logical formulae that are preserved and reflected under conformance (we refer to [4] for an accessible introduction). Such logical characterisations provide a rigorous basis for design trajectories that involves subsequent conformance test at different layers of abstraction. Moreover, logical characterisations are stepping stones towards devising the notion of characterising formulae, which have been used in tools and algorithms for checking conformance [4, 10].

In the context of hybrid systems, i.e., abstractions of CPSs integrating both discrete and continuous aspects, some notions of conformance have been proposed in the recent literature [2, 1, 11, 16] (see [22] for an overview). However, not much is known about logical...
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characterisation of such notions; to our knowledge, the closest known results to a logical characterisation of hybrid conformance are the logical preservation results [16, 1] and the characterisation of metric bisimulation [12] and stochastic bisimulation for systems with rewards [17] (see the related work section for an in-depth discussion). This paper aims at bridging this gap and comes up with, to the best of our knowledge, the first logical characterisation of approximate conformance for hybrid systems [2, 1] in terms of Metric Temporal Logic [23, 5].

To this end, we study the hybrid conformance notion due to Abbas, Mittelmann and Fainekos [2, 1], as well as its its associated preorder which we call hybrid refinement (for both notions, we also study their extensions to non-deterministic hybrid-systems). We provide logical characterisations for each of these notions in terms of Metric Temporal Logic (MTL) and suitable notions of relaxation. We also show that the notions of relaxation proposed in the preservation result by Abbas, Mittelmann and Fainekos [1] is insufficiently precise to lead to a logical characterisation. We formulate our results in a general semantic domain, called generalised timed traces, which encompasses both discretised hybrid systems (as studied by Abbas, Mittelmann, and Fainekos [1]) and their continuous variants that have not been given a logical characterisation so far, to the best of our knowledge. Moreover, we study a generalisation of these results for both bounded and unbounded nondeterministic systems.

The contributions of this paper have both theoretical and practical motivation and relevance. The theoretical motivation for logical characterisation is that it not only provides an idea about the logic that is preserved under conformance (subject to relaxation) such as – in our case – MTL, but also it specifies precise bounds on the relaxation required for such formulae to hold. The practical motivation is that firstly, it provides designers with a precisely specified set of properties that carry over from specification to implementation (while preservation results only provide a rough approximation of such properties) and moreover, logical characterisation sets the scene for developing algorithms for finding distinguishing formulae, and hence, provide an alternative means for checking hybrid conformance. Logical characterisations have also proven to be a versatile auxiliary tool in e.g. developing congruence formats for operational semantics [7], as well as providing approximations of hybrid systems [26].

The rest of this paper is organised as follows. In Section 2, we review the related work and position our contributions with respect to the state of the art. In Section 3, we define some preliminary notions, including our semantic domain, the notions of hybrid refinement and conformance [1] and Metric Temporal Logic [6]. Subsequently in Section 4, we define appropriate notions of relaxations to characterise these notions using Metric Temporal Logic. We compare our results to the past preservation results in Section 5, where we show that the existing relaxation scheme for Metric Temporal Logic are too lax to serve for a logical characterisation of hybrid refinement and conformance. Namely, we prove there is a class of non-conforming implementations that do satisfy all relaxed MTL formulae satisfied by the specification. In Section 6, we conclude the paper, and present the directions of our ongoing research in this domain.

2 Related work

Logical characterisations of conformance relations allow for identifying conforming systems by means of the logical formulae satisfied by them. They also facilitate the converse operation, important from a practical perspective, namely, distinguishing non-conforming systems with a formula that forms a succinct counterexample.
Characterisations using modal logic have been studied extensively in the setting of exact behavioural semantics on discrete models such as labelled transition systems [21, 30]. In this context, characterisations use direct comparison i.e. inclusion of sets of formulae satisfied by systems in question; distinguishing formulae are those belonging to a set difference of such sets. Our work differs from this line of work in that it deals with approximate behavioural semantics and hence, cannot use standard inclusion check between sets of satisfied formulae.

To our knowledge, the first notion of characterisation for approximate behavioural semantics has been offered in the context of Metric Transition Systems [12] for linear and branching distances based on Metric Bisimulation [20, 19].

On a general level, our semantic model and conformance relation are different from those in [12, 20] in that they involve separate time and value dimensions, both of which can be subject to perturbations. Our choices for the semantic model and the notion of conformance are motivated by the practical applications of hybrid conformance [2, 1] in testing cyber-physical systems, e.g., in the automotive- [29] and healthcare domain [27]. Moreover, from a technical perspective, we base our characterisation on a logic with a qualitative (binary) satisfaction relation, but with quantities embedded in its syntax, namely, the Metric Temporal Logic (MTL). However, our approach can be easily translated to a quantitative setting of [12], by defining an evaluation of a formulae as the least degree of relaxation after applying which the formula is satisfied by a system. Also in this case, the choice of Metric Temporal Logic [23, 5] (and its concrete instantiation with signal values for propositions: Signal Temporal Logic [24]) is motivated by its wide-spread use in the hybrid systems literature and in practice [1, 18, 15].

Prabhakar, Vladimerou, Viswanathan, and Dullerud [26] provide a characterisation theorem for approximate simulation [19]; the characterisation serves as an auxiliary tool for developing approximations of hybrid systems with polynomial flows. In terms of semantic domain and relation under consideration, their characterisation result is strongly related to [12]. One technical feature which makes that paper somewhat closer in style to ours than [12] is the use of a relaxation operator (called a shrink of a formula in [26]).

Desharnais, Gupta, Jagadeesan and Panangaden [14] provide an approximate characterisation of probabilistic bisimulation for labelled Markov processes. They do so using a quantitative extension of Hennessy-Milner logic. This work has led to several follow-up applications, e.g., to a logical characterisation of differential privacy by Castiglioni, Chatzikokolakis, and Palamidessi [9]. Gburek and Baier [17] have recently investigated characterisation of bisimulation for stochastic systems with actions and rewards with two probabilistic logics: a very expressive APCTL∗, and simpler APCTL◦, that can provide succinct distinguishing formulae. Unlike their approach [17], our work is set in the context of standard hybrid systems.

The results that appear closest to ours in terms of underlying models, and conformance relations that allow for disturbances in both time and space values, are logical preservation results for hybrid conformance [1] and Skorokhod conformance [16]. Both papers define syntactical transformations on temporal logics yielding more relaxed formulae; they differ on the conformance relations and temporal logics investigated. We improve upon them by providing different relaxation schemes that are proven to be tight, i.e., are precisely sufficient for a characterisation. Moreover, we generalise their results to semantic models that can encompass both discrete and continuous behaviour and non-determinism. Our framework of generalised timed traces subsumes both discrete timed state sequences (TSSs) and continuous trajectories, e.g., allowing for a comparison of behaviours of different types (such as sampled discretised behaviour against continuous trajectories).
3 Preliminaries

In this section, we define some preliminaries regarding our semantic domain, Metric Temporal Logic and notions of hybrid conformance and refinement.

Generalised timed traces and hybrid systems. In order for our theory to remain as general as possible, we define generalised timed traces, a notion that generalises both discrete semantic models, such as timed state sequences (TSSs) [1], and continuous-time trajectories [16]. A generalised timed trace is essentially a mapping from a discrete or continuous time domain to a set of values within some metric space.

Definition 1. Let $(\mathcal{Y}, d_\mathcal{Y})$ be a metric space. A $\mathcal{Y}$-valued generalised timed trace is a function $\mu : T \to \mathcal{Y}$ such that $T \subseteq \mathbb{R}_{\geq 0}$ is the time domain, and in addition $0 \in T$ is the least element in $T$. The set of all $\mathcal{Y}$-valued generalised timed traces is denoted by $\text{GTT}(\mathcal{Y})$.

Observe that a timed state sequence (TSS) is simply a generalised timed trace with $T$ being a finite subset of $\mathbb{R}_{\geq 0}$; moreover, in case $T$ is an interval within $\mathbb{R}_{\geq 0}$, we obtain a standard continuous-time trajectory. We could generalise the domain of $\mu$ to any totally-ordered metric space, but we dispense with this generalisation here for the sake of simplicity. Likewise, the assumption that $0$ is the least element of the time domain could be also dispensed with.

Example 2. Consider trajectories $\mu_1$ and $\mu_2$ depicted in Figure 1.(a), where $\mu_1$ represents the specification of a system and $\mu_2$ its implementation. The mappings from the subset of reals in the domain of each trajectory to the value of $x$ at the corresponding point form real-valued GTTs.

Consider the discretisation of these two trajectories where we sample the trajectories with a period $T$ and we record whether the value of $x$ at the sampling point is higher than $\alpha$ (denoted by $p = x > \alpha$) or at most $\alpha$ (denoted by $\neg p = x \leq \alpha$). The corresponding mappings from $\{0, T, 2T, 3T, 4T\}$ to $P = \{p, \neg p\}$ are discretised GTTs depicted in Figure 1.(b) are $P$-valued GTTs.

A hybrid system, defined below, is a mapping from initial conditions and inputs to sets of generalised (output) traces. We use the notation $\mathcal{P}(S)$ and $\mathcal{P}_{FIN}(S)$ denote, respectively, a powerset of $S$, and the powerset of $S$ restricted to the finite subsets.

Definition 3. Given sets $\mathcal{C}$ and $\mathcal{I}$ of initial conditions and input space, the set of $\mathcal{Y}$-valued hybrid systems, denoted by $\mathcal{H}(\mathcal{C}, \mathcal{I}, \mathcal{Y})$ is the set of all functions of the type $\mathcal{C} \times \mathcal{I} \to \mathcal{P}(\text{GTT}(\mathcal{Y}))$. In addition, we distinguish the following two classes of hybrid systems: the class of finitely branching hybrid systems is defined as $\mathcal{H}_{FIN}(\mathcal{C}, \mathcal{I}, \mathcal{Y}) := \{H : \mathcal{C} \times \mathcal{I} \to \mathcal{P}_{FIN}(\text{GTT}(\mathcal{Y}))\}$; similarly, the class of deterministic hybrid systems is defined as $\mathcal{H}_{DET}(\mathcal{C}, \mathcal{I}, \mathcal{Y}) := \{H : \mathcal{C} \times \mathcal{I} \to \mathcal{P}(\text{GTT}(\mathcal{Y})) \mid \forall e \in \mathcal{C}, i \in \mathcal{I} |H(e, i)| = 1\}$. 

Figure 1 Examples of (a) continuous and (b) discretised GTTs.
Note that we intentionally left the nature of the initial conditions and input space implicit, as they play no role in the development of this paper. In reality, input conditions are typically constraints on input signals and the input space is typically a generalised timed trace with the same domain as the generalised timed trace for output. Also note that we focus mainly on finitely branching hybrid systems. When the parameters $I, C, \mathcal{Y}$ are not relevant or are clear from the context, we leave them out and refer to the set of hybrid systems with fixed parameters as $\mathcal{H}$.

### 3.1 Metric Temporal Logic

Metric Temporal Logic (MTL) [23, 5] is an extension of Linear Temporal Logic [25] with intervals; the introduction of intervals allows for reasoning about the real-time behaviour of dynamic systems once the propositions of the logic are interpreted over real-valued signals [24] (this interpretation of MTL is also called Signal Temporal Logic, or STL in the literature). MTL serves as an intuitive formalism for reasoning about hybrid systems [24, 1, 18, 15].

We work with the following language $\text{MTL}^+$ of MTL formulas in the negation-normal form

$$
\phi := T | F | p | \neg p | \phi \land \phi | \phi \lor \phi | \phi U_I \phi | \phi R_I \phi
$$

where $p$ ranges over a collection of atomic propositions $AP$, and $I$ ranges over intervals, $U_I$ denotes the until operator and $R_I$ denotes the release operator (both annotated with interval $I$).

For the purpose of relaxation, we shall also use the slightly extended language $\text{MTL}^+_{ext}$ that in addition includes $p^+(\epsilon)$ and $p^-(\epsilon)$ constructs. Intuitively, they denote, respectively, the expansion- and contraction of the domain of validity of proposition $p$ by $\epsilon$.

$$
\phi := T | F | p | \neg p | \phi \land \phi | \phi \lor \phi | \phi U_I \phi | \phi R_I \phi | p^+(\epsilon) | p^-(\epsilon) \ (\epsilon \in \mathbb{R}_{\geq 0})
$$

**Example 4.** To illustrate the intuitive meaning of $p^+(\epsilon)$ and $p^-(\epsilon)$ consider the predicate $p := x > \alpha$ in Example 2. $p^+(\epsilon)$ relaxes $p$ into $x > \alpha - \epsilon$; in other words $p^+(\epsilon)$ allows for an error margin of $\epsilon$ when checking $p$, while $p^-(\epsilon)$ shrinks $p$ into $x > \alpha + \epsilon$. The latter is helpful for defining the relaxation of negated propositions.

In order to provide the formal semantics for $\text{MTL}^+$, we need two auxiliary definitions of $\delta$-expansion and $\delta$-contraction. Below, we assume the context of some metric space $(\mathcal{Y}, d_{\mathcal{Y}})$, and $S$ ranges over subsets of $\mathcal{Y}$.

- $E(S, \delta) := \{ x \in \mathcal{Y} \mid \exists y \in S : d_{\mathcal{Y}}(x, y) \leq \delta \}$ (\(\delta\)-expansion)
- $C(S, \delta) := \mathcal{Y} \setminus E(\mathcal{Y} \setminus S, \delta)$ (\(\delta\)-contraction)

Note that our definitions slightly differ from [1]. In particular, for any $y_0 \in \mathcal{Y}$, and the set $\overline{E}(y_0) = \{ y \in \mathcal{Y} \mid d_{\mathcal{Y}}(y, y_0) > \epsilon \}$ (complement of an $\epsilon$-ball of point $y_0$), we have $E(\overline{E}(y_0), \epsilon) = \{ y_0 \}$ (rather than $\emptyset$ which the expansion of [1] would yield).

We also remark that the semantics of $\text{MTL}^+_{ext}$ is provided in the context of an interpretation function $\mathcal{O} : AP \rightarrow \mathcal{P}(\mathcal{Y})$. This is a standard approach, similar to e.g. [1], but also to Signal Temporal Logic [24]. Note that the nature of the interpretation function restricts the expressive power of the logic, as the propositions are interpreted over the domain of values only (excluding time domain), which precludes expressing more powerful properties such as signal tracking (which is possible in Freeze LTL [16]).
Definition 5. Let $\mu : T \to Y$ be a generalised timed trace, $t \in \mathbb{R}$, and $O : AP \to \mathcal{P}(Y)$ be an interpretation mapping for atomic propositions. The semantics of $MTL^+_{ext}$ formulas is defined as follows:

- $(\mu, t) \models T \iff (\mu, t) \not\models F$
- $(\mu, t) \models p \iff t \in T$ and $\mu(t) \in O(p)$
- $(\mu, t) \models \neg p \iff t \in T$ and $\mu(t) \not\in O(p)$
- $(\mu, t) \models p^+(\epsilon) \iff t \in T$ and $\mu(t) \in E(O(p), \epsilon)$
- $(\mu, t) \models p^-(\epsilon) \iff t \in T$ and $\mu(t) \not\in C(O(p), \epsilon)$
- $(\mu, t) \models \phi \land \psi \iff (\mu, t) \models \phi$ and $(\mu, t) \models \psi$
- $(\mu, t) \models \phi \lor \psi \iff (\mu, t) \models \phi$ or $(\mu, t) \models \psi$
- $(\mu, t) \models \phi U^I \psi \iff \exists t' \in T \cdot (t' - t \in I \land (\mu, t') \not\models \psi)$
- $(\mu, t) \models \psi U^I \phi \iff \forall t' \in T \cdot (t' - t \in I \Rightarrow (\mu, t') \models \phi)$
- $(\mu, t) \models \phi R^I \psi \iff \forall t' \in T \cdot (t' - t \in I \land (\mu, t') \not\models \phi \Rightarrow (\exists t_1 \in T \cdot t_1 \in [t, t') \land (\mu, t_1) \models \psi)$

We say that a generalised timed trace $\mu : T \to Y$ satisfies an $MTL^+_{ext}$ formula $\phi$, notation $\mu \models \phi$, iff $\phi$ holds. The satisfaction relation is lifted to hybrid systems in the standard manner, i.e., $H(c, i) \models \phi \iff \forall \mu \in H(c, i). \mu \models \phi$.

In the remainder of this paper, we use the common shorthand notation for eventually and always, defined as: $\diamond_I \phi := T U^I \phi$ and $\square_I \phi := F R^I \phi$. We remark that the semantics of the until operator slightly differs from the standard one used e.g. for MTL over discrete-time models. There, one simply requires the safety formula $\phi$ to hold in every time point before the “ultimate” formula $\psi$ holds. In order to cater for dense-time domains where there may be no “earliest” time point satisfying $\psi$, we require that in all the preceding time points either $\phi$ or $\psi$ holds. A similar kind of semantics can be found in [16].

We also remark that the semantics of until operator makes it possible for the “ultimate” formula $\psi$ to hold before the current state (time point); this is because we allow formulae to be annotated with arbitrary intervals, in particular those with negative endpoints.

Furthermore, note that the semantics allows for certain “ambiguous” cases where neither a formula nor its negation (which can be syntactically obtained by an appropriate transformation) is satisfied by a given state. This happens in case of (negated) propositions, and tuples of the form $(\mu, t)$, where $t$ does not belong to the time domain $T$. For instance, in case of a generalised timed trace $\mu : \{0, 1, 2, 3\} \to \mathbb{R}$ corresponding to a small sampling of a real-valued signal, and proposition $pos$ such that $O(pos) = \mathbb{R}_{\geq 0}$ we have $(\mu, \sqrt{2}) \not\models pos$, and $(\mu, \sqrt{2}) \not\models \neg pos$, regardless of the actual values of $\mu$ for the sampling points in the time domain.

However, if all occurrences of propositions in a formula are guarded by an until or release operator, the satisfaction status of a formula is never ambiguous – this is because semantics of those operators refer only to time points within the time domain. Throughout the rest of the paper, we work with propositions that are guarded with until or release and hence, in our context, the ambiguity is never an issue in the context of our theory.

3.2 Hybrid Conformance

Next, we provide the definition of hybrid conformance, due to Abbas and Fainekos [2, 1], in the context of our generalised semantic domain. Intuitively, hybrid conformance allows for conforming signal to differ up to $\tau$ in time and up to $\epsilon$ in the value. In addition to the “standard” hybrid conformance, which is a symmetric relation on traces, we also define its one-directional variant which we call hybrid refinement.
Definition 6. Let $\mu_1: \mathcal{T}_1 \rightarrow \mathcal{Y}$ and $\mu_2: \mathcal{T}_2 \rightarrow \mathcal{Y}$ be $\mathcal{Y}$-valued generalised timed traces. A trace $\mu_1$ is a $(\tau, \epsilon)$-refinement of $\mu_2$, notation $\mu_1 \sqsubseteq_{\tau, \epsilon} \mu_2$, iff:

$$\forall t_1 \in \text{dom}(\mu_1). \exists t_2 \in \text{dom}(\mu_2). |t_2 - t_1| \leq \tau \land d_\mathcal{Y}(\mu_2(t_2), \mu_1(t_1)) \leq \epsilon$$

In the above definition, $\mu_2$ can match any value in $\mu_1$ within a sufficiently small time interval, but can potentially contain some other signal values that cannot be matched by $\mu_1$. We know at least that the “behaviour”of $\mu_1$ in terms of signal values does not go beyond those of $\mu_2$ (up to the $(\tau, \epsilon)$-window).

By requiring two traces to be mutually conforming, we obtain the standard notion of hybrid conformance [2, 1] for individual traces:

Definition 7. Let $\mu_1: \mathcal{T}_1 \rightarrow \mathcal{Y}$ and $\mu_2: \mathcal{T}_2 \rightarrow \mathcal{Y}$ be $\mathcal{Y}$-valued generalised timed traces. $\mu_1$ and $\mu_2$ are $(\tau, \epsilon)$-close, denoted by $\mu_1 \sim_{\tau, \epsilon} \mu_2$, whenever $\mu_1 \sqsubseteq_{\tau, \epsilon} \mu_2$ and $\mu_2 \sqsubseteq_{\tau, \epsilon} \mu_1$.

When the precise value of $\tau$ and $\epsilon$ is not relevant, we refer to $(\tau, \epsilon)$-refinement, and $(\tau, \epsilon)$-closeness, as respectively, hybrid refinement, and hybrid conformance. The two notions can be lifted to hybrid systems in the following manner:

Definition 8.

1. A system $H_1$ is a $(\tau, \epsilon)$-refinement of $H_2$, notation $H_1 \sqsubseteq_{\tau, \epsilon} H_2$, if for all $c \in C$ and $i \in \mathcal{I}$, it holds that:

$$\forall \mu_1 \in H_1(c, i). \exists \mu_2 \in H_2(c, i). \mu_1 \sqsubseteq_{\tau, \epsilon} \mu_2$$

2. Two hybrid systems $H_1, H_2$ are $(\tau, \epsilon)$-close, denoted by $H_1 \sim_{\tau, \epsilon} H_2$, if and only if for all $c \in C$ and $i \in \mathcal{I}$, it holds that:

$$\forall \mu_1 \in H_1(c, i). \exists \mu_2 \in H_2(c, i). \mu_1 \sim_{\tau, \epsilon} \mu_2$$

$$\forall \mu_2 \in H_2(c, i). \exists \mu_1 \in H_1(c, i). \mu_1 \sim_{\tau, \epsilon} \mu_2$$

4 Logical Characterisation of Hybrid Refinement and Hybrid Conformance

4.1 Logical Characterisation via Relaxation

Logical characterisation of a relation provides means to uniquely identify classes of related systems by sets of formulae in a certain logic. In case of non-exact relations involving some tolerance thresholds for disturbances, such as hybrid conformance or refinement, one cannot directly compare sets of formulae satisfied by systems in question.

Our approach to characterisation involves the notion of relaxation of logical formulae, that has been used in the context of hybrid systems [1, 16, 26]. It involves a syntactical transformation of a formula to a weaker one, which is supposed to be also satisfied by at least one trace of a conforming system.

For the purpose of logical characterisation, we introduce the following relation:

Definition 9. We say that a system potentially exhibits property $\phi$, notation $H(c, i) \models_\delta \phi$, whenever there exists $\mu \in H(c, i)$ such that $\mu \models \phi$.

The relation $\models_\delta$ can be seen as a variant of satisfaction relation for nondeterministic systems that has existential, rather than universal interpretation, the latter being the traditional interpretation in LTL literature. This alternative view on satisfaction is similar
to one that is used in the context of Hennessy-Milner logic and its variations for behavioural models [21, 30], where a logical formula represents a (potentially) observable behaviour of a system. This approach is more suitable for the purpose of logical characterisation.

Assume a logic (a collection of formulae) $L$ and a notion of relaxation $\text{rlx} : L \rightarrow L$. Our notion of characterisation can now be defined as follows

**Definition 10.** A logic $L$ and a notion of relaxation $\text{rlx} : L \rightarrow L$ characterise a relation $R \subseteq \mathcal{H} \times \mathcal{H}$ if and only if, for any two systems $H$ and $H'$ we have:

$$H \mathbin{R} H' \iff \forall \phi \in L. H \models \phi \Rightarrow H' \models \exists \text{rlx} (\phi)$$

The implication from left to right is called preservation; in our context, there already exist some preservation results in the literature [1, 16]; the implication from right to left (called reflection) has not been studied for hybrid conformance and MTL to the best of our knowledge.

We remark that for certain classes of “well-behaved” relations, the implication under the existential interpretation in definition 10, namely $H \models \exists \phi \Rightarrow H' \models \exists \text{rlx} (\phi)$, is equivalent to a dual one under the more common universal interpretation, i.e. $H' \models \phi \Rightarrow H \models \text{rlx} (\phi)$.

Regarding the two relations considered in our work, only hybrid conformance has this property on all systems, while hybrid refinement does not. This is because the underlying relation on individual traces is not symmetric, and moreover allows the presence of considerably different values on the side of the “larger” trace (as long as it also matches all the required values on other timepoints within the relevant time interval).

In this section, we define two novel (and in our view, very natural) relaxation operators on MTL which, as we subsequently show, precisely serve this purpose.

### 4.2 Characterisation of hybrid refinement

**Relaxation operator $\text{rlx}_{\tau, \epsilon}^\blacksquare$.** We shall now introduce the first relaxation operator on MTL, which (as we subsequently prove) gives rise to the characterisation of hybrid refinement. Syntactically, it has a very simple structure: the actual relaxation is performed on the level of propositions only.

**Definition 11.** Let $\tau, \epsilon \geq 0$. The relaxation operator $\text{rlx}_{\tau, \epsilon}^\blacksquare : MTL^+ \rightarrow MTL^+_{ext}$ is defined as follows:

- $\text{rlx}_{\tau, \epsilon}^\blacksquare (T) = T$
- $\text{rlx}_{\tau, \epsilon}^\blacksquare (F) = F$
- $\text{rlx}_{\tau, \epsilon}^\blacksquare (p) = \Diamond_{[-\tau, \tau]} p^+ (\epsilon)$
- $\text{rlx}_{\tau, \epsilon}^\blacksquare (\neg p) = \Diamond_{[-\tau, \tau]} p^- (\epsilon)$
- $\text{rlx}_{\tau, \epsilon}^\blacksquare (\phi_1 \land \phi_2) = \text{rlx}_{\tau, \epsilon}^\blacksquare (\phi_1) \land \text{rlx}_{\tau, \epsilon}^\blacksquare (\phi_2)$
- $\text{rlx}_{\tau, \epsilon}^\blacksquare (\phi_1 \lor \phi_2) = \text{rlx}_{\tau, \epsilon}^\blacksquare (\phi_1) \lor \text{rlx}_{\tau, \epsilon}^\blacksquare (\phi_2)$
- $\text{rlx}_{\tau, \epsilon}^\blacksquare (\phi U I \psi) = \text{rlx}_{\tau, \epsilon}^\blacksquare (\phi) U I \text{rlx}_{\tau, \epsilon}^\blacksquare (\psi)$
- $\text{rlx}_{\tau, \epsilon}^\blacksquare (\phi R I \psi) = \text{rlx}_{\tau, \epsilon}^\blacksquare (\phi) R I \text{rlx}_{\tau, \epsilon}^\blacksquare (\psi)$

Note that each relaxation of a formula different than $T$ and $F$ is guarded by either release or until formulae, and hence its satisfaction status is always unambiguous.

### 4.2.1 Characterisation of traces

We proceed to show that the introduced relaxation operator can be used to characterise the $(\tau, \epsilon)$-refinement, starting with the individual timed traces. Note that since the results below concern arbitrary generalised timed traces, they apply also to the setting with two traces of different kind, e.g., a discrete TSS against a continuous trajectory.
4.2.1.1 Preservation modulo relaxation

We start by proving that the satisfaction of \( MTL^+ \) formulae is preserved by the refinement relation \( \sqsubseteq_{\tau, \epsilon} \) on timed traces modulo \( rlx_{\tau, \epsilon} \) relaxation.

**Proposition 12.** Let \( \mu_1 : \mathcal{T}_1 \rightarrow \mathcal{Y} \), \( \mu_2 : \mathcal{T}_2 \rightarrow \mathcal{Y} \) be two \( \mathcal{Y} \)-valued generalised timed traces, and \( \phi \) be an \( MTL \) formula. If \( \mu_1 \sqsubseteq_{\tau, \epsilon} \mu_2 \), then, for any \( t \in \mathbb{R} \):

\[
(\mu_1, t) \models \phi \implies (\mu_2, t) \models rlx_{\tau, \epsilon}(\phi)
\]

**Proof.** The proof proceeds by structural induction on the formula \( \phi \).

- \( \phi = p \): since \( (\mu_1, t) \models p \), we have \( t \in \mathcal{T}_1 \) and \( \mu_1(t) \in \mathcal{O}(p) \). Furthermore, since \( \mu_1 \sqsubseteq_{\tau, \epsilon} \mu_2 \), we know that there is some \( t' \) such that \( |t' - t| \leq \tau \) and \( d(\mu_1(t), \mu_2(t')) \leq \epsilon \). We have thus \( \mu_2(t') \in \mathcal{O}(p^+(\epsilon)) \), and hence \( (\mu_2, t') \models p^+(\epsilon) \). Moreover, since \( |t' - t| \leq \tau \), we obtain \( (\mu_2, t) \models \Diamond_{[-\tau, \tau]} p^+(\epsilon) = rlx_{\tau, \epsilon}(p) \).

- \( \phi = \neg p \): since \( (\mu_1, t) \models \neg p \), we have \( t \in \mathcal{T}_1 \) and \( \mu_1(t) \notin \mathcal{O}(p) \). Furthermore, since \( \mu_1 \sqsubseteq_{\tau, \epsilon} \mu_2 \), we know that there is some \( t' \) such that \( |t' - t| \leq \tau \) and \( d(\mu_1(t), \mu_2(t')) \leq \epsilon \). From the latter and \( \mu_1(t) \in \mathcal{Y} \setminus \mathcal{O}(p) \), we obtain \( \mu_2(t') \in E(\mathcal{Y} \setminus \mathcal{O}(p), \epsilon) \), which is equivalent to \( \mu_2(t') \notin C(\mathcal{O}(p), \epsilon) \). Hence \( (\mu_2, t) \models \neg \Diamond_{[-\tau, \tau]} p^-(\epsilon) = \neg rlx_{\tau, \epsilon}(p) \).

- \( \phi = \phi U_t \psi \): since \( (\mu_1, t) \models \phi U_t \psi \), there is some \( t_1 \in \mathcal{T}_1 \) such that \( t_1 - t \in I \) and \( (\mu_1, t_1) \models \psi \), and moreover for any \( t_0 \in [t, t_1) \) we have \( (\mu_1, t_0) \models \phi \lor (\mu_1, t_0) \models \psi \). By applying the inductive hypothesis, we obtain \( (\mu_2, t_1) \models rlx_{\tau, \epsilon}(\psi) \), and for any \( t_0 \in [t, t_1) \) we have \( (\mu_2, t_0) \models rlx_{\tau, \epsilon}(\phi) \lor (\mu_2, t_0) \models rlx_{\tau, \epsilon}(\psi) \). We thus have \( (\mu_2, t) \models \Diamond_{[-\tau, \tau]}(\phi U_t \psi) \). From the definition of relaxation we immediately obtain \( (\mu_2, t) \models \Diamond_{[-\tau, \tau]}(\phi U_t \psi) \).

- \( \phi = \phi R_I \psi \): take any \( t' \in \mathcal{T}_2 \) such that \( t' - t \in I \) and \( \mu_2(t') \notin rlx_{\tau, \epsilon}(\psi) \). From the inductive hypothesis, we have \( (\mu_1, t') \models \neg \psi \), and since \( (\mu_1, t) \models \phi R_I \psi \), we know that there is some \( t_1 \in \mathcal{T}_1 \) such that \( t_1 \in [t, t') \), and \( (\mu_1, t_1) \models \phi \). By applying the inductive hypothesis again, we obtain \( (\mu_2, t_1) \models \Diamond_{[-\tau, \tau]}(\phi) \). From the stated claims above we can now infer that \( (\mu_2, t) \models \Diamond_{[-\tau, \tau]}(\phi R_I \psi) \).

4.2.1.2 Existence of distinguishing formula

We shall now prove that the converse of the preceding theorem holds as well: whenever a timed trace is not a \( (\tau, \epsilon) \)-refinement of another, we can always find an \( MTL \) formula that witnesses this, that is, preservation modulo \( rlx_{\tau, \epsilon} \) relaxation operator does not hold.

**Proposition 13.** Let \( \mu_1 : \mathcal{T}_1 \rightarrow \mathcal{Y} \) and \( \mu_2 : \mathcal{T}_2 \rightarrow \mathcal{Y} \) be two \( \mathcal{Y} \)-valued generalised timed traces. If \( \mu_1 \not\sqsubseteq_{\tau, \epsilon} \mu_2 \), then there is a formula \( \phi \in MTL^+ \) such that \( \phi \) distinguishes \( \mu_1 \) from \( \mu_2 \) modulo relaxation \( rlx_{\tau, \epsilon} \), that is \( \mu_1 \models \phi \land \mu_2 \not\models rlx_{\tau, \epsilon}(\phi) \)

**Proof.** Suppose that there is some \( t_1 \in \mathcal{T}_1 \) for which there is no \( t_2 \in \mathcal{T}_2 \) such that \( |t_2 - t_1| \leq \tau \) and \( |\mu_2(t_2) - \mu_1(t_1)| \leq \epsilon \). Consider an \( MTL \) formula \( \phi = \Diamond_{[t, t_1]} p \), where \( \mathcal{O}(p) = \{ \mu_1(t_1) \} \). Obviously, we have \( \mu_1 \models \phi \), however, the relaxed version of the formula \( rlx_{\tau, \epsilon}(\phi) = \Diamond_{[t, t_1]} \Diamond_{[-\tau, \tau]} p^+(\epsilon) \) cannot be satisfied by \( \mu_2 \).

4.2.2 Characterisation of hybrid systems

4.2.2.1 Finitely branching systems

Propositions 12 and 13 provide the characterisation of relation \( \sqsubseteq_{\tau, \epsilon} \) by \( MTL^+ \) through the relaxation \( rlx_{\tau, \epsilon} \) on individual traces. Based on those results, for hybrid systems that are finitely branching (i.e. have bounded non-determinism, see definition 3), the characterisation result for hybrid refinement can be obtained in a straightforward manner.
Theorem 14. The logic MTL\textsuperscript{+}, together with the relaxation operator rlx\textsubscript{τ,ϵ}, characterise the conformance relation \subseteq\textsubscript{τ,ϵ} on finitely branching hybrid systems. That is, for arbitrary finitely branching hybrid systems H and H\textprime, the following statements hold:

\[
H \subseteq\textsubscript{τ,ϵ} H' \iff (\forall \phi \in \text{MTL}\textsuperscript{+}. H \models_{3} \phi \implies H' \models_{3} \text{rlx}_{τ,ϵ}(\phi))
\]

Proof.

(preservation): Take any two hybrid systems H\textsubscript{1}, H\textsubscript{2} such that H\textsubscript{1} \subseteq\textsubscript{τ,ϵ} H\textsubscript{2}. Take any c \in C, i \in I. Suppose w.l.o.g. that H\textsubscript{1}(c, i) \models_{3} \phi; we need to show that H\textsubscript{2}(c, i) \models_{3} \text{rlx}_{τ,ϵ}(\phi).

From H\textsubscript{1}(c, i) \models_{3} \phi we know that there is a \mu\textsubscript{1} \in H\textsubscript{1}(c, i) such that \mu\textsubscript{1} \models \phi. Moreover, since H\textsubscript{1} \subseteq\textsubscript{τ,ϵ} H\textsubscript{2}, there is some \mu\textsubscript{2} \in H\textsubscript{2}(c, i) such that \mu\textsubscript{1} \subseteq\textsubscript{τ,ϵ} \mu\textsubscript{2}. From Proposition 12 we thus obtain \mu\textsubscript{2} \models \text{rlx}_{τ,ϵ}(\phi), and hence H\textsubscript{2}(c, i) \models_{3} \text{rlx}_{τ,ϵ}(\phi).

(reflection/distinguishing formula): Suppose that H\textsubscript{1} \not\subseteq\textsubscript{τ,ϵ} H\textsubscript{2}. Then for certain c \in C, i \in I there is some \mu\textsubscript{1} \in H\textsubscript{1}(c, i) such that for all \mu\textsubscript{2} \in H\textsubscript{2}(c, i) we have \mu\textsubscript{1} \not\subseteq\textsubscript{τ,ϵ} \mu\textsubscript{2}. From Proposition 13 we know that for each such \mu\textsubscript{2} \in H\textsubscript{2}(c, i) there is a distinguishing formula \phi\textsubscript{j} such that \mu\textsubscript{1} \models \phi\textsubscript{j} and \mu\textsubscript{2} \not\models \text{rlx}_{τ,ϵ}(\phi\textsubscript{j}). Consider a formula \Phi = \bigwedge\textsubscript{j \in \text{Ind}} \phi\textsubscript{j}. Since H\textsubscript{2}(c, i) is a finite set, \Phi is a well-formed MTL\textsuperscript{+} formula. We now have H\textsubscript{1}(c, i) \models_{3} \Phi, but since obviously for any j, \mu\textsubscript{2} \not\models \text{rlx}_{τ,ϵ}(\Phi), we also have H\textsubscript{2}(c, i) \not\models_{3} \text{rlx}_{τ,ϵ}(\Phi). Hence \Phi distinguishes H\textsubscript{1}(c, i) from H\textsubscript{2}(c, i).

4.2.2.2 Systems with unbounded non-determinism

In order to provide characterisation for hybrid refinement on systems with infinite branching, one needs to endow the logic MTL\textsuperscript{+} with infinite conjunctions and disjunction; the syntax of such logic, denoted with MTL\textsuperscript{+}\textsubscript{∞}, is given below (Ind ranges over arbitrary sets of indices).

\[
\phi ::= T \mid F \mid p \mid \neg p \mid \bigwedge\textsubscript{i \in \text{Ind}} \phi\textsubscript{i} \mid \bigvee\textsubscript{i \in \text{Ind}} \phi\textsubscript{i} \mid \phi \cup \phi\textup{T} \mid \phi \cup \phi \textup{R}\textsubscript{i} \phi
\]

Theorem 15. The logic MTL\textsuperscript{+}\textsubscript{∞}, together with the relaxation operator rlx\textsubscript{τ,ϵ}, characterise the conformance relation \subseteq\textsubscript{τ,ϵ} on arbitrary hybrid systems.

Proof. The proof is nearly the same as the one of Theorem 14, except that while proving the reflection property, the set of distinguishing formulae for individual traces may be infinite. However, a disjunction over such a set is now a well-formed MTL\textsuperscript{+}\textsubscript{∞} formula, hence the construction is valid.

4.3 Characterisation of hybrid conformance

4.3.1 Relaxation operator rlx\textsubscript{τ,ϵ}

While the relaxation operator rlx\textsubscript{τ,ϵ} introduced in the previous section allows one to preserve – up to the relevant \textsubscript{(τ,ϵ)}-window – properties of (signal values at) individual timepoints, it falls short of preserving properties of entire intervals. Therefore, in order to characterise the standard, symmetric notion of \textsubscript{(τ,ϵ)}-closeness, or hybrid conformance, one needs a finer notion of relaxation.

In what follows, we shall use the following notation: for an interval I, by I\textsubscript{<a,b>} we denote the modified interval: I\textsubscript{<a,b>} := \{x \in \mathbb{R} | \exists x_a, x_b \in I : x_a + a \leq x \land x \leq x_b + b\}.

Below, we define a relaxation operator rlx\textsubscript{τ,ϵ} where:

- for propositions not in the scope of a temporal operator, the relaxation is done similarly as in the rlx\textsubscript{τ,ϵ} operator
for temporal operators, the interval endpoints are modified (i.e. “shrunk” to relax the temporal obligations accordingly)

for propositions guarded by a temporal operator, only ε-relaxation of a signal value is performed (the relaxation of timeline has already been handled through interval relaxation)

**Definition 16.** Let τ, ε ≥ 0. The relaxation operator \( rlx^\tau_\epsilon : MTL^+ \rightarrow MTL^\text{ext} \) is defined as follows:

\[
rlx^\tau_\epsilon(T) = T, \quad rlx^\tau_\epsilon(F) = F
\]

\[
rlx^\tau_\epsilon(p) = \mathcal{O}_{[\tau - \tau, \tau]}(p^+ (\epsilon)), \quad rlx^\tau_\epsilon(-p) = \mathcal{O}_{[\tau - \tau, \tau]}(p^- (\epsilon))
\]

\[
rlx^\tau_\epsilon(\phi \land \phi_2) = rlx^\tau_\epsilon(\phi) \land rlx^\tau_\epsilon(\phi_2)
\]

\[
rlx^\tau_\epsilon(\phi \lor \phi_2) = rlx^\tau_\epsilon(\phi) \lor rlx^\tau_\epsilon(\phi_2)
\]

\[
rlx^\tau_\epsilon(\phi U_t \psi) = \begin{cases} \mathcal{O}_{[\tau, \tau]}(t-rlx^\tau_\epsilon(\phi)U_{t, 0..2\tau} \land (\mathcal{O}_{[0, 2\tau]}(t-rlx^\tau_\epsilon(\psi)))) & \text{if } I_{<0..2\tau>} \neq \emptyset \\ \mathcal{O}_{[\tau, \tau]}(t-rlx^\tau_\epsilon(\phi)) U_{I_{<\tau..2\tau>}} & \text{if } I_{<0..2\tau>} = \emptyset \end{cases}
\]

\[
rlx^\tau_\epsilon(\phi R_t \psi) = \begin{cases} \mathcal{O}_{[\tau, \tau]}(\phi R_{I_{\tau..2\tau}}(\phi)) R_{I_{<\tau..2\tau>}} & \text{if } I_{<0..2\tau>} = \emptyset \end{cases}
\]

where the auxiliary relaxation \( t-rlx^\tau_\epsilon \) for subformulae guarded by a temporal operator is defined as follows:

\[
t-rlx^\tau_\epsilon(T) = T, \quad t-rlx^\tau_\epsilon(F) = F
\]

\[
t-rlx^\tau_\epsilon(p) = p^+ (\epsilon), \quad t-rlx^\tau_\epsilon(-p) = p^- (\epsilon)
\]

\[
t-rlx^\tau_\epsilon(\phi \land \phi_2) = t-rlx^\tau_\epsilon(\phi) \land t-rlx^\tau_\epsilon(\phi_2)
\]

\[
t-rlx^\tau_\epsilon(\phi \lor \phi_2) = t-rlx^\tau_\epsilon(\phi) \lor t-rlx^\tau_\epsilon(\phi_2)
\]

\[
t-rlx^\tau_\epsilon(\phi U_t \psi) = \begin{cases} \mathcal{O}_{[\tau, \tau]}(t-rlx^\tau_\epsilon(\phi)U_{t, 0..2\tau} \land (\mathcal{O}_{[0, 2\tau]}(t-rlx^\tau_\epsilon(\psi)))) & \text{if } I_{<0..2\tau>} \neq \emptyset \\ \mathcal{O}_{[\tau, \tau]}(t-rlx^\tau_\epsilon(\phi)) U_{I_{<\tau..2\tau>}} & \text{if } I_{<0..2\tau>} = \emptyset \end{cases}
\]

\[
t-rlx^\tau_\epsilon(\phi R_t \psi) = \begin{cases} \mathcal{O}_{[\tau, \tau]}(\phi R_{I_{\tau..2\tau}}(\phi)) R_{I_{<\tau..2\tau>}} & \text{if } I_{<0..2\tau>} = \emptyset \end{cases}
\]

### 4.3.2 Characterisation of traces

#### 4.3.2.1 Preservation

Before stating the main preservation property, we prove the key lemma which lists certain properties of the auxiliary relaxation operator \( t-rlx^\tau_\epsilon \).

**Lemma 17.** Suppose \( \mu_1 \sim_{\tau, \epsilon} \mu_2 \). For any \( \phi \in MTL^+ \) we have:

1. \( \mu_1, t \models \phi \implies 3t' \in [t - \tau, t + \tau] \land \mu_2, t' \models t-rlx^\tau_\epsilon(\phi) \)
2. \( (\forall t \in I, \mu_1, t \models \phi) \implies (\forall t \in I_{<\tau..2\tau>}, \mu_2, t \models t-rlx^\tau_\epsilon(\phi)) \)
3. if in addition \( \phi \) is of the form \( \chi U_t \psi \) or \( \psi R_t \chi \), then \( \mu_1, t \models \phi \implies \mu_2, t \models t-rlx^\tau_\epsilon(\phi) \)

**Proof.** We proceed by structural induction on \( \phi \); for technical reasons, it is convenient to prove all properties simultaneously. We focus on three key cases: atomic propositions, as well as the until and release operators.

**Case**: \( \phi = p; \)

1. Suppose \( \mu_1, t \models p; \) from the semantics of \( MTL^+ \) this means that \( \mu_1(t) \in O(p) \). Since \( \mu_1 \sim_{\tau, \epsilon} \mu_2 \), there is some \( t' \in [t - \tau, t + \tau] \) such that \( d_y(\mu_1(t), \mu_2(t')) \leq \epsilon \). From this and \( \mu_1(t) \in O(p) \) we obtain \( \mu_2(t') \models p^+ (\epsilon) = t-rlx^\tau_\epsilon(p) \).
2. Suppose that for all \( t \in I \) we have \( \mu_1, t \models p; \) that is, for all \( t \in I \) \( \mu_1(t) \in O(p) \).

Take any \( t_2 \in I_{<\tau..2\tau>} \). Observe that the “matching” timepoint for \( \mu_2 \) and \( t_2 \) in \( \mu_1 \) must be in the interval \( I \), i.e. there is some \( t_1 \in I \) such that \( d_y(\mu_1(t_1), \mu_2(t_2)) \leq \epsilon \). Since \( t_1 \in I \), we have \( \mu_1(t_1) \in O(p) \), and hence \( \mu_2(t_2) \models O(p) \), from which \( \mu_2, t_2 \models p^+ (\epsilon) = t-rlx^\tau_\epsilon(p) \) follows.
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\[ \phi = \chi \mathcal{U}_t \psi: \] we only need to prove the third statement, as it is stronger than the first two. Moreover, we consider only the more involved case when \( L_{\tau, \varepsilon} \neq \emptyset \).

Suppose \( \mu_1, t \models \chi \mathcal{U}_t \psi \). Then there is some \( t_\psi \in t + I \) such that \( \mu_1, t_\psi \models \psi \) (note that since \( I_{\tau, \varepsilon} \neq \emptyset \), we have \( t_\psi - t \geq 2\tau \)). From \( \mu_1 \sim_{\tau, \varepsilon} \mu_2 \) and applying the inductive hypothesis on statement 1 of Lemma 17 there is some \( t'_\psi \in [t_\psi - \tau, t_\psi + \tau] \) such that \( \mu_2, t'_\psi \models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\psi) \). This in particular implies that

\[ (*) \quad \mu_2, t_\psi - \tau \models \psi \text{ and applying the inductive hypothesis on statement 2 of Lemma 17 we therefore have} \]

\[ (**) \quad \text{for all } t' \in [t + \tau, t_\psi - \tau) \text{ we have } \mu_2, t' \models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\chi). \]

That \( \mu_2, t \models \psi \mathcal{R}_I \chi \) if \( \mu_2, t \) further follows that for all \( t' \in [t, t_\psi) \) we have \( \mu_1, t' \models \chi \). From applying the inductive hypothesis on statement 2 of Lemma 17 we therefore have \((***) \quad \text{for all } t' \in [t + \tau, t_\psi - \tau) \text{ we have } \mu_2, t' \models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\chi). \)

\[ \phi = \psi \mathcal{R}_I \chi: \] similarly as above, we only prove the third statement. Note that whenever the interval \( I \) is strictly shorter than \( 2\tau \), we have \( I_{\tau, \varepsilon} = \emptyset \), and the relaxation yields a formula equivalent to \( T \).

Take any \( t' \chi \in t + I_{\tau, \varepsilon} \) such that \( \mu_2, t' \chi \not\models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\chi) \). Consider the interval \( I \cap [t, t' \chi + \tau] \). There must be some \( t - \chi \in [t' \chi - \tau, t' \chi + \tau] \subseteq t + I \) such that \( \mu_1, t - \chi \not\models \chi \). Indeed, were it not the case, then from the inductive hypothesis (statement 2), we would have that for all \( t' \in [t' \chi, t' \chi - \tau] \), \( t' \not\models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\chi) \), contradicting \( \mu_2, t' \chi \not\models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\chi) \).

From \( \mu_1, t \models \psi \mathcal{R}_I \chi \) and \( \mu_1, t - \chi \not\models \chi \), one obtains existence of some \( t_\psi \in [t - \chi, t') \) such that \( \mu_1, t_\psi \models \psi \). From the inductive hypothesis (1) we know that \( \mu_2, t_\psi \models \psi \mathcal{R}_I \chi \). We have thus shown that \( \mu_2, t \models \psi \mathcal{R}_I \chi \).

The preservation property is given in the proposition below.

**Proposition 18.** \( \mu_1 \sim_{\tau, \varepsilon} \mu_2 \implies \phi \models t \mathcal{R}_\varepsilon \mathcal{R}_\tau (\phi) \)

**Proof.** Formally, the proof proceeds by structural induction. However, the key cases of temporal operators are now immediate corollaries of Lemma 17 (point 3); while for the remaining cases including base the proof is very straightforward.

### 4.3.2.2 Reflection

We proceed to show that for non-conforming traces, one can always find a distinguishing formula, regardless of the “direction” in which the conformance fails. Since \( \sim_{\tau, \varepsilon} \) is symmetric, this is equivalent to the statement that if \( \mu_1 \not\sim_{\tau, \varepsilon} \mu_2 \), then one can find both a formula distinguishing \( \mu_1 \) from \( \mu_2 \), and also one that distinguishes \( \mu_2 \) from \( \mu_1 \).

**Proposition 19.** \( \mu_1 \not\sim_{\tau, \varepsilon} \mu_2 \implies \exists \phi. \mu_1 \models \phi \land \mu_2 \not\models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\phi) \)

**Proof.** Suppose \( \mu_1 \not\sim_{\tau, \varepsilon} \mu_2 \); we show that there is always a formula that distinguishes \( \mu_1 \) from \( \mu_2 \). We distinguish two cases:

- there is some \( t_1 \in T \) such that the value \( \mu_1 (t_1) \) cannot be matched within the \( (\tau, \varepsilon) \)-window by \( \mu_2 \), that is:

  \[ (*) \quad \forall t' \in T_1 \quad |t' - t_1| \leq \tau \implies d_\varepsilon (\mu_2 (t'), \mu_1 (t_1)) > \varepsilon \]

  We use a similar construction as for the relaxation \( t\mathcal{R}_\varepsilon \psi \), by defining

  \[ \Phi_{DIST} := \hat{\psi} [t, t_1] P \]

  where \( O(p) = \{ \mu_1 (t_1) \} \). Then \( t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\Phi_{DIST}) = \hat{\psi} [t, t_1, t_1 + \tau] P \mathcal{R}_\varepsilon \psi \mathcal{R}_\tau (\psi) \). We have \( \mu_1 \models \Phi_{DIST} \), but from \((*)\) we clearly have \( \mu_2 \not\models t\mathcal{R}_\varepsilon \mathcal{R}_\tau (\Phi_{DIST}) \).
there is some $t_2 \in T_2$ that cannot be matched by $\mu_1$, that is: that is:

$$\forall t' \in T_1. |t' - t_2| \leq \tau \implies d_Y(\mu_1(t'), \mu_2(t_2)) > \epsilon$$

we define

$$\Phi_{DIST} := \Box_{[t_2 - \tau, t_2 + \tau]} \mathcal{O}(p)$$

where $\mathcal{O}(p) = \{ y \in Y \mid d_Y(y, \mu_2(t_2)) > \epsilon \}$ (at this point using our definition of expansion operator rather than the one from [1] proves essential).

We have $\mu_1 \models \Phi_{DIST}$, but on the other hand:

$$\text{rlx} \sim_{\tau, \epsilon}(\Phi_{DIST}) = (\Diamond_{[-\tau, \tau]} F) R_{[t_2, t_2]} p^+(\epsilon) \equiv \Box_{[t_2, t_2]} p^+(\epsilon)$$

and since $\mu_2(t_2) \notin Y \setminus \{\mu_2(t_2)\} = p^+(\epsilon)$, we have $\mu_2 \not\models \text{rlx} \sim_{\tau, \epsilon}(\Phi_{DIST})$.

4.3.3 Characterisation of hybrid systems

Characterisation results for hybrid conformance and their proofs share many similarities with those for hybrid refinement. One fine point worth noting is the proof of reflection property: when, similarly as in the proof of Theorem 14, we arrive at the case when $\mu_1 \not\sim_{\tau, \epsilon} \mu_2$, we know from Proposition 19 that for all $j$ there is a formula that distinguishes $\mu_1$ from $\mu_2$, regardless of the direction in which the $(\tau, \epsilon)$-matching fails. We therefore have a family of formulae distinguishing $\mu_1$ from $\mu_2$ for each $j$, and hence can construct a distinguishing formula by taking their conjunction.

In addition, since hybrid conformance is based on a symmetric relation on individual traces, the characterisation result holds for the standard (universal) interpretation of satisfaction relation as well.

Theorem 20. The logic $\text{MTL}^+$ [resp. $\text{MTL}^+_{\infty}$], together with the relaxation operator $\text{rlx} \sim_{\tau, \epsilon}$, characterise the conformance relation $\sqsubseteq_{\tau, \epsilon}$ on finitely branching [resp. arbitrary] hybrid systems. That is, for finitely branching [resp. arbitrary] hybrid systems $H$ and $H'$, the following statements hold:

$$H \sim_{\tau, \epsilon} H' \iff (\forall \phi \in \text{MTL}^+[\text{MTL}^+_{\infty}]. H \models \exists \phi \implies H' \models \exists \text{rlx} \sim_{\tau, \epsilon}(\phi))$$

Moreover, the characterisation result holds for the universal interpretation of satisfaction relation as well, that is:

$$H \sim_{\tau, \epsilon} H' \iff (\forall \phi \in \text{MTL}^+[\text{MTL}^+_{\infty}]. H' \models \phi \implies H \models \text{rlx} \sim_{\tau, \epsilon}(\phi))$$

5 Comparison with an existing relaxation

In this section, we discuss the existing relaxation operator for MTL from the literature due to Abbas, Mittelmann, and Fainekos [1], which is known to preserve MTL formulae for discrete samplings (timed-state sequences). We show that their relaxation cannot distinguish between traces not related by hybrid conformance, and hence is too lax for the purpose of logical characterisation for either hybrid conformance, or refinement.

5.1 AMF-Relaxation

We recall the relaxation operator from [1], which we call AMF-relaxation (for Abbas, Mittelmann, and Fainekos). Originally the definition was given on the super-dense time domain (i.e., a time domain that allows for specifying the ordering of simultaneous events).
Since the “super-denseness” of the time domain does not have any influence on our study, we simplify the time domain to a dense time domain (such as non-negative real numbers). We also adapt the presentation to the generalised timed traces framework.

Definition 21. Given $\tau, \epsilon \geq 0$, the relaxation operator $\llbracket \cdot \rrbracket_{\tau, \epsilon}^{\text{AMF}} : \text{MTL}^+ \rightarrow \text{MTL}_{\text{ext}}^+$ is defined as follows:

- $[T]_{\tau, \epsilon}^{\text{AMF}} = T$, $[F]_{\tau, \epsilon}^{\text{AMF}} = F$
- $[p]_{\tau, \epsilon}^{\text{AMF}} = p^+(\epsilon)$, $[-p]_{\tau, \epsilon}^{\text{AMF}} = p^-(\epsilon)$
- $[\phi_1 \land \phi_2]_{\tau, \epsilon}^{\text{AMF}} = [\phi_1]_{\tau, \epsilon}^{\text{AMF}} \land [\phi_2]_{\tau, \epsilon}^{\text{AMF}}$
- $[\phi_1 \lor \phi_2]_{\tau, \epsilon}^{\text{AMF}} = [\phi_1]_{\tau, \epsilon}^{\text{AMF}} \lor [\phi_2]_{\tau, \epsilon}^{\text{AMF}}$
- $[\phi \mathcal{U} t]_{\tau, \epsilon}^{\text{AMF}} = (\Diamond_{-2\tau,0}[\phi]_{\tau, \epsilon}^{\text{AMF}}) \mathcal{U}_{[a-2\tau,b+2\tau]} (\Diamond_{[0,2\tau]}[\psi]_{\tau, \epsilon}^{\text{AMF}})$
- $[\phi \mathcal{R} t]_{\tau, \epsilon}^{\text{AMF}} = (\Diamond_{-2\tau,0}[\phi]_{\tau, \epsilon}^{\text{AMF}}) \mathcal{R}_{[a+2\tau,b-2\tau]} (\Diamond_{[0,2\tau]}[\psi]_{\tau, \epsilon}^{\text{AMF}})$

where $I_{<a,b>}$ is the relaxation of the bounds of interval $I$ with constants $a$ and $b$, formally defined as follows. For $a, b \in \mathbb{R}$, let $T(a, b) := \{a, b\} \cup \{\{a, b\}, \{a, b\}\}$; then for any interval $I \in T(a, b)$, $I_{<c,d>} := (a + c, b + d)$.

Note that the interval relaxation $I_{<a,b>}$ differs from $I_{<a,b>}$ in that the former always yields an open interval, while the latter yields an interval of the same kind as $I$. For instance $[4, 7]_{<1,3>} = (3, 8)$, whereas $[4, 7]_{<1,3>} = [3, 8]$.

It follows from Definition 21 that the relaxation operator $\llbracket \cdot \rrbracket_{\tau, \epsilon}^{\text{AMF}}$ applied to until or release formulae annotated with any interval from $T(a, b)$ produces the same formulae:

Observation 22. For any $I \in T(a, b)$, we have:

- $[\phi \mathcal{U} t]_{\tau, \epsilon}^{\text{AMF}} = (\Diamond_{-2\tau,0}[\phi]_{\tau, \epsilon}^{\text{AMF}}) \mathcal{U}_{[a-2\tau,b+2\tau]} (\Diamond_{[0,2\tau]}[\psi]_{\tau, \epsilon}^{\text{AMF}})$
- $[\phi \mathcal{R} t]_{\tau, \epsilon}^{\text{AMF}} = (\Diamond_{-2\tau,0}[\phi]_{\tau, \epsilon}^{\text{AMF}}) \mathcal{R}_{[a+2\tau,b-2\tau]} (\Diamond_{[0,2\tau]}[\psi]_{\tau, \epsilon}^{\text{AMF}})$

The following preservation result can be found in [1].

Theorem 23. Let $\phi \in \text{MTL}^+$. Let $\mu_1 : T_1 \rightarrow \mathcal{Y}$ and $\mu_2 : T_2 \rightarrow \mathcal{Y}$ be two discrete GTTs, i.e. $T_1, T_2 \subseteq P_{\text{FIN}}(\mathbb{R}_{\geq 0})$. If $\mu_1 \sim_{\tau, \epsilon} \mu_2$, then for any $t_1 \in T_1$ if $(\mu_1(t_1) = \phi$, then for all $t_2 \in T_2$ such that $|t_2 - t_1| \leq \tau$ and $|\mu_2(t_2) - \mu_1(t_1)| \leq \epsilon$, we have $\mu_1(t_1) = \phi \implies \mu_2(t_2) = [\phi]_{\tau, \epsilon}^{\text{AMF}}$.

Observe that the above preservation property is very strong: it holds for any sampling point in the conforming trace that matches the given point within the $(\tau, \epsilon)$-“window”. This kind of result comes at a price of having to employ a relaxation operator which yields considerably weaker formulae, which explains the significant relaxation of intervals in $\llbracket \cdot \rrbracket_{\tau, \epsilon}^{\text{AMF}}$.

5.2 Laxness of AMF-Relaxation

In this section, we prove that the notion of AMF-relaxation is too lax for the purpose of logical characterisation of hybrid conformance, i.e. there is a class of non-conforming implementations which preserve AMF-relaxations of all MTL properties satisfied by their specifications.

Throughout this section, we assume a simple setting where values range over Booleans, i.e. $\mathcal{Y} = \mathbb{B} = \{\text{true, false}\}$. The associated metric on $P(\mathbb{B})$ is defined as $d(b_1, b_2) = 0$ if $b_1 = b_2$, and $\infty$ otherwise.

Recall that we refer to generalised timed traces with a finite time domain as timed state sequences, or TSSs.

We first explain the gist of our proof by showing one instance of the above-mentioned family of non-conforming counter-examples.
Example 24. Fix $\tau > 0$ and let $T$ be a value very slightly smaller than $\tau$, i.e. $T = \tau - \delta$, where $\delta \ll \tau$. Consider the discretised GTTs presented in Example 2, which we recall here for the sake of convenience; $\mu_1$ holds value \textit{true} only at $T$ and $2T$ and $\mu_2$ holds value \textit{true} at $3T$ and \textit{false}, otherwise. The two TSSs can be depicted as follows (white/black dots represent states that have value, respectively, \textit{true} / \textit{false}):

\[
\begin{array}{cccc}
\mu_1 & \circ & \bullet & \circ & \circ \\
\mu_2 & \circ & 0 & T & 2T & 3T & 4T
\end{array}
\]

$\mu_1$ and $\mu_2$ are not $(\tau, 0)$-close, not even $(t, 0)$-close for any $t < 2T$. To observe this note that for instance $\mu_1(T)$ cannot be matched by $\mu_2$ within $(-T, 3T)$ since no state in $\mu_2$ has value \textit{false} in this interval. On the other hand, as we show next, TSSs $\mu_2$ satisfies the AMF-relaxation of all MTL formulae satisfied by $\mu_1$ (relaxed by parameters $(\tau, 0)$ and vice versa. Intuitively, this is because the intervals in the until and release formulae are respectively expanded and compressed by $2\tau$, allowing for shifts by $2\tau$ in the states of TSS without affecting the satisfaction of formulae.

In the remainder of this section, we generalise this example and prove this fact for a broader, infinite class of pairs of TSSs which are not $(t, 0)$-equivalent for any $t < 2\tau$.

Definition 25. For a pair of TSSs $\mu_A : \mathcal{T}_A \to \mathbb{B}$ and $\mu_B : \mathcal{T}_B \to \mathbb{B}$, we say that $\mu_B$ is stretched to the right of $\mu_A$ by less than $t$, if there is some $K \in \mathbb{N}$ and functions $\text{CHUNK}_A : \mathcal{T}_A \to \{1, \ldots, K\}$ and $\text{CHUNK}_B : \mathcal{T}_B \to \{1, \ldots, K\}$ such that the following hold:

1. $\text{CHUNK}_A$ and $\text{CHUNK}_B$ are surjective and non-decreasing
2. all states that map to the same chunk number have the same value, i.e. for all $k \in \{1, \ldots, K\}$ and for all $t_A \in \mathcal{T}_A$, $t_B \in \mathcal{T}_B$ such that $\text{CHUNK}_A(t_A) = \text{CHUNK}_B(t_B) = k$, we have $\mu_A(t_A) = \mu_B(t_B)$
3. for any $t_A \in \mathcal{T}_A$, there is some $t_B \in \mathcal{T}_B$ such that

\[(*) \quad 0 \leq t_B - t_A < t \land \text{CHUNK}_A(t_A) = \text{CHUNK}_B(t_B)\]

and conversely, for any $t_B \in \mathcal{T}_B$, there is some $t_A \in \mathcal{T}_A$ such that $(*)$ holds. We shall call a pair $(\mu_A, t_A), (\mu_B, t_B)$ satisfying $(*)$ a pair of \textit{t-corresponding states}.

Note that in the last condition, the inequality in $(*)$ involves the actual difference between $t_B$ and $t_A$, not its absolute value – we allow $\mu_B$ to be shifted only to the right as compared to $\mu_A$.

Example 26. Consider the TSSs in Example 24; the TSS $\mu_2$ is stretched to the right of $\mu_1$ by less than $2\tau$, as witnessed by the following functions $\text{CHUNK}_1$ and $\text{CHUNK}_2$:

- $\text{CHUNK}_1(0) = 1$
- $\text{CHUNK}_2(0) = 1$ for $t \in \{0, T, 2T\}$
- $\text{CHUNK}_1(t) = 2$ for $t \in \{T, 2T\}$
- $\text{CHUNK}_2(3T) = 2$
- $\text{CHUNK}_1(t) = 3$ for $t \in \{3T, 4T\}$
- $\text{CHUNK}_2(4T) = 3$

Example 27. Considering Example 24 and propositions $\mathcal{P}_t$ and $\mathcal{P}_T$ such that $\mathcal{O}(\mathcal{P}_t) = \{\text{true}\}$ and $\mathcal{O}(\mathcal{P}_T) = \{\text{false}\}$; we have $(\mu_2, 0) \models \mathcal{P}_t \mathcal{U}_{[-3T, 3T]} \mathcal{P}_t$, and the $2\tau$-corresponding state $(\mu_1, 0)$ satisfies the relaxed formula $[\mathcal{P}_t \mathcal{U}_{[-3T, 3T]} \mathcal{P}_t]_{\text{AMF}}^{\mathcal{P}_t, 0}$. The latter statement can be deduced from that $(\mu_1, 0)$ satisfies $\mathcal{P}_t \mathcal{U}_{[-3T - 2\tau, 3T + 2\tau]} \mathcal{P}_t$, a simpler formula that logically entails $[\mathcal{P}_t \mathcal{U}_{[3T, -3T]} \mathcal{P}_t]_{\text{AMF}}^{\mathcal{P}_t, 0}$.
The key proposition below states that for $2\tau$-corresponding states, the satisfaction of all formulae in $\text{MTL}^+$ is preserved modulo relaxation $[[\tau]]_{\tau,0}$.

**Proposition 28.** Suppose $\mu_B$ is stretched to the right of $\mu_A$ by less than $2\tau$. Then for any $t_A \in T_A$, and any $t_B \in T_B$ satisfying
\[
(*): 0 \leq t_B - t_A < 2\tau \land \text{CHUNK}_A(t_A) = \text{CHUNK}_B(t_B)
\]
we have, for all formulae $\phi \in \text{MTL}^+: (\mu_A, t_A) \models \phi \implies (\mu_B, t_B) \models [[\phi]]_{\tau,0}$, and $(\mu_B, t_B) \models \phi \implies (\mu_A, t_A) \models [[\phi]]_{\tau,0}$.

**Proof.** The proof by structural induction on $\phi$ is rather tedious and technical, and omitted in this version of the paper.

## 6 Conclusions and Future Work

In this paper, we have studied the notion of hybrid conformance from the literature, as well as its associated preorder, called hybrid refinement. We have presented a logical characterisation of both relations in Metric Temporal Logic. Since the notions of refinement and conformance allow for some deviations (in time and value), the characterisation is expressed in terms of a relaxation of the set of formulae satisfied by a system. The relaxation operators corresponding to the two relations differ considerably – while for hybrid refinement it suffices to perform relaxation on the level of propositions only, characterising hybrid conformance requires relaxing bounds of intervals in temporal operators. We note that with hybrid conformance we obtain stronger characterisation result; it holds in particular under both existential and universal interpretation of the satisfaction relation.

We have also showed that the existing relaxation scheme proposed by Abbas, Fainekos, and Mittelmann is too lax to serve for a characterisation, i.e., there is a class of non-conforming systems that do satisfy all relaxations of the specification properties. Hence, we proposed a tighter notion of relaxation and showed that it is the appropriate notion to provide a characterisation of hybrid conformance.

Our preservation and characterisation results for hybrid refinement are formulated using the existential interpretation of the satisfaction relation, while our results for hybrid conformance hold both for the existential- and universal interpretation of the satisfaction relation. This is inherent to our notion of hybrid refinement and cannot be remedied in any straightforward manner, as far as we could investigate. We envisage that there could be other definitions of hybrid refinement that are well-behaved in this respect and we would like to study and propose such notions in the future.

As another line of future research, we would also like to investigate the possibility of characterising Skorokhod conformance with Freeze Temporal Logic and the notion of relaxation provided by Deshmukh, Majumdar, and Prabhu [16]. Coming up with the notion of characteristic formulae is another avenue for our future research, which leads to a new technique for checking hybrid conformance.
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1 Introduction

1.1 Constraint Satisfaction Problems

The Constraint Satisfaction Problem, or CSP for short, over a relational structure $A$ is the computational problem of deciding whether a given finite relational structure $B$ in the signature of $A$ can be homomorphically mapped into $A$. The structure $A$ is known as the template or constraint language of the CSP, and the CSP of the particular structure $A$ is denoted by $\text{CSP}(A)$. A host of interesting computational problems can be modelled using CSPs by choosing an appropriate template. For example, if $A$ is the structure with domain $\{0, 1\}$ and all binary relations on the set $\{0, 1\}$, then $\text{CSP}(A)$ is precisely the 2-SAT problem, and if $A$ is the complete graph on three vertices, then $\text{CSP}(A)$ is the 3-colouring problem.

Note that the template $A$ which defines the problem can also be infinite – only the input structure $B$ is required to be finite in order to obtain a computational problem. Many well-known computational problems can be modelled, and can in fact only be modelled, using an infinite template. One example is the CSP of the order of the rational numbers $(\mathbb{Q}; <)$, which is equivalent to the problem of deciding whether a given finite directed graph is acyclic.

The size of the signature of the template $A$, or in other words the number of its relations, is however generally required to be finite: otherwise, the encoding of its relational symbols might influence the computational complexity of $\text{CSP}(A)$, so that this complexity is not well-defined as per the structure $A$ itself. To emphasize the importance of this requirement, we shall henceforth only call relational structures in a finite signature CSP templates.

The general aim in the study of CSPs is to understand the structural reasons for the hardness or the tractability of such problems. This has been successfully achieved for CSPs of structures over a finite domain. As it turns out, every finite template either has, in a certain precise sense, as little symmetry as the 3-colouring problem above, in which case its CSP is NP-complete; or it has more symmetry and its CSP is polynomial-time solvable, just like the 2-SAT problem. This dichotomy result was conjectured by Feder and Vardi [19, 20], and proved, almost 25 years later, independently by Bulatov [18] and Zhuk [28].

1.2 A dichotomy conjecture and local identities

The algebraic approach behind these proofs does not require the template to be finite, but also works under the assumption of $\omega$-categoricity. And although every computational decision problem is polynomial-time Turing-equivalent to the CSP of some infinite template [9], for a large and natural class of $\omega$-categorical templates, which considerably expands the class of finite templates, a similar conjecture as for finite-domain CSPs has been formulated.

\begin{itemize}
  \item Conjecture 1 (see [3, 5, 17]). Let $A$ be a CSP template which is a first-order reduct of a countable finitely bounded homogeneous structure. Then one of the following holds.
  \begin{itemize}
    \item $A$ satisfies some non-trivial set of h1 identities locally, i.e., on every finite subset of its domain, and $\text{CSP}(A)$ is in P.
    \item There exists a finite subset of its domain on which $A$ satisfies no non-trivial set of h1 identities, and $\text{CSP}(A)$ is NP-complete.
  \end{itemize}
\end{itemize}

The conjectured P/NP-complete dichotomy has been demonstrated for numerous subclasses: for example for all CSPs in the class MMSNP [11], as well as for the CSPs of the first-order reducts of $(\mathbb{Q}; <)$ [10], of any countable homogeneous graph [12] (including the random graph [15]), and of the random poset [24].

It is thus the local h1 identities which are believed to be the “right” measure of symmetry of a template $A$ – according to the conjecture, they determine tractability or hardness of its CSP. The distinction between local and global h1 identities is, of course, void in the case
of a finite template $A$, and the above-stated dichotomy is true by the theorem of Bulatov and Zhuk and results from [5]. One of the main challenges towards proving Conjecture 1 is to determine whether this distinction could be void as well for structures within its range. The satisfaction of non-trivial $h_1$ identities in $A$ is characterised by the non-existence of particular maps called *minion homomorphisms* from the polymorphism clone $\text{Pol}(A)$ of $A$ to the *projection clone* $\mathcal{P}$. The mentioned distinction between local and global $h_1$ identities is then mirrored by the distinction between those maps that are *uniformly continuous* and those that are not. Hence, the question whether non-trivial local $h_1$ identities imply non-trivial global $h_1$ identities in a relational structure $A$ raises the following question.

▶ **Question 2.** Does the existence of a minion homomorphism from $\text{Pol}(A)$ to $\mathcal{P}$ imply the existence of a uniformly continuous minion homomorphism from $\text{Pol}(A)$ to $\mathcal{P}$?

## 2 Results

Among all finite structures, it is known that CSP templates (i.e., those structures with finite signature) have considerably better algebraic properties than other structures [2, 1]. We refine a model-theoretic trick due to Hrushovski [23] to encode $\omega$-categorical structures with an infinite signature into $\omega$-categorical CSP templates whilst preserving certain properties of the original, showing that a similar phenomenon does not seem to appear within the class of $\omega$-categorical structures. Using this method, we produce $\omega$-categorical CSP templates with various “untame” properties of both algebraic and complexity-theoretic nature.

### 2.1 Local versus global identities

Recently, in [13, 14], an example of an $\omega$-categorical structure answering Question 2 in the negative was given; however, this structure had an infinite language and therefore this result had *a priori* no consequence for the study of CSPs. Using our encoding, we provide a negative answer within the realm of CSP templates.

▶ **Theorem 3.** There is an $\omega$-categorical CSP template $U$ with slow orbit growth such that there exists a minion homomorphism from $\text{Pol}(U)$ to $\mathcal{P}$, but no uniformly continuous one.

We also encode a counterexample from [17] for *clone homomorphisms*, which are mappings preserving arbitrary (not only $h_1$) identities, into a finite language. Clone homomorphisms appear in the original (and equivalent [3, 4]) formulation of Conjecture 1 from [17] (also see [6, 7]).

▶ **Theorem 4.** There exists an $\omega$-categorical CSP template $U$ with a clone homomorphism from $\text{Pol}(U)$ to $\mathcal{P}$ that is not uniformly continuous.

### 2.2 Dissected weak near-unanimity identities

Our proof of the fact that the template $U$ from Theorem 3 satisfies non-trivial $h_1$ identities locally is constructive: we exhibit a concrete set of such identities which we call *dissected weak near-unanimity*. Moreover, we obtain quite general conditions on the symmetry of a structure which force our identities to be satisfied locally. It follows that the original infinite-language structure from [13, 14] satisfies them; this contrasts the indirect proof in [13, 14] which does not provide any concrete set of $h_1$ identities.
Theorem 5. Let $U$ be a homogeneous structure. Let $F$ be a finite subset of its domain, and let $k \geq 1$. Suppose that:

(i) Only relations of arity smaller than $k$ hold for tuples of elements in $F$.
(ii) There is an embedding from $U^2$ into $U$.

Then $U$ satisfies $(n,k)$ dissected weak near-unanimity identities on $F$ for all $n > k$.

Dissected weak near-unanimity identities can be viewed as a generalization of weak near-unanimity identities. It follows from [26] and [5] that if $U$ is a finite relational structure satisfying non-trivial h1 identities, then $U$ satisfies weak near-unanimity identities. The satisfaction of dissected weak near-unanimity identities has been proven for a large number of structures within the range of Conjecture 1 in [4, 3]; since they now reappeared in the rather different context of Theorem 3, the following question emerges naturally.

Question 6. Let $U$ be an $\omega$-categorical structure with slow orbit growth which satisfies non-trivial h1 identities locally. Does $U$ satisfy dissected weak near-unanimity identities locally?

2.3 $\omega$-categorical CSP monsters

The complexity of CSP($A$) is, for every $\omega$-categorical CSP template $A$, determined by $\text{Pol}(A)$ viewed as a topological clone: if there exists a topological clone isomorphism $\text{Pol}(A) \rightarrow \text{Pol}(B)$ and $A$ and $B$ are $\omega$-categorical, then CSP($A$) and CSP($B$) are equivalent under log-space reductions [16]. In other words, the local (not necessarily h1) identities satisfied in $\text{Pol}(A)$ encode the complexity of CSP($A$). Conjecture 1 even postulates that for every template $A$ within its scope, membership of CSP($A$) in P only depends on the local h1 identities of $A$. The latter is equivalent to the statement that polynomial-time tractability is characterised by the global satisfaction of the single identity $\alpha_s(x, y, x, z, y, z) = \beta_s(y, x, z, x, z, y)$ [4, 7].

Using our encoding, we prove that global identities do not characterise membership in P – or, in fact, in any other non-trivial class of languages containing AC0 – for the class of homogeneous CSP templates.

Theorem 7. Let $C$ be any class of languages that contains AC0 and that does not intersect every Turing degree. Then there is no countable set $\Theta$ of identities such that for all homogeneous CSP templates membership in $C$ is equivalent to the satisfaction of $\Theta$.

The proof of Theorem 7 relies on encoding arbitrary languages as CSPs of homogeneous templates. These templates are obtained by applying our encoding to structures which have only empty relations, but a complicated infinite signature. On the way, we obtain a new proof of a result by Bodirsky and Grohe [9].

Theorem 8. Let $C$ be a complexity class such that there exist coNP$^c$-complete problems. Then there exists a homogeneous CSP template that satisfies non-trivial h1 identities and whose CSP is coNP$^c$-complete. Moreover, if $P \neq \text{coNP}$, then there exists a CSP template with these algebraic properties whose CSP has coNP-intermediate complexity.

In particular, Theorem 8 gives complete problems for classes such as $\Pi_n^p$ for every $n \geq 1$, PSPACE, EXPTIME, or even every fast-growing time complexity class $F_\alpha$ where $\alpha \geq 2$ is an ordinal (such as the classes TOWER or ACKERMANN, see [27]).
3 Outline

The most important definitions, in particular those of notions which appear in the introduction and the results, are given in Section 4. A complete exposition of all notions, as well as most proofs are left to the appendix due to space restrictions; we also refer to the long version of this extended abstract which is available on arXiv [22]. Our variant of Hrushovski’s encoding and its most important properties are presented in Section 5. Dissected weak near-unanimity identities, as well as the proof of Theorem 3, are the contents of Section 6. In Section 7, we sketch the proofs of Theorem 7 and of the first statement of Theorem 8. Due to space restrictions, we cannot address the proofs of Theorems 4 and of the second statement of Theorem 8 at all – they can be found in the long version.

4 Preliminaries

If $A$ is a relational structure in a finite signature, called a CSP template, then CSP($A$) is the set of all finite structures $B$ in the same signature with the property that there exists a homomorphism from $B$ into $A$. This set can be viewed as a computational problem where we are given a finite structure $B$ in that signature, and we have to decide whether $B \in$ CSP($A$).

We will tacitly assume that all relational structures, as well as their signatures, are at most countably infinite.

4.1 Polymorphisms, identities, and clone and minion homomorphisms

A polymorphism of a relational structure $A$ is a homomorphism from some finite power $A^n$ of the structure into $A$. The set of all polymorphisms of $A$ is called the polymorphism clone of $A$ and is denoted by Pol($A$).

An identity is a formal expression $s(x_1, \ldots, x_n) = t(y_1, \ldots, y_m)$ where $s$ and $t$ are abstract terms of function symbols, and $x_1, \ldots, x_n, y_1, \ldots, y_m$ are the variables that appear in these terms. The identity is of height 1, and called $h_1$ identity, if the terms $s$ and $t$ contain precisely one function symbol, i.e., no nesting of function symbols is allowed, and no term may be just a variable.

A set $\Theta$ of identities is satisfied in $A$ if the function symbols of $\Theta$ can be assigned functions in Pol($A$) in such a way that all identities of $\Theta$ become true for all possible values of their variables in $A$. If $F$ is a finite subset of the domain of $A$, then $\Theta$ is satisfied locally on $F$ if the above situation holds where only values within $F$ are considered for the variables.

A set of identities is called trivial if it is satisfied in the projection clone $P$ consisting of the projection operations on the set $\{0, 1\}$. Otherwise, the set is called non-trivial. We say that $A$ satisfies non-trivial identities locally if on every finite subset of its domain it locally satisfies some non-trivial set of identities. We shall use similar terminology for $h_1$ identities.

A map $\xi$: Pol($A$) $\rightarrow$ Pol($B$) is called a clone homomorphism if it preserves arities, maps the $i$-th $n$-ary projection in Pol($A$) to the $i$-th $n$-ary projection in Pol($B$) for all $1 \leq i \leq n$, and satisfies $\xi(f \circ (g_1, \ldots, g_n)) = \xi(f) \circ (\xi(g_1), \ldots, \xi(g_n))$ for all $n, m \geq 1$, all $n$-ary $f \in$ Pol($A$), and all $m$-ary $g_1, \ldots, g_n \in$ Pol($A$). This is the case if and only if the map $\xi$ preserves identities, i.e., whenever some functions in Pol($A$) witness the satisfaction of some identity in Pol($A$), then their images under $\xi$ witness the satisfaction of the same identity in Pol($B$).

A map $\xi$: Pol($A$) $\rightarrow$ Pol($B$) is called a minion homomorphism if it preserves arities and composition with projections; the latter meaning that for all $n, m \geq 1$, all $n$-ary $f \in$ Pol($A$), and all $m$-ary projections $p_1, \ldots, p_n \in$ Pol($A$), we have $\xi(f \circ (p_1, \ldots, p_n)) = \xi(f) \circ (p'_1, \ldots, p'_n)$, where $p'_i$ is the $m$-ary projection in Pol($B$) onto the same variable as $p_i$, for all $1 \leq i \leq n$. This is the case if and only if the map $\xi$ preserves $h_1$ identities in the sense above.
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The existence of clone and minion homomorphisms \(\text{Pol}(\mathbb{A}) \to \mathcal{P}\) is connected to the satisfaction of non-trivial identities in a relational structure \(\mathbb{A}\). Namely, there exists a clone homomorphism \(\text{Pol}(\mathbb{A}) \to \mathcal{P}\) if and only if every set of identities satisfied in \(\mathbb{A}\) is trivial; and there exists a minion homomorphism \(\text{Pol}(\mathbb{A}) \to \mathcal{P}\) if and only if every set of \(h_1\) identities satisfied in \(\mathbb{A}\) is trivial.

Similarly, the local satisfaction of identities and \(h_1\) identities can be characterised via uniformly continuous clone and minion homomorphisms, respectively [16, 21, 5]. However, the reader will not need any knowledge of topology and can only keep in mind that the topology reflects the local/global distinction.

4.2 Homogeneity, boundedness, reducts, \(\omega\)-categoricity, orbit growth

Let \(\mathcal{C}\) be a class of finite structures in a common relational signature which is closed under isomorphisms. We define the following properties the class \(\mathcal{C}\) might have.

**Hereditary property (HP):** if \(\mathbb{A} \in \mathcal{C}\) and if \(\mathbb{B}\) is a substructure of \(\mathbb{A}\), then \(\mathbb{B} \in \mathcal{C}\);

**Amalgamation property (AP):** if \(\mathbb{A}, \mathbb{B}, \mathbb{C} \in \mathcal{C}\) and if \(f_1: \mathbb{A} \to \mathbb{B}\) and \(f_2: \mathbb{A} \to \mathbb{C}\) are embeddings, then there exist \(\mathbb{D} \in \mathcal{C}\) and embeddings \(g_1: \mathbb{B} \to \mathbb{D}\) and \(g_2: \mathbb{C} \to \mathbb{D}\) such that \(g_1 \circ f_1 = g_2 \circ f_2\);

**Strong amalgamation property (SAP):** \(\mathcal{C}\) satisfies AP and in addition \(g_1\) and \(g_2\) can be chosen to have disjoint ranges, except for the common values enforced by above equation.

A relational structure \(\mathbb{C}\) is **homogeneous** if every isomorphism between finite induced substructures extends to an automorphism of the entire structure \(\mathbb{C}\). In that case, \(\mathbb{C}\) is uniquely determined, up to isomorphism, by its age, i.e., the class of its finite induced substructures up to isomorphism. This is a consequence of the following theorem.

\begin{itemize}
  \item **Theorem 9** (Fraïssé’s Theorem, see [23]). Let \(\sigma\) be a relational signature and let \(\mathcal{C}\) be a class of finite \(\sigma\)-structures which is closed under isomorphisms and satisfies HP and AP. Then there exists a \(\sigma\)-structure \(\mathbb{A}\) such that \(\mathbb{A}\) is countable, homogeneous, and the age of \(\mathbb{A}\) equals \(\mathcal{C}\). Furthermore \(\mathbb{A}\) is unique up to isomorphism.
\end{itemize}

The structure \(\mathbb{A}\) above is called the Fraïssé limit of \(\mathcal{C}\), and the class \(\mathcal{C}\) a Fraïssé class.

A class \(\mathcal{C}\) of finite structures in the same finite signature is **finitely bounded** if it is given by a finite set \(\mathcal{F}\) of forbidden finite substructures, i.e., \(\mathcal{C}\) consists precisely of those finite structures in its signature which do not embed any member of \(\mathcal{F}\). A class \(\mathcal{C}\) of finite structures in the same signature is **homomorphically bounded** by a (possibly infinite) set \(\mathcal{F}\) of finite structures if it is defined by forbidding the structures in \(\mathcal{F}\) homomorphically, i.e., \(\mathcal{C}\) consists precisely of those finite structures in its signature which do not contain a homomorphic image of any member of \(\mathcal{F}\) as a substructure. A structure \(\mathbb{A}\) is finitely bounded (homomorphically bounded) if its age is.

A **first-order reduct** of a relational structure \(\mathbb{C}\) is a relational structure \(\mathbb{A}\) on the same domain which is first-order definable without parameters in \(\mathbb{C}\). Every first-order reduct \(\mathbb{A}\) of a finitely bounded homogeneous structure is **\(\omega\)-categorical**, i.e., the automorphism group \(\text{Aut}(\mathbb{A})\) has finitely many orbits in its componentwise action on \(A^n\), for all finite \(n \geq 1\). In fact, if \(\mathbb{A}\) is such a first-order reduct, then the number of orbits in the action of \(\text{Aut}(\mathbb{A})\) on \(A^n\) grows exponentially in \(n\); in general, we say that \(\omega\)-categorical structures where this number grows less than double exponentially in \(n\) have **slow orbit growth**.

For a relational structure \(\mathbb{A}\) in signature \(\sigma = (R_i)_{i \in I}\), and \(J \subseteq I\), we call the structure \((\mathbb{A}; (R^J_i)_{i \in J})\) in signature \(\rho := (R_i)_{i \in J}\) the \(\rho\)-reduct of \(\mathbb{A}\); conversely \(\mathbb{A}\) is called an **expansion** of any of its reducts, and a first-order expansion of a reduct if all of its relations have a first-order definition in the reduct. We say that a structure is **homogenizable** if it has a homogeneous...
first-order expansion. All ω-categorical structures are homogenizable. A homogenizable structure \( \mathcal{A} \) has no algebraicity if the age of any, or equivalently some, homogeneous first-order expansion of \( \mathcal{A} \) has SAP.

A formula is primitive positive, in short pp, if it contains only existential quantifiers, conjunctions, equalities, and relational symbols. If \( \mathcal{A} \) is a relational structure, then a relation is pp-definable in \( \mathcal{A} \) if it can be defined by a pp-formula in \( \mathcal{A} \). A structure \( \mathcal{A} \) pp-interprets \( \mathcal{B} \) if a structure isomorphic to \( \mathcal{B} \) can be constructed from \( \mathcal{A} \) by pp-defining a subset \( S \) of some finite power of its domain, then pp-defining an equivalence relation \( \sim \) on \( S \), and then pp-defining relations on the equivalence classes of \( \sim \).

5 The encoding

We present the encoding of an arbitrary homogenizable structure with no algebraicity into a structure. For every signature unary relation symbols, \( \mathcal{A} \) has no algebraicity if the age of any, or equivalently some, homogeneous first-order expansion of \( \mathcal{A} \) has SAP.

We present the encoding of an arbitrary homogenizable structure with no algebraicity into a CSP template, which will be the basis of our results. The construction is originally due to Hrushovski [23, Section 7.4]; it was designed to capture properties of the first-order theory and consequently the automorphism group of the original structure. We refine his construction in order to also compare the polymorphism clones of the original structure and its encoded counterpart, and to control the complexity of the CSPs of the produced templates.

5.1 Encoding and Decoding

Let \( \Sigma \) be a finite alphabet, and let \( \Sigma^{\geq 2} \) denote the set of all finite words over \( \Sigma \) of length at least two. We are going to encode structures with a signature of the form \( \rho = (R_w)_{w \in W} \), where \( W \subseteq \Sigma^{\geq 2} \) and where the arity of each symbol \( R_w \) equals the length \( |w| \) of the word \( w \). For the rest of this section we fix \( \Sigma \) and \( \rho \). Our goal is to encode any homogenizable \( \rho \)-structure \( \mathcal{A} \) with no algebraicity into a structure \( \mathcal{E} \mathcal{A} \) (where \( \mathcal{E} \) stands for E. Hrushovski) in a finite signature \( \theta \) which is disjoint from \( \rho \) and only depends on \( \Sigma \).

Note that by renaming its signature, and possibly artificially inflating the arity of its relations (by adding dummy variables), any arbitrary structure with countably many relations can be given a signature of the above form without changing, for example, its polymorphism clone. However, the encoding will depend on these modifications, and their effect on the algebraic and combinatorial properties of the encoding is beyond the scope of this article. The original encoding [23, Section 7.4] roughly corresponds to the case where \( |\Sigma| = 1 \), and our generalization allows us to avoid such modifications for the structures we wish to encode, making in particular our complexity-theoretic results possible.

Definition 10. Let \( \theta \) denote the signature \( \{P, \iota, \tau, S\} \cup \{H_s \mid s \in \Sigma\} \), where \( P, \iota, \tau \) are unary relation symbols, \( H_s \) is a binary relation symbol for each \( s \in \Sigma \), and \( S \) is a 4-ary relation symbol. For every signature \( \sigma \) disjoint from \( \theta \), define \( \sigma^+ \) to be the union \( \sigma \cup \theta \).

The encoding of a \( \rho \)-structure \( \mathcal{A} \) will roughly be obtained as follows: first, one takes a homogeneous first-order expansion \( \mathcal{B} \) in some signature \( \sigma \); from its age \( K \), one defines a class \( K^+ \) of finite structures in signature \( \sigma^+ \); and the encoding is the \( \theta \)-reduct of the Fraïssé limit of \( K^+ \). In order to define the class \( K^+ \), we need the following definitions.

Definition 11. Let \( \sigma \) be a signature disjoint from \( \theta \), let \( \mathcal{A} \) be a \( \sigma^+ \)-structure, and let \( w \in \Sigma^{\geq 2} \). A tuple \((a_1, \ldots, a_{|w|}, c_1, \ldots, c_{|w|})\) of elements of \( \mathcal{A} \) is a valid \( w \)-code in \( \mathcal{A} \) if the following hold:

(a) \( a_1, \ldots, a_{|w|} \in P^\mathcal{A} \);
(b) \( H^\mathcal{A}_{w_1}(c_i, c_j) \) for all \( 1 \leq i, j \leq |w| \) such that \( j \equiv i + 1 \) (mod \( |w| \));
(c) \( \iota^\mathcal{A}(c_i) \) and \( \tau^\mathcal{A}(c_{|w|}) \);
(d) \( S^\mathcal{A}(a_i, a_j, c_i, c_j) \) for all \( 1 \leq i, j \leq |w| \) with \( i \neq j \).
Definition 12. Let \( \sigma \) be a signature disjoint from \( \theta \), and let \( \mathcal{A} \) be a \( \sigma^+ \)-structure. Then \( \mathcal{A} \) is called separated if

(i) \( H^A_s \) only relates pairs within \( A \setminus P^A \) for all \( s \in \Sigma \);

(ii) \( \iota^A, \tau^A \) are contained in \( A \setminus P^A \);

(iii) If \( (a, b, c, d) \in S^A \), then \( c, d \in A \setminus P^A \) and \( c \neq d \).

It follows from (iii) above that in a separated structure a valid \( w \)-code can only exist if \( |w| \geq 2 \); this is the reason for the exclusion of unary relation symbols from \( \rho \).

Definition 13. Let \( \mathcal{A} \) be a \( \rho \)-structure and let \( \mathcal{B} \) be a homogeneous first-order expansion of \( \mathcal{A} \) with signature \( \sigma \) and age \( K \). Define \( K^+ \) to be the class of all finite \( \sigma^+ \)-structures \( \mathcal{C} \) with the following properties:

1. The \( \sigma \)-reduct of the restriction of \( \mathcal{C} \) to \( P^C \) is an element of \( K \);
2. \( \mathcal{C} \) is separated and for every \( R \in \sigma \) the relation \( R^C \) only relates tuples which lie entirely within \( P^C \);
3. If \( R^w \in \rho \) and \( (a_1, \ldots, a_{|w|}, c_1, \ldots, c_{|w|}) \) is a valid \( w \)-code in \( \mathcal{C} \), then \( (a_1, \ldots, a_{|w|}) \in R^C_w \).

Lemma 14. Let \( \mathcal{A} \) be a \( \rho \)-structure and let \( \mathcal{B} \) be a homogeneous first-order expansion of \( \mathcal{A} \) with age \( K \). If \( K \) has the HP and the SAP, then \( K^+ \) has the HP and the SAP as well.

By Lemma 14, if \( \mathcal{A} \) has no algebraicity\(^1\), and \( \mathcal{B} \) is a homogeneous first-order expansion of \( \mathcal{A} \) with age \( K \), then \( K^+ \) has a Fraïssé limit, allowing us to define our encoding as follows.

Definition 15. Let \( \mathcal{A} \) be a \( \rho \)-structure with no algebraicity and let \( \mathcal{B} \) be a homogeneous first-order expansion of \( \mathcal{A} \) with age \( K \). We define \( \overrightarrow{\mathcal{B} A} \), the encoding blow up of \( \mathcal{A} \), to be the Fraïssé limit of \( K^+ \). Moreover, we define \( \overrightarrow{\mathcal{B} C} \) to be the \( \theta \)-reduct of any structure \( \mathcal{C} \) with signature containing \( \theta \). The Hrushovski-encoding \( E \mathcal{A} \) is defined by \( E \mathcal{A} := \overrightarrow{\mathcal{B} A} \).

Remark 16. All \( \omega \)-categorical structures have a homogeneous first-order expansion. This expansion is not unique, but the encoding \( E \mathcal{A} \) of \( \mathcal{A} \) does not depend on it.

\(^1\) Contrary to a claim in [23], AP of \( K \) is not a sufficient assumption for AP of \( K^+ \) in Lemma 14.
It might be of help to the reader if we note that the operators used in the encoding of a structure, i.e., \( \overline{B}_\theta \) and \( \overline{R} \), bear arrows from left to right; the operators used in the decoding of a structure, defined below, bear arrows in the opposite direction. Table 1 contains an informal summary of all operators, and Figure 1 describes on which classes of structures they operate.

**Table 1** The meaning of the operators.

<table>
<thead>
<tr>
<th>Operator</th>
<th>Name</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \overline{B}_\theta )</td>
<td>encoding blow up</td>
<td>The first step in an encoding, extends the domain and defines relations for the signature ( \theta ) via a homogeneous expansion ( \overline{B} ) of the input.</td>
</tr>
<tr>
<td>( \overline{R} )</td>
<td>( \theta )-reduct</td>
<td>Returns the ( \theta )-reduct of a structure.</td>
</tr>
<tr>
<td>( E )</td>
<td>encoding</td>
<td>Combines ( \overline{B}_\theta ) and ( \overline{R} ) to obtain a ( \theta )-structure from a ( \rho )-structure.</td>
</tr>
<tr>
<td>( \overline{B} )</td>
<td>decoding blow up</td>
<td>The first step in decoding a ( \theta )-structure, it converts valid codes into corresponding relations in ( \rho ).</td>
</tr>
<tr>
<td>( \overline{R} )</td>
<td>relativised reduct</td>
<td>Restricts a structure to the set named by ( P ) and forgets relations not in ( \rho ).</td>
</tr>
<tr>
<td>( D )</td>
<td>decoding</td>
<td>Combines ( \overline{R} ) and ( \overline{B} ) to obtain the ( \rho )-structure ( A ) from the encoded ( \theta )-structure ( E_A ).</td>
</tr>
<tr>
<td>( C )</td>
<td>canonical code</td>
<td>Defines in a canonical way a finite ( \theta )-structure from a finite ( \rho )-structure in which every relation which holds in the input is witnessed by a valid code.</td>
</tr>
</tbody>
</table>

Like the encoding of a structure, the decoding of a structure is a composition of two steps; first a decoding blow up, and then a relativised reduct.

**Definition 17.** Let \( C \) be a \( \theta \)-structure. Then the decoding blow up \( \overline{B} \overline{C} \) of \( C \) is the expansion of \( C \) in signature \( \rho^+ \), where for any symbol \( R_w \in \rho \) the relation \( R_w^{\overline{B} \overline{C}} \) is defined to consist of those tuples \( (a_1, \ldots, a_{|w|}) \) for which there exist \( c_1, \ldots, c_{|w|} \) such that the tuple \( (a_1, \ldots, a_{|w|}, c_1, \ldots, c_{|w|}) \) is a valid \( w \)-code in \( C \).

For a structure \( D \) in a signature containing \( \rho^+ \), the relativised reduct \( \overline{R} D \) of \( D \) is defined to be the \( \rho \)-reduct of \( D \) restricted to \( P^D \).

Finally, we set \( D \overline{C} := \overline{R} \overline{B} \overline{C} \), the decoding of \( C \), for any \( \theta \)-structure \( C \).
The following proposition states that the operator $D$ indeed decodes $E\mathcal{A}$. It also allows us to identify $\mathcal{A}$ and $DE\mathcal{A}$, an assumption we shall therefrom make.

**Proposition 18.** Let $\mathcal{A}$ be a homogenizable $\rho$-structure with no algebraicity. Then $\mathcal{A}$ and $DE\mathcal{A}$ are isomorphic. Moreover, for any $\theta$-structure $D$, the structure $DD$ has a pp-interpretation in $D$.

### 5.2 The relationship between $\mathcal{A}$ and $E\mathcal{A}$

We derive the following main properties of the encoding $E\mathcal{A}$ of a $\rho$-structure $\mathcal{A}$:

- $E\mathcal{A}$ is $\omega$-categorical if and only if $\mathcal{A}$ is, and has slow orbit growth if and only if $\mathcal{A}$ does (Proposition 19);
- There exists a uniformly continuous clone homomorphism $\xi$ from $Pol(E\mathcal{A})$ into $Pol(\mathcal{A})$; conversely, if $\mathcal{A}$ is $\omega$-categorical, then injective polymorphisms of $\mathcal{A}$ essentially extend to polymorphisms of $E\mathcal{A}$ (Proposition 20).

We start by investigating the relationship of the orbits of $Aut(\mathcal{A})$ with those of $Aut(E\mathcal{A})$, showing that $\omega$-categoricity and slow orbit growth are preserved by the encoding.

**Proposition 19.** Let $\mathcal{A}$ be a homogenizable $\rho$-structure with no algebraicity.

1. $\mathcal{A}$ is $\omega$-categorical if and only if $E\mathcal{A}$ is.
2. Let $\mathcal{A}$ be $\omega$-categorical. For $n \geq 1$, write $f(n)$ and $g(n)$ for the number of orbits of $n$-tuples under the action of $Aut(\mathcal{A})$ and $Aut(E\mathcal{A})$, respectively. Then $f(n) \leq g(n) \leq 2^{\theta(|\Sigma|)} f(n)$ for all $n \geq 1$. In particular, $\mathcal{A}$ has slow orbit growth if and only if $E\mathcal{A}$ does.

We now turn to the polymorphism clones of $\mathcal{A}$ and $E\mathcal{A}$. An immediate consequence of Proposition 18 is that polymorphisms of $E\mathcal{A}$ can be restricted to polymorphisms of $\mathcal{A}$. Conversely, one can prove that assuming $\omega$-categoricity of $\mathcal{A}$, for every injective $f \in Pol(\mathcal{A})$ there exists an embedding $u$ of $\mathcal{A}$ such that $uf$ can be extended to a polymorphism of $E\mathcal{A}$.

**Proposition 20.** Let $\mathcal{A}$ be a structure with no algebraicity, and let $B$ be a homogeneous first-order expansion of $\mathcal{A}$. Then the following hold:

1. For every $f \in Pol(E\mathcal{A})$, the restriction $|f|_{PE\mathcal{A}}$ of $f$ to $PE\mathcal{A}$ is a polymorphism of $\mathcal{A}$. The map $f \mapsto |f|_{PE\mathcal{A}}$ is a uniformly continuous clone homomorphism $Pol(E\mathcal{A}) \rightarrow Pol(\mathcal{A})$.
2. If $\mathcal{A}$ is $\omega$-categorical, then for every injective $f \in Pol(\mathcal{A})$ there exists an embedding $u: B\mathcal{A} \rightarrow B\mathcal{A}$ such that $uf$ extends to a polymorphism of $E\mathcal{A}$.
3. If $\mathcal{A}$ is $\omega$-categorical, then for all $k \geq 1$, $B^k$ embeds into $B$ if and only if $(B\mathcal{A})^k$ embeds into $B\mathcal{A}$.

Propositions 19 and 20 are the fundamental results upon which the following sections rely. They allow us to relate $Pol(E\mathcal{A})$ and $Pol(\mathcal{A})$ and to transfer the exotic behaviour of the latter (for a well-chosen $\mathcal{A}$ with infinite signature) into the former.

### 5.3 Homomorphisms and the encoding

We now examine the relationship between the finite structures that homomorphically map into a structure $\mathcal{A}$ with those that homomorphically map into its encoding $E\mathcal{A}$ (which is precisely CSP$(E\mathcal{A})$). This will be particularly relevant in Section 7 where we investigate the complexity of CSPs of structures encoded with our encoding.
Proposition 21. There exists a log-space computable function \( C \mapsto C \) from the set of finite \( \rho \)-structures to the set of finite \( \theta \)-structures satisfying the following properties:

- For every finite \( \rho \)-structure \( C \), we have \( D C = C \).
- If \( C \) is a finite \( \rho \)-structure, and \( D \) is a \( \theta \)-structure, then there exists a homomorphism from \( C \) to \( D \) if and only if there exists a homomorphism from \( C \) to \( D \).

The properties from Proposition 21 are enough to give a concrete description of \( \text{CSP}(E A) \) when \( A \) is homomorphically bounded.

Proposition 22. Let \( A \) be a homogenizable \( \rho \)-structure with no algebraicity which is homomorphically bounded by a set \( \mathcal{G} \) of finite \( \rho \)-structures. Let \( X \) be a \( \theta \)-structure. Then the following are equivalent.

1. There exists an embedding of \( X \) into \( E A \);
2. There exists a homomorphism from \( X \) to \( E A \);
3. \( X \) is separated and for all \( G \in \mathcal{G} \) there exists no homomorphism from \( C_G \) to \( X \).

Note that being separated can be characterised by not containing the homomorphic image of any element of a finite set \( S \) of finite \( \theta \)-structures. As an immediate consequence of Proposition 22 we therefore obtain the following corollary.

Corollary 23. Let \( A \) be a homogenizable \( \rho \)-structure with no algebraicity which is homomorphically bounded by a set \( \mathcal{G} \) of finite \( \rho \)-structures. Then \( E A \) is homomorphically bounded by \( \{ C_G \mid G \in \mathcal{G} \} \cup S \).

6 Height 1 identities: local without global

Recall that in [13] a negative answer to Question 2 of the introduction was established by an infinite-language example which is \( \omega \)-categorical and has slow orbit growth. We are now going to prove that the encoding of that structure, or in fact, of a simplification \( S \) thereof, also provides an example. Since \( E S \) is a CSP template, and since both \( \omega \)-categoricity and slow orbit growth are preserved by the encoding, \( E S \) is a witness for the truth of Theorem 3. While the non-satisfaction of non-trivial global \( h_1 \) identities lifts from \( S \) to \( E S \) by virtue of Proposition 20 (1), we do not know in general when this is the case for the local satisfaction of non-trivial \( h_1 \) identities. Our proof thus relies on specific structural properties of \( S \); we show that both \( S \) and \( E S \) locally satisfy dissected weak near-unanimity identities.

6.1 Dissected weak near-unanimity identities

Definition 24. Let \( n > k > 1 \), let \( g_1, \ldots, g_n \) be binary function symbols, and for every injective function \( \psi : \{1, \ldots, k\} \to \{1, \ldots, n\} \) let \( f_\psi \) be a \( k \)-ary function symbol. Then the set of \( (n, k) \) dissected weak near-unanimity identities consists of the identities

\[
f_\psi(x, \ldots, x, y, x, \ldots, x) = g_{\psi(i)}(x, y)
\]

for all injective functions \( \psi : \{1, \ldots, k\} \to \{1, \ldots, n\} \) and \( i \in \{1, \ldots, k\} \).

Note that any polymorphism clone which satisfies identities of the form

\[
f(y, x, \ldots, x) = \cdots = f(x, \ldots, x, y),
\]

called \( k \)-ary weak near-unanimity identities when \( f \) is \( k \)-ary for some \( k \geq 3 \), must also satisfy the \( (n, k) \) dissected weak near-unanimity identities for all \( n > k \). This can be seen by setting \( f_\psi = f \) for every \( \psi \). Moreover, there exist polymorphism clones which satisfy dissected weak
near-unanimity identities, but do not satisfy any weak near-unanimity identities: one example is the polymorphism clone consisting of all injective functions (up to dummy variables) on a countable set, see [4]. Hence, we can regard dissected weak near-unanimity identities as a strict weakening of the weak near-unanimity identities.

Further note that, for all parameters \( m \geq n > k > 1 \), the \((n, k)\) dissected weak near-unanimity identities form a subset of the \((m, k)\) dissected weak near-unanimity identities. Thus for every fixed \( k > 1 \) the family of \((n, k)\) dissected weak near-unanimity identities form an infinite chain of \( l \) identities of increasing strength. In the special case \( k = 2 \), the satisfaction of any of the \((n, 2)\) dissected weak near-unanimity identities is equivalent to the existence of a binary commutative polymorphism (as they imply \( g_1(x, y) = g_2(y, x) = g_3(x, y) = g_1(y, x) \)).

Lemma 25. For all \( n > k > 1 \) the \((n, k)\) dissected weak near-unanimity identities are non-trivial.

Proof. Assume to the contrary that there exist projections \( g_1, \ldots, g_n \in \mathcal{P} \) and \( f_\psi \in \mathcal{P} \) for every injection \( \psi: \{1, \ldots, k\} \to \{1, \ldots, n\} \) that satisfy the \((n, k)\) dissected weak near-unanimity identities. First, suppose that there are two distinct \( 1 \leq i, j \leq k \) such that \( g_i, g_j \) are both the projection onto the second coordinate. Then let \( \psi \) be an injective function with \( \psi(1) = i, \psi(2) = j \). It follows from the identities that \( f_\psi(y, x, \ldots, x) = f_\psi(y, x, \ldots, x) = y \) holds for all values of the variables, which contradicts \( f_\psi \) being a projection. Therefore at most one operation \( g_i \) equals the projection to its second coordinate. Since \( n > k \), there is an injective function \( \psi: \{1, \ldots, k\} \to \{1, \ldots, n\} \) such that \( g_{\psi(i)} \) is the first projection for all \( i \in \{1, \ldots, k\} \). Then \( f_\psi \) satisfies the weak near-unanimity identities, which again contradicts \( f_\psi \) being a projection.

Lemma 26. Let \( \mathbb{U} \) be a relational structure and let \( n \geq 2 \). Then there exists an embedding from \( \mathbb{U}^2 \) into \( \mathbb{U} \) if and only if there exists an embedding from \( \mathbb{U}^n \) into \( \mathbb{U} \).

Proof. If there is an embedding \( f: \mathbb{U}^n \to \mathbb{U} \) for some \( n \geq 2 \), then \( g: \mathbb{U}^2 \to \mathbb{U} \), defined by \( g(x, y) := f(x, y, \ldots, y) \), is also an embedding. On the other hand, if for some \( n \geq 2 \) there exist embeddings \( g: \mathbb{U}^2 \to \mathbb{U} \) and \( h: \mathbb{U}^n \to \mathbb{U} \), then the composition \( f(x_1, \ldots, x_{n+1}) := g(h(x_1, \ldots, x_n), x_{n+1}) \) is an embedding from \( \mathbb{U}^{n+1} \) into \( \mathbb{U} \). Hence by induction the existence of an embedding from \( \mathbb{U}^2 \) into \( \mathbb{U} \) implies the existence of an embedding from \( \mathbb{U}^n \) into \( \mathbb{U} \) for all \( n \geq 2 \).

Proof of Theorem 5. For all \( l \geq 2 \), define \( X_l \subseteq F^l \) by

\[
X_l := \bigcup_{a,b \in F} \{(a, \ldots, a, b), (a, \ldots, a, b, a), \ldots, (b, a, \ldots, a)\},
\]

and let \( X_k \) be the substructure which \( X_l \) induces in \( \mathbb{U}^l \).

The first step of our proof is to show that if \( n \geq k \), then there exists an embedding \( h: X_k \to X_n \) such that \( x \) is an initial segment of \( h(x) \) for all \( x \in X_k \). Let us first assume that \( k \geq 3 \). For every tuple \( x \in X_k \) we denote the unique element of \( F \) which occurs more than once among its entries by \( s(x) \). Define \( h: X_k \to X_n \) to be the map that extends the tuple \( x \) by \( n - k \) many entries with value \( s(x) \). In order to prove that \( h \) is an embedding let \( x_1, \ldots, x_m \in X_k \) be such that \( R^{(m)}(x_1, \ldots, x_m) \) holds for some \( m \)-ary relation symbol \( R \) in the signature of \( \mathbb{U} \). By assumption (i) we have \( m < k \). Thus there exists \( 1 \leq j \leq k \) such that the projection of each \( x_i \) to its \( j \)-th coordinate equals \( s(x_i) \). Therefore \( (s(x_1), \ldots, s(x_m)) \in R^{(m)} \), and hence \( h \) is a homomorphism. Also its inverse – the projection of \( n \)-tuples to the first \( k \)-coordinates – is a homomorphism, and thus \( h \) is an embedding. Now assume the remaining
There exists a minion homomorphism from $H_2 \to H_n$ by $(x_1, x_2) \mapsto (x_1, x_2, \ldots, x_2)$. To check that that $h$ is an embedding, by assumption (i), we only need to check that $h$ is an embedding with respect to unary relations, which however follows from its definition.

Observe that $h$ was defined in such a way that, for each index $1 \leq i \leq k$, the $i$-th projection of $h(x)$ is equal to $x_i$. By permuting the coordinates of its image in a suitable manner, we can obtain embeddings $h_\psi : X_k \to X_n$ for every injection $\psi : \{1, \ldots, k\} \to \{1, \ldots, n\}$ such that the $\psi(i)$-th projection of $h_\psi(x)$ is equal to $x_i$ for all $1 \leq i \leq k$.

In order to construct the operations $f_\psi$ on $F$, let $f : \mathbb{U}^k \to \mathbb{U}$ and $g : \mathbb{U}^n \to \mathbb{U}$ be embeddings, which exist by (ii) and Lemma 26. For every injection $\psi : \{1, \ldots, k\} \to \{1, \ldots, n\}$ define the map $u_\psi : f(X_k) \to g(X_n)$ by

$$u_\psi(f(a_1, \ldots, a_k, a,...,a)) := g(a_1, \ldots, a, b_1, a,...,a).$$

Then $u_\psi$ is equal to $g \circ h_\psi \circ f^{-1}$. Since $h_\psi$ is an embedding, $u_\psi : f(X_k) \to u_\psi(f(X_k))$ is an isomorphism between finite substructures of $U$. By the homogeneity of $U$, it can be extended to an automorphism $v_\psi$ of $U$. Set $f_\psi := v_\psi \circ f$ and, for all $1 \leq i \leq n$, define $g_i(x, y) := g(x_1, \ldots, x_i, y, x_{i+1}, \ldots, x_n)$, where the only $y$ appears at the $i$-th coordinate of $g$. It then follows from (1) that these polymorphisms satisfy the $(n, k)$ dissected weak near-unanimity identities on $F$, concluding the proof.

6.2 Revisiting the infinite-language counterexample

We now investigate the simplification $S$ of the infinite-language structure from [13]; $S$ satisfies the same local and global $h_1$ identities as the structure in [13]. Namely, we consider the superposition as in [13, Construction 6.4], but directly of the CSS structures in the proof of [13, Lemma 6.3] rather than of their model-complete cores; we are able to do this due to our constructive, rather than indirect, proof of the local satisfaction of $h_1$ identities. The structure $S$ has the following properties.

Proposition 27 (Consequence of the results from [13]). There exist $\omega$-categorical structures $S$ and $H$ with slow orbit growth and without algebraicity, as well as a strictly increasing function $\alpha : \mathbb{N} \to \mathbb{N}$ such that the following hold:

1. $H$ is a homogeneous expansion of $S$ by pp-definable relations.
2. Every relation of $H$ has arity $k \cdot \alpha(n)$ for some $k, n \geq 1$, and for every $n \geq 1$ there exist only finitely many relations of arity of the form $k \cdot \alpha(n)$. Moreover, if $(a_1, \ldots, a_{k \cdot \alpha(n)}) \in R$ for some relation $R$ of $H$, then $(a_1, \ldots, a_{k \cdot \alpha(n)})$ has size at least $\alpha(n)$.
3. $H$ is homomorphically bounded.
4. There exists a minion homomorphism from $\text{Pol}(S)$ to $\mathcal{P}$.

Proof of Theorem 3. Let $S, H$ be as in Proposition 27. We can assume that $S$ has signature $\rho$ as in Section 5 since this change does not affect the properties claimed in Proposition 27; see the remark at the beginning of Section 5.1. Since $S$ has no algebraicity, it has an $\omega$-categorical finite-language encoding $\mathbb{U} = E \cdot S$. Moreover, since $S$ has slow orbit growth, so does $\mathbb{U}$ by Proposition 19. There is a minion homomorphism $\text{Pol}(\mathbb{U}) \to \text{Pol}(S)$ by Proposition 20 (1) and a minion homomorphism $\text{Pol}(S) \to \mathcal{P}$ by Proposition 27, thus we obtain a minion homomorphism $\text{Pol}(\mathbb{U}) \to \mathcal{P}$ by composition.

It remains to prove that there is no uniformly continuous minion homomorphism from $\text{Pol}(\mathbb{U})$ to $\mathcal{P}$. We do so by showing that for every finite subset $F$ of the domain, there exists $k > 1$ such that $\text{Pol}(\mathbb{U})$ satisfies the $(n, k)$ dissected weak near-unanimity identities on $F$ for all
n > k. Note that \( U = E \cdot S \) is a reduct of the blowup \( B \cdot H \cdot S \), and hence \( Pol(B \cdot H \cdot S) \subseteq Pol(E \cdot S) \). It is therefore sufficient to prove that there exists some \( k > 1 \) for which \( B \cdot H \cdot S \) satisfies the \((n, k)\) dissected weak near-unanimity identities on \( F \) for all \( n > k \).

In order to prove this statement, we verify that conditions (i) and (ii) of Theorem 5 hold for \( B \cdot H \cdot S, F, \) and a suitable \( k > 1 \). Since \( H \) is homomorphically bounded, it is well-known that \( H^2 \) embeds into \( H \). By Proposition 20 (3), there exists an embedding of \((B \cdot H \cdot S)^2\) into \( B \cdot H \cdot S \), and thus condition (ii) holds.

It remains to check (i) which states that there exists an upper bound on the arity of tuples in \( F \) that satisfy some relation from \( B \cdot H \cdot S \). Denote the signature of \( H \) by \( \sigma \). Suppose that \( R_{\cdot B \cdot H \cdot S} \) contains a tuple entirely within \( F \) for some \( R \in \sigma^+ \), the language of \( B \cdot H \cdot S \). Since \( \sigma^+ = \sigma \cup \theta \), and all relations in \( \theta \) have arity at most 4, we may assume that \( R \in \sigma \). Then any tuple in \( R_{\cdot B \cdot H \cdot S} \) must lie entirely within \( F_{\cdot B \cdot H \cdot S} \), and essentially the proof of Proposition 18 shows that this implies that the tuple is an element of \( R^H \).

By Proposition 27 (2), \( R \) has arity \( k \cdot \alpha(n) \) for some \( n, k \geq 1 \) and at least \( \alpha(n) \) many of the values of any tuple in \( R^H \) are distinct. Therefore, \( \alpha(n) \) must be smaller than \(|F|\). Since \( \alpha \) is a strictly increasing function, it follows that only finitely many relations of \( R_{\cdot B \cdot H \cdot S} \) have tuples that lie entirely in \( F \). Let \( k > 1 \) be a strict upper bound on the arity of those relations. For this choice of \( k \) we have that (i) of Theorem 5 holds, and thus \( R_{\cdot B \cdot H \cdot S} \) satisfies the \((n, k)\) dissected weak near-unanimity identities on \( F \) for all \( n > k \).

\[ \blacktriangleright \text{Remark 28.} \text{It follows that the original structure } S \text{ satisfies dissected weak near-unanimity identities locally as well, since by Proposition 20 (1), there is a uniformly continuous minion homomorphism from } Pol(E \cdot S) \text{ to } Pol(S). \text{ This result is new and no other explicit description of non-trivial local h1 identities of } S \text{ was given in [13].} \]

7 Identities and CSPs with Homogeneous Templates

7.1 Encoding arbitrary languages as CSPs

Let \( \Sigma \) be a finite alphabet and \( W \subseteq \Sigma^{\geq 2} \). Let \( \rho_W \) be the signature consisting of one \(|w|\)-ary relation symbol \( R_w \) for every word \( w \in W \). The trivial structure \( T_W \) is the countable \( \rho_W \)-structure whose relations are all empty. For every word \( w \in W \), the \( w \)-edge structure \( F_w \) is the \( \rho_W \)-structure on the set \( F_w = \{1, \ldots, |w|\} \) whose only non-empty relation is \( R_w^F = \{(1, \ldots, |w|)\} \).

The trivial structure \( T_W \) is homomorphically bounded by the set of all edge-structures \( F_w \) with \( w \in W \). Moreover, \( T_W \) has no algebraicity. It is not hard to see that \( E \cdot T_W \) is homogeneous. Applying Theorem 5 and a compactness argument, one can see that \( E \cdot T_W \) satisfies non-trivial h1 identities.

Since \( T_W \) is homomorphically bounded, Corollary 23 can be used to give an explicit description of \( CSP(E \cdot T_W) \), which we use to prove the results of this section. We employ the notion of coNP-many-one reduction first defined in [8]: a language \( K \) coNP-many-one reduces to \( L \) if there is a non-deterministic polynomial-time Turing machine \( M \) such that for all words \( w \), we have \( w \in K \) if and only if each computational path of \( M \), on input \( w \), produces a word in \( L \). Note that if \( K \) has a coNP-many-one reduction to \( L \), then in particular \( K \) is in \text{coNP}L.

\[ \blacktriangleright \text{Proposition 29.} \text{Let } L \subseteq \Sigma^{\geq 2} \text{ and } W := \Sigma^{\geq 2} \setminus L \text{ both be nonempty. Then } L \text{ has a log-space many-one reduction to } CSP(E \cdot T_W), \text{ and } CSP(E \cdot T_W) \text{ coNP-many-one reduces to } L. \]
Proof. The function $w \mapsto \text{CF}_W$, for every $w \in \Sigma^{\geq 2}$, is computable in logarithmic space with respect to $|w|$ by Proposition 21. Also note that there is a homomorphism $\text{CF}_u \rightarrow \text{CF}_w$ if and only if $w = u$. Moreover, it follows from Proposition 22 that there is a homomorphism $\text{CF}_w \rightarrow \text{ET}_W$ if and only if $w \in L$. Thus $L$ has a log-space many-one reduction to $\text{CSP}(\text{ET}_W)$.

For the other reduction, let $X$ be a finite $\theta$-structure, an instance of $\text{CSP}(\text{ET}_W)$. If there is no homomorphism $X \rightarrow \text{ET}_W$, by Proposition 22, either $X$ is not separated (which can be checked in polynomial time), or there is a word $w \in W$ not longer than the size of the domain of $X$ and a homomorphism $f : \text{CF}_w \rightarrow X$. The reduction does the following: if $X$ is not separated, we map it to a fixed element of $W$. Otherwise, we guess a word $w$ not longer than the size of the domain of $X$ and a function $f : \text{CF}_w \rightarrow X$. If this function is not a homomorphism, we map $X$ to a fixed word of $L$. If $f$ is a homomorphism, we map $X$ to $w$.

Thus, if $X \in \text{CSP}(\text{ET}_W)$ then all runs of the reduction output a word of $L$. Moreover, if $X \not\in \text{CSP}(\text{ET}_W)$, then at least one run outputs word in $W$. ▶

We can now prove the first statement of Theorem 8.

**Proof of the first statement of Theorem 8.** Let $L \subseteq \Sigma^{\geq 2}$ be a coNP$^C$-complete language, and let $W$ be its complement. Then $L$ reduces to $\text{CSP}(\text{ET}_W)$ by Proposition 29, so $\text{CSP}(\text{ET}_W)$ is coNP$^C$-hard. Moreover, it follows from Proposition 29 and the fact that coNP$^C$ is closed under coNP-many-one reductions that $\text{CSP}(\text{ET}_W)$ belongs to coNP$^C$. ▶

The second statement of Theorem 8 follows from the following proposition whose proof is inspired by Ladner’s proof on the existence of NP-intermediate problems [25].

**Proposition 30.** Let $L \subseteq \{0,1\}^{\geq 2}$ be a language in coNP \ $P$. Then there is a unary language $I \subseteq \{0\}^{\geq 2}$ such that $\text{CSP}(\text{ET}_I)$ is also in coNP \ $P$, but $L$ is not polynomial-time reducible to $\text{CSP}(\text{ET}_I)$.

Finally, we are ready to prove Theorem 7. In the following, let $\mathcal{L}$ be the extension of existential second-order logic allowing countably many second-order quantifiers, followed by a countable conjunction of first-order formulas. It can be seen that the upward direction of Ľoś’s theorem and the downward Löwenheim-Skolem theorem hold for this logic.

**Proof of Theorem 7.** We prove the following: there is no countable set $\Theta$ of $\theta$-formulas in $\mathcal{L}$ such that the equivalence $\mathcal{A} \models \Theta$ holds for all homogeneous $\theta$-structures $\mathcal{A}$.

This proves the theorem, as the satisfaction of a countable set of identities by polymorphisms can be expressed in $\mathcal{L}$.

Assume that such a $\Theta$ exists. Let $L$ be a language over $\Sigma$ whose Turing-degree is not intersected by $\mathcal{C}$, and let $W = \Sigma^{\geq 2} \setminus L$. For every $n \in \mathbb{N}$, let $W \cap \Sigma^{\leq n}$ be the set of words of length at most $n$ in $W$. Corollary 23 implies that $\text{CSP}(\text{ET}_{W \cap \Sigma^{\leq n}})$ is finitely bounded, hence $\text{CSP}(\text{ET}_{W \cap \Sigma^{\leq n}})$ is in AC$^0$. Therefore, since $\text{ET}_{W \cap \Sigma^{\leq n}}$ is homogeneous, our assumption implies that $\text{ET}_{W \cap \Sigma^{\leq n}} \models \Theta$. Let $\mathcal{U}$ be a non-principal ultrafilter on $\mathbb{N}$, and let $X$ be the ultraproduct $\prod_{n \in \mathbb{N}} \text{ET}_{W \cap \Sigma^{\leq n}}/\mathcal{U}$. Then $X \models \Theta$ by Ľoś’s theorem and $X$ is homogeneous, as all the factors in the ultraproduct are homogeneous. By the Löwenheim-Skolem theorem, $X$ has a countable elementary substructure $\mathcal{Y}$ that also satisfies $\Theta$. Note that $\mathcal{Y}$ is homogeneous and has the same age as $X$, as it is an elementary substructure of $X$.

Finally, we claim that $X$ and $\text{ET}_W$ have the same age. Every finite substructure of $\text{ET}_W$ embeds into $\text{ET}_{W \cap \Sigma^{\leq n}}$ for all $n \in \mathbb{N}$, by Corollary 23, and therefore into their ultraproduct, which is $X$. Conversely, assume that a finite structure $\mathcal{C}$ embeds into $X$. This precisely means that $I := \{n \in \mathbb{N} \mid \mathcal{C} \text{ embeds into } \text{ET}_{W \cap \Sigma^{\leq n}}\}$ is in $\mathcal{U}$. Moreover, since $\mathcal{U}$ is not principal, $I$ is infinite. Let $w \in W$. Since $I$ is infinite there is an $n \geq |w|$ such that $\mathcal{C}$ embeds into $\text{ET}_{W \cap \Sigma^{\leq n}}$. ▶
$E_{T W \cap \Sigma^m}$. Since $w \in W \cap \Sigma^m$, Corollary 23 gives that $C_{F w}$ does not homomorphically map to $C$, and that $C$ is separated. Since this holds for all $w \in W$, it follows that $C$ embeds into $E_{T W}$.

By Theorem 9, the two structures $\mathcal{V}$ and $E_{T W}$ are isomorphic. By Proposition 29, $L$ and $\text{CSP}(E_{T W})$ have the same Turing-degree, therefore $\text{CSP}(E_{T W})$ is not in $C$, a contradiction.
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1 Introduction

This article fits in the line of research extending descriptive set theory, mainly developed on Polish spaces, to other classes of topological spaces relevant to theoretical computer science, such as domains [21], quasi-Polish spaces [2], and represented spaces [13, 4, 1]. We pursue our investigation of descriptive set theory on represented spaces, started in [1].

Theoretical computer science, logic and descriptive set theory closely interact, providing different ways of describing properties, by programs, formulas or boolean operation from basic properties, all intimately related. For instance, a property of real numbers that is decidable in the limit must belong to the class $\tilde{\Delta}_0^0$, and every $\tilde{\Delta}_0^0$-property is decidable in the limit relative to some oracle.

This correspondence works very well on Polish spaces and more generally countably-based topological spaces. However, little is known for other topological spaces whose points can be represented and processed by a program, and it has been shown in [1] that the correspondence fails, even on natural spaces such as the space of polynomials with real coefficients: there is a property which can be decided with 2 mind-changes, but which is not a difference of two open sets, and is in no level below $\Delta_0^0$. We introduce symbolic descriptive complexity, which captures the algorithmic complexity of a set, and compare it to topological descriptive complexity. Our general goal is to understand when and why these two measures of complexity differ, and what topological properties of the underlying space cause this disagreement. Our results suggest that the mismatch between the two measures of complexity reflects the discordance between the sequential and the topological aspects of the space, so that symbolic complexity may be
interpretation as a measure of sequential complexity rather than topological complexity, in the same way as many topological notions have a sequential counterpart (sequential continuity, sequential compactness, sequential closure, etc.).

More precisely, we show that among Hausdorff spaces, the spaces that are not Fréchet-Urysohn exhibit a disagreement between symbolic and topological complexity at the lowest level above the open sets, namely the differences of open sets. This result extends a similar result obtained in [1] for the subclass of coPolish spaces.

We focus on the space of open sets of a Polish space, and relate the disagreement between symbolic and topological complexity to the compactness properties of the Polish space, by dividing Polish spaces into 4 classes, ranging from the locally compact to the non $\sigma$-compact spaces, and giving a detailed analysis of descriptive complexity of sets in each case.

Along the way, we develop several tools and techniques that are needed to prove our results and are interesting on their own right. In particular we argue that the classical notion of hardness, which makes sense on countably-based spaces, is too restrictive on other spaces and we solve the problem by introducing the weaker notion of hard* set.

We finally observe that the discordance between topological and sequential aspects is already at the core of the theory of admissibly represented topological spaces. These spaces, also characterized as the $T_0$ quotients of countably-based spaces, are all sequential and form a subclass of topological spaces which behave particularly well from a categorical perspective: for instance, contrary to general topological spaces, they form a cartesian closed category. More concretely, in this category, the space constructions such as product space or subspaces do not coincide with the ones in the category of topological spaces, but with their sequentializations. Our separation results between symbolic and topological complexity heavily rely on the disagreement between sequential and topological space constructions.

1.1 Summary of the main results

We give a quick overview of the main results, stated informally.

In a represented space $X = (X, \delta_X)$, we introduce the symbolic complexity of a set $A \subseteq X$.

If $\Gamma$ is a descriptive complexity class, such as $\tilde{\Sigma}_0^n$ or $\tilde{D}_n$ (difference of $n$ open sets), then we define the corresponding symbolic complexity class $[\Gamma](X)$ as follows:

$$A \in [\Gamma](X) \iff \delta_X^{-1}(A) \in \Gamma(\text{dom}(\delta_X)).$$

In a topological space with an admissible representation, one usually has $\Gamma(X) \subseteq [\Gamma](X)$ and our goal is to understand when and why the other inclusion does not hold, i.e. when and why the topological and symbolic measures of complexity differ. It is know from [2] that they coincide when $X$ is a countably-based space.

We first observe that the classical notion of hardness, which is very useful to identify the complexity of a set, is closely related to symbolic rather than topological complexity. We introduce a weaker version, called hard* set and prove:

**Theorem** (Theorem 3.2). For a Borel subset $A$ of an analytic space $X$,

$$A \text{ is } \Gamma\text{-hard} \iff A \notin [\Gamma](X),$$

$$A \text{ is } \Gamma\text{-hard}^* \iff A \notin \tilde{\Gamma}(X).$$

A topological subspace of a sequential space is not always sequential, so the subspace constructions differ in the categories of topological and sequential spaces. This difference implies a difference between symbolic and topological complexity.
The sequential spaces whose subspaces are sequential are called the Fréchet-Urysohn spaces. The class \( \tilde{D}_2 \) consists of differences of two open sets.

**Theorem (Theorem 4.1).** If \( X \) is admissibly represented, Hausdorff and not Fréchet-Urysohn, then

\[
\tilde{D}_2(X) \not\subseteq \tilde{D}_2(X).
\]

The assumption that the space is Hausdorff is needed. Indeed, spaces of open sets behave better at low complexity levels.

**Theorem (Theorem 5.1).** If \( X \) is admissibly represented then

\[
\tilde{D}_n(O(X)) = \tilde{D}_n(O(X)).
\]

However, the proof is not constructive and we show that the corresponding effective classes disagree. The class \( D_2 \) consists of differences of two effective open sets. Let \( N_1 \) be the space of functions \( \mathbb{N} \to \mathbb{N} \) having at most 1 non-zero value.

**Theorem (Theorem 5.3).** One has \( \tilde{D}_2(O(N_1)) \not\subseteq D_2(O(N_1)) \).

Finally, we give a rather detailed study of descriptive complexity on the spaces \( O(X) \) when \( X \) is Polish. More precisely, we connect the relationship between symbolic and topological complexity classes to the compactness properties of \( X \). Some of the proofs heavily rely on the fact that the product topology is not sequential in general, so product space constructions differ in the categories of topological and sequential spaces.

In particular, symbolic and topological complexity differ at higher levels when \( X \) is Polish and not locally compact.

**Theorem (Theorem 6.5).**

- There exists \( A \in \tilde{D}_\omega(O(N_1)) \) which is \( \Delta^0_3 \)-complete*.
- There exists \( A \in \Sigma^0_1(O(N \times N_1)) \) which is \( \Sigma^0_{k+1} \)-complete*, for each \( k \geq 2 \).
- There exists \( A \in \tilde{\Sigma}^0_2(O(N)) \) which is not Borel.

The paper is organized as follows. In Section 2, after giving the needed background on represented spaces, we introduce symbolic complexity and provide simple tools for its study. In Section 3 we introduce and study the notion of hard* set, used to capture the topological complexity of sets. In Section 4 we prove that Hausdorff spaces that are not Fréchet-Urysohn exhibit a disagreement between symbolic and topological complexity at the lowest level. In Section 5, we study spaces of open sets. In particular, in Section 6 we focus on open subsets of Polish spaces and locate symbolic complexity classes depending on the compactness properties of the Polish space.

We sometimes include the proof in the body of the article, and sometimes only give the intuition. Complete proofs can be found in [9].

### 2 Symbolic complexity

#### 2.1 Represented spaces

The Baire space is \( N = \mathbb{N}^\mathbb{N} \), whose elements are either viewed as functions or infinite sequences. To finite sequence of natural numbers \( \sigma \in \mathbb{N}^* \), we associate the cylinder \( [\sigma] \) which is the set of elements of \( N \) extending \( \sigma \). The Baire space is then endowed with the topology generated by the cylinders. Every subset of \( N \) is endowed with the subspace topology.
A represented space is a pair \( X = (X, \delta_X) \) where \( X \) is a set and \( \delta_X : \mathcal{N} \to X \) is a partial surjective function called a representation. If \( \delta_X(p) = x \), then \( p \) is a name of \( x \). If \( X, Y \) are represented spaces then a function \( F : \mathcal{N} \to \mathcal{N} \) is a realizer of \( f : X \to Y \) if \( f \circ \delta_X = \delta_Y \circ F \). \( f \) is computable if it has a computable realizer. We write \( X \cong Y \) if there exists a bijection between \( X \) and \( Y \) which is computable in both directions.

A representation \( \delta \) of a topological space \( (X, \tau) \) is admissible if \( \tau \) is the final topology of \( \delta \) and every partial continuous function \( f : \mathcal{N} \to X \) has a continuous realizer, which is a continuous function \( F : \mathcal{N} \to \mathcal{N} \) satisfying \( f = \delta \circ F \).

If \( X, Y \) are admissibly represented spaces, then a function \( f : X \to Y \) is continuous if and only if it has a continuous realizer. In particular, \( f \) is continuous if and only if it is computable relative to some oracle.

The topological spaces having an admissible representation are exactly the \( T_0 \)-spaces that are quotients of countably-based spaces, and are also called QCB\( _0 \)-spaces. These spaces form a cartesian closed category, with very natural representations for products and function spaces. They enjoy the following remarkable but overlooked properties, as proved by Schröder [16]: if \( X \) is a QCB\( _0 \)-space, then

- \( X \) is sequential, separable and has a countable network, i.e. a countable family of subsets such that every open set is a union of them,
- \( X \) is first-countable if and only if \( X \) is countably-based,
- \( X \) is hereditarily Lindelöf,
- When identifying the space of open sets \( \mathcal{O}(X) \) with the function space \( S^X \) where \( S \) is the Sierpinski space, the topology on \( \mathcal{O}(X) \) is the Scott topology.

As far as topology is concerned, admissibly represented spaces and QCB\( _0 \)-spaces are the same. However, computability can only be expressed in terms of representations, so we will refer to admissibly represented spaces rather than QCB\( _0 \)-spaces.

Countably-based \( T_0 \)-spaces have a particular representation, called standard representation, which is admissible. Once a countable basis indexed by \( \mathbb{N} \) has been chosen, say \((B_i)_{i \in \mathbb{N}}\), a name of \( x \) is any sequence \( p \in \mathcal{N} \) such that \( \{ i \in \mathbb{N} : \exists n, p(n) = i + 1 \} = \{ i \in \mathbb{N} : x \in B_i \} \), so that \( x \) is described by enumerating its basic neighbourhoods in any order.

### 2.2 Symbolic complexity

Let \( \Gamma \) be a descriptive complexity class, i.e. a family \( \Gamma = \{ \Gamma(X) \} \) where \( X \) ranges over topological spaces and \( \Gamma(X) \) is a collection of subsets of \( X \). The simplest class is \( \Sigma^0_1 = \{ \Sigma^0_1(X) \} \) where \( \Sigma^0_1(X) \) is the collection of open subsets of \( X \). The class \( \Sigma^0_2 \) is inductively defined as the class of countable unions of differences of \( \Sigma^0_{n+1} \)-sets. The class \( D_n \) is inductively defined as follows: \( D_1 = \Sigma^0_1 \) and \( D_{n+1} \) consists of sets \( U \setminus A \) where \( U \in \Sigma^0_{n+1} \) and \( A \in D_n \).

For any class \( \Gamma \), the class \( \Gamma \) consists of the complements of sets in \( \Gamma \).

Let \( X = (X, \delta_X) \) be a represented space, which is also a topological space by taking the final topology of \( \delta_X \): \( U \subseteq X \) is open iff \( \delta_X^{-1}(U) \) is open in \( \text{dom}(\delta_X) \).

**Definition 2.1.** Let \( X = (X, \delta_X) \) be a represented space. We define the symbolic complexity class \( \Gamma(X) \) as follows: for \( A \subseteq X \),

\[
A \in \Gamma(X) \iff \delta_X^{-1}(A) \in \Gamma(\text{dom}(\delta_X)).
\]

By definition of the final topology of \( \delta_X \), one always has \( \Sigma^0_1(X) = \Sigma^0_1(X) \). A descriptive complexity class \( \Gamma \) is often closed under continuous preimages, and in that case one has \( \Gamma(X) \subseteq \Gamma(X) \) because \( \delta_X \) is continuous. Moreover, for such classes \( \Gamma \), it is not hard to see that the
symbolic complexity class $[\Gamma]$ does not depend on the choice of the admissible representation, hence $\Gamma'(X)$ is intrinsic to $X$ as a topological space. However, effective complexity classes are sensitive to the choice of an admissible representation (but not to the choice of a computably admissible one, which we do not discuss here).

Our general goal is to understand symbolic complexity classes, relate them to topological complexity classes and understand for which $X$ and which $\Gamma$ we have $\Gamma'(X) = \Gamma(X)$.

An important result due to de Brecht [2] is that symbolic and topological complexity coincide when $X$ is a countably-based $T_0$-space with its standard representation.

\textbf{Theorem 2.2} ([2]). Let $X$ be a countably-based $T_0$-space with its standard representation, and let $\alpha, \beta < \omega_1$. One has

$$[D_\alpha(\Sigma^0_n)](X) = D_\alpha(\Sigma^0_n)(X).$$

It was improved in [1] by observing that the equality is uniform and effective, so it also holds for the effective complexity classes $D_m(\Sigma^0_n)$, $m, n \in \mathbb{N}$.

\section{2.3 Tools}

We give a simple way of locating a symbolic complexity class. A \textit{network} in a topological space $X$ is a family $\mathcal{F}$ of subsets of $X$ such that every open set is a union of elements of $\mathcal{F}$ [5]. Every admissibly represented space has a countable network, given by the images of cylinders under the admissible representation.

\textbf{Proposition 2.3.} Let $X$ be admissibly represented. Assume that $X$ has a countable network of sets in $\Sigma^0_{i+1}(X)$. For all $n \in \mathbb{N}$, one has

$$[\Sigma^0_n](X) \subseteq \Sigma^0_{n+1}(X).$$

\textbf{Proof.} Let $Y$ be the topological space with underlying set $X$ and whose topology is generated by the countable network of $X$. $Y$ is countably-based and inherits the $T_0$-property of $X$, let $\delta_Y$ be its standard representation. Therefore, one has $[\Sigma^0_n](Y) = \Sigma^0_n(Y)$ by Theorem 2.2.

By definition of a network, every open subset of $X$ is an open subset of $Y$. In other words, $id : Y \rightarrow X$ is continuous hence continuously realizable, which implies that $[\Sigma^0_n](X) \subseteq [\Sigma^0_n](Y)$. Conversely, every open subset of $Y$ belongs to $\Sigma^0_{i+1}(X)$ which implies, by induction on $n$, that $\Sigma^0_n(Y) \subseteq \Sigma^0_{n+1}(X)$.

Putting everything together, we obtain $[\Sigma^0_n](X) \subseteq [\Sigma^0_n](Y) = \Sigma^0_n(Y) \subseteq \Sigma^0_{n+1}(X)$. $\blacktriangleleft$

We take the following notion from [19]. An admissibly represented space is \textit{quasi-zero-dimensional} if it is the sequentialization of a zero-dimensional space, i.e. if its open sets are the sequentially open sets of a space having a basis of clopen sets. For instance, the spaces $\mathbb{N}^\omega$ and $\mathbb{N}^\mathbb{N}$ are not zero-dimensional, as proved by Schröder [18], but they are quasi-zero-dimensional.

\textbf{Corollary 2.4.} Let $X$ be quasi-zero-dimensional, for instance $X = 2^\mathbb{N}$ or $\mathbb{N}^\mathbb{N}$. One has

$$[\Sigma^0_n](X) \subseteq \Sigma^0_{n+1}(X).$$

\textbf{Proof.} The images of cylinders under the representation are closed subsets of $X$ (Proposition 7 in [19]). $\blacktriangleleft$

A common technique to prove a separation result in a space $Y$ is to prove it in a simpler space $X$ and then transfer the result to $Y$ by including $X$ into $Y$. 
Proposition 2.5. Let $\Gamma, \Gamma'$ be complexity classes that are closed under continuous (resp. computable) preimages.

Let $X$ be a continuous (resp. computable) retract of $Y$. If $[\Gamma](Y) \subseteq \Gamma'(Y)$, then $[\Gamma](X) \subseteq \Gamma'(X)$.

Proof. Let $r : Y \to X$ and $s : X \to Y$ be continuous (resp. computable) functions such that $r \circ s = \text{id}_X$. Let $A \in [\Gamma](X)$ and $B = r^{-1}(A)$. As $r$ is continuous hence continuously realizable (resp. computable), one has $B \in [\Gamma](Y)$ so $B \in \Gamma(Y)$. As $s$ is continuous (resp. computable) and $A = s^{-1}(B)$, we conclude that $A \in \Gamma'(X)$. \hfill $\blacksquare$

If $Y = (Y, \delta_Y)$ is a represented space and $X \subseteq Y$, then $X := (X, \delta_X)$ is a represented space by taking $\delta_X$ as the restriction of $\delta_Y$ to $\delta_Y(X)$. Observe that as a topological space, $X$ is not always a topological subspace of $Y$, but the sequentialization of the topological subspace $[17]$.

Proposition 2.6. Let $\Gamma$ be closed under finite intersections and continuous (resp. computable) preimages, and $\Gamma'$ be closed under continuous (resp. computable) preimages. Let $X \in \Gamma(Y)$. If $[\Gamma](Y) \subseteq \Gamma'(Y)$, then $[\Gamma](X) \subseteq \Gamma'(X)$.

Proof. The representation $\delta_X$ of $X$ is the restriction of $\delta_Y$ to $\delta_Y^{-1}(X)$.

Let $A \in [\Gamma](X)$. One has $A \in [\Gamma](Y)$. Indeed, $\delta_Y^{-1}(A) = \delta_X^{-1}(A) = S \cap \text{dom}(\delta_X)$ for some $S \in \Gamma(N)$, and $\text{dom}(\delta_X) = \delta_Y^{-1}(X) = T \cap \text{dom}(\delta_Y)$ for some $T \in \Gamma(N)$. By assumption, $U := S \cap T \in \Gamma(N)$ so $\delta_Y^{-1}(A) = U \cap \text{dom}(\delta_Y)$ and $A \in [\Gamma](Y)$.

Therefore, $A \in \Gamma'(Y)$ so by continuity (resp. computability) of the identity from $X$ to $Y$, we conclude that $A \in \Gamma'(X)$. \hfill $\blacksquare$

3 Hardness

An important tool to pinpoint the descriptive complexity of a set is provided by the notions of hardness and completeness. If $\Gamma$ is a descriptive complexity class, then in any topological space $X$, one can define a set $A \subseteq X$ to be $\Gamma$-hard if for each $C \in \Gamma(N)$, there is a continuous reduction from $C$ to $A$, i.e. a continuous function $f : N \to X$ such that $C = f^{-1}(A)$. Note that the reduction always starts from $N$. It contrasts with the generalizations of Wadge reducibility between subsets of a topological or represented spaces investigated in [14, 15].

As is well known in descriptive set theory on Polish (and even quasi-Polish) spaces, the hardness of a set is closely related to its complexity: Wadge’s Lemma implies that for any class $\Gamma \neq \bar{\Gamma}$ of Borel sets and any Borel subset $A$ of a Polish space $X$,

$$A \text{ is } \Gamma\text{-hard} \iff A \not\in \bar{\Gamma}(X).$$

However, outside countably-based spaces it turns out that the hardness of a set is related to its symbolic rather than topological complexity, which usually differ as we will see shortly.

Therefore, we need another notion of hardness which reflects the topological complexity of a set.

Definition 3.1. Let $(X, \tau)$ be a topological space and $\Gamma$ a descriptive complexity class.

We say that $A \subseteq X$ is $\Gamma$-hard* if for every countably-based topology $\tau' \subseteq \tau$, $A$ is $\Gamma$-hard in $(X, \tau')$. A set is $\Gamma$-complete* if it belongs to $\Gamma(X)$ and is $\Gamma$-hard*.

Note that when $(X, \tau)$ is countably-based, these notions coincide with the standard notions of hardness and completeness.
Now we can state the main result of this section, making clear that hardness is related to symbolic complexity, while hardness* is related to topological complexity. Say that a topological space is analytic if it is a continuous image of $\mathbb{N}$.

\begin{theorem}
Let $\Gamma = \tilde{D}_\alpha(\tilde{\Sigma}_0^\beta)$ where $\alpha, \beta$ are countable ordinals. For an analytic admissibly represented space $X$ and $A \subseteq X$ Borel,

\begin{align*}
A \text{ is } \Gamma\text{-hard} & \iff A \notin [\tilde{\Gamma}](X), \\
A \text{ is } \Gamma\text{-hard}^* & \iff A \notin \tilde{\Gamma}(X).
\end{align*}

For $\beta = 1$, the assumptions that the space is analytic and that $A$ is Borel can be dropped.

The proof assumes $\tilde{\Sigma}_1^1$-determinacy.
\end{theorem}

\section{Hausdorff-Kuratowski Theorem}

On Polish and even quasi-Polish spaces, there is no $\Delta_0^n$-complete set because of the Hausdorff-Kuratowski Theorem. Other spaces may admit $\Delta_0^n$-complete* sets, and we show that this possibility is again tightly related to the validity of the Hausdorff-Kuratowski Theorem for $\Delta_0^n$-sets.

\begin{definition}
A topological space $X$ has the Hausdorff-Kuratowski property at level $\Delta_0^n$ if

$$\Delta_0^n(X) = \bigcup_{\alpha < \omega_1} D_\alpha(\Sigma_{n-1}^0)(X).$$

\end{definition}

\begin{theorem}
Let $X$ be an analytic topological space. For each $n \geq 2$, $X$ has the Hausdorff-Kuratowski property at level $\Delta_0^n$ if and only if $X$ has no $\Delta_0^n$-complete* set.

For $n = 2$, the analyticity assumption can be dropped.
\end{theorem}

\begin{proof}
If the HK property is satisfied, then there is no $\Delta_0^n$-complete* set. Indeed, such a set $A$ would be in $D_\alpha(\Sigma_{n-1}^0)$ for some $\alpha < \omega_1$ and some countably-based topology, and $\Delta_0^n$-hard for that topology, which would imply that $\Delta_0^n(\mathbb{N}) \subseteq D(\Sigma_{n-1}^0)(\mathbb{N})$, which is known to be false (the difference hierarchies do not collapse on $\mathbb{N}$).

Conversely, if the HK property does not hold, then there exists $A \in \Delta_0^n(X)$ such that $A \notin D_\alpha(\Sigma_{n-1}^0)$ for any $\alpha < \omega_1$. If $X$ is analytic or $n = 2$, then $A$ is $\tilde{D}_\alpha(\Sigma_{n-1}^0)$-hard* for each $\alpha < \omega_1$ by Theorem 3.2. As a result, $A$ is $\Delta_0^n$-hard*, hence $\Delta_0^n$-complete*.
\end{proof}

We now give a criterion for the validity of the Hausdorff-Kuratowski property at a given level.

\begin{theorem}
Let $(X, \tau)$ be a topological space. If there exists a Polish topology $\tau'$ such that $\tau' \subseteq \tau'' \subseteq \Sigma_k^0(\tau)$, then $(X, \tau)$ has the Hausdorff-Kuratowski property for all levels $\Delta_k^0$ with $k \geq n + 1$.
\end{theorem}

\begin{proof}
The proof follows the line of the argument in [10], reducing the case of $\Delta_0^n$ to $\Delta_0^2$ by enriching the topology. However, some care is needed because we have to deal with two topologies.

\begin{claim}
For any $k \leq n$ and any countable family $\mathcal{F} \subseteq \Sigma_k^0(X, \tau)$, there exists a Polish topology $\tau'' \subseteq \Sigma_n^0(X, \tau)$ containing $\mathcal{F}$.
\end{claim}
Proof of the Claim. We prove it by induction on \( k \). For \( k = 1 \), the result is immediate by taking \( \tau'' = \tau' \), as \( F \) is already contained in \( \tau' \). Assume the result for \( k < n \) and let \( F \subseteq \Sigma^0_{k+1}(X, \tau) \). There exists a countable family \( \mathcal{G} \subseteq \Sigma^0_k(X, \tau) \) such that each element of \( F \) is a countable union of differences of elements of \( \mathcal{G} \). By induction, there is a Polish topology \( \tau'' \subseteq \Sigma^0_k(X, \tau) \) containing \( \mathcal{G} \). Let \( \tau'' \) be generated by \( \tau'' \) and the complements of the elements of \( \mathcal{G} \). As the latter sets are closed in \( \tau'' \) which is Polish, \( \tau'' \) is Polish. Moreover, those sets belong to \( \Pi^0_k(X, \tau) \subseteq \Sigma^0_k(X, \tau) \), so \( \tau'' \subseteq \Sigma^0_k(X, \tau) \). Finally, each element of \( F \) is open in \( \tau'' \), and the claim is proved.

We now prove the theorem. Let \( A \in \Delta^0_{n+1}(X, \tau) \). There exists a countable family \( F \subseteq \Sigma^0_n(X, \tau) \) such that \( A \) and its complement are countable unions of differences of elements of \( F \). Applying the claim, there exists a Polish topology \( \tau'' \subseteq \Sigma^0_n(X, \tau) \) containing \( F \). Therefore, \( A \in \Delta^0_{n}(X, \tau'') \) so applying the Hausdorff-Kuratowski theorem for Polish spaces, one has \( A \in D_n(X, \tau'') \) for some \( \alpha < \omega_1 \). We conclude by observing that \( \tau'' \subseteq \Sigma^0_n(X, \tau) \).

We give two simple applications of this result.

The space \( \mathbb{R}[X] \) of polynomials with real coefficients is an example of a coPolish space which is not countably-based [3]. A polynomial is represented by giving an upper bound on the degree as well as standard names of its coefficients. On \( \mathbb{R}[X] \), hence on \( \mathbb{R}[X]^N \), there is a set in \( [D_\alpha] \) which is \( \Delta^0_\alpha\)-complete* (Theorem 5.8 in [1]). Theorem 3.5 implies that there is no \( \Delta^0_\beta\)-complete* set for \( k \geq 3 \).

\textbf{Corollary 3.7.} The space \( \mathbb{R}[X]^N \) has the Hausdorff-Kuratowski property for all levels \( \Delta^0_\beta \) with \( k \geq 3 \), therefore that space has no \( \Delta^0_\beta\)-complete* set for \( k \geq 3 \).

\textbf{Proof.} For each \( n, d \in \mathbb{N} \), the set \( C_{n,d} := \{(P_i)_{i \in \mathbb{N}} : \deg(P_i) \leq d\} \) is closed. Enriching the topology on \( \mathbb{R}[X]^N \) with these sets results in a Polish topology contained in \( \Sigma^0_\beta(\mathbb{R}[X]^N) \) (the space becomes homeomorphic to \( \mathbb{R}^\beta \)).

We will see later that on \( \mathcal{O}(N_1) \), hence on \( \mathcal{O}(N \times N_1) \), there is a set in \( [D_\alpha] \) which is \( \Delta^0_\beta\)-complete* (Theorem 6.5). Theorem 3.5 implies that there is no \( \Delta^0_\beta\)-complete* set for \( k \geq 4 \).

\textbf{Corollary 3.8.} The space \( \mathcal{O}(N \times N_1) \) has the Hausdorff-Kuratowski property for all levels \( \Delta^0_\beta \) with \( k \geq 4 \), therefore that space has no \( \Delta^0_\beta\)-complete* set for \( k \geq 4 \).

\textbf{Proof.} We add the following sets to the topology: for each \( (n, f) \in \mathbb{N} \times N_1 \), the closed set \( C_{n,f} := \{U : (n, f) \notin U\} \); for each \( (n, p) \in \mathbb{N}^2 \), the \( \Pi^0_3 \)-set \( P_{n,p} := \{U : \{n\} \times [0^p] \subseteq U\} \), where \( [0^p] \) is the set of functions \( f \in N_1 \) such that \( f(i) = 0 \) for all \( i < p \). We now show that the resulting topological space is homeomorphic to a closed subset of the Baire space, which implies that it is Polish.

We encode \( U \in \mathcal{O}(N \times N_1) \) into two sequences \( g_n, h_n \) of elements of \( N \), which we can encode into a single element of \( N \). We use a one-to-one enumeration \( (f_i)_{i \in \mathbb{N}} \) of the elements of \( N_1 \), where \( f_i \) is the null function.

Given \( U \), we define its code \( (g_n, h_n)_{n \in \mathbb{N}} \) as follows:

\[ g_n(i) = 1 \text{ if } (n, f_i) \in U \text{ and } g_n(i) = 0 \text{ if } (n, f_i) \notin U. \]

\[ h_n(0) = 0 \text{ if } (n, f_0) \notin U, \text{ and } h_n(0) = p + 1 \text{ if } (n, f_0) \in U \text{ and } p \text{ is minimal such that } \{n\} \times [0^p] \subseteq U. \]

It is not hard to see that the function sending \( U \) to \( (g_n, h_n)_{n \in \mathbb{N}} \) is one-to-one and continuous for the enriched topology, as well as its inverse, and that the subset of \( N \) consisting of the codes of elements of \( \mathcal{O}(N \times N_1) \) is closed. As a result, the enriched topological space is Polish.

Moreover, the enriched topology is contained in \( \Sigma^0_3(\mathcal{O}(N \times N_1)) \).
4 Fréchet-Urysohn property

In [1] we have given a characterization of the coPolish spaces on which the symbolic complexity differs from the topological complexity at the level $\tilde{D}_2$: they are exactly the spaces that are not Fréchet-Urysohn.

We can extend part of the argument from coPolish spaces to Hausdorff admissibly represented spaces. We will see later (Theorem 5.1) that the assumption that the space is Hausdorff cannot be dropped.

**Theorem 4.1.** Let $X$ be admissibly represented and Hausdorff. If $X$ is not Fréchet-Urysohn, then

$$[\tilde{D}_2](X) \not\subseteq \tilde{D}_2(X).$$

We use the Arens’ space $S_2$, which is the inductive limit of

$$X_N = \{0\} \cup \left\{ \frac{1}{n} : n \in \mathbb{N} \right\} \cup \left\{ \frac{1}{n} + \frac{1}{k}X^n : n \leq N, k \in \mathbb{N} \right\}.$$  

As in [1], one has $[\tilde{D}_2](S_2) \not\subseteq \tilde{D}_2(S_2)$ and a witness is the set $A = \{0\} \cup \left\{ \frac{1}{n} + \frac{1}{k}X^n : n, k \in \mathbb{N} \right\}$. Therefore, Theorem 4.1 is an immediate corollary of the next result together with Proposition 2.6.

**Proposition 4.2.** Let $X$ be admissibly represented and Hausdorff. $X$ is not Fréchet-Urysohn if and only if $X$ contains a closed copy of $S_2$.

**Remark 4.3 (Historical remark about Proposition 4.2).** Franklin [7] proved that when $X$ is a Hausdorff sequential space, $X$ is Fréchet-Urysohn if and only if it does not contain a set which, endowed with the sequentialization of the subspace topology, is homeomorphic to $S_2$ (Proposition 7.3 in [7]). It implies that if $X$ is a Hausdorff admissibly represented space, then $X$ is not Fréchet-Urysohn if and only if $X$ does not contain $S_2$ as a represented subspace.

In [22] and [11] it is proved that when $X$ is a Hausdorff sequential space having a point-countable $k$-network, $X$ is not Fréchet-Urysohn if and only if it does not contain a closed set homeomorphic to $S_2$ (Theorem 2.12 in [11]). Observe that the subspace topology on a closed subset of a sequential space is always sequential, so there is no need to take the sequentialization of the subspace topology as in Franklin’s result. This result implies ours, because admissibly represented spaces are sequential and the images of cylinders under the representation give a countable $k$-network. However we provide a proof in our setting for self-containedness.

The result was also recently proved in [3] for the subclass of coPolish spaces (Proposition 66 in [3], where $S_2$ is called $S_{\text{min}}$).

5 Spaces of open sets

As already mentioned, the assumption that the space is Hausdorff is important in Theorem 4.1, because some spaces admitting a rich poset structure behave more smoothly. This phenomenon has been already exploited in many ways in the realm of domain theory. We show that even in the absence of a countable basis, some positive results are still valid.
Theorem 5.1. Let $X$ be admissibly represented. For every $n \geq 2$,

$$[D_n](\mathcal{O}(X)) = D_n(\mathcal{O}(X)).$$

We will see that this equality cannot be extended to level $\omega$: if $X$ is Polish and not locally compact, then $[D_\omega](\mathcal{O}(X))$ contains a $\Delta^0_\omega$-complete* set (Theorem 6.5).

Informal proof. The strategy is inspired from the one developed in [8] and [20] where a similar result is proved in the context of numbered sets and algebraic domains. We show that the result can be proved in the context of represented spaces, and without assuming a countable basis.

We first isolate a property of Scott open sets: say that a set $A \subseteq \mathcal{O}(X)$ is approximable if for every directed set $\Delta \subseteq \mathcal{O}(X)$ such that $\sup \Delta \in A$, $\Delta$ intersects $A$. A set is Scott open, i.e. in $\mathbf{\Sigma}^0_1(\mathcal{O}(X))$ if and only if it is upwards closed and approximable.

We prove the following generalization. A set $A$ is in $D_n(\mathcal{O}(X))$ if and only if both $A$ and $A^c$ are approximable and has no $n + 1$-chain, i.e. no sequence $U_0 \subseteq U_1 \subseteq \ldots \subseteq U_n$ such that $U_i \in A$ if $i$ is even (it indeed generalizes the case of open sets for $n = 1$).

The last step is to prove that:

- A subset of $\mathcal{O}(X)$ that is not approximable is necessarily $\Pi^0_2$-hard,
- A subset of $\mathcal{O}(X)$ having an $n + 1$-chain is necessarily $\Delta_n$-hard.

Therefore, if $A \in [\mathbf{\Sigma}^0_2](\mathcal{O}(X))$ then $A$ is approximable, and if moreover $A \in [D_n](\mathcal{O}(X))$, then $A$ has no $n + 1$-chain.

Putting everything together implies that $[D_n](\mathcal{O}(X)) \subseteq D_n(\mathcal{O}(X))$.

A consequence of the preceding development is a characterization of the class $[\Delta^0_2]$ in certain cases.

Proposition 5.2. Let $X$ be countably-based. The class $[\Delta^0_2](\mathcal{O}(X))$ is precisely the class of approximable and co-approximable sets.

Proof. We know from the proof of Theorem 5.1 that if $A \in [\Delta^0_2](\mathcal{O}(X))$ then both $A$ and $A^c$ are approximable.

Conversely, assume that $A \subseteq \mathcal{O}(X)$ and its complement are approximable. Observe that if $U_i$ is a growing sequence of open sets with union $U$, then $1_A(U_i)$ converges to $1_A(U)$ as $i \to \infty$, as both $A$ and $A^c$ are approximable. Let $(B_i)_{i \in \mathbb{N}}$ be a countable basis of $X$, closed under finite intersections and unions. Let $E = \{i \in \mathbb{N} : B_i \in A\}$. From a name of an open set $U \in \mathcal{O}(X)$, one can continuously derive a sequence $(i_n)_{n \in \mathbb{N}}$ such that $B_{i_n} \subseteq B_{i_{n+1}}$ and $\bigcup B_{i_n} = U$. Therefore, whether $U \in A$ can be tested with finitely mind changes, by testing whether $i_n \in E$.

5.1 Effectiveness

The proof of Theorem 5.1 is not effective. We show that there is no effective argument by proving that $[D_2](\mathcal{O}(X)) \not\subseteq D_2(\mathcal{O}(X))$ for some particular $X$.

Theorem 5.3. One has

$$[D_2](\mathcal{O}(N_1)) \not\subseteq D_2(\mathcal{O}(N_1)),$$

and a witness can be taken in $D_2(\mathcal{O}(N_1))$.

Such a set is a difference of two open sets, but computationally speaking, its name set is strictly easier to describe than the set itself.
Informal proof. We prove the separation result for the space $\mathbb{N} \times \mathcal{O}(\mathcal{N}_1)$ and observe that this space embeds as a $D_2$-subset of $\mathcal{O}(\mathcal{N}_1)$, to which the result immediately transfers by Proposition 2.6. The following discussion is rather general, and $\mathcal{O}(\mathcal{N}_1)$ is a possible instance of $X$.

In [1] we proved that if $X$ is not countably-based, then for sets in $D_2(X)$, one cannot continuously convert $[D_2]$-names into $D_2$-names. Another way of formulating this result is expressed by the existence of a function $f : Y \to D_2(X)$ for some represented space $Y$, such that:

- $f : Y \to [D_2](X)$ is continuously realizable,
- $f : Y \to D_2(X)$ is not continuously realizable.

Equivalently, it means that $\{ (y,x) : x \in f(y) \}$ belongs to $[D_2](Y \times X)$ but not $D_2(Y \times X)$.

If $f : Y \to [D_2](X)$ is moreover computable and if there is an effective enumeration $(y_i)_{i \in \mathbb{N}}$ of the computable elements of $Y$, then we can consider the following set:

$$A = \{ (i,x) \in \mathbb{N} \times X : x \in f(y_i) \}.$$  

One immediately has $A \in D_2(\mathbb{N} \times X)$, $A \notin [D_2](\mathbb{N} \times X)$ and one has to prove that $A \notin D_2(\mathbb{N} \times X)$, which depends on the details of $Y$ and $f$.

For $X = \mathcal{O}(\mathcal{N}_1)$, one can make $Y$ and $f : Y \to D_2(X)$ very explicit: let $Y = \mathbb{N} \times \bar{\mathbb{N}}$ and

$$ f(\infty, y) = \{ U \in \mathcal{O}(\mathcal{N}_1) : f_\infty \in U \},
$$

$$ f(n, \infty) = \emptyset,
$$

$$ f(n, p) = \{ U \in \mathcal{O}(\mathcal{N}_1) : f_{n,p} \notin U \},
$$

where $f_\infty$ is the null function and $f_{n,p} \in \mathcal{N}_1$ is the only function satisfying $f_{n,p}(n) = p + 1$.

One can take the following effective indexing of $Y = \mathbb{N} \times \bar{\mathbb{N}}$: if $\langle \cdot, \cdot \rangle : \mathbb{N}^2 \to \mathbb{N}$ is a computable bijection, and $t_i$ is the halting time of Turing machine number $i$, then let $y_{(i,j)} = (t_i, t_j)$. The set $A \subseteq \mathbb{N} \times \mathcal{O}(\mathcal{N}_1)$ becomes:

$$A = \{ (\langle i,j \rangle, U) : f_\infty \in U \text{ and } M_i \text{ does not halt, or } M_i \text{ and } M_j \text{ halt and } f_{t_i,t_j} \notin U \}. \qedhere$$

**Corollary 5.4.** If $\mathcal{N}_1$ embeds as a $D_2$-subset of $X$, then

$$[D_2](\mathcal{O}(X)) \nsubseteq D_2(\mathcal{O}(X)).$$

**Proof.** $\mathcal{O}(\mathcal{N}_1)$ is a computable retract of $\mathcal{O}(X)$, so the separation result (Theorem 5.3) about $\mathcal{O}(\mathcal{N}_1)$ extends to $\mathcal{O}(X)$ by Proposition 2.5. \qedhere

We consider the so-called sequential fan $S(\omega) = \{ 0 \} \cup \left\{ \frac{1}{n} X^n : n, p \in \mathbb{N} \right\} \subseteq \mathbb{R}[X]$. It is Fréchet-Urysohn but has one point with no countable basis of neighborhoods. The space $\mathbb{N} \times S(\omega)$ has infinitely many points with no countable basis of neighborhoods.

**Theorem 5.5.** Let $X = \mathbb{N} \times S(\omega)$. One has

$$[D_2](X) \nsubseteq D_2(X),$$

and it is witnessed by an open set.

**Proof.** We follow the same scheme as in the preceding proof. Let

$$A = \{ (n,P) : \text{ if } M_n \text{ halts then } \deg(P) > t_n \}. $$

First, $A$ is open because it is $\Sigma^0_1$ relative the halting set.
We show that $A \in [D_2](X)$. We are given $(n, P)$, with an upper bound $d$ on $\deg(P)$. We run $M_n$ for $d$ steps. If $M_n$ halts before $d$ steps, then we know the value of $t_n$ so we can test whether $\deg(P) > t_n$ (i.e. we start rejecting $(n, P)$ until this test succeeds, in which case we accept $(n, P)$). If $M_n$ does not halt before $d$ steps, then we accept $(n, P)$ and eventually reject it if $M_n$ halts (indeed, in that case one has $\deg(P) \leq d \leq t_n$).

We show that $A \notin D_2(X)$. Observe that for each $n$, $(n, 0)$ belongs to the closure of $A$: if $M_n$ does not halt then $(n, 0) \in A$; if $M_n$ halts then $(n, 0)$ is the limit when $p$ grows of $(n, \frac{1}{p}X^{\sigma(n+1)}) \in A$.

Assume that $A = U \setminus V$ where $U, V$ are open subsets of $X$ and $U$ is effectively open. For each $n$, as $(n, 0)$ belongs to the closure of $A$ then one must have $(n, 0) \notin V$. Therefore, $(n, 0) \in A \iff (n, 0) \in U$. However, $(n, 0) \in A$ iff $M_n$ does not halt, so it cannot be equivalent to $(n, 0) \in U$ which is a c.e. condition. We obtain a contradiction, so $A \notin D_2(X)$.

Proposition 2.6 immediately implies

\begin{corollary}
If $\mathbb{N} \times S(\omega)$ compatibly embeds as a $D_2$-subset of $X$, then
\[ [D_2](X) \not\subseteq D_2(X) \]
with a witness in $D_2(X)$.
\end{corollary}

One easily checks that the spaces $\mathbb{R}[X]$, $2^{\omega_0}$ and $\mathbb{N}^{\omega_1}$ are instances of this result:

- $\mathbb{N} \times S(\omega) \subseteq \mathbb{R}[X]$ by identifying $(n, P)$ with $\frac{1}{p}X^q$,
- $\mathbb{N} \times S(\omega) \subseteq 2^{\omega_0}$ by identifying $(n, 0)$ with $\{f \in \mathcal{N} : f(0) = n\}$ and $(n, \frac{1}{p}X^q)$ with $\{f \in \mathcal{N} : f(0) = n \text{ and } f(q+1) \leq p\}$.

6 Spaces of open subsets of Polish spaces

We now focus on spaces of open subsets of Polish spaces, for which we can establish a rather precise picture of the relationship between symbolic and topological complexity, depending on the compactness properties of the space. We show how the behavior of symbolic complexity classes on $O(X)$ is closely related to the compactness properties of $X$.

6.1 The 4 classes

The first observation is that when $X$ is locally compact, for instance $X = \mathbb{R}$, $O(X)$ is countably-based so it behaves very well in terms of descriptive complexity: symbolic and topological complexity coincide. We split the whole class of Polish spaces into 4 disjoint classes, ranging from the locally compact spaces to the non $\sigma$-compact spaces.

Let $X_{nk} = \{x \in X : x \text{ has no compact neighborhood}\}$, which is a closed subset of $X$.

\begin{definition}
Let $X$ be a Polish space.
1. $X \in \text{Class I}$ if $X_{nk} = \emptyset$, i.e. $X$ is locally compact,
2. $X \in \text{Class II}$ if $X_{nk} \neq \emptyset$ is finite,
3. $X \in \text{Class III}$ if $X_{nk} \neq \emptyset$ is infinite and $X$ is $\sigma$-compact,
4. $X \in \text{Class IV}$ if $X$ is not $\sigma$-compact.
\end{definition}

Observe that the union of Classes I, II, III is the class of $\sigma$-compact spaces.

\begin{example}
Let us give one example for each class:
1. $\mathbb{R}$ belongs to Class I,
2. $N_1 = \{f \in \mathcal{N} : f \text{ takes at most one positive value}\}$ belongs to Class II, with one element having no compact neighborhood, namely the zero function $f_0$.

[...]
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We now focus on spaces of open subsets of Polish spaces, for which we can establish a rather precise picture of the relationship between symbolic and topological complexity, depending on the compactness properties of the space. We show how the behavior of symbolic complexity classes on $O(X)$ is closely related to the compactness properties of $X$.

6.1 The 4 classes

The first observation is that when $X$ is locally compact, for instance $X = \mathbb{R}$, $O(X)$ is countably-based so it behaves very well in terms of descriptive complexity: symbolic and topological complexity coincide. We split the whole class of Polish spaces into 4 disjoint classes, ranging from the locally compact spaces to the non $\sigma$-compact spaces.

Let $X_{nk} = \{x \in X : x \text{ has no compact neighborhood}\}$, which is a closed subset of $X$.

\begin{definition}
Let $X$ be a Polish space.
1. $X \in \text{Class I}$ if $X_{nk} = \emptyset$, i.e. $X$ is locally compact,
2. $X \in \text{Class II}$ if $X_{nk} \neq \emptyset$ is finite,
3. $X \in \text{Class III}$ if $X_{nk} \neq \emptyset$ is infinite and $X$ is $\sigma$-compact,
4. $X \in \text{Class IV}$ if $X$ is not $\sigma$-compact.
\end{definition}

Observe that the union of Classes I, II, III is the class of $\sigma$-compact spaces.

\begin{example}
Let us give one example for each class:
1. $\mathbb{R}$ belongs to Class I,
2. $N_1 = \{f \in \mathcal{N} : f \text{ takes at most one positive value}\}$ belongs to Class II, with one element having no compact neighborhood, namely the zero function $f_0$,
3. \( \mathbb{N} \times \mathcal{N}_1 \) belongs to Class III, where the elements with no compact neighborhood are the pairs \((n, f_0)\),

4. \( \mathcal{N} \) belongs to Class IV.

Moreover, the three latter spaces are minimal in their respective classes, i.e. embed into every space of their classes.

\begin{proposition}
Let \( X \) be Polish.
\begin{itemize}
  \item \( X \notin \text{Class I} \iff X \) contains a closed copy of \( \mathcal{N}_1 \),
  \item \( X \notin \text{Classes I or II} \iff X \) contains a \( \mathcal{D}_2 \) copy of \( \mathbb{N} \times \mathcal{N}_1 \),
  \item \( X \notin \text{Classes I, II or III} \iff X \) contains a closed copy of \( \mathcal{N} \).
\end{itemize}
\end{proposition}

\textbf{Proof.} The backwards implications are easy, because if \( C \) is a closed subset, or even a \( \mathcal{D}_2 \)-subset of \( X \) and \( x \in C \) has no compact neighborhood in the subspace \( C \), then \( x \) has no compact neighborhood in \( X \).

Assume that \( X \) is not locally compact and let \( x_0 \in X_{\mathbf{nk}} \). We define a double-sequence \( x_{i,n} \) by induction on \( i \). Let \( B_0 \) be a basic neighborhood of \( x_0 \). As \( \overline{B_0} \) is not compact, it contains a sequence \( x_{0,n} \) with no converging subsequence. In particular, there exists a neighborhood \( B_1 \) of \( x_0 \) such that \( \overline{B_1} \) does not contain any \( x_{0,n} \). Again, \( \overline{B_1} \) is not compact so it contains a sequence \( x_{i,n} \) with no converging subsequence. We continue, making sure that the radius of \( B_i \) converges to 0. One easily checks that the set \( \{x_0\} \cup \{x_{i,n} : i,n \in \mathbb{N}\} \) is closed and homeomorphic to \( \mathcal{N}_1 \), by sending \( x_0 \) to the zero function, and \( x_{i,n} \) to the function \( f \) such that \( f(i) = n \).

Assume that \( X_{\mathbf{nk}} \) is infinite. It contains a copy \( D \) of \( \mathbb{N} \) with \( D \in \mathcal{D}_2(X) \). Each point \( x \in D \) is contained in a neighborhood \( B_x \) such that \( \overline{B_x} \cap \overline{B_y} = \emptyset \) for \( x \neq y \). Around each point \( x \) of \( D \) and inside \( B_x \) we can build a closed copy of \( \mathcal{N}_1 \) as in the previous case. Their union is a copy of \( \mathbb{N} \times \mathcal{N}_1 \) and belongs to \( \mathcal{D}_2(X) \).

The third statement is a particular case of Hurewicz theorem (Theorem 7.10 in [10]).

\section{Classification}

We now relate the behavior of symbolic complexity on \( \mathcal{O}(X) \) to the class of \( X \). We first locate the symbolic complexity classes.

\begin{theorem}[Classification – Positive results]
Let \( X \) be Polish.
\begin{enumerate}
  \item If \( X \in \text{Class I} \), then \( \Sigma^0_k(\mathcal{O}(X)) = \Sigma^0_k(\mathcal{O}(X)) \) for all \( k \),
  \item If \( X \in \text{Class II} \), then \( \Sigma^0_k(\mathcal{O}(X)) = \Sigma^0_k(\mathcal{O}(X)) \) for \( k \geq 3 \),
  \item If \( X \in \text{Class III} \), then \( \Sigma^0_k(\mathcal{O}(X)) \subseteq \Sigma^0_{k+2}(\mathcal{O}(X)) \) for \( k \geq 2 \).
\end{enumerate}
\end{theorem}

\textbf{Informal proof.} If \( X \in \text{Class I} \), i.e. if \( X \) is locally compact, then \( \mathcal{O}(X) \) is countably-based [16], so symbolic and topological complexity coincide there (Theorem 2.2).

If \( X \in \text{Class II} \), then up to a finite set, \( X \) is countably-based, and we show that this finite set do not affect the complexity of sets for levels \( k \geq 3 \).

If \( X \in \text{Class III} \), then \( X \) is \( \sigma \)-compact, so its open sets are \( \sigma \)-compact as well. Therefore, for each open set \( B \), the corresponding set \( P_B = \{ U \in \mathcal{O}(X) : B \subseteq U \} \) belongs to \( \Pi^0_2(\mathcal{O}(X)) \). The countable family \( B \) of finite unions basic open subsets of \( X \) induces a countable network \( (P_B)_{B \in B} \) of \( \mathcal{O}(X) \) made of \( \Pi^0_2 \)-sets. Therefore, we can apply Proposition 2.3.
We then identify gaps between symbolic and topological complexity.

**Theorem 6.5** (Classification – Negative results). Let \( X \) be Polish.

1. If \( X \notin \text{Class I} \), then \([\mathcal{D}_\omega](\mathcal{O}(X))\) contains a \( \Delta^0_\omega \)-complete* set,
2. If \( X \notin \text{Class II} \), then \([\Sigma^0_k](\mathcal{O}(X))\) contains a \( \Sigma^0_{k+1} \)-complete* set for \( k \geq 2 \),
3. If \( X \notin \text{Class III} \), then \([\Sigma^0_2](\mathcal{O}(X))\) contains a non-Borel set.

We observe that two phenomena are possible. For some spaces, the classes \([\Sigma^0_k]\) and \( \Sigma^0_k \) differ for low values of \( k \) and then coincide after some rank (if \( X \) is in Class II, then they coincide for \( k \geq 3 \)). For other spaces, the classes never coincide (if \( X \) is in Class III or IV).

It is open whether \( \Sigma^0_k(\mathcal{O}(X)) \subseteq \Sigma^0_{k+1}(\mathcal{O}(X)) \) when \( X \) belongs to Class III. A similar study should be done when \( X \) is not Polish.

**Informal proof.** The difference between symbolic and topological complexity is related to the fact that product spaces usually have two different natural topologies: the product topology (which is the structure obtained as the cartesian product in the category of topological spaces), and its sequentialization (obtained from the cartesian product in the category of QCB₀-spaces, or admissibly represented spaces). These two different topologies obviously induce different topological complexity classes, already at the first level \( \Sigma^0_1 \).

For instance, on \( \mathcal{N} \times \mathcal{O}(\mathcal{N}) \), the set \( \{(f,U) : f \in U\} \) is open but is not Borel for the product topology.

The proof shows how to exploit the difference between the product topology and its sequentialization on the space \( \mathcal{N} \times \mathcal{O}(\mathcal{X}) \) and turn it into a difference between symbolic and topological complexity on \( \mathcal{O}(\mathcal{X}) \).

When \( \mathcal{X} = \mathbb{N} \times \mathcal{N}_1 \), one has \( \mathcal{X} \cong \mathbb{N} \times \mathcal{X} \) so \( \mathcal{O}(\mathcal{X}) \cong \mathcal{O}(\mathcal{X}) \mathcal{N} \). This equality enables one to iterate: if \( A_k \in [\Sigma^0_k](\mathcal{O}(\mathcal{X})) \) is \( \Sigma^0_{k+1} \)-complete*, then the set

\[
A_{k+1} = \{(U_i)_{i \in \mathbb{N}} \in \mathcal{O}(\mathcal{X})^\mathbb{N} : \exists i, U_i \notin A_k\}
\]

belongs to \([\Sigma^0_{k+1}](\mathcal{O}(\mathcal{X})^\mathbb{N})\) and it \( \Sigma^0_{k+1} \)-complete*.

The fact that \( \mathcal{X} \) is Polish is essential in the proofs. A particular property of Polish and quasi-Polish spaces that is used is the following.

**Proposition 6.6.** If \( \mathcal{X} \) and \( \mathcal{Y} \) are quasi-Polish, then the topologies on the admissibly represented spaces \( \mathcal{O}(\mathcal{X})^{\mathbb{N}} \) and \( \mathcal{O}(\mathcal{X}) \times \mathcal{O}(\mathcal{Y}) \) are the product topologies.

**Proof.** As represented spaces, one has \( \mathcal{O}(\mathcal{X})^{\mathbb{N}} \cong \mathcal{O}(\mathbb{N} \times \mathcal{X}) \) and \( \mathcal{O}(\mathcal{X}) \times \mathcal{O}(\mathcal{Y}) \cong \mathcal{O}(\mathcal{X} \sqcup \mathcal{Y}) \). The topologies on the admissibly represented spaces \( \mathcal{O}(\mathbb{N} \times \mathcal{X}) \) and \( \mathcal{O}(\mathcal{X} \sqcup \mathcal{Y}) \) are the Scott topologies.

On the other hand, for any topological spaces \( \mathcal{X}, \mathcal{Y} \), it is easy to see that the compact-open topology on \( \mathcal{O}(\mathbb{N} \times \mathcal{X}) \) and \( \mathcal{O}(\mathcal{X} \sqcup \mathcal{Y}) \) is the product topology on \( \mathcal{O}(\mathcal{X})^{\mathbb{N}} \) and \( \mathcal{O}(\mathcal{X}) \times \mathcal{O}(\mathcal{Y}) \) respectively, where \( \mathcal{O}(\mathcal{X}) \) and \( \mathcal{O}(\mathcal{Y}) \) are endowed with the compact-open topology.

When \( \mathcal{X} \) and \( \mathcal{Y} \) are quasi-Polish, so are \( \mathbb{N} \times \mathcal{X} \) and \( \mathcal{X} \sqcup \mathcal{Y} \), so \( \mathcal{X}, \mathcal{Y}, \mathbb{N} \times \mathcal{X} \) and \( \mathcal{X} \sqcup \mathcal{Y} \) are consonant, i.e. the Scott topology and the compact-open topology coincide on their spaces of open sets [4]. As a result the topology on the represented spaces \( \mathcal{O}(\mathcal{X})^{\mathbb{N}} \) and \( \mathcal{O}(\mathcal{X}) \times \mathcal{O}(\mathcal{Y}) \) is the product of the topologies on \( \mathcal{O}(\mathcal{X}) \) and \( \mathcal{O}(\mathcal{Y}) \).
Open subsets of the Baire space

We now give the complete proof that the class $[\Sigma^0_2](\mathcal{O}(\mathbb{N}))$ contains a set that is not Borel (Theorem 6.5, item 3).

**Proof.** We have seen that two represented spaces $X$ and $Y$ naturally induce a third represented space $X \times Y$. The topology induced by that representation is not in general the product topology, but its sequentialization.

A simple example is given by $X = \mathcal{N}$ and $Y = \mathcal{O}(\mathcal{N})$. The evaluation map $\mathcal{N} \times \mathcal{O}(\mathcal{N}) \to \mathbb{S}$ is continuous (and computable), however it is not continuous w.r.t. the product topology, because $\mathcal{N}$ is not locally compact (see [6] for more details on this topic). In other words the set $\{(f,O) \in \mathcal{N} \times \mathcal{O}(\mathcal{N}) : f \in O\}$ is not open for the product topology (but it is sequentially open, or open for the topology induced by the representation). It is even worse.

**Proposition 6.7.** $E = \{(f,O) \in \mathcal{N} \times \mathcal{O}(\mathcal{N}) : f \in O\}$ is not Borel for the product topology.

**Proof.** We prove that for every Borel set $A$, there exists a dense $G_\delta$-set $G \subseteq \mathcal{N}$ such that for every $f \in G$, $(f,\mathcal{N} \setminus \{f\}) \in A \iff (f,\mathcal{N}) \in A$. It implies the result as it is obviously false for the set $E$. To prove it, we show that the class of sets satisfying this condition contains the open sets in the product topology and is closed under taking complements and countable unions, which implies that this class contains the Borel sets.

First, consider a basic open set $A = [u] \times U_K$ where $u$ is a finite sequence of natural numbers, $K$ is a compact subset of $\mathcal{N}$ and $U_K = \{O \in \mathcal{O}(\mathcal{N}) : K \subseteq O\}$. Define $G = [u]^c \cup [u] \setminus K$, which is a dense open set. For $f \in [u]^c$, no $(f,O)$ belongs to $A$. For $f \in [u] \setminus K$, both $(f,\mathcal{N} \setminus \{f\})$ and $(f,\mathcal{N})$ belong to $A$.

If $A$ satisfies the condition with a dense $G_\delta$-set $G$, then $A^c$ satisfies the condition with the same $G$. If $A_i$ satisfy the condition with dense $G_\delta$-sets $G_i$, then $\bigcup_i A_i$ satisfies the condition with $G = \bigcap_i G_i$.

We now use the set $E$ to build a set in $[\Sigma^0_2](\mathcal{O}(\mathcal{N}))$ which is not Borel. We show that $\mathcal{N} \times_{\text{prod}} \mathcal{O}(\mathcal{N})$, which is the topological space endowed with the product topology, is a $[\Sigma^0_2]$-retract of $\mathcal{O}(\mathcal{N})$. We build:

- A continuous function $s : \mathcal{N} \times_{\text{prod}} \mathcal{O}(\mathcal{N}) \to \mathcal{O}(\mathcal{N})$,
- A $[\Sigma^0_2]$-measurable function $r : \mathcal{O}(\mathcal{N}) \to \mathcal{N} \times \mathcal{O}(\mathcal{N})$,
- Such that $r \circ s = \text{id}$.

First, these ingredients enable us to derive the result. Indeed, let $E$ be the set from Proposition 6.7 and $F := r^{-1}(E) \subseteq \mathcal{O}(\mathcal{N})$. As $E$ is open in $\mathcal{N} \times \mathcal{O}(\mathcal{N})$, $F$ is $\Sigma^0_2$. However $F$ is not Borel, otherwise $E = s^{-1}(F)$ would be Borel in $\mathcal{N} \times_{\text{prod}} \mathcal{O}(\mathcal{N})$.

Let us now build $s$ and $r$. We identify $\mathcal{O}(\mathcal{N})$ with $\mathcal{O}(\mathcal{N}) \times \mathcal{O}(\mathcal{N})$ and use the fact that the topology on $\mathcal{O}(\mathcal{N}) \times \mathcal{O}(\mathcal{N})$ coincides with the product topology by Proposition 6.6.

**Lemma 6.8.** $\mathcal{N}$ is a $[\Sigma^0_2]$-retract of $\mathcal{O}(\mathbb{N})$: there exists $r : \mathcal{O}(\mathbb{N}) \to \mathcal{N}$ which is $[\Sigma^0_2]$-measurable, $s : \mathcal{N} \to \mathcal{O}(\mathbb{N})$ which is computable, such that $r \circ s = \text{id}_\mathcal{N}$.

**Proof.** Let $(.,.) : \mathbb{N}^2 \to \mathbb{N}$ be a computable bijection. Let $r(E) = f_E$ be defined by

$$f_E(i) = \begin{cases} \min\{j \in \mathbb{N} : (i,j) \in E\} & \text{if that set is non-empty}, \\ 0 & \text{otherwise}. \end{cases}$$

Let $s(f) = \{(i,f(i)) : i \in \mathbb{N}, f(i) \geq 1\}$. One easily checks that $r$ and $s$ satisfy the required conditions.

\[ \]
By Lemma 6.8, $N$ is a $[\Sigma^0_2]$-retract of $O(N)$, which is a computable retract of $O(N)$, so $N$ is a $[\Sigma^0_2]$-retract of $O(N)$. It is witnessed by two functions $r_0 : O(N) \to N$ and $s_0 : N \to O(N)$ such that $r_0 \circ s_0 = \text{id}_N$.

Let us simply pair $s_0$ and $r_0$ with the identity on $O(N)$: let $s(f, O') = (s_0(f), O')$ and $r(O, O') = (r_0(O), O')$.

In particular, that set is not a countable union of differences of open sets, as it should be on Polish or quasi-Polish spaces. More generally, it is not a countable boolean combination of open sets.

In order to overcome the mismatch between the hierarchy inherited from $N$ via the representation and the class of Borel sets, one may attempt to change the definition of Borel sets. In [12] the Borel sets are redefined as the smallest class containing the open sets and the saturated compact sets, and closed under countable unions and complements. We observe here that this class is too large in the space $O(N)$. First, if $U \subseteq N$ is open then the set $\{V \in O(N) : U \subseteq V\}$ is compact and saturated in $O(N)$. From this it is easy to see that the set built above is Borel in this weaker sense. However this notion of Borel sets is too loose, because compact saturated sets do not usually have a Borel pre-image. For instance, the singleton $\{N\}$ is compact saturated but its pre-image under the representation is a $\tilde{\Pi}^1_1$-complete set, hence is not Borel.
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1 Introduction

Continuous-time Markov decision processes (CTMDPs) are a widely used model for continuous-time systems which exhibit both stochastic and non-deterministic choice. A CTMDP consists of a finite set of states, a finite set of actions, and for each action, a transition rate matrix that determines the rate (in an exponential distribution in continuous time) to go from one state to the next when the action is chosen. A policy for a CTMDP maps a timed execution path to state-dependent actions. Given a fixed policy, a CTMDP determines a stochastic process in continuous time, where the rate matrix determines the distribution of switches.
A fundamental decision problem for CTMDPs is the time-bounded reachability problem, which asks, given a CTMDP $\mathcal{M}$ with a designated "good" state, a time bound $B$, and a rational vector $r$, whether there exists a policy that controls the Markov decision process such that the probability of reaching the good state from state $s$ within time bound $B$ is at least $r(s)$. The time-bounded reachability problem is at the core of model checking CTMDPs with respect to stochastic temporal logics [5] and has been extensively studied [10, 21, 28, 20, 9].

Existing papers either consider time-abstract policies [5, 25, 8, 28, 20] or focus on numerical approximation schemes [10, 21, 3, 13, 9, 26]. However, policies that depend on time are strictly more powerful and the decision problem has remained open. For the special case of continuous-time Markov chains (CTMCs), where each state has a unique action, the time-bounded reachability problem is decidable [4]. The proof uses tools from transcendental number theory, specifically, the Lindemann-Weierstrass theorem. One might expect that a similar argument might be used to show decidability for CTMDPs as well.

In this paper, we show conditional decidability. Our result uses, like several other conditional results on dynamical systems, Schanuel’s conjecture from transcendental number theory (see, e.g., [14]). Our proof has the following ingredients. First, we use the fact that the optimal policy for the time-bounded reachability problem is a timed, piecewise constant function with a finite number of switches [19, 22, 24]. We show that each switch point of an optimal policy corresponds to a non-tangential zero of an associated linear dynamical system. Second, we use the result of Macintyre and Wilkie [16, 17] that Schanuel’s conjecture implies the decidability of the real-closed field together with the exponential, sine, and cosine functions over a bounded domain. The existence of non-tangential zeros of linear dynamical systems can be encoded in this theory. Third, for each natural number $k \in \mathbb{N}$, we write a sentence in this theory whose validity implies there is an optimal strategy with exactly $k$ switch points. By enumerating over $k$, we find the exact number of switches in an optimal strategy. Finally, we write another sentence in the theory that checks if the reachability probability attained by (an encoding of) the optimal policy is greater than the given bound.

We also study the related decision problem whether there is a stationary (i.e., time independent) optimal policy. We show that there is a “direct” conditional decision procedure for this problem based on Schanuel’s conjecture and recent results on zeros of exponential polynomials [11], which avoids the result of Macintyre and Wilkie.

At the same time, we show that an unconditional decidability result is likely to be very difficult. We show that the bounded continuous-time Skolem problem [7, 11] reduces to checking if there is an optimal stationary policy in the time-bounded CTMDP problem. The bounded continuous Skolem problem is a long-standing open problem about linear dynamical systems [11, 7]; it asks if a linear dynamical system in continuous time has a non-tangential zero in a bounded interval. Our reduction, in essence, demonstrates that CTMDPs can “simulate” any linear dynamical system: a non-tangential zero in the dynamics corresponds to a policy switch point in the simulating CTMDP.

Our result is in the same spirit as several recent results providing conditional decision procedures, based on Schanuel’s conjecture, or hardness results, based on variants of the Skolem problem, for problems on probabilistic systems. For example, Daviaud et al. [12] showed conditional decidability of subcases of the containment problem for probabilistic automata subject to the conditional decidability of the theory of real closed fields with the exponential function [18, 27]. For lower bounds, Akshay et al. [2] showed a reduction from the (unbounded, discrete) Skolem problem to reachability on discrete time Markov chains and Piribauer and Baier [23] show that the positivity problem in discrete time can be reduced into several decision problems corresponding to optimization tasks over discrete time MDPs.
In summary, we summarize our contribution as the following theorem.

**Theorem 1.** (1) The time-bounded reachability problem for CTMDPs is decidable assuming Schanuel’s conjecture. (2) Whether the time-bounded reachability problem has a stationary optimal policy is decidable assuming Schanuel’s conjecture. (3) The bounded continuous Skolem problem reduces to checking if the time-bounded reachability problem has a stationary optimal policy.

## 2 Continuous Time Markov Decision Processes

**Definition 2.** A continuous-time Markov decision process (CTMDP) is a tuple $\mathcal{M} = (S, D, Q)$ where:

- $S = \{1, 2, \ldots, n\}$ is a finite set of states for some $n > 0$;
- a set $D = \prod_{s=1}^{n} D_s$ of decision vectors, where $D_s$ is a finite set of actions that can be taken in state $s \in S$;
- $Q$ is a $D$-indexed family of $n \times n$ generator matrices; we write $Q^d$ for the generator matrix corresponding to the decision vector $d \in D$. The entry $Q^d(s, s') \geq 0$ for $s' \neq s$ gives the rate of transition from state $s$ to state $s'$ under action $d(s)$, and $Q^d(s, s')$ is independent of elements of $d$ except $d(s)$. The entry $Q^d(s, s) = -\sum_{s' \neq s} Q^d(s, s')$.

A CTMDP $\mathcal{M} = (S, D, Q)$ with $|D| = 1$, i.e., when only a unique action can be taken in each state, is called a *continuous-time Markov chain* (CTMC) and is simply denoted by the tuple $(S, Q)$, and with abuse of notation, we also write $Q$ for the unique generator matrix. The CTMDP $\mathcal{M}$ reduces to a CTMC whenever a decision vector $d$ is fixed for all time on the CTMDP.

Intuitively, $Q^d(s, s') > 0$ indicates that by fixing a decision vector $d$, a transition from $s$ to $s'$ is possible and that the timing of the transition is exponentially distributed with rate $Q^d(s, s')$. If there are several states $s'$ such that $Q^d(s, s') > 0$, more than one transition will be possible. For each decision vector $d \in D$ and any $s \in S$, the total rate of taking an outgoing transition from state $s$ when $d$ is fixed is given by $E_d(s) = \sum_{s' \neq s} Q^d(s, s')$. By fixing this decision vector $d$, a transition from a state $s$ into $s'$ occurs within time $t$ with probability

$$P(s, s', t) = \frac{Q^d(s, s')}{E_d(s)}(1 - e^{-E_d(s)t}), \quad t \geq 0.$$  

Intuitively, $1 - e^{-E_d(s)t}$ is the probability of taking an outgoing transition at $s$ within time $t$ (exponentially distributed with rate $E_d(s)$) and $Q^d(s, s') / E_d(s)$ is the probability of taking transition to $s'$ among possible next states at $s$. Thus, the total probability of moving from $s$ to $s'$ under the decision $d$ in one transition, written $P_d(s, s')$ is $Q^d(s, s') / E_d(s)$. A state $s \in S$ is called absorbing if and only if $Q^d(s, s') = 0$ for all $s' \neq S$ and all decision vectors $d \in D$. For an absorbing state, we have $E_d(s) = 0$ for any decision vector $d$ and no transitions are enabled. The initial state of a CTMDP is either fixed deterministically or selected randomly according to a probability distribution $\alpha$ over the set of states $S$.

Consider a time interval $[0, B]$ with time bound $B > 0$. Let $\Omega$ denote the set of all right-continuous step functions $f : [0, B] \to S$, i.e., there are time points $t_0 = 0 < t_1 < t_2 < \ldots < t_m = B$ such that $f(t') = f(t'')$ for all $t', t'' \in [t_i, t_{i+1})$ for all $i \in \{0, 1, \ldots, m - 1\}$. Let $\mathcal{F}$ denote the sigma-algebra of the cylinder sets

$$\text{Cyl}(s_0, I_0, \ldots, I_{m-1}, s_m) := \{ f \in \Omega | \forall 0 \leq i \leq m \cdot f(t_i) = s_i \land i < m \Rightarrow (t_{i+1} - t_i) \in I_i \}.$$  

for all $m$, $s_i \in S$ and non-empty time intervals $I_0, I_1, \ldots, I_{m-1} \subset [0, B]$.
Definition 3. A policy $\pi$ is a function from $[0, B]$ into $\mathcal{D}$, which is assumed to be Lebesgue measurable. Any policy gives a decision vector $\pi_t \in \mathcal{D}$ at time $t$ such that the action $\pi_t(s)$ is taken when the CTMDP is at state $s$ at time $t$. The set of all such policies is denoted by $\Pi_B$. Any policy $\pi$ together with an initial distribution $\alpha$ induces the probability space $(\Omega, \mathcal{F}, P_\alpha^\pi)$. If the initial distribution is chosen deterministically as $s \in S$, we denote the probability measure by $P_s^\pi$ instead of $P_\alpha^\pi$.

A policy $\pi : [0, B] \rightarrow \mathcal{D}$ is piecewise constant if there exist a number $m \in \mathbb{N}$ and time points $t_0 = 0 < t_1 < t_2 < \ldots < t_m = B$ such that $\pi_{t_i} = \pi_{t_i'}$ for all $t', t'' \in (t_i, t_{i+1}]$ and all $i \in \{0, 1, \ldots, m - 1\}$. The policy is stationary if $m = 1$. We denote the class of stationary policies by $\Pi_{st}$; observe that a stationary policy is given by a fixed decision vector, so $\Pi_{st}$ is isomorphic with the set of decision vectors $\mathcal{D}$. In particular, it is a finite set.

Remark 4. The policies in Def. 3 are called timed positional policies since the action is selected deterministically as a function of time and the state of the CTMDP at that time. A stationary policy is only positional since the selected action is independent of time.

Problem 1. Consider a CTMDP $\mathcal{M} = \{1, \ldots, n\} \cup \{\text{good}\}, \mathcal{D}, \mathcal{Q}$ with a distinguished absorbing state named good and a time bound $B > 0$. Define the event

$$\text{reach} := \{f \in \Omega \mid f(t) = \text{good} \text{ for some } t \in [0, B]\}. \tag{2}$$

The time-bounded reachability problem asks if for a rational vector $r \in [0, 1]^n$, we have

$$\sup_{\pi \in \Pi_B} P_s^\pi(\text{reach}) > r(s), \quad \text{for all } s \in \{1, \ldots, n\}.$$

The event $\text{reach}$ defined in (2) is written as a union of an uncountable number of functions but it is measurable in the probability space $(\Omega, \mathcal{F}, P_\alpha^\pi)$ for any $\alpha$. Since the state space is finite, $\text{reach}$ can be written as a countable union of cylinder sets in the form of (1) by taking all the time intervals to be $[0, B]$ and enumerating over all possible sequence of states (which is countable) [6].

A policy $\pi^* \in \Pi_B$ is optimal if $P_s^\pi(\text{reach}) = \sup_{\pi \in \Pi_B} P_s^\pi(\text{reach})$. Note that there are more general classes of policies that may depend also on the history of the states in the previous time points and which map the history to a distribution over $\mathcal{D}$. It is shown that piecewise constant timed positional policies are sufficient for the optimal reachability probability [19, 22, 24]. That is, if there is an optimal policy from the larger class of policies, there is already one from the class of piecewise constant, timed, positional policies.

A closely related problem is the existence of stationary optimal policies; here, it is possible that the optimal stationary policy performs strictly worse than an optimal policy.

Problem 2. Consider a CTMDP $\mathcal{M} = \{1, \ldots, n\} \cup \{\text{good}\}, \mathcal{D}, \mathcal{Q}$ and a time bound $B > 0$. Decide whether there is an optimal policy $\pi^*$ that is stationary, namely

$$\exists \pi^* \in \Pi_{st} \text{ s.t. } \sup_{\pi \in \Pi_B} P_s^\pi(\text{reach}) = P_s^{\pi^*}(\text{reach}), \quad \text{for all } s \in \{1, \ldots, n\}.$$

In the following, we shall assume that the CTMDPs and all bounds in the above decision problems are given using rational numbers. That is, rates of transitions in each generator matrix is a rational number, and the time bound $B$ is a rational number.

Theorem 5 ([10, 19]). A policy $\pi \in \Pi_B$ is optimal if $d_t$, the decision vector taken by $\pi$ at time $B - t$, maximizes for almost all $t \in [0, B]$

$$\max_{d_t} (Q^d W_t^\pi) \text{ with } \frac{d}{dt} W_t^\pi = Q^d W_t^\pi, \quad \tag{3}$$

with the initial condition $W_0^\pi(\text{good}) = 1$ and $W_0^\pi(s) = 0$ for all $s \in \{1, 2, \ldots, n\}$. There exists a piecewise constant policy $\pi$ that maximizes the equations.
The maximization in Equation (3) above is performed element-wise. Equation (3) should be solved forward in time to construct the policy $\pi$ backward in time due to the definition $d_t = \pi_{n-t}$. One can alternatively write down (3) directly backward in time based on $\pi_t$.

The proof of Theorem 5 is constructive [10, 19] and is based on the following sets for any vector $W$:

$$F_1(W) = \{d \in D \mid d \text{ maximizes } Q^d W\},$$
$$F_2(W) = \{d \in F_1(W) \mid d \text{ maximizes } [Q^d]^2 W\},$$
$$\ldots$$
$$F_j(W) = \{d \in F_{j-1}(W) \mid d \text{ maximizes } [Q^d]^j W\}. \tag{4}$$

The sets $F_j(W)$ form a sequence of decreasing sets such that $F_1(W) \supseteq F_2(W) \supseteq \ldots \supseteq F_{n+2}(W) = F_{n+k}(W)$ for all $k > 2$. An optimal piecewise constant policy is the one that satisfies the condition $d_t \in F_{n+2}(W_t^\star)$ for all $t \in [0, B]$. Note that if $F_j(W_t^\star)$ has only one element for some $j$, $F_k(W_t^\star) = F_j(W_t^\star)$ for all $k \geq j$ and that element is the optimal decision vector. The next proposition shows that when $F_{n+2}(W_t^\star)$ has more than one element, we can pick any one (and in fact, switch between them arbitrarily).

**Proposition 6.** Let $\pi$ be an optimal policy satisfying Equation (3). Take any $t^\star$ such that $F_{n+2}(W_t^\star) \neq \emptyset$. Then, $\pi_{n-t}$ is an optimal policy satisfying Equation (3). Take an $t^\star$ such that $F_{n+2}(W_t^\star) \neq \emptyset$. If $F_{n+2}(W_t^\star) = \{d^1, d^2, \ldots, d^l\}$ for some $p > 1$ and

$$(\Delta_i := \sup_\delta \{\delta > 0 \mid \exists d^i \in F_{n+2}(W_t^\star) \text{ for all } t \in [t^\star, t^\star + \delta]\}, \forall i \in \{1, 2, \ldots, p\}$$

Then, $\Delta_1 = \Delta_2 = \ldots = \Delta_p$.

**Proof.** Since $F_{n+2}(W_t^\star) = F_{n+k}(W_t^\star)$ for all $k > 2$, for any $d^i$ and $d^j$ belonging to the set $F_{n+2}(W_t^\star)$, we have $[Q^{d^i}] W_t^\star = [Q^{d^j}] W_t^\star$ for all $l \geq 0$. Pick $\delta > 0$ sufficiently small such that $\{d^1, d^2, \ldots, d^l\} \subseteq F_{n+2}(W_t^\star) \text{ for all } t \in [t^\star, t^\star + \delta]$. If the policy $\pi$ selects $d^i$ for all $t \in [t^\star, t^\star + \delta]$, we can write

$$W_t^\star = e^{Q^{d^i}} \Delta W_t^\star \text{ for } t \in [t^\star, t^\star + \delta],$$

where $e^\Gamma := \sum_{k=0}^{\infty} \frac{1}{k!} \Gamma^k$ denotes the exponential of a matrix $\Gamma$. Therefore, using the fact that $[Q^{d^i}] W_t^\star = [Q^{d^j}] W_t^\star$ for all $l \geq 0$ we have

$$e^{Q^{d^i}} \Delta W_t^\star = e^{Q^{d^j}} \Delta W_t^\star, \forall t \geq t^\star. \tag{5}$$

Similarly, we have

$$[Q^{d^i}] e^{Q^{d^i}} \Delta W_t^\star = [Q^{d^j}] e^{Q^{d^j}} \Delta W_t^\star, \forall l \geq 0 \text{ and } \Delta \geq 0. \tag{6}$$

Now take any $i = \arg \min \Delta_j$, thus $\Delta_i \leq \Delta_j$ for all $j$. Also take $d^i \in F_{n+2}(W_t^\star + \Delta_i)$ and $d^j \neq d^i$ (this is possible due to the definition of $\Delta_i$). Denote by $h$ the smallest integer for which $1 \leq h \leq n + 2$ and

$$[Q^{d^i}]^h W_t^{\star + \Delta_i} > [Q^{d^j}]^h W_t^{\star + \Delta_i} \Rightarrow [Q^{d^i}]^h e^{Q^{d^i}} \Delta W_t^\star > [Q^{d^j}]^h e^{Q^{d^j}} \Delta W_t^\star.$$
which implies that $\Delta_j \leq \Delta_i$ for any $j$. The particular selection of $i$ results in $\Delta_j = \Delta_i$ for all $i, j$. The second part of the proposition is obtained by setting $\Delta = (\delta_2 - \delta_1)$ in Equation (6) and using the definition of the exponential of a matrix.

The above proposition highlights the fact that whenever $F_{n+2}(W_{t}^\pi)$ contains more than one decision vector over a time interval, one can construct infinitely many optimal policies by arbitrarily switching between such decision vectors. In the rest of this paper, we restrict our attention to optimal policies that take only mandatory switches: the optimal policy will take an element of $F_{n+2}(W_{t}^\pi)$ as long as possible. This does not influence Problems 1 and 2.

The major challenge in the computation of the optimal policy, thus answering the reachability problem, is the computation of the largest time $t \in [0, B)$ such that $F_{n+2}(W_{t}^\pi) \neq F_{n+2}(W_{t'}^\pi)$, where $W_{t'}^\pi$ denotes the value of $W_{t-\delta}^\pi$ with $\delta$ converging to zero from the right. Suppose a decision vector $d_0 \in F_{n+2}(W_{0}^\pi)$ is selected. The optimal policy will change at the following time point:

$$t'' := \sup \{t | d_0 \in F_{n+2}(W_{t'}^\pi) \text{ for all } t' \in [0, t)\}.$$

3 Conditional Decidability of Problems 1 and 2

3.1 Schanuel’s Conjecture and its Implications

Our decidability results will assume Schanuel’s Conjecture for the complex numbers, a unifying conjecture in transcendental number theory (see, e.g., [14]). Recall that a transcendence basis of a field extension $L/K$ is a subset $S \subseteq L$ such that $S$ is algebraically independent over $K$ and $L$ is algebraic over $K(S)$. The transcendence degree of $L/K$ is the (unique) cardinality of some basis.

**Conjecture 7 (Schanuel’s Conjecture (SC)).** Let $a_1, \ldots, a_n$ be complex numbers that are linearly independent over rational numbers $\mathbb{Q}$. Then the field $\mathbb{Q}(a_1, \ldots, a_n, e^{a_1}, \ldots, e^{a_n})$ has transcendence degree at least $n$ over $\mathbb{Q}$.

An important consequence of Schanuel’s conjecture is that the theory of reals $(\mathbb{R}, 0, 1, +, \cdot, \leq)$ remains decidable when extended with the exponential and trigonometric functions over bounded domains.\(^1\)

**Theorem 8 (Macintyre and Wilkie (see [16, 17])).** Assume SC. For any $n \in \mathbb{N}$, the theory $\mathbb{R}_{MW} := (\mathbb{R}, \exp \upharpoonright [0, n], \sin \upharpoonright [0, n], \cos \upharpoonright [0, n])$ is decidable.

Our main result will show that Problems 1 and 2 can be decided based on Theorem 8. In fact, Problem 2 can be decided directly from Schanuel’s conjecture and recent results on exponential polynomials [11].

**Theorem 9 (Main Result).** Assume SC. Then Problems 1 and 2 are decidable.

In contrast, solving the time-bounded reachability problem for stationary policies is decidable unconditionally. This is because fixing a stationary policy reduces the time-bounded reachability problem to one on CTMCs, and one can use the decision procedure from [1].

\(^1\) We note that while the result is claimed in several papers [16, 17], a complete proof of this result has never been published. Thus, it would be nice to have a “direct” proof of our main theorem (Theorem 1) starting with Schanuel’s conjecture. We do not know such a proof.
3.2 Non-tangential Zeros

Recall that the solution to a first-order linear ODE of dimension $n$:

$$\frac{d}{dt} X_t = AX_t, \quad z_t = CX_t$$

with real matrices $A$ and $C$ and real initial condition $X_0 \in \mathbb{R}^n$, can be written as $z_t = Ce^{At}X_0$ where $e^\Gamma$ denotes the exponential of a square matrix $\Gamma$, and defined as the infinite sum $e^\Gamma := \sum_{k=0}^{\infty} \frac{\Gamma^k}{k!}$ that is guaranteed to converge for any matrix $\Gamma$. The function can be expressed as an exponential polynomial $z_t = \sum_{j=1}^{k} P_j(j)e^{\lambda_j t}$, where $\lambda_1, \ldots, \lambda_k$ are the distinct (real or complex) eigenvalues of $A$. Each function $P_j(j)$ is a polynomial function of $t$ possibly with complex coefficients and has a degree one less than the multiplicity of the eigenvalue $\lambda_j$. Since the eigenvalues come in conjugate pairs, we can write the real-valued function $z$ as

$$z_t = \sum_{j=1}^{k} e^{a_j t} \sum_{l=0}^{m_j-1} c_{j,l} t^l \cos(b_j t + \varphi_{j,l}),$$

(7)

where the eigenvalues are $a_j \pm ib_j$ with multiplicity $m_j$. If $A$, $X_0$, and $C$ are over the rational numbers, then $c_{j,l}$, $b_j$, $c_{j,l}$ are real algebraic and $\varphi_{j,l}$ is such that $e^{b_j t}$ is algebraic for all $j$ and $l$. We can symbolically compute derivatives of $z$ which also become functions with a similar closed-form as in (7).

Definition 10. The function $z_t$ has a zero at $t = t^\ast$ if $z_{t^\ast} = 0$. The zero is said to be non-tangential if there is an $\varepsilon > 0$ such that $z_{t_1}z_{t_2} < 0$ for all $t_1 \in (t^\ast - \varepsilon, t^\ast)$ and all $t_2 \in (t^\ast, t^\ast + \varepsilon)$. The zero is called tangential if there is an $\varepsilon > 0$ such that $z_{t_1}z_{t_2} > 0$ for all $t_1 \in (t^\ast - \varepsilon, t^\ast)$ and all $t_2 \in (t^\ast, t^\ast + \varepsilon)$.

Note that there are functions with zeros that are neither tangential nor non-tangential. Consider the function $z_t = t\sin\left(\frac{1}{t}\right)$ for $t \neq 0$ and $z_0 = 0$. The function does not satisfy the conditions of being tangential or non-tangential. For any $\varepsilon > 0$, there are $t_1 \in (-\varepsilon, 0)$ and $t_2 \in (0, \varepsilon)$, such that $z_{t_1}z_{t_2} = t_1t_2\sin\left(\frac{1}{t_1}\right)\sin\left(\frac{1}{t_2}\right)$ is positive. There are also $t_1$ and $t_2$ in the respective intervals that make $z_{t_1}z_{t_2}$ negative. In this paper, we only work with functions of the form (7) that are analytic thus infinitely differentiable. Therefore, the first non-zero derivative of $z_t$ at $t^\ast$ will decide if $t^\ast$ is tangential or not.

Proposition 11. For any function $z_t$ of the form (7) such that $z_{t^\ast} = 0$ and $z \neq 0$, there is a $k_0$ such that $\frac{d^k}{dt^k} z_t|_{t=t^\ast} = 0$ for all $k < k_0$ and $\frac{d^{k_0}}{dt^{k_0}} z_t|_{t=t^\ast} \neq 0$. Moreover, $t^\ast$ is tangential if $k_0$ is an even number and is non-tangential if $k_0$ is an odd number.

Proof. The proof is based on the Taylor series of $z_t$ at $t = t^\ast$. Take $k_0$ the order of the first non-zero derivative of $z_t$ at $t = t^\ast$. This $k_0$ always exists since otherwise $z \equiv 0$. The Taylor series of $z_t$ will be

$$z_t = \sum_{k=k_0}^{\infty} \frac{(t-t^\ast)^k}{k!} \left. \frac{d^k}{dt^k} z_t\right|_{t=t^\ast} = (t-t^\ast)^{k_0} \left. \frac{d^{k_0}}{dt^{k_0}} z_t\right|_{t=t^\ast} \sum_{k=0}^{\infty} \alpha_k (t-t^\ast)^k,$$

(8)

for some $\{\alpha_0, \alpha_1, \ldots\}$ with $\alpha_0 = 1/k_0!$. Define the function $g$ by $g_t := \frac{z_t}{(t-t^\ast)^{k_0}}$ for $t \neq t^\ast$ and $g_{t^\ast} := \frac{1}{(t-t^\ast)^{k_0}} \left. \frac{d^{k_0}}{dt^{k_0}} z_t\right|_{t=t^\ast}$. Using (8), we get that $g$ is continuous at $t^\ast$ with $g_{t^\ast} \neq 0$. Therefore, there is an interval $(t^\ast - \varepsilon, t^\ast + \varepsilon)$ over which the function has the same sign as $g_{t^\ast}$. For all $t_1 \in (t^\ast - \varepsilon, t^\ast)$ and $t_2 \in (t^\ast, t^\ast + \varepsilon)$.
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\[ g_1 g_\ast > 0 \Rightarrow \frac{z_1}{t} g_\ast > 0 \Rightarrow (-1)k z_1 g_\ast > 0 \]

\[ g_2 g_\ast > 0 \Rightarrow \frac{z_2}{t} g_\ast > 0 \Rightarrow z_2 g_\ast > 0 \]

\[ \Rightarrow (-1)k z_1 g_\ast, z_2 g_\ast > 0 \Rightarrow (-1)k z_1 z_2 > 0. \]

This means \( z_1 z_2 > 0 \) for even \( k_0 \) and \( t^\ast \) becomes tangential, and \( z_1 z_2 < 0 \) for odd \( k_0 \) and \( t^\ast \) becomes non-tangential.

For any function \( z_t = Ce^{At}X_0 \), the predicate NonTangentialZero\((z, l, u)\) stating the existence of a non-tangential zero in an interval \((l, u)\) is expressible in \( R_{MW} \):

\[ \exists t^\ast . l < t^\ast < u \land z_t = 0 \land \exists \varepsilon > 0 . \forall t_1 \in (t^\ast - \varepsilon, 0), t_2 \in (0, t^\ast + \varepsilon) . z_1 z_2 < 0 \]

### 3.3 Switch Points are Non-Tangential Zeros

Given a CTMDP \( M \) and a piecewise constant optimal policy \( \pi : [0, B] \rightarrow D \) for the time-bounded reachability problem, a switch point \( t^\ast \) is a point of discontinuity of \( \pi \). Consider a switch point \( t^\ast \) such that the optimal policy takes the decision vector \( d \) in the time interval \((t^\ast - \varepsilon)\) and then switches to another decision vector \( d' \) at time \( t^\ast \) for some \( \varepsilon > 0 \):

\[ d \in \mathcal{F}_{n+2}(W_t^\pi) \text{ and } d' \notin \mathcal{F}_{n+2}(W_t^\pi) \quad \forall t \in (t^\ast - \varepsilon, t^\ast), \]

\[ d \notin \mathcal{F}_{n+2}(W_t^\pi) \text{ and } d' \in \mathcal{F}_{n+2}(W_t^\pi) \quad \forall t \in (t^\ast, t^\ast + \varepsilon). \]

Consider a (not necessarily unique) state \( s \in S \) with actions \( a, b \in D_a \) such that \( a \neq b \) and \( d(s) = a, d'(s) = b \). Define the following set of first-order ODEs

\[ \Sigma : \begin{cases} \frac{d}{dt} W_t^\pi = Q^d W_t^\pi \\ z_t = (q^a - q^b) W_t^\pi \end{cases} \]  \( (9) \)

for \( t \in (t^\ast - \varepsilon, t^\ast + \varepsilon) \), where \( q^a \) and \( q^b \) denote the \( st \)th row of the matrices \( Q^d \) and \( Q^{d'} \), respectively. The optimal decision vector on an interval before \( t^\ast \) is \( d \), thus for all \( t \in (t^\ast - \varepsilon, t^\ast) \),

\[ d \in \mathcal{F}_1(W_t^\pi) \Rightarrow Q^d W_t^\pi \geq Q^{d'} W_t^\pi \Rightarrow (Q^d - Q^{d'}) W_t^\pi \geq 0 \Rightarrow (q^a - q^b) W_t^\pi \geq 0 \Rightarrow z_t \leq 0. \]

The next lemma states that the switch point \( t^\ast \) corresponds to a non-tangential zero for \( z_t \).

**Lemma 12.** Let \( \pi \) be an optimal piecewise constant policy for the time-bounded reachability problem with bound \( B \). Suppose \( \pi(B - t) = d_1 \) for all \( t \in [0, B] \). Suppose that for a time point \( t^\ast \), \( d \in D \) is an optimal decision before \( t^\ast \) and \( d' \neq d \) is optimal right after \( t^\ast \). There is an \( \varepsilon \) such that for any \( s \in S \) with \( d(s) \neq d'(s) \), \( z_t < 0 \) for all \( t \in (t^\ast, t^\ast + \varepsilon) \) with \( z_t \) defined in \( (9) \).

**Proof.** Take \( k_0 \) to be the smallest index \( k \leq n \) with \( d \notin \mathcal{F}_{k+1}(W_t^\pi) \) and \( d' \in \mathcal{F}_{k+1}(W_t^\pi) \). Since \( d' \) is optimal at \( t^\ast \), we have \( d, d' \in \mathcal{F}_{k+1}(W_t^\pi) \) for all \( k \leq k_0 \). We show inductively that

\[ [Q^d]_{k+1} W_t^\pi = [Q^{d'}]_{k+1} W_t^\pi \text{ and } \frac{d^k}{dt^k} z_t = 0 \text{ for all } 0 \leq k < k_0. \]  \( (10) \)
The claim is true for $k = 0$:

$$d, d' \in F^s_1(W^*_t) \Rightarrow Q^d W^*_t = Q^{d'} W^*_t$$

$$\Rightarrow (Q^d - Q^{d'}) W^*_t = \left[ \begin{array}{c} \ldots \\ q^a - q^b \\ \ldots \end{array} \right] W^*_t = 0 \Rightarrow (q^a - q^b) W^*_t = 0 \Rightarrow z_{t^*} = 0.$$ 

Now suppose (10) holds for $(k - 1)$ with $k < k_0$. Then

$$d, d' \in F^{k+1}_k(W^*_t) \Rightarrow [Q^{d}]^{k+1} W^*_t = [Q^{d'}]^{k+1} W^*_t$$

$$\Rightarrow Q^{d}[Q^{d'}]^{k} W^*_t = Q^{d'}[Q^{d}]^{k} W^*_t \Rightarrow (++) Q^{d'}[Q^{d}]^{k} W^*_t = Q^{d'}[Q^{d}]^{k} W^*_t$$

$$\Rightarrow (q^a - q^b) \frac{d^{k_0}}{dt^{k_0}} X_{t^*} = 0 \Rightarrow \frac{d^{k_0}}{dt^{k_0}} z_{t^*} = 0,$$

where $(++)$ holds due to the induction assumption and $(++)$ is true due to the differential equation (9). Finally, we show that $\frac{d^{k_0}}{dt^{k_0}} z_{t^*} < 0$.

$$d \notin F_{k_0+1}(W^*_t) \text{ and } d' \in F_{k_0+1}(W^*_t) \Rightarrow [Q^{d}]^{k_0+1} W^*_t < [Q^{d'}]^{k_0+1} W^*_t$$

$$\Rightarrow Q^{d}[Q^{d'}]^{k_0} W^*_t < Q^{d'}[Q^{d}]^{k_0} W^*_t \Rightarrow (s) Q^{d'}[Q^{d}]^{k_0} W^*_t < Q^{d'}[Q^{d}]^{k_0} W^*_t$$

$$\Rightarrow [Q^{d} - Q^{d'}] \frac{d^{k_0}}{dt^{k_0}} W^*_t < 0 \Rightarrow (q^a - q^b) \frac{d^{k_0}}{dt^{k_0}} W^*_t < 0 \Rightarrow \frac{d^{k_0}}{dt^{k_0}} z_{t^*} < 0,$$

where $(s)$ holds due to (10) for $k_0 - 1$.

Since $z_{t^*} = 0$, we can select $\varepsilon$ such that $z_t > 0$ for all $t \in (t^* - \varepsilon, t^*)$. Using Taylor expansion (8) and the facts that $\frac{d^{k_0}}{dt^{k_0}} z_{t^*} < 0$ and $z_t > 0$ for $t \in (t^* - \varepsilon, t^*)$, we have that $k_0$ must be an odd number, which means $t^*$ is non-tangential by Prop. 11. The function $z_t$ changes sign from positive to negative at $t^*$.

### 3.4 Conditional Decidability

The decision procedure for Problem 1 is as follows. Fix a CTMDP $\mathcal{M} = (\{1, \ldots, n\} \cup \{\text{good}\}, D, Q)$ and a bound $B$. We inductively construct a piecewise constant optimal policy, going forward in time. To begin, we set the initial decision vector to $d^1$, where $d^1$ is selected such that $d^1 \in F_{n+2}(W^*_t)$ (Equation (4)) with $W^*_t$ set to the indicator vector that is 1 at the good state and 0 in other states.

Note that in general $F_{n+2}(W^*_t)$ in (4) may have finitely many elements and the choice of optimal decision at time $t$, $d_t \in F_{n+2}(W^*_t)$ is not unique. Based on results of Proposition 6, any arbitrary element of $F_{n+2}(W^*_t)$ can be chosen; but, we do not alter this choice until the picked decision vector does not belong to $F_{n+2}(W^*_t)$ anymore. We know that there is a piecewise constant optimal policy $\pi$ with finitely many switches obtained from the characterization in Theorem 5. Denote the (unknown) number of switches by $k \in \mathbb{N}$.

We find $k$ as follows. We inductively check the existence of a sequence of decision vectors $d^1, \ldots, d^k$ and time points $t_1, \ldots, t_{k-1}$ such that the optimal policy (given a lexicographical order on $D$) switches from $d^i$ to $d^{i+1}$ at time $t_i$ but does not have any switch between the time points. Then, we check if the optimal policy makes at least one additional switch point in the interval $(t_k, B)$. The check reduces the question to a number of satisfiability questions in $\mathbb{R}_{w}$. If we find an additional switch, we know that the optimal strategy has at least $k + 1$ switches and continue to check if there are further switch points. If not, we know that the optimal policy has $k$ switch points.
We need some notation. A prefix $\sigma_k = (d^1, t_1, d^2, t_2, \ldots, t_{k-1}, d^k) \in (D \times \{0, B\})^* \times D$ is a finite sequence of decision vectors from $D$ and strictly increasing time points $0 < t_1 < t_2 < \ldots < t_{k-1} < B$ such that $d^i \neq d^{i+1}$ for $i \in \{1, \ldots, k - 1\}$. Intuitively, it represents the prefix of a piecewise constant policy with the first $k - 1$ switches. For two decision vectors $d, d'$, let $\Delta(d, d') := \{ s \mid d(s) \neq d'(s) \}$ be the states at which the actions suggested by the decision vectors differ. For a decision vector $d$, let $d[s \mapsto b]$ denote the decision vector that maps state $s$ to action $b$ but agrees with $d$ otherwise.

For a prefix $\sigma_k = (d^1, t_1, d^2, t_2, \ldots, t_{k-1}, d^k)$, a state $s \in S$, and an action $b \in D_s$, define

$$y_t^{s,b}(\sigma_k) = u^T(s)[\text{Q}^{d^k}_s] - [\text{Q}^{d^k}_{s+b}] e^{[\text{Q}^{d^k}_{s+b}] (t-t_{k-1})} e^{[\text{Q}^{d^k}_{s+b}] (t_{k-1}-t_{k-2})} \cdots e^{[\text{Q}^{d^k}_{s+b}] t_1} u(\text{good}),$$

where $u(s)$ is a vector of dimension $n + 1$ that assigns one to $s$ and zero to every other entry. Observe that $y_t^{s,b}(\sigma_k)$ is a solution of a set of linear ODEs similar to $z_i$ in Equation (9):

$$\begin{cases}
\frac{d}{dt} W_t = [\text{Q}^{d^k}_s] W_t \\
y_t^{s,b}(\sigma_k) = u^T(s) [\text{Q}^{d^k}_s] - [\text{Q}^{d^k}_{s+b}] W_t,
\end{cases}$$

with the condition $W_{t_{k-1}} = e^{[\text{Q}^{d^k}_{s+b}] (t_{k-1}-t_{k-2})} \cdots e^{[\text{Q}^{d^k}_{s+b}] t_1} u(\text{good})$.

We shall use (variants of) the predicate $\text{NonTangentialZero}(y', t_1, t_2)$ and write the predicates informally for readability. We need two additional predicates $\text{Switch}(\sigma_k, t^*, d')$ and $\text{NoSwitch}(\sigma_{k+1})$. The predicate $\text{Switch}$ states that, given a prefix $\sigma_k$, the first switch from $d^k$ to a new decision vector $d'$ occurs at time point $t^* > t_{k-1}$. This new switch requires three conditions. First, there is a simultaneous non-tangential zero at $t^*$ for all dynamical systems of the form (11) associated with $y_t^{s,d'(s)}(\sigma_k)$, $s \in \Delta(d^k, d')$. Second, $t^*$ is the first time after $t_{k-1}$ that any of the dynamical systems have a non-tangential zero. Finally, none of the states in $S \setminus \Delta(d^k, d')$ whose action remains the same before and after the switch, have a non-tangential zero in $(t_{k-1}, t^*)$ (up to and including $t^*$):

$$\text{Switch}(d^1, t_1, \ldots, t_{k-1}, d^k, t^*, d') \equiv$$

$$\begin{align*}
0 < t_1 < \ldots < t_{k-1} < B \land (B > t^* > t_{k-1}) \land (\Delta(d^k, d') \neq \emptyset) \land \\
\bigwedge_{s \in \Delta(d^k, d')} \left(\left(\text{"y}_t^{s,d'(s)}(\sigma_k)\text{ has a non-tangential zero at t^*} \right) \land \\
\bigwedge_{s \in S \setminus \Delta(d^k, d')} \left(\text{"y}_t^{s,d'(s)}(\sigma_k)\text{ has a non-tangential zero in (t_{k-1}, t^*)} \right) \right) \\
\right) \\
\right) \end{align*}$$

The predicate $\text{NoSwitch}(\sigma_{k+1})$ states that, given a prefix $\sigma_{k+1}$, the last decision vector $d^{k+1}$ of $(\sigma_{k+1}, B)$ stays optimal and does not switch to another decision vector within the interval $(t_k, B)$. This is equivalent to stating that none of the dynamical systems of the from (11) associated with $y_t^{s,b}(\sigma_{k+1})$ for $s \in S, b \in D_s \setminus d^{k+1}(s)$ has a non-tangential zero in $(t_k, B)$:

$$\text{NoSwitch}(\sigma_{k+1}) \equiv \bigwedge_{s, b \neq d^{k+1}(s)} \text{"y}_t^{s,b}(\sigma_{k+1})\text{ has no non-tangential zero in (t_k, B)}.$$}

We can now check if the optimal strategy has exactly $k$ switches. The first part of the predicate written below sets up a proper $\sigma$ and the last conjunct states that there is no further switch after the last one.

$$\exists t_1, \ldots, t_k. (0 < t_1 < t_2 < \ldots < t_k < B) \land \bigwedge_{i=1}^k \text{Switch}(d^1, t_1, \ldots, d^i, t_i, d^{i+1}) \land \text{NoSwitch}(\sigma_{k+1}).$$
We can enumerate these formulas with increasing $k$ over all choices of decision vectors and stop when the above formula is valid. At this point, we know that there is a piecewise constant optimal policy with $k$ switches, which plays the decision vectors $d^1, \ldots, d^k$. We can make one more query to check if the probability of reaching good when playing this strategy is at least a given rational vector $r \in [0, 1]^n$:

$$\exists t_1, \ldots, t_k. (0 < t_1 < \ldots, t_k < B) \land \bigwedge_{i=1}^k \text{Switch}(d^i, t_i, \ldots, d^i, t_i, d^{i+1}) \land \text{NoSwitch}(\sigma_{k+1})$$

$$\land \bigwedge_{s=1}^n u^T(s)e[Q^{d^k+1}](B-t_k)e[Q^{d^{i}}](t_i-t_{i-1}) \ldots e[Q^{d^1}](t_1)u(\text{good}) > r(s)$$

(12)

This completes the proof of conditional decidability of Problem 1.

**Conditional Decidability for Problem 2.** A stationary policy $d$ is not optimal if there is a switch point. Using the Switch predicate and conditional decidability of $R_{MW}$, this shows conditional decidability of Problem 2.

In fact, to check the presence of a single non-tangential zero, one can avoid Theorem 8 and get a direct construction based on Schanuel’s conjecture. This construction is similar to [11] and is provided in Section 5. Unfortunately, when there are multiple switch points, we have to existentially quantify over previous switch points. Thus, the techniques of [11] cannot be straightforwardly extended to find a direct conditional decision procedure for Problem 1.

We do not know if there is a numerical procedure that only uses an oracle for non-tangential zeros. The problem is that, while numerical techniques can be used to bound each non-tangential zero with rational intervals with arbitrary precision as well as compute the reachability probability to arbitrary precision, we do not know how to numerically detect whether the reachability probability in (12) is exactly equal to a given $r$. By the Lindemann-Weierstrass Theorem [15], we already know that for CTMDPs with stationary optimal strategies, the value of reachability probability for any rational time bound $B > 0$ is transcendental and hence $\sup_{\pi \in \Pi_B} P^s_{\pi}(\text{reach}) \neq r(s)$ for all $s \in S$. However, we cannot prove that the reachability probability remains irrational in the general case.

4 Lower Bound: Continuous Skolem Problem

**Problem 3 (Bounded Continuous-Time Skolem Problem).** Given a linear ordinary differential equation (ODE)

$$\frac{d^n}{dt^n} z_t + a_{n-1} \frac{d^{n-1}}{dt^{n-1}} z_t + \cdots + a_0 \frac{d}{dt} z_t + a_0 z_t = 0$$

(13)

with rational initial conditions $z_0, \frac{dz}{dt}|_{t=0}, \ldots, \frac{d^{n-1}z}{dt^{n-1}}|_{t=0} \in \mathbb{Q}$ and rational coefficients $a_{n-1}, a_{n-2}, \ldots, a_0 \in \mathbb{Q}$ and a time bound $B \in \mathbb{Q}$, the bounded continuous Skolem problem asks whether there exists $0 < t^* < B$ such that it is a non-tangential zero for $z_t$. Further, we can assume w.l.o.g. that $z_0 = 0$ in the initial condition.2

---

2 The assumption is w.l.o.g. because given a linear ODE whose solution is $z_t$, one can construct another linear ODE whose solution is $y_t = tz_t$. Clearly, $y_0 = 0$ and there is a non-tangential zero of $z$ in $(0, B)$ iff there is a non-tangential zero of $y$ in $(0, B)$. 
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We note that our definition is slightly different from the usual definition of the problem, e.g., in [7, 11], which simply asks for any zero (i.e., $z_t = 0$), not necessarily a non-tangential one. Our version of the bounded continuous Skolem problem is also decidable assuming SC [11]. However, there is no unconditional decidability result known for this problem, even though we only look for a non-tangential zero.

We can encode any given linear ODE of order $n$ in the form of (13) into a set of $n$ first-order linear ODE on $X: [0, B] \rightarrow \mathbb{R}^n$ with

$$\begin{cases}
\frac{d}{dt}X_t = AX_t, & X_0 = \left[ z_0, \frac{dz_0}{dt} \bigg|_{t=0}, \ldots, \frac{dz_{n-1}}{dt} \bigg|_{t=0} \right]^T \\
z_t = CX_t,
\end{cases}$$

with the state matrix $A$ and output matrix $C$ are

$$A = \begin{bmatrix}
0 & 1 & 0 & \cdots & 0 \\
0 & 0 & 1 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
0 & 0 & 0 & \cdots & 1 \\
-a_0 & -a_1 & -a_2 & \cdots & -a_{n-1}
\end{bmatrix}, \quad C = \begin{bmatrix}
1 & 0 & \cdots & 0
\end{bmatrix}.$$

Using the representation (14), the solution of the linear ODE (13) can be written as $z_t = Ce^{At}X_0$. Therefore, the bounded continuous-time Skolem problem can be restated as whether the expression $Ce^{At}X_0$ has a non-tangential zero in the interval $(0, B)$.

We now reduce the bounded continuous-time Skolem problem to Problem 2. Given an instance (14)-(15) of the Skolem problem of dimension $n$, we shall construct a CTMDP over states $\{1, \ldots, 2n\} \cup \{\text{good}, \text{bad}\}$ and bound $B$, and just two decision vectors $d^a$ and $d^b$ that only differ in the available actions ($a$ or $b$) at state 1. Our reduction will ensure that the answer of the Skolem problem has a non-tangential zero iff there is a switch in the optimal policy in the time-bounded reachability problem for bound $B$, and thus, iff stationary policies are not optimal.

▶ Theorem 13. For every instance of the bounded continuous-time Skolem problem with dynamics $\frac{d}{dt}X_t = AX_t$, $z_t = CX_t$, initial condition $X_0$, and time bound $B$, there is a CTMDP $\mathcal{M}$ such that the dynamical system has a non-tangential zero in $(0, B)$ iff the optimal strategy of the CTMDP in the time-bounded reachability problem is not stationary.

We sketch the main ideas of the proof here. Consider the linear differential equation described by the state space representation in (14) with the initial condition $X_0$ that has its first element equal to zero $X_0(1) = 0$. Given the time bound $B > 0$, to solve the bounded continuous Skolem problem, we are looking for the existence of a time $0 < t^* < B$ such that $z_{t^*} = 0$ is non-tangential. Equivalently, we want to find a non-tangential zero for the function $Ce^{At}X_0$, where $C = \begin{bmatrix} 1 & 0 & \cdots & 0 \end{bmatrix}$.

There are three obstacles to go from (14) to generator matrices for a CTMDP. Each generator matrix must have non-diagonal entries that are non-negative. The sum of each row of the matrix must be zero. Moreover, the last state of the CTMDP must be absorbing. None of these properties may hold for a general $A$. We show a series of transformations that take the matrix $A$ to a matrix $P$ that is sub-stochastic. Then we construct the generator matrices of the CTMDP using $P$ that include the required absorbing state. We denote by $0_m$ and $1_m$ as row vectors of dimension $m$ with all elements equal to zero and one, respectively.
Theorem 14. Suppose $A \in \mathbb{Q}^{n \times n}$, $X_0 \in \mathbb{Q}^n$ and $C = [1, 0_{n-1}]$ are given with $X_0(1) = 0$. There are positive constants $\gamma, \lambda$ and a generator matrix $P \in \mathbb{Q}^{(2n+1) \times (2n+1)}$ such that

$$C e^{AT} X_0 = \gamma e^M \left[ C' e^{Pl} Y_0 \right], \quad C' = [1, -1, 0_{2n-1}], \quad Y_0 = [0_{2n}, 1]^T.$$  \hspace{1cm} (16)

Remark 15. The first equality in (16) ensures that nature of zeros of the two functions $C e^{AT} X_0$ and $C' e^{Pl} Y_0$ are the same. If one of them has a non-tangential zero at $t^*$ the other one will also have a non-tangential zero at $t^*$. To see this, suppose $C e^{AT} X_0 = 0$ and $C e^{AT} X_0$ changes sign at $t^*$. The same things happen to $C' e^{Pl} Y_0$ due to the fact that the two functions are different with only a positive factor of $\gamma e^M$.

Without loss of generality, we assume the element $A_{11}$ is negative. This assumption is needed when constructing the CTMDP in the sequel. If the assumption does not hold, we can always replace $A$ with $A - \lambda_0 I_n$ for a sufficiently large $\lambda_0$ and merge $\lambda_0$ with $\lambda$ in (16). Define the map $\phi_1 : \cup_n \mathbb{Q}^{n \times n} \to \cup_n \mathbb{Q}^{2n \times 2n}$ such that $\phi_1(A)$ is obtained by replacing each entry $A_{ij}$ with the matrix $\begin{bmatrix} \alpha_{ij} & \beta_{ij} \\ \beta_{ij} & \alpha_{ij} \end{bmatrix}$, where $\alpha_{ij} = \max(A_{ij}, 0)$ and $\beta_{ij} = \max(-A_{ij}, 0)$.

The map $\phi_1$ maps any square matrix to another matrix with non-negative entries ([2]). Also define the map $\phi_2 : \cup_n \mathbb{Q}^n \to \cup_n \mathbb{Q}^{2n}$ such that $\phi_2(X)$ replaces each entry $X(i)$ with two entries $[X(i), 0]^T$.

Proposition 16. We have $C'' e^{\phi_1(A)Y} Y = C e^{AT} X_0$ with $Y := \phi_2(X_0)$ and $C'' := [1, -1, 0_{2n-2}]$.

Proof. We can show inductively that for any $k \in \{0, 1, 2, \ldots\}$, $\{\alpha_1, \alpha_2, \ldots, \alpha_n\}$, and $[\beta_1, \beta_2, \ldots, \beta_n] := [\alpha_1, \alpha_2, \ldots, \alpha_n] A^k$, we have

$$[\alpha_1, -\alpha_1, \alpha_2, -\alpha_2, \ldots, \alpha_n, -\alpha_n] \phi_1(A)^k = [\beta_1, -\beta_1, \beta_2, -\beta_2, \ldots, \beta_n, -\beta_n].$$

Substitute $[\alpha_1, \alpha_2, \ldots, \alpha_n]$ by $C$ and $[\beta_1, \beta_2, \ldots, \beta_n] = CA^k$ to get

$$C'' \phi_1(A)^k Y_2 = C'' \phi_1(A)^k \phi_2(X_0) = \{\beta_1, -\beta_1, \beta_2, -\beta_2, \ldots, \beta_n, -\beta_n\} \phi_2(X_0)$$

$$= [\beta_1, \beta_2, \ldots, \beta_n] X_0 = CA^k X_0$$

$$\Rightarrow C'' e^{\phi_1(A)Y} Y_2 = \sum_{k=0}^{\infty} \frac{t^k}{k!} C'' \phi_1(A)^k Y_2 = \sum_{k=0}^{\infty} \frac{t^k}{k!} CA^k X_0 = C e^{AT} X_0.$$  \hspace{1cm} \begin{flushright}$\Box$\end{flushright}

Next, we define $\lambda := \max, \sum_{j=1}^n |A_{ij}| + 1$, $P := \phi_1(A) - \lambda I_n$, and the vector $\beta \in \mathbb{Q}^{2n}$ with

$$\beta(2i - 1) = \beta(2i) = \max(0, -P_2 Y_2(2i - 1), -P_2 Y_2(2i)) \quad 1 \leq i \leq n.$$  

Note that the row sum of $P$ is at most $-1$ and $\beta + P_2 Y_2$ is element-wise non-negative with the maximum element

$$\gamma := \max_i P_2 Y_2(i) + \beta(i).$$

Proposition 17. The above choices of $\lambda, \gamma$ and the matrix

$$P := \begin{bmatrix} P_2 & (P_2 Y_2 + \beta) / \gamma \\ \vdots & \vdots & \vdots \\ 0 & 0 \end{bmatrix}$$

satisfy (16) in Theorem 14. Moreover, $P$ is row sub-stochastic.
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Proof. We can easily show by induction that

\[ P^k Y_0 = \begin{bmatrix} P_2^{k-1} (P_2 Y_2 + \beta) / \gamma \\ 0 \end{bmatrix}, \quad \forall k \in \{1, 2, \ldots\}. \]

\[ C' e^{Pt} Y_0 = \sum_{k=0}^{\infty} \frac{t^k}{k!} C'' P^k Y_0 = C'' Y_0 + C'' \sum_{k=1}^{\infty} \frac{t^k}{k!} P_2^{k-1} (P_2 Y_2 + \beta) / \gamma, \]

where \( C'' := [1, -1, 0_{2n-2}] \) is the same vector as \( C' \) but the last element is eliminated.

\[ C' e^{Pt} Y_0 = C' Y_0 + C'' e^{P2t} Y_2 / \gamma - C'' Y_2 / \gamma + \sum_{k=1}^{\infty} \frac{t^k}{k!} C'' P_2^{k-1} \beta / \gamma. \]

The term \( C' Y_0 \) is zero by simple multiplication of the two vectors. \( C'' Y_2 = C'' \phi_2(X_0) = X_0(1) \), which is also assumed to be zero. Finally, we see by induction that for all \( k \in \{1, 2, \ldots\} \), the elements \((2i - 1)\) and \(2i\) of the matrix \( P_2^{k-1} \beta \) are equal due to the particular structure of \( P_2 \) and \( \beta \). Therefore, the last sum in the above is also zero and we get

\[ C' e^{Pt} Y_0 = C'' e^{P2t} Y_2 / \gamma = C'' e^{\phi_1(A)t - \lambda t} \phi_2(X_0) / \gamma \]

\[ = C'' e^{\phi_1(A)t} \phi_2(X_0) e^{-\lambda t} / \gamma = C e^{At} X_0 e^{-\lambda t} / \gamma. \]

To show that \( P \) is a sub-stochastic matrix, we recall that \( P_2 Y_2 + \beta \geq 0 \) with maximum element \( \gamma \). Then

\[ P_2 \times 1_{2n} + (P_2 Y_2 + \beta) / \gamma \leq \phi_1(A) 1_{2n} - \lambda 1_{2n} + 1_{2n} = \phi_1(A) 1_{2n} - \max_{i} \sum_{j} |A_{ij}| \leq 0. \]

As the last step, we add an additional row and column to \( P \) to make it stochastic:

\[ Q^a := \begin{bmatrix} P_2 & \Theta & (P_2 Y_2 + \beta) / \gamma \\ \vdots & \vdots & \vdots \\ 0_{2 \times 2n} & 0_{2 \times 1} & 0_{2 \times 1} \end{bmatrix}, \quad \bar{C} = [1, -1, 0_{2n}], \quad \bar{Y}_0 = [0_{2n+1}, 1], \]

where \( \Theta \) has non-negative entries and is such that \( Q^a \) is stochastic (sum of elements of each row is zero). The added row and column correspond to an absorbing state for a CTMDP with no effect on reachability probability: \( \bar{C} e^{tQ^a} \bar{Y}_0 = C' e^{Pt} Y_0 \).

Next, we obtain a second generator matrix for the CTMDP. Define \( Q^b := Q^a + K \) with

\[ K := \begin{bmatrix} -r & r \\ 0_{(2n+1) \times 1} & 0_{(2n+1) \times 1} & 0_{2n} \\ 0_{(2n+1) \times 1} & 0_{(2n+1) \times 1} \end{bmatrix}, \]

Note that \( Q^b \) has exactly the same transition rates as in \( Q^a \) except the transition from state 1 to state 2, which is changed by \( r \).

Remark 18. We assumed w.l.o.g. that \( A_{11} \) is negative. The construction of \( P_2, P, Q^a \) results in a positive value for \( Q^a_{12} \). Therefore, it is possible to select both negative and positive values for \( r \) such that \( Q^a_{12} = Q^a_{12} + r \geq 0 \).

Construction of the CTMDP. The CTMDP \( M \) has \( 2n + 2 \) states, corresponding to the rows of \( Q^a \) and \( Q^b \), with the absorbing state \( 2n + 2 \) associated with the good state and the absorbing state \( 2n + 1 \) with reachability probability equal to zero. We shall set the time bound to be \( B \).\( D \) the set of actions that can be taken in state \( s \in \{2, 3, \ldots, 2n + 2\} \).
is singleton and \( D_1 = \{a, b\} \). The set of decision vectors has two elements \( D = \{d^a, d^b\} \) corresponding to the actions \( a, b \) taken at state 1. For simplicity, we denote the generator matrices of these decision vectors by \( Q^a \) and \( Q^b \), respectively. Moreover, the two actions \( a, b \) have the same transition rates for jumping from state 1 to other states, except giving different rates \( r_a, r_b \) for jumping from 1 to 2 such that \( r_b - r_a = r \).

The optimal policy \( \pi \) takes decision vector \( d_t \in D \) at time \( B - t \) such that \( d_t \in F_{n+2}(W_t^\pi) \) for all \( t \in [0, B] \) as defined in (4).

**Proposition 19.** Let \( r \) have the same sign of the first non-zero element of the set \( \{\bar{C}Y_0, \bar{C}Q^aY_0, \bar{C}(Q^a)^2Y_0, \ldots\} \) and such that \( Q^a_{12} + r \geq 0 \). This particular selection of \( r \) results in the optimality of \( d^a \) at \( t = 0 \).

**Proof.** We have \( W_0^\pi = \bar{Y}_0 \) and \( F_k(W_0^\pi) = \arg\max_d [Q^d]^k \bar{Y}_0 \). Then, we need to compare \( [Q^a]^k \bar{Y}_0 \) with \( [Q^b]^k \bar{Y}_0 \) for different values of \( k \) and see which one gives the first highest value. These two are the same for \( k = 1 \) and \( F_1(W_0^\pi) = \arg\max_d Q^d \bar{Y}_0 = \{d^a, d^b\} \). Suppose For \( k_0 > 1 \) is the smallest index such that \( \bar{C}[Q^a]^{k_0} \bar{Y}_0 \neq 0 \). It can be shown inductively that \( [Q^b]^k \bar{Y}_0 = [Q^a]^k \bar{Y}_0 \) for all \( 1 \leq k \leq k_0 \):

\[
\begin{align*}
[Q^b]^k \bar{Y}_0 &= Q^b [Q^b]^{k-1} \bar{Y}_0 = (Q^a + K)[Q^b]^{k-1} \bar{Y}_0 = (Q^a + K)[Q^a]^{k-1} \bar{Y}_0 \\
 &= [Q^a]^k \bar{Y}_0 + K[Q^a]^{k-1} \bar{Y}_0 = [Q^a]^k \bar{Y}_0 - r \left[ \bar{C}[Q^a]^{k-1} \bar{Y}_0 \right] = [Q^a]^k \bar{Y}_0.
\end{align*}
\]

This means \( F_k(W_0^\pi) = \arg\max_d [Q^d]^k \bar{Y}_0 = \{d^a, d^b\} \) for all \( 1 \leq k \leq k_0 \). We have for \( k = k_0 + 1 \)

\[
[Q^b]^{k_0+1} \bar{Y}_0 = [Q^a]^{k_0+1} \bar{Y}_0 - r \left[ \bar{C}[Q^a]^{k_0} \bar{Y}_0 \right]
\]

The first element of \( [Q^b]^{k_0+1} \bar{Y}_0 \) is strictly less than the first element of \( [Q^a]^{k_0+1} \bar{Y}_0 \) since \( r \) has the same sign as \( \bar{C}[Q^a]^{k_0} \bar{Y}_0 \). Thus \( F_{k_0+1}(W_0^\pi) = \arg\max_d [Q^d]^{k_0+1} \bar{Y}_0 = \{d^a\} \).

Note that the Skolem problem is trivial with the solution \( z_t = 0 \) for all \( t \in (0, B) \) if all the elements of the set \( \{\bar{C}Y_0, \bar{C}Q^aY_0, \bar{C}(Q^a)^2Y_0, \ldots\} \) are zero.

Prop. 19 guarantees existence of an \( \varepsilon \in (0, B) \) such that \( W_t^\pi \) satisfies

\[
\frac{d}{dt} W_t^\pi = Q^a W_t^\pi \quad \forall t \in (0, \varepsilon),
\]

with the initial condition \( W_0^\pi(2n + 2) = 1 \) and \( W_0^\pi(s) = 0 \) for all \( s \in \{1, 2, \ldots, 2n + 1\} \).

To check if the optimal policy switches to \( d^b \) at some time point, we should check if there is \( t^* < B \) such that \( d^b \in F_{n+2}(W_t^\pi) \). This is equivalent to having \( t^* \) being non-tangential for the maximization in \( F_1(W_t^\pi) \), which means \( t^* \) is non-tangential for the equation

\[
Q^a W_t^\pi = Q^b W_t^\pi \iff K W_t^\pi = 0 \iff \bar{C}W_t^\pi = 0.
\]

Summarizing the above derivations, we have the following set of ODEs

\[
\frac{d}{dt} W_t^\pi = Q^a W_t^\pi, \quad W_0^\pi = \bar{Y}_0, \quad z_t = \bar{C}W_t^\pi.
\]  

(17)

The optimal policy for CTMDP \( \mathcal{M} \) switches from \( d^a \) to \( d^b \) at some time point \( t^* \) if and only if \( z_t \) in (17) has a non-tangential zero in \( (0, B) \) if and only if the original dynamics \( Ce^{-t}X_0 \) has a non-tangential zero in \( (0, B) \). This completes the proof of Theorem 13.
A Direct Algorithm for Problem 2

We now show a “direct” method for decidability of Problem 2 based on Schanuel’s conjecture but without relying on the decidability of $\mathbb{R}_{arb}$. As stated before, a switch point in a strategy corresponds to the existence of a non-tangential zero for the functions $y_t^{s,b}(1)$ for $s \in S$ and $b \in D_s \setminus \mathcal{d}(s)$. We know $y_t^{s,b}(1)$ is an exponential polynomial of the form (7). Thus, deciding Problem 2 reduces to checking if an exponential polynomial of the form (7) in one free variable $t$ has a non-tangential zero in a bounded interval. We use the following result from [11].

**Theorem 20** ([11]). Assume SC. It is decidable whether an exponential polynomial of the form (7) has a zero in the interval $(t_1, t_2)$ with $t_1, t_2 \in \mathbb{Q}$.

Theorem 20 decides whether a zero, not necessarily a non-tangential one, exists. We shall use the characterization of Proposition 11 to check if a non-tangential zero of $y_t := y_t^{s,b}(1)$ exists in $(0, B)$. Define the functions

$$z_t^k = y_t^2 + \sum_{j=1}^{k} \left( \frac{d^j y_t}{dt^j} \right)^2, \quad k \in \{0, 1, 2, \ldots\}. \quad (18)$$

**Theorem 21.** Fix rational numbers $t_1 < t_2$. Suppose $y_t$ has a zero in the interval $(t_1, t_2)$ and $y_t$ is not identically zero over this interval. There is $k_0$ as the smallest $k$ such that $z_t^k$ in (18) does not have any zero in $(t_1, t_2)$. Moreover, the zero of $y_t$ in $(t_1, t_2)$ is non-tangential if $k_0$ is odd and tangential if $k_0$ is even.

Intuitively, the above theorem states that if $y_t$ has at least one zero in $(t_1, t_2)$, we can check for the existence of a tangential or non-tangential zero by a finite number of applications of Theorem 20 to functions $z_t^k$ in (18). Note that $y_t$ may have both tangential and non-tangential zeros; Theorem 21 gives a way of identifying the type of one of the zeros (the one with the largest order).

**Proof of Theorem 21.** Since $y_t$ is an exponential polynomial, so is $z_t^k$ for all $k$. Thus, we can use Theorem 20 to check if $z_t^k$ has a zero in $(t_1, t_2)$. Note that $z_t^k$ is the sum of squares of $\frac{d^j y_t}{dt^j}$, which means

$$z_t^k = 0 \Rightarrow y_{t^*} = \left. \frac{d^j y_t}{dt^j} \right|_{t=t^*} = \cdots = \left. \frac{d^k y_t}{dt^k} \right|_{t=t^*} = 0. \quad (19)$$

The first part of the theorem is proved by showing that if for each $k$, $z_t^k$ has a zero in $(t_1, t_2)$, then $y_t$ is identically zero. Suppose $z_t^k = 0$ for some $t = t_0^*$ in the interval $(t_1, t_2)$, for any $k \in \{0, 1, 2, \ldots\}$. Using (19), we get that $y_t = 0$ for all $t \in \{t_0^*, t_1^*, t_2^*, \ldots\}$. If the set $\{t_0^*, t_1^*, t_2^*, \ldots\}$ is not finite, we get that $y_t$ is identically zero according to the identity theorem [1]. If the set of zeros is finite, there is some $t^*$ that appears infinitely often in the sequence $(t_0^*, t_1^*, t_2^*, \ldots)$. Therefore, $z_t^{k_0} = 0$ for infinitely many indices, which means $\left. \frac{d^k y_t}{dt^k} \right|_{t=t^*} = 0$ for all $k$. Having $y_t$ as an analytic function, this again implies that $y_t$ is identically zero.

Since $y_t$ is not identically zero, take $k_0$ such that $z_t^{k_0}$ does not have a zero in $(t_1, t_2)$ but $z_t^{k_0 - 1}$ does. Then, there is $t^* \in (t_1, t_2)$ such that $y_t$ and all its derivatives up to order $k_0 - 1$ are zero at $t^*$ but $\left. \frac{d^{k_0}}{dt^{k_0}} y_t \right|_{t=t^*} \neq 0$. This $t^*$ and $k_0$ satisfy the conditions of Proposition 11. Thus, $t^*$ is a non-tangential zero for $y_t$ if $k_0$ is odd and a tangential zero if $k_0$ is even. □
To check if there is a non-tangential zero in an interval $(0, B)$, we apply Theorem 21 to each zero of $y_t$ individually. Suppose $y_t$ has at least one zero. We can localize all zeros of $y_t$ as follows:

1. Set $(t_1, t_2) := (0, B)$;
2. Set $k_0$ to be the smallest index such that $z^k_{t}$ in (18) does not have any zero in $(t_1, t_2)$;
3. If $k_0 > 0$, do the next steps:
   - Use bisection to find an interval $(t', t'') \subset (t_1, t_2)$ such that over this interval, $z^{k_0-1}_t$ has a zero and $z^k_t$ and $\frac{d}{dt} z^k_t$ do not have any zero;
   - Store $(t', t'')$;
   - Repeat Steps 2-3 with $(t_1, t_2) := (t_1, t')$;
   - Repeat Steps 2-3 with $(t_1, t_2) := (t'', t_2)$.

The bisection used in the above algorithm sequentially splits the interval into two sub-intervals and picks the one that contains the zero of $z^{k_0-1}_t$. It stops when $\frac{d}{dt} z^k_t$ does not have any zero over the selected sub-interval. The splitting terminates after a finite number of iterations due to the fact that $\frac{d}{dt} z^k_t$ is a continuous function and non-zero at the zero of $y_t$. The whole algorithm terminates after a finite number of iterations since $y_t$ has a finite number of zeros in $(0, B)$ (note that if $y_t$ has infinite number of zeros in $(0, B)$, it will be identically zero according to the identity theorem [1]). The output of the algorithm is a set of intervals. Within each interval, $y_t$ has a single zero. Applying Theorem 21 to each such interval will decide whether the zero is tangential or non-tangential.
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Abstract

We consider two natural subclasses of deterministic top-down tree-to-tree transducers, namely, linear and uniform-copying transducers. For both classes we show that it is decidable whether the translation of a transducer with look-ahead can be realized by a transducer without look-ahead. The transducers constructed in this way, may still make use of inspection, i.e., have an additional tree automaton restricting the domain. We provide a second procedure which decides whether inspection can be removed and if so, constructs an equivalent transducer without inspection. The construction relies on a fixpoint algorithm that determines inspection requirements and on dedicated earliest normal forms for linear as well as uniform-copying transducers which can be constructed in polynomial time. As a consequence, equivalence of these transducers can be decided in polynomial time. Applying these results to deterministic bottom-up transducers, we obtain that it is decidable whether or not their translations can be realized by deterministic uniform-copying top-down transducers without look-ahead (but with inspection) – or without both look-ahead and inspection.
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1 Introduction

Even though top-down and bottom-up tree transducers are well-studied formalisms that were introduced already in the 1970’s (by Rounds [13] and Thatcher [14] independently, and by Thatcher [15], respectively), some fundamental questions have remained open until today. A prominent example of such a question is: can we decide for a given deterministic bottom-up tree transducer whether or not its translation can be realized by a top-down tree transducer? We answer this question affirmatively, however, for a slight restriction on the considered top-down tree transducers: they must be uniform-copying (uc). This means that all copies of the same input subtree must be processed by the same state.

It is well-known that for every deterministic bottom-up tree transducer an equivalent deterministic top-down tree transducer can be constructed which, however, makes use of regular look-ahead [7]. That transducer indeed is uc. The question which we ask therefore is: can regular look-ahead in uc transducers be eliminated? In order to answer this question, we provide a canonical earliest normal form for uc (as well as for linear) deterministic top-down transducers with and without look-ahead. We prove that if an earliest such transducer A can be realized by such a transducer A’ without look-ahead (but with input inspection),
then A must be synchronizing, twinning, and erasing. To understand the synchronizing property, consider a transducer with look-ahead that translates an input tree of the form \( a(f(t_1, t_2)) \) into the tree \( \langle a, f \rangle(t_1, t_2) \), where \( \langle a, f \rangle \) is a binary output symbol. Clearly this translation can be done by a transducer without look-ahead: it outputs nothing at the root node, keeps the node label in its state, and at its child outputs the corresponding binary symbol. Now consider that \( a(f(g(t_1, t_2))) \) is translated to \( \langle a, g \rangle(f(t_1, t_2)) \). Such a translation cannot be realized by a transducer without look-ahead. The information about the \( g \)-node cannot be “synchronized” at the \( f \)-node because it comes after the output must be produced (contradicting the order of origins of output nodes [12], see also [10, 11]).

The twinning property is similar to the string case [5] (see also [2, 3]), but now for paths. To understand the erasing property, consider a transducer with the following rules.

\[
\begin{align*}
q_0(a(x_1 : h_e)) & \rightarrow a(a(e)) \\
q_0(a(x_1 : h_f)) & \rightarrow a(qa(x_1)) \\
q_0(f) & \rightarrow f
\end{align*}
\]

Here, input trees are of the form \( a(\cdots a(e) \cdots) \) or \( a(\cdots a(f) \cdots) \). The look-ahead automaton has two states \( h_e \) and \( h_f \), indicating that the input tree is of the first form \( (e\text{-leaf}) \) or the second form \( (f\text{-leaf}) \). The transducer translates input trees of the first form to the fixed tree \( a(a(e)) \) and realizes the identity on trees of the second form. This translation cannot be realized by a transducer without look-ahead. The erasing property demands that if an input path depends on two different look-ahead states \( h_1, h_2 \), where for \( h_1 \) a constant output tree is produced (viz. the tree \( a(a(e)) \)), then for \( h_2 \) no output may be produced in any loop.

Given a uc transducer \( A \) with look-ahead that is synchronizing, twinning, and erasing we construct an equivalent uc transducer with inspection (if it exists), i.e., a uc transducer where the domain is given separately via some top-down deterministic tree automaton.

The third highlight of our contribution is a procedure that removes inspection (if possible). The idea here is quite different from what we have discussed until now. Let us consider an example. The domain automaton accepts trees of the form \( f(t_1, t_2) \) where \( t_2 \) is an arbitrary binary tree (with internal nodes labeled \( f \) and leaves labeled \( a \) or \( b \)) and \( t_1 \) is a tree which has a left-most leaf labeled \( a \) and a right-most leaf labeled \( b \). The transducer has this rule:

\[
q_0(f(x_1, x_2)) \rightarrow f(f(b, b), qa(x_2)),
\]

where state \( qa \) realizes the identity. Does there exist an equivalent top-down tree transducer without inspection? As it turns out, the answer is “yes”. The idea is that the output subtree \( f(b, b) \) can be used to simulate inspection! These are the rules of an equivalent transducer without inspection:

\[
\begin{align*}
q_0(f(x_1, x_2)) & \rightarrow f(q(x_1), qa(x_2)) \\
q_0(f(x_1, x_2)) & \rightarrow qo(x_1) \\
q_0(f(x_1, x_2)) & \rightarrow qo(x_2) \\
qo(a) & \rightarrow b \\
qo(b) & \rightarrow b
\end{align*}
\]

We show that it is decidable for a given top-down deterministic tree language, whether or not it can be simulated on a given output tree. The challenge now is that it may be necessary to delay outputting certain output subtrees, until rules are encountered which require these output trees for simulating their inspection needs. Similar as before, such delay is only possible along input paths and must stop when two input subtrees of an input node are processed. Using a fixpoint algorithm we are able to determine whether or not sufficiently large output subtrees can be made available in order to satisfy all inspection needs. The approach we have sketched here is quite different from earlier methods for look-ahead removal [9] that rely on difference bounds, i.e., the differences in the translation with respect
to different look-ahead states. In order to obtain an effective construction, however, so far a variety of technical restrictions had to be introduced – implying that even for linear deterministic top-down tree transducers, look-ahead removal remained an open problem. To the best of our knowledge, this paper is the first to present look-ahead removal for natural and known subclasses of top-down tree transducers.

2 Basics

Let $\Sigma$ denote a ranked alphabet. Then $\Sigma_k$ is the set of all symbols in $\Sigma$ of rank $k$. As usual, we define the set $T_\Sigma$ of all (finite) trees over $\Sigma$ as the set of all strings $t = f(t_1, \ldots, t_k)$ where $f \in \Sigma_k$ for some $k \geq 0$ and $t_1, \ldots, t_k \in T_\Sigma$. For convenience, we also write $f$ for $f()$ if $f$ is of rank 0. A subtree of that form is also called leaf. Let $X = \{x_i \mid i \in \mathbb{N}\}$ denote an infinite set of distinct variables which is disjoint from any other occurring ranked alphabet (be it the input or the output alphabet of a transducer). All elements of the set $X$ are assumed to have rank 0. For a finite set $J \subseteq \mathbb{N}$ we denote by $X_J$ the set of variables $\{x_j \mid j \in J\}$, and we write $T_\Sigma(X_J)$ for the set of all trees $t$ over $\Sigma \cup X_J$. E.g., $f(h(x_2), a) \in T_\Sigma(\{x_2\})$ where $f \in \Sigma_2$, $h \in \Sigma_1$, and $a \in \Sigma_0$. Trees in $T_\Sigma(X_J)$ are also called patterns. Of particular importance is the set of unary patterns $T_\Sigma(\{x_1\}) = T_\Sigma(x_1)$. This set forms a free monoid where the monoid operation “.” is substitution into the variable $x_1$. The tree $t = f(h(x_1), g(a, h(x_1)))$, e.g., can be uniquely factored into $f(x_1, g(a, x_1))$ and $h(x_1)$. We thus write $f(h(x_1), g(a, h(x_1))) = f(x_1, g(a, x_1)) \cdot h(x_1)$. We also consider the set $\mathcal{C}_\Sigma \subseteq T_\Sigma(x_1)$ of contexts over $\Sigma$ which is the subset of unary patterns which contain exactly one occurrence of $x_1$. Technically, this means that each context $t$ either is equal to $x_1$, or is of the form $t = f(t_1, \ldots, t_k)$ for some $f \in \Sigma_k$ for some $k \geq 1$ and $1 \leq j, j' \leq k$ so that $t_j$ is a context and $t_{j'} \in T_\Sigma$ for all $j' \neq j$.

In the following, $\Sigma$ and $\Delta$ denote fixed non-empty ranked alphabets of input and output symbols, respectively. In this paper, we consider deterministic top-down tree transducers with uniform copying, or uc-transducers for short. Intuitively, uniform copying means that each subtree of the input is processed at most once – while the produced output may be copied arbitrarily often. This restriction is trivially met by linear deterministic top-down transducers – but also by those that arise from the top-down simulation of deterministic bottom-up transducers by means of regular look-ahead. Here, we refrain from introducing transducers with look-ahead and inspection separately, as this would result in awkward duplication of almost identical definitions. Instead, we find it convenient to introduce yet another model, namely, deterministic transducers with (unambiguous) advice – which later can be instantiated either with top-down deterministic inspection (no interference with the computation of the transducer, only restriction to relevant input) or bottom-up deterministic look-ahead (interference with the computation as well as restriction to relevant input).

A finite tree automaton over $\Sigma$, (for short, $TA$) $B$ consists of
1. a finite set $H$ of states,
2. a subset $F \subseteq H$ of accepting states, and a transition relation $\delta \subseteq \bigcup_{k \geq 0} H \times \Sigma_k \times H^k$.

The computation of $B$ on some input tree $t$ can be represented by a tree in $T_\Sigma$ where the ranked alphabet $T$ consists of all transitions $\tau = \langle h, f, h_1 \ldots h_k \rangle \in \delta$ where the rank of $\tau$ equals the rank of the input symbol $f$. For $h \in H$, an $h$-computation $\phi$ for some $t = f(t_1, \ldots, t_k) \in T_\Sigma$ is a tree $\phi = \tau(\phi_1, \ldots, \phi_k)$ where $\phi_i$ is an $h_i$-computation for $t_i$ for all $i = 1, \ldots, k$. We write $h : t$ to indicate that there is an $h$-computation for $t$. We write $\text{dom}_B(h) = \{ t \in T_\Sigma \mid h : t \}$ and define the set of trees accepted by $B$ as $L(B) = \{ t \in T_\Sigma \mid \exists h_0 \in F \text{ such that } h_0 : t \}$. An $(h, h')$-computation $\phi$ of $B$ on some context $t \in \mathcal{C}_\Sigma$ is analogously defined as a context in $C_T$ where $h$ is the state at the root and $h'$ is assumed at the variable leaf. We write $(h, h') : t$ to
indicate that a \((h,h')\)-computation for \(t\) exists. In particular, \((h,h) : x_1\) for every state \(h\) of \(B\). In general, we assume that every occurring TA \(B\) is trim, i.e., every transition of \(B\) occurs in some accepting computation, i.e., some \(h\)-computation with \(h \in F\). We call 

- **bottom-up deterministic**, when for every tuple \(\langle f, h_1 \ldots h_k \rangle \in \Sigma_k \times H^k\), there is at most one \(h \in H\) so that \(\langle h, f, h_1 \ldots h_k \rangle \in \delta\);

- **top-down deterministic** when \(F\) consists of a single state only, and for every \(k \geq 0\) and pair \((h,f) \in H \times \Sigma_k\), there is at most one tuple \(\langle h_1 \ldots h_k \rangle \in H^k\) such that \(\langle h, f, h_1 \ldots h_k \rangle \in \delta\);

- unambiguous, if for each \(t \in T_\Sigma\), there is at most one \(h \in F\) and at most one \(h\)-computation \(\phi\) of \(B\) for \(t\).

It is well-known that \(B\) is unambiguous whenever \(B\) is bottom-up deterministic, or top-down deterministic. In the following definition, we assume that the TA \(B\) is trim, unambiguous, and has a single accepting state \(h_0\).

A deterministic uniform-copying top-down tree transducer with advice over \(\Sigma\) and \(\Delta\) (for short, a \(DT^u_{\Delta h}\) transducer, or \(uc\)-transducer, or a \(DT^u_{\Delta A}\)) \(A\) is a tuple \((B,Q,\iota,T_0,R)\) where

1. \(B\) is an unambiguous advice TA with a single final state \(h_0\);
2. \(Q\) is a finite set of states together with a mapping \(\iota : Q \rightarrow H\);
3. \(T_0\) is an axiom which is either a tree from \(T_\Delta\), or of the form \(T_0 = p \cdot q_0(x_1)\) where \(p \in T_\Delta(x_1)\) with \(q_0 \in Q\) and \(\iota(q_0) = h_0\);
4. \(R\) is the set of rules such that for every transition \(\langle h,f,h_1 \ldots h_k \rangle\) of \(B\) and every state \(q \in Q\) with \(\iota(q) = h\), \(R\) contains one rule

\[
q(f(x_1 : h_1, \ldots, x_k : h_k)) \rightarrow T
\]

where \(f \in \Sigma_k\) for some \(k \geq 0\), and \(T = p \{ x_j \mapsto q_j(x_j) \mid j \in J \}\) where \(p \in T_\Delta(X_J)\) for some subset \(J \subseteq \{1, \ldots, k\}\) and for all \(j \in J\), \(q_j \in Q\) with \(\iota(q_j) = h_j\) (thus \(\{x_j \mapsto \ldots\}\) is our notation of substituting leaves labeled \(x_j\) by the corresponding trees).

A uc-transducer is linear, if each input variable \(x_i\) occurs at most once in the right-hand side of every rule (we also say “\(DT^u_{\Delta h}\) transducer”).

We remark that we view the set \(Q\) of states of \(A\) as symbols of rank 1 distinct from all symbols in \(\Delta\). Given an \(h\)-computation \(\phi\) of \(B\) on some input tree \(t \in T_\Sigma\), the rule (in \(R\)) at each node of \(t\) is uniquely determined by the state \(q \in Q\) (with \(\iota(q) = h\)) at the root of \(t\), and the transitions chosen in \(\phi\). Assume that \(t = f(t_1, \ldots, t_k)\), and \(\phi = \tau(\phi_1, \ldots, \phi_k)\) for \(\tau = \langle h,f,h_1 \ldots h_k\rangle\). A q-computation \(\psi\) of \(A\) on \(t\) with output \(s\) is given by \(\rho(\sigma_1, \ldots, \sigma_k)\) provided the following holds:

1. \(\rho\) is a rule of the form (1);
2. if \(j \in J\), then \(\sigma_j\) is a \(q_j\)-computation for \(t_j\) with some output \(s_j\), and otherwise, \(\sigma_j = \phi_j\);
3. \(s = T[x_j \mapsto s_j \mid j \in J]\).

If such a q-computation for \(t\) exists with output \(s\), we write \(q : t \rightarrow s\).

As for TAs, we not only require the notion of a q-computation of \(A\) for input trees \(t \in T_\Sigma\) with output \(s\), but also the notion of a \((q,h)\)-computation of \(A\) on a context \(t \in C_\Sigma\) with output \(s\). Let \(\phi\) denote a \((\iota(q),h)\)-computation of \(B\). If \(t = x_1\), then \(x_1\) a \((q,h)\)-computation for \(x_1\) with output \(s = q(x_1)\) whenever \(\iota(q) = h\). Assume that \(t = f(t_1, \ldots, t_k)\) and \(t_j \in C_\Sigma\) is a context, and let \(\phi = \tau(\phi_1, \ldots, \phi_k)\) denote the corresponding \((\iota(q),h)\)-computation of \(B\). Assume that the rule \(\rho\) is of the form (1). Then \(\rho(\psi_1, \ldots, \psi_k)\) is a \((q,h)\)-computation for \(t\) with output \(s = p(x_j \mapsto s_j \mid j \in J)\), if the following holds:

1. if \(j' \not\in J\), then \(\psi_{j'} = \phi_{j'}\);
2. if \(j' \in J \setminus \{j\}\), then \(\psi_{j'}\) is a \(q_{j'}\)-computation for \(t_{j'}\) with output \(s_{j'}\);
3. if \(j' = j \in J\), then \(\psi_{j'}\) is a \((q_j,h)\)-computation for \(t_j\) with output \(s_j\).

We remark that if \(s\) is non-ground, i.e., is not contained in \(T_\Delta\), then \(s = s' \cdot q'(x_1)\) with \(\iota(q') = h\). If such a \((q,h)\)-computation exists, we write \((q,h) : t \rightarrow s)\.
The translation of $A$ is the partial mapping $[.]_A : \Sigma \rightarrow \Delta$ defined by $[t]_A = p_0$ if the axiom of $A$ is the ground tree $p_0$ and $t \in L(B)$, and $[t]_A = p_0 \cdot s$ if the axiom is of the form $p_0 \cdot q_0(x_1)$ and $q_0 : t \rightarrow s$ holds.

Let us briefly list instances of uc-transducers with advice that are of interest here.

Transducers with Look-ahead. If the advice automaton $B$ is chosen as bottom-up deterministic, the transducer $A$ is a uc-transducer with regular look-ahead (for short, a DT$^{R}_{uc}$ transducer, or a DT$^{R}_{uc}$). We remark that the single axiom does not impose a severe restriction. Consider the generalization of a look-ahead automaton $B$ with a non-singleton set $F$ of accepting states and, accordingly, equip $A$ with one dedicated axiom $T_h$ for each accepting state $h \in F$. Instead, we may introduce a fresh unary input symbol $\$ and define a new look-ahead automaton $B'$ with a single fresh accepting state $h_0$ and a transducer $A'$ with a single axiom such that $L(B') = \{\$(t) \mid t \in L(B)\}$ and $[\$(t)]_A = s$ holds iff $[t]_A = s$ holds. In order to achieve that, we add to the set of transitions of $B$, all transitions $(h_0, \$, h)$, $h \in F$, and likewise introduce a fresh axiom $q_0(x_1)$ for $A'$ together with a fresh state $q_0$ where $i(q_0) = h_0$ and the rules $q_0(\$(x_1 : h)) \rightarrow T_h$ whenever $h \in F$ and $T_h$ is the axiom of $A$ for $h$.

Transducers with Inspection. If the advice automaton $B$ is chosen as top-down deterministic, the transducer $A$ can be considered as a uc-transducer with inspection automaton $B$ (for short, a DT$^{I}_{uc}$ transducer, or a DT$^{I}_{uc}$). In this case, the state annotations $h_i$ in the rule (1), can be dropped since these are obtained from $i(q)$ ($q$ the current state of the transducer) and the input symbol $f$. A deterministic bottom-up tree transducer in the classical sense, e.g., as in [6] is obtained in our model as a DT$^{A}_{uc}$ transducer where $Q = H$ and $i$ is the identity. A classical deterministic top-down tree transducer with uniform copying, on the other hand, is obtained as a DT$^{I}_{uc}$ transducer where the inspection does not restrict the domain. This can be achieved, e.g., by setting $H = Q \cup \{\top\}$ for a fresh symbol $\top$ and $i(q) = q$. Moreover, for each $f \in \Sigma_k$, $(\top, f, \top^k) \in \delta$ as well as $(q, f, q_1 \ldots q_k) \in \delta$ whenever there is a rule $q(f(x_1, \ldots, x_k)) \rightarrow T$ such that for each $i = 1, \ldots, k$, $q_i = q_i'$ if $q_i(x_i)$ occurs in $T$ and $q_i' = \top$ otherwise.

We remark that in the same way, deterministic linear top-down tree transducers with look-ahead as well as deterministic linear bottom-up transducers and deterministic linear top-down transducers with inspection are instances of linear DT$^{A}_{uc}$ transducers.

3 A Dedicated Earliest Normal Form for uc-Transducers with Advice

In this section we present the construction of earliest normal-forms for uc-transducers with advice. We also indicate how a corresponding construction is obtained for linear transducers. In the following, we fix some unambiguous TA $B$ for advice. A construction of earliest top-down transducers has already been provided in [8] for top-down deterministic domain automata $B$ and as well as in [4] for bottom-up deterministic $B$. Here, we are slightly more liberal by allowing unambiguous $B$ to generalize both cases. The constructions from [8, 4], on the other hand, neither preserve linearity nor uniform-copying.

Example 1. Consider a linear top-down transducer with the rules:

$q_0(g(x_1)) \rightarrow q_1(x_1)$  \hspace{1cm}  $q_0(a) \rightarrow a$
$q_1(f(x_1, x_2)) \rightarrow f(q_0(x_1), q_0(x_2))$  \hspace{1cm}  $q_0(b) \rightarrow b$

and the axiom $q_0(x_1)$. The (canonical) earliest transducer constructed according to the methods in [8] has the same axiom $q_0(x_1)$, but the rules:
When Is a Bottom-Up Deterministic Tree Translation Top-Down Deterministic?

$q_0(g(x_1)) \rightarrow f(q_11(x_1), q_12(x_1))$  \hspace{1em} $q_0(a) \rightarrow a$
$q_11(f(x_1, x_2)) \rightarrow q_0(x_1)$  \hspace{1em} $q_0(b) \rightarrow b$
$q_12(f(x_1, x_2)) \rightarrow q_0(x_2)$

where no inspection automaton is required. The non-linearity in the first rule arises inevitably, because the output $f$-node is already determined at this point and therefore must be output for the transducer to be earliest.

We introduce dedicated constructions which allow to construct equivalent canonical transducers, but retain linearity or uniform-copying. It turns out that these normal forms can be obtained in polynomial time. Our key insight is that dedicated notions should be provided for the notion of maximal common prefix of a given set $S$ of trees. In [8], a pattern such as $p = a(x_1, g(x_1))$ was used to represent the common part of trees in $S$ (note that they do not use the symbol $x_1$, but the symbol $\top$ to denote “any tree”). This meant for an element $t \in S$ such as $t = a(b, g(c))$ that different occurrences of the symbol $x_1$ in $p$ could correspond to not necessarily isomorphic subtrees of $t$, in the example, $b$ and $c$, respectively. In that point, we will now be more restrictive and only allow substitutions, i.e., equal replacements of the occurrences of the single variable $x_1$ in patterns. For a distinction, we call such patterns uniform. Let us denote by $P_{\top}$ the set $T_{\top} \cup T_{\top}(x_1) \cup \{\bot\}$ of all ground trees and unary patterns, extended with one specific element $\bot$. This set forms a partial order where for $t_1, t_2 \in P_{\top}$, $t_1 \sqsubseteq t_2$ iff $t_1 = \bot$ or $t_1 = t_2\{x_1 \mapsto s\}$ for some $s \in T_{\top} \cup T_{\top}(x_1)$. In fact, $P_{\top}$, partially ordered in this way, forms a complete lattice with finite ascending chains. In particular, the top-most element is $x_1$, and the binary least upper bound operation $\sqcup$ for incomparable elements $t_1, t_2 \neq \bot$, is given by $t_1 \sqcup t_2 = s$ where $s$ is the maximal prefix such that $s\{x_1 \mapsto t_i\} = t_i$ for suitable trees $t_i$ ($i = 1, 2$).

We remark that uniform patterns may contain more than one occurrence of $x_1$ – all representing, though, isomorphic subtrees. Let $P_{\top}^{(1)} \subseteq P_{\top}$ denote the subset $T_{\top} \cup C_{\top} \cup \{\bot\}$ of all elements which either equal $\bot$ or contain at most one occurrence of $x_1$. Patterns in that set are also called 1-patterns. For the induced partial ordering on $P_{\top}^{(1)}$, we again obtain a complete lattice with finite ascending chains only. For a distinction, let us denote the least upper bound operation with respect to $P_{\top}^{(1)}$ with $\sqcup^{(1)}$.

Example 2. The difference between the two least upper bound operations becomes apparent when considering trees which differ in more than one subtree:

$f(g(a, a), c) \sqcup f(g(b, b), c) = f(g(x_1, x_1), c)$
$f(g(a, a), c) \sqcup^{(1)} f(g(b, b), c) = f(x_1, c).$

On the other hand, $f(g(a, a), c) \sqcup f(g(b, b), d) = f(g(a, a), c) \sqcup^{(1)} f(g(b, b), d) = x_1$. We remark that the earliest construction in [8] would return $f(g(x_1, x_1), x_1)$ in the latter case – implying that the place holder $x_1$ no longer represents isomorphic subtrees.

For $q \in Q$, let

$\text{pref}^A(q) = \bigcup\{s \in T_{\top} \mid \exists t \in T_{\Sigma}. q : t \rightarrow s\}$ and $\text{pref}^{(1)}_A(q) = \bigcup^{(1)}\{s \in T_{\top} \mid \exists t \in T_{\Sigma}. q : t \rightarrow s\}$

In the following, we show that $\text{pref}^A : Q \rightarrow P_{\top}$ as the least solutions of the set $C_A$ of constraints. The case of $\text{pref}^{(1)}_A$ is analogous. The set $C_A$ consists of one constraint $c(\rho)$ for each rule $\rho$ of $A$. Assume that $\tau \equiv q(f(\ldots)) \rightarrow T$ of $A$ where $T = p[x_1 \mapsto q_j(x_j) \mid j \in J]$ for some $p \in T_{\top}(X_J)$ and suitable $q_j \in Q$. Then the constraint $c(\tau)$ is given by

$$\sigma(q)^2 \sqsubseteq [T]^1 \sigma$$
where the value \([T] \sigma^i\) returns \(\perp\) if for any state \(q_j, j \in J\), \(\sigma^i(q_j) = \perp\). Otherwise, assume that \(p'\) is obtained from \(p\) and \(\sigma^i\) by replacing \(q_j(x_j)\) with \(\sigma^i(q_j) \cdot x_j\) where \(j \in J\) and with \(\sigma^i(q_j)\) whenever \(\sigma^i(q_j)\) is ground. If \(p'\) is ground, we set \([T] \sigma^i = p'\). If \(p'\) contains occurrences of \(x_j\) for a single \(j \in J\), i.e., is of the form \(p' = p'' \cdot x_j\) for some \(p'' \in T_\Delta(x_1)\), then \([T]^i \sigma^i = p''\). Otherwise, i.e., if \(p'\) contains occurrences of more than one variable, then \([T]^i \sigma^i = u\) where \(u \in T_\Delta(x_1)\) is the maximal prefix such that \(p' = u \cdot p''\) for some \(p''\) containing all \(x_j\), i.e., \(u\) has maximal size with this property and thus is least with respect to the ordering on patterns.

\begin{itemize}
  \item Example 3. Let \(T = f(g(q_2(x_2), a), g(q_2(x_2), q_1(x_1)))\), and thus \(p = f(g(x_2, a), g(x_2, x_1))\).
  Then for \(\sigma^i = \{q_1 \mapsto a, q_2 \mapsto h(x_1)\}\), we have that \(p' = f(h(x_2), a), g(h(x_2), a)\), and thus, \([T]^i \sigma^i = f(x_1, x_1) \cdot g(x_1, a) \cdot h(x_1) = f(g(h(x_1), a), g(h(x_1), a))\).
\end{itemize}

We remark that each right-hand side of a constraint in \(C_A\) represents a function which is distributive in each argument, i.e., commutes with the binary operator \(\sqcup\) in each accessed argument \(\sigma^i(q_j)\). Recall that any distributive function is also monotonic. Since the partial ordering on \(P_\Delta\) and likewise on \(P_\Delta^{(1)}\) are complete lattices with finite ascending chains, the constraint system (2) as well as the respective system for linear transducers and 1-patterns, has a least solution. We thus obtain:

\begin{itemize}
  \item Lemma 4. Let \(\text{pref}_A(q), q \in Q\), denote the least solution of the set of constraints (2) over the complete lattice \(P_\Delta\) (\(P_\Delta^{(1)}\)). Then for every \(a \in Q\),

\[
\text{pref}_A(q) = \bigcup \{s \mid \exists t \in T_S: q : t \rightarrow s\}
\]

(3)

holds. Moreover, this least solution can be computed in polynomial time.
\end{itemize}

\textbf{Proof.} Recall that by our assumption, the advice automaton is trim. Therefore, according to our construction, there is a computation for every state \(q \in Q\), i.e., \(\text{pref}_A(q) \neq \perp\) for each \(q \in Q\). The equality in equation (3) then is due to the fixpoint transfer lemma [1]. More explicitly, let \(X^{(i)}\) denote the \(i\)th iterate of the fixpoint iteration for the constraint system for \(i \geq 0\). By induction on \(i\), it can be verified that \(X^{(i)}\) equals the maximal common prefix of all \(s\) such that \(q : t \rightarrow s\) for trees \(t \in T_\Sigma\) of depth less than \(i\). Thereby, the prefixes \(X^{(i)}\) can be determined from the prefixes \(X^{(i)}\) in polynomial time. This is obvious for linear transducers \(A\). When \(A\) is uniform copying, and general uniform patterns are used, polynomial time can be obtained when trees are represented as days where isomorphic subtrees are represented only once. Since the number of iterations required for reaching the least fixpoint of the constraint system is bounded by the size of the transducer \(A\), the overall complexity statement follows.

Now let \(A\) denote some uc-transducer (linear transducer) \(A\) with advice and a non-empty set of states. In particular, the axiom of \(A\) contains an occurrence of some state \(q_0\) (with \(i(q_0) = h_0\)). We call \(A\) an earliest uc-transducer (linear transducer), if \(\text{pref}_A(q) = x_1\) (\(\text{pref}_A^{(1)}(q) = x_1\)) for all states \(q \in Q\). If this is not the case, we construct a transducer \(A'\) of the same kind as \(A\) as follows where we only present the construction for uc-transducers (the linear case is analogous). The set \(Q'\) of states of \(A'\) is obtained from the set \(Q\) of states of \(A\) by \(Q' = \{q \in Q \mid \text{pref}_A(q) \notin T_\Delta\}\). Assume that the axiom \(T_0\) of \(A\) equals \(T_0 = p \cdot q_0(x_1)\). If \(\text{pref}_A(q_0) = s \in T_\Delta\), then the axiom \(T_0\) of \(A'\) is given by \(T_0' = p \cdot s\). Otherwise, the new axiom \(T_0'\) is given by \(T_0' = p \cdot \text{pref}_A(q_0) \cdot q_0(x_1)\). Now assume that \(q \in Q'\), and \(\text{pref}_A(q) = u\).

For each rule \(g(f(x_1 : h_1, \ldots, x_k : h_k)) \rightarrow p\{x_j \mapsto q_j(x_j) \mid j \in J\}\) of \(A\), \(A'\) has a rule \(g(f(x_1 : h_1, \ldots, x_k : h_k)) \rightarrow T\)' where \(T\)' is defined as follows. For \(j \in J\), let \(s_j = \text{pref}_A(q_j)\) if \(\text{pref}_A(q_j) \in T_\Delta\), and \(s_j = u_j \cdot q_j(x_j)\) if \(\text{pref}_A(q_j) = u_j \in T_\Delta(x_1)\). Then \(u\) must be a prefix of \(p\{x_j \mapsto s_j \mid j \in J\}\), and we choose \(T'\) such that \(p\{x_j \mapsto s_j \mid j \in J\} = u \cdot T'\) holds.
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\(\textbf{Lemma 5.}\) Assume that \(A\) is a DT\(_{uc}^A\) and \(A'\) the DT\(_{uc}^A\) as constructed above. Then,
1. For each state \(q\) of \(A'\) with \(u = \text{pref}_A(q)\), it holds that
   a. If \(q : t \rightarrow s\) holds for \(A\), then \(q : t \rightarrow s'\) holds for \(A'\) for some \(s' \in \mathcal{T}_A\) so that \(s = u \cdot s'\), and vice versa,
   b. If \(q : t \rightarrow s'\) holds for \(A'\), then \(q : t \rightarrow u \cdot s'\) holds for \(A\).
2. \(A'\) and \(A\) are equivalent where \(\text{pref}_A(q) = x_1\) holds for all states \(q\) of \(A'\).

The analogous properties hold for DT\(_{lin}^A\) transducers.

Due to this lemma, we obtain that for each uc-transducer (linear transducer) an equivalent earliest transducer can be constructed in polynomial time. In fact that transducer can further be minimized. For that, we define \(\equiv\) as the coarsest equivalence relation on states such that \(q \equiv q'\) implies that \(\delta(q) = \delta(q')\), and for each input symbol \(f \in \Sigma\) there is a rule \(q(f(x_1 : h_1, \ldots, x_k : h_k)) \rightarrow T\) if there is a rule \(q'(f(x_1 : h_1, \ldots, x_k : h_k)) \rightarrow T'\) such that \(T = p(x_j \rightarrow q_j(x_j) \mid j \in J)\) and \(T' = p(x_j \rightarrow q'_j(x_j) \mid x_j \in X_j)\) for some common pattern \(p \in \mathcal{T}_A(X_j)\) and states \(q_j, q'_j \in Q\) such that for all \(j \in J\), \(q_j \equiv q'_j\) holds.

\(\textbf{Lemma 6.}\) Let \(A\) be an earliest uc-transducer (linear transducer) and \(\equiv\) the equivalence relation as defined above. Then the following holds:
1. \(q \equiv q'\) if and only if \(\llbracket q \rrbracket_A = \llbracket q' \rrbracket_A\);
2. \(\equiv\) can be computed in polynomial time.

The proof of Lemma 6 follows closely the corresponding proof of Theorem 13 of [8]. Putting Lemmas 5 and 6 together, we obtain:

\(\textbf{Theorem 7.}\) For each DT\(_{uc}^A\) (DT\(_{lin}^A\)) transducer \(A\), a unique canonical earliest DT\(_{uc}^A\) (DT\(_{lin}^A\)) transducer \(A'\) can be constructed such that \(1\) \(A'\) has at most as many states as \(A\), \(2\) \(A'\) is equivalent to \(A\), and \(3\) \(A'\) can be constructed in polynomial time.

4 How to Remove Look-ahead

In the following, we assume that we are given a deterministic top-down tree transducer \(A\) with regular look-ahead. By Theorem 7, we may assume that \(A\) is earliest. Our goal is to decide whether the translation of \(A\) can be realized by a deterministic top-down tree transducer without look-ahead (but with inspection). A necessary condition for the latter is that the domain of the given translation can be accepted by a top-down deterministic automaton. By assumption, the domain of the translation of \(A\) is given by the set \(\mathcal{L}(B)\) of all trees accepted by \(B\). If the translation can be realized by a uc-transducer with inspection only, \(\mathcal{L}(B) = \mathcal{L}(B')\) for some top-down deterministic automaton \(B'\). One such \(B'\) can be obtained by means of the powerset construction. The set \(H'\) of states of \(B'\) is subsets of states of \(B\) where in particular, \(\{h_0\} \subseteq H'\) is the accepting state. Moreover, if \(S \subseteq H\) is a state in \(H'\), then for every input symbol \(f \in \Sigma_k\) and every \(j \in \{1, \ldots, k\}\),

\[S_j = \{h_j \in H \mid \exists h \in S, h_1, \ldots, h_{j-1}, h_{j+1}, \ldots, h_k \in H, \langle h, f, h_1 \ldots h_k \rangle \in \delta\} \subseteq H'\]

and \(\langle S, f, S_1 \ldots S_k \rangle\) is in the transition relation of \(B'\). As \(B\) is assumed to be trim, the automaton \(B'\) constructed in this way, is trim as well. Checking whether or not \(\mathcal{L}(B) = \mathcal{L}(B')\) is decidable. In fact, the two automata are equivalent iif for each transition \(\langle S, f, S_1 \ldots S_k \rangle\) constructed for \(B'\), and every tuple of states \((h_1, \ldots, h_k) \in S_1 \times \ldots \times S_k\) there is some \(h \in S\) such that \((h, f, h_1 \ldots h_k)\) is a transition of \(B\).
Let us thus assume that $B$ and $B'$ are equivalent. The following construction is given for uniform copying transducers (the construction for linear transducers is analogous). Let us assume that the earliest DTICR uc transducer $A$ is canonical and equivalent to a DTICR uc transducer. As the case where the axiom $T_0$ of $A$ is ground, is trivial, we now assume that the axiom is non-ground, i.e., $T_0 = s_0 \cdot q_0(x_1)$ with $\epsilon(q_0) = h_0$. Then we construct a DTICR uc transducer $A'$ as follows. The states of $A'$ are given by $\langle \rho \rangle$ for mappings $\rho$ which assign to the states $h$ in some set $S \in H'$, trees $\rho(h)$ which are either in $T_\Delta$ or of the form $\rho(h) = s \cdot q(x_1)$ where $s \in T_\Delta(x_1)$ and $q \in Q$ is a state of $A$ with $\epsilon(q) = h$. For that mapping $\rho$, we define $\epsilon(\langle \rho \rangle) = S$. The axiom of $A'$ is given by $T_0' = s_0 \cdot \{\{h_0 \mapsto q_0(x_1)\}\}$.

Assume now that $\langle \rho \rangle$ is a state of $A'$ with domain $S$. Consider some input symbol $f \in \Sigma$ of rank $k \geq 0$ where $\langle S, f, S_1 \ldots S_k \rangle$ is a transition of $B'$. Let $p'$ denote a pattern in $T_\Delta(\mathcal{X}_p')$ for some $J' \subseteq \{1, \ldots, k\}$. Let $\rho_i$, $i = 1, \ldots, k$ be mappings with domains $S_i$ such that for $h \in S$ and $\langle h, f, h_1 \ldots h_k \rangle \in \delta$,

1. If $\rho(h) \in T_\Delta$, then $h_j \in S_j$ for all $j \in \{1, \ldots, k\}$, and $\rho(h) = p'\{x_j \mapsto \rho_j(h_j) \mid j \in J'\}$;
2. If $\rho(h) = s \cdot q(x_1)$, and $A$ has a rule of the form (1), then $J \subseteq J'$ and $s \cdot p = p'\{x_j \mapsto u_j \mid j \in J'\}$ where $u_j = \rho_j(h_j)$ if $\rho_j(h_j)$ is ground, and $u_j = \rho_j(h_j) \cdot x_j$ otherwise.
3. For each $j \in J'$, the mapping $\rho_j$ is (up to states in $Q$) prefix-free, i.e., the longest common prefix of $\rho_j(h_j)$, $h \in S_j$, in $T_\Delta(x_1)$ is $x_1$.

If $A$ is equivalent to some DTICR uc transducer, $p'$ and $\rho_j$ with these properties must always exist, and then are uniquely defined.

**Example 8.** Assume that $\rho = \{h_1 \mapsto f(a,g(c)), h_2 \mapsto f(b,g(c)), h_3 \mapsto f(a,b), h_4 \mapsto f(b,b), h_5 \mapsto c\}$ and for the binary input symbol $f$, $B$ has the transitions $\langle h_1, f, h_1h_1 \rangle, \langle h_2, f, h_2h_1 \rangle, \langle h_3, f, h_1h_1 \rangle, \langle h_4, f, h_2h_1 \rangle$ while there is no transition for $f$ resulting in state $h_5$. By comparing the outputs for $h_1$ and $h_2$, we identify the subtrees $a$ and $b$ whose outputs cannot be decided depending on the input symbol $f$ alone, but require information about the first child of $f$. Likewise, by comparing the outputs for $h_3$ and $h_4$, we identify the corresponding subtrees $g(a)$ and $b$ whose outputs can be discriminated only depending on the second child of $f$ in the input. Accordingly, the pattern is given by $p' = f(x_1, x_2)$ where $\rho_1 = \{h_a \mapsto a, h_b \mapsto b\}$ and $\rho_2 = \{h_c \mapsto g(c), h_b \mapsto b\}$.

Example 8 illustrates the perhaps most complicated case, namely, when all outputs stored in $\rho$ are ground. Given that $J', p'$ and $\rho_j, j \in J'$, with the given properties exist, we add to $A'$ the states $\langle \rho_j \rangle, j \in J'$, together with the rule

$$\langle \rho \rangle(f(x_1 : S_1, \ldots, x_k : S_k)) \mapsto p'\{x_j \mapsto \langle \rho_j \rangle(x_j) \mid j \in J'\}. \quad (4)$$

The resulting transducer is a DTICR uc transducer $A'$ which is equivalent to $A$. Now assume that the construction successfully terminates. The following two lemmas summarize the properties of the resulting transducer $A'$.

**Lemma 9.** Consider a state $\langle \rho \rangle$ of $A'$ for some mapping $\rho$ with domain $S$, $h \in S$ and $t \in T_\Sigma$ with $h : t$.

1. If $\rho(h) = u$ is ground, then $\langle \rho \rangle : t \mapsto u$;
2. If $\rho(h) = u \cdot q(x_1)$ for some $u \in T_\Delta(x_1)$, and $q : t \mapsto s$, then $\langle \rho \rangle : t \mapsto u \cdot s$.

**Lemma 10.** Assume that $t \in C_\Sigma$ is a context where $(S_0, S) : t$ holds in $B'$ for $S_0 = \{h_0\}$.

1. $S = \{h \in H \mid \exists h, (q_0, h) : t \mapsto s_h\}$, i.e., $S$ is the set of all $h$ such that there is a $(q_0, h)$-computation of $A$ for $t$;
2. Assume that for each $h \in S$, $(q_0, h) : t \mapsto s_h$. Then $\langle \rho_0 \rangle, S) : t \mapsto s$ for $\rho_0 = \{h_0 \mapsto q_0(x_1)\}$ so that the following holds:
If $s$ is ground, then $s_h$ is ground for each $h \in S$, and $s = s_h$ holds for each $h \in S$;

If $s = s' \cdot (\rho(x))$, then $\rho$ is a mapping with domain $S$, and for each $h \in S$,

$\rho(h)$ is ground iff $s_h$ is ground where $s' \cdot \rho(h) = s_h$.

If $\rho(h) = u_h \cdot q(x_1)$ for some $u_h$, then $s' \cdot u_h \cdot q(x_1) = s_h$.

The proof of these two lemmas is by induction on the structure of $t$, following the definition of $A'$. We conclude that, upon successful termination, $A$ and $A'$ are equivalent. It thus suffices to prove successful termination whenever $A$ is equivalent to some $\mathsf{DT}_{uc}^R$ transducer.

We introduce three properties. The $\mathsf{DT}_{uc}^R$ transducer $A$ is called synchronizing, if for every input tree $t_0 \in C_{\Sigma}$, input symbol $f \in \Sigma$ of rank $k \geq 0$ and look-ahead states $h'_1, h'_2$ so that $(q_0, h_i) : t \rightarrow s_i \cdot q_i(x_1)$ for $i = 1, 2$, the following holds. Let $q_i(f(x_1 : h_{i,1}, \ldots, x_k : h_{i,k})) \rightarrow T_i$ be rules of $A$ according to (1) where both $T_1$ and $T_2$ are non-ground. Then one of the following two cases occurs.

**Case 1.** There are patterns $p_1, p_2 \in T_\Delta(X_j)$ which agree in their sets of occurring variables, and factorizations $T_i = p_i\{x_j \mapsto u_{i,j} \mid j \in J\}$ for $i = 1, 2$ such that

- $s_1 \cdot p_1 = s_2 \cdot p_2$,
- for each $j \in J$, each $u_{i,j}$ is either ground, or is of the form $s' \cdot q'(x_j)$ for suitable $s', q'$.

**Case 2.** There is some $j$ such that both $T_1 = s'_1 \cdot q'_1(x_j)$ and $T_2 = s'_2 \cdot q'_2(x_j)$ for suitable $s'_1, s'_2 \in T_\Delta(x_1)$ and states $q'_1, q'_2 \in \mathcal{Q}$.

Secondly, the $\mathsf{DT}_{uc}^R$ transducer $A$ is called twinning, if the following holds for all states $q_1, q_2$ and contexts $t, t' \in C_{\Sigma}$ such that $(q_0, \iota(q_1)) : t \rightarrow s_1 \cdot q_1(x_1)$ and $(q_0, \iota(q_2)) : t' \rightarrow s'_1 \cdot q_1(x_1)$.

- Either $s'_1 = s'_2 = x_1$,
- or there are trees $u, v \in T_\Delta(x_1)$ such that $s_1 = s_2 \cdot w$, $s'_1 = v \cdot w$ and $s'_2 = w \cdot v$ or vice versa $s_2 = s_1 \cdot w$, $s'_2 = v \cdot w$ and $s'_1 = w \cdot v$ for suitable $w, v \in T_\Delta(x_1)$.

Finally, the $\mathsf{DT}_{uc}^R$ transducer $A$ is called erasing, if the following holds for all input trees $t, t' \in C_{\Sigma}$ and states $h_1, h_2 \in H$. Assume that $(q_0, h_i) : t \rightarrow s_i$ for $i = 1, 2$ where $s_1$ is of the form $s'_1 \cdot q(x_1)$ (thus, $\iota(q) = h_1$) and $s_2$ is ground. Then $(q, h_1) : t' \rightarrow u \cdot q(x_1)$ for some $u \in T_\Delta(x_1)$ and $(h_2, h_3) : t'$ implies that $u = x_1$.

The variation $\|t_1, t_2\|$ of $t_1, t_2 \in T_\Delta(x_1)$ is the minimal depth of $u_1, u_2$ such that $t_1 = t_0 \cdot u_i$, $i = 1, 2$ for $t_0 \in T_\Delta(x_1)$. The $\mathsf{DT}_{uc}^R$ transducer $A$ has bounded variation if $\exists K \geq 0$ such that for every $t \in C_{\Sigma}$ and $h_1, h_2 \in H$ with $(q_0, h_i) : t \rightarrow s_i$ for $i = 1, 2$, $\|s'_1, s'_2\| \leq K$ holds. Assume that $A$ is synchronizing, erasing and twinning. Then the outputs of any two computations for the same input tree, cannot differ much. Intuitively, the variation is synchronized at branching rules, does not increase in monadic loops and may increase only marginally once one of the outputs is ground. Let us define the size $|A|$ of some $\mathsf{DT}_{uc}^R A$ as the sum of the sizes of all rules of $A$ where the size of the rule (1) is $k + 1$ plus the number on nodes in the right-hand side. Altogether, we prove:

**Lemma 11.** Assume that the domain of $A$ is top-down deterministic where the bottom-up deterministic look-ahead automaton $B$ has $m \geq 1$ states.

1. If $A$ is equivalent to some $\mathsf{DT}_{uc}^R A'$, then $A$ is synchronizing, erasing and twinning.
2. If the $\mathsf{DT}_{uc}^R A$ is synchronizing, erasing and twinning, then $A$ has bounded variation where the bound is given by $|A| \cdot (|A| + m)$.

**Proof.** The proof that $A$ then must be twinning follows along the same lines as for word transducers. Here, we only consider synchronization. Assume that $A$ is equivalent to some $\mathsf{DT}_{uc}^R A'$, and $(\langle h_0 \rangle, S) : t$ for some $t \in C_{\Sigma}$ and state $S$ of $B'$. Then $(\bar{q}, S) : t \rightarrow s_0 \cdot \bar{q}(x_1)$ holds for the initial state $\bar{q}_0$ of $A'$ and some state $\bar{q}$ of $A'$ where $\iota(\bar{q}_0) = \{h_0\}$ and $\iota(\bar{q}) = S$. Assume that there is a transition $\bar{q}(f(\ldots)) \rightarrow T$ of $A'$. Consider any $h \in S$ so that $\langle h, f, h_1 \ldots h_k \rangle$ is...
Thus, the synchronization property follows.

case that there is a maximal $i$. Assume that contradiction that
likewise, if $T' \not\subseteq T$ holds. Finally, consider some

T contains occurrences of a single variable $x_j$ only, i.e., is of the form $p \cdot q'(x_j)$ for some state $q'$ of $A'$. If $T'$ is ground, then $s_0 \cdot p \cdot v = s \cdot T' = s_0 \cdot u \cdot T'$ for some $v \in T_\Delta$, i.e., $p \cdot v = u_0 \cdot T'$. If $T'$ in non-ground, it necessarily is of the form $T' = p' \cdot q'(x_j)$ where (again by top-cancellation) $p \cdot u' = u_0 \cdot p'$ holds for some $u' \in T_\Delta(x_1)$.

3. $T$ contains occurrences of variables $x_{j_1} \neq x_{j_2}$. Let $J$ denote the set of indices $j$ so that $x_j$ occurs in $T$. Then $T = u_0 \cdot p(x_j \mapsto \bar{q}_j(x_j) \mid j \in J)$ holds for some $p \in T_\Delta(X_J)$ so that $T' = p(x_j \mapsto u_j \mid j \in J)$ for some $u_j$ which are either ground or of the form $s_{i,j} \cdot q_j(x_j)$ with $q_j \in Q$.

Now assume that we have $\{(q_0, h_1) : t_0 \mapsto s \cdot q_0(x_1)\}$, and let $\{(q_0, s, T) : t \mapsto s_0 \cdot q_0(x_1)\}$ denote the corresponding computation of the $\text{DT}^R_{\text{can}} A'$. In particular, this means that $h_1, h_2 \in S$, and we can apply the observations listed above. Let $q_i(f_i(x_1 : h_{i1}, \ldots, x_k : h_{ik}) \mapsto T_i, i = 1, 2$, be rules of $A$ for $q_i$ and $f$ such that $T_i$ is non-ground. Then there also must be a rule $q(f(\ldots)) \mapsto T$ of $A'$ where $T$ is not ground as well, i.e., the first of the three cases does not apply. Now, assume that the monadic second case of the synchronization property also does not apply. Then $T$ contains at least two variables, and there are factorizations $T = u_i \cdot p_i$ for $i = 1, 2$ so that $T_i = p_i \cdot \tau_i$ for substitutions of $\tau_i$ mapping each $x_j$ to some ground tree or expression $s_{i,j} \cdot q_j(x_j)$ where $s_i = s_0 \cdot u_i$. We conclude that

$$s_1 \cdot p_1 = s_0 \cdot u_1 \cdot p_1 = s_0 \cdot u_2 \cdot p_2 = s_2 \cdot p_2$$

holds. Finally, consider some $j$ where $h_{1,j} = h_{2,j} = h'$ for some $h'$. Assume for a contradiction that $\tau_1(h') \neq \tau_2(h')$, and consider any input tree $t'$ so that $h' \mapsto t'$. Since $h_1 \neq h_2$ holds, some $j' \neq j$ exists so that $h_{1,j'} \neq h_{2,j'}$ holds. In particular, this means that the right-hand side of $T$ of $\rho$ for $f$ contains an occurrence of $q'(x_j)$ for some state $q'$ of $A'$. Then $q' : t' \mapsto s'$ for some ground tree $s'$. If $\tau_1(h) = v_1 \cdot q_1'(x_1)$ for states $q'_1$ of $A$, then $q'_1 : t' \mapsto s'$ with $s' = v_1 \cdot s'_1$.

Now since $A$ is earliest, it follows that $v_1 = v_2$ must hold while $q'_1$ and $q'_2$ are equivalent, as their outputs coincide for each input. Since $A$ is canonical, this further means that $q'_1 = q'_2$. Likewise, if $\tau_1(h') = s'_1$ is ground, then necessarily $\tau_2(h')$ also must be ground and coincide.

Thus, the synchronization property follows.

It remains to prove the second assertion of lemma, namely, that every $\text{DT}^R_{\text{can}} A$ which is synchronizing, erasing and twinning, has a variation bounded by $|A| \cdot (|A| + m)$. Let $B'$ denote the top-down deterministic automaton accepting the domain of $A$, and assume for a contradiction that $t \in C_\Delta$ is a context with a minimal number of nodes violating the claim of the lemma. Let $S$ denote the state of $B'$ such that $\{(h_0, s) : t : h \mapsto s\}$ holds. For $h_1, h_2 \in S$, assume that $(h_1, h_2) : t \mapsto s_\nu, \nu = 1, 2$, holds for $A$. Assume that $t = t_1 \ldots t_m$ where $t_i = f_i(u_{i1}, \ldots, u_{ij_i-1}, x_1, u_{ij_i+1}, \ldots, u_{ik_i})$ for some $1 \leq j_i \leq k_i$, some $f_i \in \Sigma_{k_i}$ and ground trees $u_{ij_i}$ are $j_i \neq j$. Let $h_{i0, \ldots, h_{im}}$ states of $B$ so that $(h_{i1}, h_{i2}) : t_i$ holds for $i = 1, \ldots, m$. Clearly, if $m = 0$, $s_1 = s_2 = x_1$ and the assertion holds. First, we consider the case that there is a maximal $m' \leq m$ where $(q_0, h_{m'}) : t_1 \ldots t_{m'-1} \mapsto s_{i'j} \cdot q_{i'}(x_0)$ holds such that $(\bar{q}, \bar{h}_{i,m'}) : p_i \tau_i$ for some $p_1, p_2 \in \text{DT}_\Delta(X_{j'})$ and substitutions $\tau_i$, where

$$s_{i'} \cdot p_1 = s_2 \cdot p_2;$$

$$\tau_1(x_i') = \tau_2(x_j) \in \text{DT}_\Delta \text{ for } j' \neq j_m;$$

$$\tau_i(x_{m'}) \cdot q_i'(x_1) \cdot q_j'(x_{j_m}) \cdot x_j^{\pi} \cdot q_i'(x_{j_m})$$ is a subtree of some right-hand side of $A$. 
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If \( m' = m \), then obviously, the claim of the lemma holds. Therefore, either there is no such \( m' \) or \( m' < m \). Assume that \( u \) is obtained from \( p_1 \) by substituting \( x_j \) with \( \tau_1(x_j) \) for all \( j \neq j_m \). Thus, \( s' = s'_1 \cdot u \) is a common prefix of \( s_1 \) and \( s_2 \). In case that the properties above are never satisfied, we set \( m' = 0 \), \( s' = x_1 \), and let \( v'_1 \cdot q'_1(x_1) = q(x_1) \).

Assume that \( m'' \geq m' \) is chosen maximal so that \( (q''_1, h_{i, m''}) : t_{m''+1} \ldots t_{m''} \rightarrow s''_1 \cdot q''_2(x_1) \), i.e., both outputs are non-ground. The variation for the context \( t_1 \cdot \ldots \cdot t_{m''} \) then is given by \([v'_1 \cdot s''_1 \cdot q''_1(x_1), v'_2 \cdot s''_2 \cdot q''_2(x_1)]\). We claim that this variation is bounded by \(|A|^2\). Assume for a contradiction that this were not the case. Then due to the synchronization property and the choice of \( m' \), this implies that \( m'' - m' > n^2 \) where \( n \) is the number of states of \( A \). Therefore, at least one pair of states occurs at least twice. But then, due to the twinning property, the same variation is attained with a smaller context — contradicting the minimality of \( t \).

To continue with our argument, we conclude that \( m'' \) must be less than \( m \). By the definition of \( m'' \) this means that one of the right-hand sides chosen for \( q'' \) and \( f_{m''+1} \) must be ground. W.l.o.g., assume that this is the right-hand side \( T_1 \) for \( q''_1 \). But then due to the erasing property, the depth of the output for \( t_{m''+1} \ldots t_{m} \) is bounded by \(|A| \cdot m \). Altogether therefore, the variation is bounded by \(|A|^2 + |A| \cdot m = |A| \cdot (|A| + m)\) — in contradiction to our assumption. This concludes the proof.

In summary, we obtain:

* Theorem 12. Let \( A \) be a \( DT^R_{uc} \). It is decidable whether or not the translation of \( A \) can be realized by a \( DT^I_{uc} \), and if so an equivalent \( DT^R_{lin} \) \( A' \) can be constructed.

A corresponding theorem also holds for \( DT^R_{lin} \) transducers.

### 5 How to Inspect Top-Down Deterministic Languages

Now consider a \( DT^I_{uc} \) \( A \) with underlying top-down deterministic automaton \( B \) which is assumed to be canonical earliest. For the following, we denote the unique state \( h \) of \( B \) with \( \text{dom}_B(h) = T_2 \) (given that there is such a state), by \( \top \). The \( DT^I_{uc} (DT^I_{lin}) \) \( A \) is *without inspection* (denoted by \( DT^I_{uc} \) and \( DT^I_{lin} \)) if for every rule \( q(f(x_1 : h_1, \ldots, x_k : h_k) \rightarrow T \) of \( A \), \( h_j = \top \) whenever \( x_j \) does not occur in \( T \). When \( B \) does not have a state \( \top \), then \( A \) is without inspection only if the right-hand side of every rule of \( A \) contains all variables \( x_j \) occurring in its left-hand side, i.e., \( A \) is *non-deleting*. Note that a \( DT^I_{uc} \) can easily be changed in such a way that no advice automaton is present at all (and still the same translation is realized).

Consider a fixed output tree \( s \in T_\Delta \). A language \( L \subseteq \mathcal{T}_\Delta \) is called \( DT^I_{uc} (DT^I_{lin}) \) *output recognizable* by \( s \) iff there is a \( DT^I_{uc} (DT^I_{lin}) \) \( A \) such that [\( I \)] \( A \) is defined iff \( t \in L \), where \([I]_A = s \) for all \( t \in L \). It turns out that a language is output recognizable via some \( DT^I_{uc} \) iff it is output recognizable via some \( DT^I_{lin} \). Hence, we drop the qualification. The language \( L \) is called *output recognizable* (without further mentioning of an output tree) if \( L \) is out recognizable by some \( s \in \mathcal{T}_\Delta \). Assume that the language \( L \) is accepted by the trim top-down deterministic TA \( B \). Then it can be decided in *polynomial time* whether or not \( L \) is output recognizable, and if so, whether or not \( L \) is output recognizable by a particular given tree \( s \).

* Lemma 13. \( L(B) \) is output recognizable iff for every strongly connected component \( H' \) of the transition relation of \( B \), every transition \( \langle h', f, h_1 \ldots h_k \rangle \) of \( B \), and \( i \) with \( h', h_i \in H' \), it holds that \( h_j = \top \) for all \( j \neq i \).

Let \( s \) denote any output tree in \( T_\Delta \) and \( h \) a state of \( B \). Then \( \text{dom}_B(h) \) is output recognizable by \( s \) if for every transition \( \langle h, f, h_1 \ldots h_k \rangle \) with subsequence \( h_{i_1} \ldots h_{i_r} \) of states different from \( \top \), there is a pattern \( s' \in \mathcal{T}_\Delta(X_s) \) such that \( s = s' \{ x_j \mapsto s_j \mid j = 1, \ldots, r \} \) and \( \text{dom}_B(h_{i_j}) \) is
output recognizable by $s_j$ for all $j = 1, \ldots, r$. In case that $h$ and one of the $h_j$ are contained in the same strongly connected component of $B$, then $r$ must equal 1. Accordingly, then $s'$ can be chosen as $x_1$. We further remark that the pattern $s'$ can be chosen to be linear, i.e., each variable $x_j$ occurs exactly once. The constructed transducer thus is in fact, a $\mathcal{DT}_{\text{lin}}$. Finally we note that the set of all states $h$ such that $\text{dom}_B(h)$ is output recognizable by $s$, can be determined by a TA running over $s$.

\textbf{Theorem 14.} For a given state $h$ of a top-down deterministic TA $B$,
1. it can be decided in polynomial time whether or not $\text{dom}_B(h)$ is output recognizable;
2. it can be decided in polynomial time whether or not $\text{dom}_B(h)$ is output recognizable by a particular tree $s$ and if so, a $\mathcal{DT}_{\text{lin}} A_{B,h,s}$ without inspection can be constructed in polynomial time with domain $\text{dom}_B(h)$ such that $\llbracket t \rrbracket_{A_{B,h,s}} = s$ for all $t \in \text{dom}_B(h)$.

6 How to Satisfy Inspection Needs

In the following, we consider an arbitrary $\mathcal{DT}_{\text{uc}}^1$ transducer $A$ with underlying top-down deterministic TA $B$ as inspection automaton. Consider a rule $\tau$ of the form $q(f(x_1 : h_1, \ldots, x_k : h_k)) \rightarrow T$ of $A$. For every $x_i$ not occurring in $T$, it must be verified that the corresponding subtree of the input is contained in $\text{dom}_B(h_i)$. This verification is trivial if $\text{dom}_B(h_i) = T$. Such a state $h_i$ (if present) has been denoted by $T$. Accordingly, let $J_r$ denote the set of indices $j$ such that $x_j$ does not occur in the right-hand side of $T$ while at the same time, $h_j \neq T$. Let us thus call the multiset $\eta_r = \{h_j \mid j \in J_r\}$ the inspection need of the rule $\tau$. Assume that $T$ has disjoint ground subtrees $s_j, j \in J_r$, such that $\text{dom}_B(h_j)$ is output recognizable by $s_j$ for $j \in J_r$. Then the rule $\tau$ can equivalently be replaced by a rule without inspection need. In this case, we say that $\tau$ satisfies its inspection need.

\textbf{Example 15.} Consider the rule $q(f(x_1 : h_1, x_2 : h_2)) \rightarrow g(x_1, r(b))$ where $\text{dom}_B(h_2)$ equals the set $L = \{g(a, t) \mid t \in T_{\Sigma}\}$. Then $J_r = \{2\}$ where the language $L$ is output realizable with respect to $r(b)$. The latter can be seen by means of the rules $q_1(g(x_1, x_2)) \rightarrow r(q_2(x_1))$ and $q_2(a) \rightarrow b$. Accordingly, the given rule for $q$ and $f$ satisfies its inspection need.

Our goal is to construct for a given $\mathcal{DT}_{\text{uc}}^1$ transducer $A$ an equivalent $\mathcal{DT}_{\text{uc}}^1$ transducer $A'$ such that each rule of $A'$ satisfies its inspection need. If each rule of $A$ satisfies its inspection need, this need no longer be the case for the \textit{earliest} transducer equivalent to $A$. The reason is that some ground subtrees of prefixes of right-hand sides may have been moved to the right-hand sides of other rules. Satisfying inspection needs of rules therefore requires to partly \textit{revert} the \textit{earliest} transformation. In the following, we call a state $q$ of the $\mathcal{DT}_{\text{uc}}^1$ A \textit{constant}, if there is a single output tree $s$ such that $s = s'$ whenever $q : t \rightarrow s'$ holds.

\textbf{Lemma 16.} For a partial mapping $\mu : T_{\Sigma} \rightarrow T_\Delta$, the following are equivalent: (1) $\mu$ is realized by a $\mathcal{DT}_{\text{uc}}$ without inspection; (2) $\mu$ is realized by a $\mathcal{DT}_{\text{uc}}^1$ without constant states, but where all inspection needs are satisfied.

Assume that $A'$ is a $\mathcal{DT}_{\text{uc}}$ and $A$ the corresponding $\mathcal{DT}_{\text{uc}}^1$ in canonical earliest normal form. This means that for each state $q$ of $A$ and each state $q' \in q$ of $A'$ with $\text{pref}_{A'}(q') = p$, $q' : t \rightarrow s'$ holds for $A'$ iff $q : t \rightarrow s$ with $s' = p \cdot s$ holds. In particular, the constant outputs for some states of $A'$ may occur as subtrees in $p$ and thus are already produced before $A$ processes $t$. In order to recover the (yet unknown) $\mathcal{DT}_{\text{uc}} A'$ without inspection from $A$, we determine the minimal suffix $p'$ of $p$ so that all inspections possibly encountered when $q$ processes its input, can be satisfied. Such a \textit{generalized inspection need} of a $q$-computation is represented by a sequence $(M_1, \emptyset) \ldots (M_{r-1}, \emptyset)(M_r, \phi), r \geq 0$, where $M_1, \ldots, M_r$ are
multisets of inspection states and $\phi$ is a downward-closed subset of sub-multisets of $M_r$ with $M_r \not\in \psi$. Intuitively, a generalized inspection need is the sequence of future inspections yet to be simulated. The pair $(M_r, \phi)$ to the right is meant to occur farthest in the future. Thereby, the set $\phi$ describes which sub-multisets of individual inspections of $M_r$ can already be accomplished (the available ground terms might be used in more than one way). If $M_r \in \phi$, then all languages $\text{dom}_B(h), h \in M_r$, are simultaneously realizable — implying that the whole pair $(M_r, \phi)$ can be dropped.

For a finite multiset $G$ of trees in $T_\Delta$ and a finite multiset $M$ of states in $H$, define $(\langle G, M \rangle)$ as the set of all sub-multisets $M'$ of $M$ so that the multiset of languages $\{ \text{dom}_B(h) \mid h \in M' \}$ are simultaneously output recognizable by means of disjoint subtrees of trees in $G$.

Now assume that $p \in T_\Delta(x_1)$ where $p = s_1 \cdot \ldots \cdot s_m$ where each of the $s_j \in T_\Delta(x_1)$ is irreducible, i.e., cannot be written as a product of patterns different from $x_1$. For $p$, we define the auxiliary transformation $[p]^{\mathcal{g}}$ as the composition $[s_1]^{\mathcal{g}} \circ \cdots \circ [s_m]^{\mathcal{g}}$ where for an irreducible pattern $s \in T_\Delta(x_1)$, the transformation is defined as follows. First, $[s]^{\mathcal{g}} \epsilon = \epsilon$. For $\alpha = \alpha' (M, \phi)$, the pattern $s$ can only be used to satisfy the inspection need of the last pair in $\alpha$. Let $G$ denote the set of maximal distinct ground subtrees of $s$. Let $\phi'$ denote the set of multisets of inspection needs which become satisfiable when the ground terms from $G$ are additionally available, i.e., $\phi' = \{ R_1 \cup R_2 \mid R_1 \in \phi, R_2 \in \langle G, M \setminus R_1 \rangle \}$. Then $[s]^{\mathcal{g}} \alpha = \alpha'$ if $M \in \phi'$ and $[s]^{\mathcal{g}} \alpha = \alpha' (M, \phi')$ otherwise. Let $I$ the set of all possible generalized inspection needs. Let us introduce some notation. For a particular state $q$ and input tree $t$, let us define the inspection need $\eta_q(t)$ of $q$ for $t$ as follows. Assume that $t = f(t_1, \ldots, t_k)$ and $\tau$ is the rule of $A$ of the form $q(f(x_1 : h_1, \ldots, x_k : h_k)) \rightarrow p(x_j \mapsto q_j(x_j) \mid j \in J)$ such that $p \in T_\Delta(X_J)$ holds with $h_i : t_i$ for $i = 1, \ldots, k$. For the rule $\tau$, we define the transformation 

$[\tau] : (X_J \rightarrow I) \rightarrow I \text{ such that } \eta_q(t) = [\tau] \{ x_j \mapsto \eta_{q_j}(t_j) \mid j \in J \}$ holds.

The transformation $[\tau]^{\mathcal{g}}$ is defined by case distinction. If $J = \emptyset$, i.e., $p$ is ground, we check in how far $p$ itself is sufficient for $\eta_q$ to be output realizable. Let $\phi = \langle \langle \{p\}, \eta_q \rangle \rangle$. Then

$[\tau]^{\mathcal{g}} \emptyset = \begin{cases} \epsilon & \text{if } \eta_q \in \phi \\ (\eta_q, \phi) & \text{otherwise} \end{cases}$

$[\tau]^{\mathcal{g}} \{ x_j \mapsto \alpha \} = [p]^{\mathcal{g}} ((\eta_q, \emptyset) \alpha)$

Finally, assume that $J$ contains more than one index. Let $p = p' \{ x_j \mapsto p_j \cdot x_j \mid j \in J \}$ for maximal patterns $p_j \in T_\Delta(x_1)$. For $\alpha_j, j \in J$, assume that $p_j = p_j' \cdot u_j$ for some minimal suffix $u_j \in T_\Delta(x_1)$ with $[u_j]^{\mathcal{g}} \alpha_j = \epsilon$. These suffixes must exist, whenever $A$ is equivalent to some $\text{DT}_\text{uc}$ without inspection. Let $G$ denote the set of distinct maximal ground subtrees of $p' \{ x_j \mapsto p_j' \cdot x_j \mid j \in J, \text{ and } \phi = \langle \langle G, \eta_q \rangle \rangle$. Then we define

$[\tau]^{\mathcal{g}} \{ x_j \mapsto \alpha_j \mid x_j \in X_J \} = \begin{cases} \epsilon & \text{if } \eta_q \in \phi \\ (\eta_q, \phi) & \text{otherwise} \end{cases}$

We have:

**Lemma 17.** Assume that $A$ is the canonical earliest normal form of some $\text{DT}_\text{uc} A'$ without inspection. Let $q$ denote some state of $A$, i.e., an equivalence class of states of $A'$. Let $q' \in q$ be state of $A'$; let $p = \text{pref}_A(q')$ the maximal common prefix of outputs of $A'$ for $q'$, and $t \in \text{dom}_B(s(q))$. Then (1) $\eta_q(t)$ is defined and (2) $[p]^{\mathcal{g}} (\eta_q(t)) = \epsilon$.

The proof is by induction on the structure of $t$ where we use that for $q' : t \rightarrow s'$ and $q : t \rightarrow s$ we have that $s' = p \cdot s$ for $p = \text{pref}_A(q')$. 


By computing \( \eta_0(t) \), we partly recover information on the (unknown) common prefix \( p \) of the (yet to be constructed) \( DT_{ac} A' \) for \( q' \). By computing the set of all these inspection needs for \( q \), we determine the maximal requirement on a suffix of output already produced by \( A \) when reaching \( q \), whose delay then is sufficient to satisfy all possible future inspection needs. Therefore, let \( S[q] = \{ \eta_0(t) \mid t \in dom_{I}(\iota(q)) \} \). In order to calculate this set, we construct a constraint system \( C_I \) with unknowns \( X_q \), where \( q \) is state of \( A \). The system consists of one constraint per rule of \( A \). Assume that \( \tau \) is the rule \( q(f(\ldots)) \to p\{x_j \mapsto q_j(x_j) \mid j \in J \} \) where \( p \in T_{\Delta}(X_j) \) and \( q_j, j \in J \) are states of \( A \). Then the constraint system \( C_I \) has the constraint

\[
X_q \supseteq \{ [\tau]^t \{ x_j \mapsto \alpha_j \mid j \in J \} \mid \forall j \in J, \alpha_j \in X_{q_j} \}
\]

The given constraint system is over subsets of \( I \) where all right-hand sides are monotonic w.r.t. subset inclusion. Therefore, it has a least solution. Moreover, we have:

\begin{itemize}
  \item Lemma 18. Assume that \( A \) is a canonical \( DT_{ac} A' \) transducer which is equivalent to some \( DT_{ac} A' \) without inspection. Let \( X_q, q \) a state of \( A \), denote the least solution of the system of constraints \( C_I \). Then for each state \( q \) of \( A \): (1) \( X_q = S[q] \) and (2) the length of each \( \alpha \in S[q] \) is bounded by \( |A| \).
\end{itemize}

\textbf{Proof.} In order to verify the first statement, we prove by induction that the \( i \)th iterate \( X_q^{(i)} \) of the constraint system exactly equals the set of all \( \eta_0(t) \) for trees \( t \) of depth less than \( i \). For a proof of the second statement, we note that each \( \alpha \in S[q] \) is the inspection need of some execution starting in \( q \) which must be accomplished by every pattern available at \( q \). More precisely, for every state \( q \) of \( A \) there is a context \( t \in C_S \) such that \( \{q_0, h\} : t \to u \cdot \eta_0(x_1) \) holds where \( \iota(q) = h \). Here, we rely on the minimality of \( A \), implying that each state \( q \) can be reached in this way. Let \( T_0 \cdot \eta_0(x_1) \) denote the axiom of \( A \). Then \( t \) can be chosen in such a way that \( T_0 \cdot u \) consists of at most \( |A| \) factors. Since at least one factor of the pattern is required to realize the inspection at one rule, the upper bound to the lengths of inspection needs \( \alpha \in S[q] \) follows.

As a consequence, the sets \( S[q] \), \( q \) a state of \( A \), are effectively computable.

For a finite set \( S \subseteq I \), let \( t^S \) denote the minimal suffix \( v \) of \( t \) such that \( [v]^H \alpha = \epsilon \) for all \( \alpha \in S \). The states of the new \( DT_{ac} A' \) are pairs \( (q, s) \), \( q \) a state of \( A \) and \( s \in T_{\Delta}(x_1) \) an output pattern for \( A \), which will also be called the buffer. Assume that we are given for each state \( q \) of \( A \), the (finite) set \( S[q] \) of inspection needs which are to be satisfied by \( q \)-computations. Assume that \( T_0' = u \cdot v \) where \( v = (T_0)^S[q_0] \). Then the axiom of \( A' \) is given by \( u \cdot (q_0, v)(x_1) \). Assume that state \( (q, u) \) of \( A' \) has already been constructed, and \( \tau \) is a rule of \( A \) of the form \( q(f(\ldots)) \to p\{x_j \mapsto q_j(x_j) \mid j \in J \} \) where \( p \in T_{\Delta}(X_j) \).

If \( J = \emptyset \), \( A' \) has a rule \( (q, u)(f(\ldots)) \to u \cdot p \). In case that \( \eta_r \neq \epsilon, u \cdot p \) must be sufficient to satisfy the inspection needs incurred by the rule \( \tau \), i.e., \( \{\{u \cdot t, \eta_r\}\} \) must contain \( \eta_r \).

Next assume that \( J = \{j\} \), i.e., \( p = p' \cdot x_j \). Then \( [u \cdot p']^H((\eta_r, \emptyset)) = \epsilon \) must hold for all \( \alpha \in S[q_j] \). Therefore, there is a factorization such that \( u \cdot p' = u' \cdot v \) where \( v = (u \cdot p')^S[q_0] \); we add the rule \( (q, u)(f(\ldots)) \to u' \cdot (q', v)(x_j) \) to \( A' \). Finally, assume that \( J \) contains at least two elements. Then \( p \) is of the form \( p = p'\{x_j \mapsto p_j \cdot x_j \mid j \in J \} \) for \( p' \in T_{\Delta}(X_j) \) and maximal patterns \( p_j \in T_{\Delta}(x_1) \). For each \( j \in J \), there must be a factorization \( p_j = u_j \cdot v_j \) where \( v_j = (p_j)^S[q_0] \). Moreover, the subset \( G \) of ground subtrees of \( u, p' \) and \( u_j, j \in J \), must be sufficient to satisfy the inspection need of \( \tau \) itself, i.e., \( \{\{G, \eta_r\}\} \) contains \( \eta_r \). Then add the rule \( (q, u)(f(\ldots)) \to u \cdot p'\{x_j \mapsto u_j \cdot (q_j, v_j)(x_j) \mid j \in J \} \) to \( A' \). Correctness and termination of the construction follows from the following lemma.
Lemma 19. Assume that $A$ is the canonical earliest $DT_{uc}^t$ for a $DT_{uc} A''$ without inspection. Then the construction in Section 6 terminates with some $A'$ so that the following properties are satisfied:

1. $A$ is equivalent to $A'$;
2. Each inspection need $\eta_i$ of $A'$ is satisfiable;
3. For each constructed state $(q, u)$ of $A'$, $u \in T_\Delta(x_1)$ has length at most $|A|^2 \cdot (a - 1)$ if $a$ is the maximal rank of an input symbol.

Proof. Assume that $A$ is equivalent to some $A''$ without inspection, i.e., is the canonical earliest normal form of $A''$. This means that for states $q_1, q_2 \in A$, $t_1 \in C_\Sigma$ and $t_2 \in T_\Sigma$ with $(q_1, t(q_2)) : t_1 \rightarrow s_1 \cdot q_2(x_1)$, and $q_2 : t_2 \rightarrow s_2$ and all states $q'_1, q'_2$ of $A''$ so that $q'_1 \in q_i$, $(q'_1, t(q'_2)) : t \rightarrow s'_1 \cdot q'_2(x_1)$ and $q'_2 : t \rightarrow s'_2$, for some $s'_1, s'_2$, it holds that $v_1 \cdot s_1 = s'_1 \cdot v_2$ and $v_2 \cdot s_2 = s'_2$, with $\text{pref}_{A'}(q'_2)$.

Consider a pair $(q, u)$ returned by the construction and let $q \in q$ denote a state of $A''$ contained in $q$ with $v_q = \text{pref}_{A'}(q)$. Then $u$ is a suffix of $v_q$. Consequently, the set of all constructed states $(q, u)$ is finite, and all pre-conditions at the construction of rules are met. This means that all inspection needs of the resulting transducer are satisfiable. Moreover, we have that $q : t \rightarrow s$ holds for $A$ iff $(q, u) : t \rightarrow s'$ holds for $A'$ where $u \cdot s = s'$ – implying that $A$ and $A'$ are equivalent.

It remains to prove item (3), i.e., to provide an upper bound for the lengths of the patterns $u$ occurring in the construction as second components of states $(q, u)$ – not in terms of the transducer $A''$, but in terms of the transducer $A$, which serves as the input to the construction. According to the construction, we know that $u$ is a minimal pattern to satisfy all generalized inspection needs in $S[q]$.

First, assume that $(q, t(q)) : t \rightarrow s \cdot q(x_1)$ holds for $A$ some context $t \in C_\Sigma$ so that only rules $\tau$ are applied whose right-hand sides have occurrences of single variables only. In that case, $t = t_1, \ldots , t_m$ for irreducible contexts $t_i \in C_\Sigma$ where each computation for $t_i$ consists in the application of a single rule $\tau_i$. Case 1: $s = x_1$. Then $\eta_{\tau_i}$ must be $\emptyset$ for all $i = 1, \ldots , m$.

Case 2: $s \neq x_1$. Then $u \cdot s = v_1 \cdot u$ so that all inspections to be satisfied by the $\tau_i$ together can be satisfied by $u_1$ while $v$ is sufficient to satisfy all generalized inspection needs in $S[q]$. Accordingly, $|s|^{|A|^2 \cdot (a - 1)} \cdot |S| = \epsilon$ for each $\alpha \in S[q]$. Therefore, $s$ (independently of $u$) is at least to satisfy each $(M, \emptyset, x)$ occurring inside some $\alpha \in S[q]$.

Now assume for a contradiction, that a state $(q, u)$ is constructed where $u$ is of length exceeding $|A|^2 \cdot (a - 1)$. Then there is a minimal context $t \in C_\Sigma$ of the form $t = t' \cdot t_1 \cdot \ldots \cdot t_n \cdot t''$ for $N = |A|^2 \cdot (a - 1) + 1$ such that $(q_1, t(q')) : t' \rightarrow s' \cdot q'(x_1)$, $(q', t(q'')) : t \rightarrow s_1 \cdot q'(x_1)$ for $i = 1, \ldots , N$ with $s_i \neq x_1$ and $(q', t(q')) : t' \rightarrow s'' \cdot q(x_1)$ so that for some $v_0 \in T_\Delta(x_1)$, one of the following two conditions holds:

1. The axiom of $A$ is of the form $s_0 \cdot v_1 \cdot q_1(x_1)$; or
2. there is a right-hand side of a rule of $A$ which is of the form $p(x_j \rightarrow v'_j \cdot q'_j(x_j) \mid j \in J)$ for some $J$ of cardinality exceeding $1$, where $v_1 = v'_j$ and $q_1 = q'_j$ for some $j^* \in J$.

By construction, all inspection needs along the way, are satisfied by $v_1 \cdot s'$. According to our observation above, though, $u$ must be a suffix of $s_2 \cdot \ldots \cdot s_n \cdot s''$ – contradicting the minimality of the context $t$. We conclude that the maximal length of the buffer is bounded by $|A|^2 \cdot (a - 1)$.

In summary, we have shown:

Theorem 20. (1) For a $DT_{uc}^t (DT_{lin}^t)$ $A$ it is decidable if is equivalent to a $DT_{uc} (DT_{lin}) A'$, and if so, such $A'$ can be constructed. (2) For a $DT_{uc}^t (DT_{lin}^t) A$ is decidable if $A$ is equivalent to a $DT_{uc} (DT_{lin}) A'$, and if so, such $A'$ can be constructed.
In Section 2 we have seen that a bottom-up deterministic transducer ($DB$) can be seen as a particularly simple $DT_{uc}$ transducer. Accordingly, we obtain as a corollary:

**Corollary 21.** Let $A$ be a (linear) $DB$. It is decidable if an equivalent $DT_{uc}$ ($DT_{lin}$) or an equivalent $DT_{uc}$ ($DT_{lin}$) exists, and if so, such a transducer can be constructed.

7 Conclusion

We showed for two natural subclasses of deterministic top-down tree transducers how to remove (bottom-up deterministic) look-ahead and replace it whenever possible, with (top-down deterministic) inspection. We then also showed for the given classes how to remove inspection (if possible). The constructions are technically intricate, but crucially rely on canonical earliest normal forms for the transducers in question. As a corollary we obtain that for a given deterministic bottom-up transducer it is decidable whether or not it can be realized by a deterministic bottom-up tree transducer that is either $uc$ or linear.

One may wonder if our results imply that for a given deterministic bottom-up tree transducer $U$ it is decidable whether or not it can be realized by an arbitrary deterministic top-down tree transducer. I.e., if $U$ can be realized by top-down transducer can be realized by a $uc$ such transducer? Interestingly, this is not the case: let $h_a, h_b$ be look-ahead states that indicate that the left-most leaf of the input tree is labeled $a$ and $b$, respectively and consider a transducer which has these rules (for every $h \in \{h_a, h_b\}$):

\[
q_0(f(x_1 : h_a, x_2 : h)) \rightarrow g(a, b, qd(x_2))
\]

\[
q_0(f(x_1 : h_b, x_2 : h)) \rightarrow g(c, d, qd(x_2))
\]

The corresponding translation can be realized by a deterministic top-down tree transducer! However, the transducer is not $uc$ (viz. the output leaves $a$ and $b$ must be produced by different states, but both on the input variable $x_1$).
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1 Introduction

A type-theoretic implicit automata theory. This paper explores connections between the languages recognized by automata and those definable in certain typed $\lambda$-calculi (minimalistic functional programming languages). It is intended to be the first in a series, whose next installments will investigate the functions computable by transducers (automata with output, see e.g. [15, 36]). Insofar as programming language theory is related to proof theory, via the Curry–Howard correspondence, we are therefore trying to bridge logic and automata. That said, our work does not fit in the “logics as specification languages” paradigm, exemplified by the equivalence of recognition by finite-state automata and Monadic Second-Order Logic (MSO). One could sum up the difference by analogy with the two main approaches to machine-free complexity: implicit computational complexity (ICC) and descriptive complexity.
Both aim to characterize complexity classes without reference to a machine model, but the methods of ICC have a more computational flavor.

<table>
<thead>
<tr>
<th>complexity paradigm</th>
<th>declarative</th>
<th>functional</th>
</tr>
</thead>
<tbody>
<tr>
<td>automata theory</td>
<td>Descriptive Complexity</td>
<td>Implicit Computational Complexity</td>
</tr>
</tbody>
</table>

To our knowledge, very few works have looked at this kind of “type-theoretic” or “proof-theoretic” ICC for automata. Let us mention a few recent papers (that we will discuss further in §7) concerning transducers [13, 10] and multi-head automata [46, 28] and, most importantly, a remarkable result from 1996 that provides our starting point:

▶ **Theorem 1.1** (Hillebrand & Kanellakis [24, Theorem 3.4]). *A language \( L \subseteq \Sigma^* \) can be defined in the simply typed \( \lambda \)-calculus by some closed \( \lambda \)-term of type \( \text{Str}_\Sigma[A] \rightarrow \text{Bool} \) for some type \( A \) (that may depend on \( L \)) if and only if it is a regular language.*

Let us explain this statement. We consider a grammar of simple types with a single base type:

\[
A, B ::= o | A \rightarrow B,
\]

and use the Church encodings of booleans and strings:

\[
\text{Bool} = o \rightarrow o \rightarrow o \quad \text{Str}_\Sigma = (o \rightarrow o) \rightarrow \ldots \rightarrow (o \rightarrow o) \rightarrow o \rightarrow o
\]

with \( |\Sigma| \) arguments of type \( (o \rightarrow o) \), where \( \Sigma \) is a finite alphabet. Moreover, given any other chosen type \( A \), one can form the type \( \text{Str}_\Sigma[A] \) by substituting \( A \) for the ground type \( o \):

▶ **Notation 1.2.** For types \( A \) and \( B \), we denote by \( B[A] \) the substitution \( B\{o := A\} \) of every occurrence of \( o \) in \( B \) by \( A \).

Every closed \( \lambda \)-term \( t \) of type \( \text{Str}_\Sigma \) can also be seen as a term of type \( \text{Str}_\Sigma[A] \). (This is a way to simulate a modicum of parametric polymorphism in a monomorphic type system.) It follows that any closed \( \lambda \)-term of type \( \text{Str}_\Sigma[A] \rightarrow \text{Bool} \) in the simply typed \( \lambda \)-calculus defines a predicate on strings, i.e. a language \( L \subseteq \Sigma^* \).

Although little-known\(^1\), Hillebrand and Kanellakis’s theorem should not be surprising in retrospect: there are strong connections between Church encodings and automata (see e.g. [45, 48, 34]), that have been exploited in particular in higher-order model checking for the past 15 years [2, 38, 25, 21, 23, 49]. This is not a mere contrivance: these encodings have been a canonical data representation for \( \lambda \)-calculi for much longer\(^2\).

**Star-free languages.** We would like to extend this result by characterizing strict subclasses of regular languages, the most famous being the star-free languages. Recall that the canonicality of the class of regular languages is firmly established by its various definitions: regular expressions, finite automata, definability in MSO and the algebraic characterization.

▶ **Theorem 1.3** (cf. [44, §II.2.]). *A language \( L \subseteq \Sigma^* \) is regular if and only if for some finite monoid \( M \), some subset \( P \subseteq M \) and some monoid morphism \( \varphi \in \text{Hom}(\Sigma^*, M) \), \( L = \varphi^{-1}(P) \).*

Similarly, the seminal work of Schützenberger, Petrone, McNaughton and Papert in the 1960s (see [47] for a historical discussion) has led to many equivalent definitions for star-free languages, with the algebraic notion of aperiodicity playing a key role:

---

\(^1\) See e.g. Damiano Mazza’s answer to this MathOverflow question: [https://mathoverflow.net/q/296879](https://mathoverflow.net/q/296879).

\(^2\) They were introduced for booleans and integers by Church in the 1930s, and later generalized by Böhm and Berarducci [12], see also [http://okmij.org/ftp/tagless-final/course/Boehm-Berarducci.html](http://okmij.org/ftp/tagless-final/course/Boehm-Berarducci.html). (Similar ideas appear around the same time in [31].) As for the refined encodings with linear types that we use later, they already appear in Girard’s founding paper on linear logic [17, §5.3.3].
Definition 1.4. A monoid $M$ is aperiodic when any sequence of iterated powers is eventually constant, i.e. for any $x \in M$ there exists an exponent $n \in \mathbb{N}$ such that $x^n = x^{n+1}$.

Theorem 1.5 (cf. [47]). For a language $L \subseteq \Sigma^*$, the following conditions are equivalent:

1. $L$ is defined by some star-free regular expression: $E, E' ::= \emptyset \mid \{a\} \mid E \cup E' \mid E \cdot E' \mid E^*$ where $a$ can be any letter in $\Sigma$ and $E^*$ denotes the complement of $E ([E^*] = \Sigma^* \setminus [E])$;
2. $L = \varphi^{-1}(P)$ for some finite and aperiodic monoid $M$, some subset $P \subseteq M$ and some monoid morphism $\varphi \in \text{Hom}(\Sigma^*, M)$;
3. $L$ is recognized by a deterministic finite automaton whose transition monoid is aperiodic;
4. $L$ is definable in first-order logic.

Attempting to capture star-free languages in a $\lambda$-calculus presents a serious methodological challenge: they form a strict subclass of uniform $\mathbb{AC}^0$, and, as far as we know, type-theoretic ICC has never managed before to characterize complexity classes as small as this.

Non-commutative affine types. Monoids appear in typed $\lambda$-calculi when one looks at the functions from a type $A$ to itself, i.e. at the (closed) terms of type $A \to A$. At first glance, it seems difficult indeed to enforce the aperiodicity of such monoids via a type system. For instance, one needs to rule out $\text{not} = \lambda b. \lambda x. \lambda y. b \, y \, x : \text{Bool} \to \text{Bool}$ since it “has period two”: its iteration yields the sequence (modulo $\beta\eta$-conversion) $\text{not}, \text{id}, \text{not}, \text{id}, \ldots$ (where $\text{id} = \lambda b. b$) which is not eventually constant. Observe that not essentially exchanges the two arguments of $b$; to exclude it, we are therefore led to require functions to use their arguments in the same order that they are given in.

It is well-known that in order to make such a non-commutative $\lambda$-calculus work – in particular to ensure that non-commutative $\lambda$-terms are closed under $\beta$-reduction – one needs to make the type system affine, that is, to restrict the duplication of data. This is achieved by considering a type system based on Girard’s linear$^3$ logic [17], a system whose “resource-sensitive” nature has been previously exploited in ICC [20, 19]. Not coincidentally, the theme of non-commutativity first appeared in a form of linear logic ante litteram, namely the Lambek calculus [29], and resurfaced shortly after the official birth of linear logic: it is already mentioned by Girard in a 1987 colloquium [18].

We shall therefore introduce and use a variant of Polakow and Pfenning’s Intuitionistic Non-Commutative Linear Logic [39, 40], making a distinction between two kinds of function arrows: $A \to B$ and $A \to B$ are, respectively, the types of affine functions and non-affine functions from $A$ to $B$. Accordingly:

Definition 1.6. A type is said to be purely affine if it does not contain the “$\to$” connective.

In our system that we call the $\lambda\rho$-calculus, the types of Church encodings become

$$\text{Bool} = o \to o \to o \quad \text{Str}_\Sigma = (o \to o) \to \ldots \to (o \to o) \to (o \to o)$$

where $\text{Str}_\Sigma$ has $|\Sigma|$ arguments$^4$ of type $(o \to o)$. Setting $\text{true} = \lambda x. \lambda y. x : \text{Bool}$ and $\text{false} = \lambda x. \lambda y. y : \text{Bool}$ for the rest of the paper, we can now state our main result:

Theorem 1.7. A language $L \subseteq \Sigma^*$ is star-free if and only if it can be defined by a closed $\lambda\rho$-term of type $\text{Str}_\Sigma[A] \to \text{Bool}$ for some purely affine type $A$ (that may depend on $L$).

---

$^3$ The main difference between so-called linear and affine type systems is that the latter allow weakening, that is, to not use some argument. Typically, $\lambda x. \lambda y. x$ is affine but not linear while $\lambda x. x \, x$ is neither linear nor affine. The type system that we use in this paper is affine, not strictly linear.

$^4$ $o \to o$ occurs $|\Sigma| + 1$ times in $\text{Str}_\Sigma$: $|\Sigma|$ arguments plus the output.
However, if we use the commutative variant of the λ℘-calculus instead, then what we get is the class of regular languages (Theorem 5.1), just as in Hillebrand and Kanellakis’s theorem. As far as we know, non-commutative type systems have never been applied to implicit complexity before (but they have been used to control the expressivity of a domain-specific programming language [26]). Previous works indeed tend to see non-commutative λ-terms (or proof nets) as static objects, and to focus on their topological aspects (e.g. [6, 51, 35]), though there is another tradition relating self-dual non-commutativity to process algebras⁵ [41, 22].

Proof strategy. As usual in implicit computational complexity, the proof of Theorem 1.7 consists of a soundness part – “every λ℘-definable language is star-free” – and an extensional completeness part – the converse implication. In our case, soundness is a corollary of the following property of the purely affine fragment of the λ℘-calculus – what one might call the planar⁶ affine λ-calculus (cf. [1, 51]):

▶ Theorem 1.8 (proved in §3). For any purely affine type A, the set of closed λ℘-terms of type A → A, quotiented by βη-convertibility and endowed with function composition (f ○ g = λx.f (g x)), is a finite and aperiodic monoid.

Extensional completeness turns out here to be somewhat deeper than the “programming exercise of limited theoretical interest” [33, p. 137] that one generally finds in ICC. Indeed, we have only managed to encode star-free languages in the λ℘-calculus by relying on a powerful tool from semigroup theory: the Krohn–Rhodes decomposition [27].

Plan of the paper. After having defined the λ℘-calculus in §2, we prove Theorem 1.7: soundness is treated in §3 and extensional completeness in §4. Then we discuss the analogous results for the commutative variant of the λ℘-calculus and its extension with additives (§5), our plans for the next papers in the series (§6) and finally some related work (§7).

Prerequisites. We assume that the reader is familiar with the basics of λ-calculi and type systems, but require no prior knowledge of automata theory. This choice is motivated by the impression that it is more difficult to introduce the former than the latter in a limited number of pages. Nevertheless, we hope that our results will be of interest to both communities.

2 Preliminaries: the λ℘-calculus and Church encodings

The terms and types of the λ℘-calculus are defined by the respective grammars

\[ A, B ::= o \mid A \rightarrow B \mid A \rightarrow o \quad t, u ::= x \mid t u \mid \lambda^x.t \mid \lambda^o.t \]

As always, the λ℘ terms are identified up to α-equivalence (both λ⁺ and λ⁰ are binders). There are two rules for β-reduction (closed under contexts)

\[ (\lambda^x.t) u \rightarrow_β t[x := u] \quad (\lambda^o.t) u \rightarrow_β t[x := u] \]

⁵ This connection with the sequential composition of processes can be seen as a sort of embodiment of Girard’s slogan “time is the contents of non-commutative linear logic” [18, IV.6]. But generally, these works follow a “proof search as computation” paradigm (logic programming) rather than “normalization as computation” (functional programming).

⁶ Hence our choice of name: the “Weierstraß P” character “℘” in “λ℘” stands for “planar”.

and the remaining conversion rules are the expected \( \eta \)-reduction/\( \eta \)-expansion rules.

The typing judgements make use of dual contexts (a common feature originating in [7]): they are of the form \( \Gamma \mid \Delta \vdash t : A \) where \( t \) is a term, \( A \) is a type, \( \Gamma \) is a set of bindings of the form \( x : B \) (\( x \) being a variable and \( B \) a type), and \( \Delta \) is an ordered list of bindings – this order is essential for non-commutativity. The typing rules are given in Figure 1, where \( \Delta \cdot \Delta' \) denotes the concatenation of the ordered lists \( \Delta \) and \( \Delta' \). For both \( \Gamma, \Gamma', \ldots \) and \( \Delta, \Delta', \ldots \) we require each variable to appear at most once on the left of a colon.

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \\
\Gamma \mid \Delta \vdash u : B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

\[ \begin{array}{c}
\Gamma \mid x : A \vdash x : A \\
\Gamma \mid \Delta \vdash t : A \rightarrow B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \\
\Gamma \mid \Delta' \vdash t : A
\end{array} \]

when \( \Delta \) is a subsequence of \( \Delta' \)

**Figure 1** The typing rules of the \( \lambda \wp \)-calculus (see Appendix C in [37] for examples of derivations).

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \rightarrow B \\
\Gamma \mid \Delta \vdash u : A \\
\Gamma \mid \Delta \vdash (x : A) \vdash t : B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \rightarrow B \\
\Gamma \mid \Delta \vdash u : A \\
\Gamma \mid \Delta \vdash (x : A) \vdash t : B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \\
\Gamma \mid \Delta \vdash u : A \\
\Gamma \mid \Delta \vdash (x : A) \vdash t \bowtie B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \\
\Gamma \mid \Delta \vdash u : A \\
\Gamma \mid \Delta \vdash (x : A) \vdash t \bowtie B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \\
\Gamma \mid \Delta \vdash u : A \\
\Gamma \mid \Delta \vdash (x : A) \vdash t \bowtie B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

\[ \begin{array}{c}
\Gamma \mid \Delta \vdash t : A \\
\Gamma \mid \Delta \vdash u : A \\
\Gamma \mid \Delta \vdash (x : A) \vdash t \bowtie B \\
\Gamma \mid \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

**Remark 2.1.** Unlike Polakow and Pfenning’s system [39, 40], the \( \lambda \wp \)-calculus:

- contains two function types instead of four\(^7\), with the top two rows of Figure 1 corresponding almost exactly\(^8\) to the rules given for those connectives in [39];
- is affine instead of linear, as expressed by the “ordered weakening” rule at the bottom of Figure 1 – this seems important to get enough expressive power for our purposes\(^9\).

**Remark 2.2.** Morally, the non-affine variables “commute with everything”. More formally, one could translate the \( \lambda \wp \)-calculus into a non-commutative version of Intuitionistic Affine Logic whose exponential modality “!” incorporates the customary rules (see e.g. [50])

\[ \begin{array}{c}
\Gamma, A, B, \Delta \vdash C \\
\Gamma, B, A, \Delta \vdash C \\
\Gamma, \Delta \vdash (x : A) \vdash t : B \\
\Gamma, \Delta \vdash \lambda x. t : A \rightarrow B
\end{array} \]

**Proposition 2.3.** The \( \lambda \wp \)-calculus enjoys subject reduction and admits normal forms (that is, every well-typed \( \lambda \wp \)-term is convertible to a \( \beta \)-normal \( \eta \)-long one).

**Proof sketch.** This is routine: subject reduction follows from a case analysis, while the fact that the simply typed \( \lambda \)-calculus has normal forms entails that the \( \lambda \wp \)-calculus also does (the obvious translation preserves the \( \beta \)-reduction and \( \eta \)-expansion relations).

We have already seen the type \( \text{Str}_\Sigma = (o \rightarrow o) \rightarrow \ldots \rightarrow (o \rightarrow o) \rightarrow (o \rightarrow o) \) of Church-encoded strings in the introduction. Let us now introduce the term-level encodings:

---

\(^7\) Our “\( \rightarrow \)” and “\( \bowtie \)” are called “intuitionistic functions” and “right ordered functions” in [39]; we have no counterpart for the “linear [commutative] functions” and “left ordered functions” in the \( \lambda \wp \)-calculus.

\(^8\) Usually, the linear/affine distinction does not matter for implicit computational complexity if we allow collecting the garbage produced during the computation in a designated part of the output, as in e.g. [30]. But non-commutativity obstructs the free movement of garbage.
Definition 2.4. Let Σ be a finite alphabet, $w = w[1] \ldots w[n] \in \Sigma^*$ be a string, and for each $c \in \Sigma$, let $t_c$ be a $\lambda\Sigma$-term (on which the next proposition will add typing assumptions). We abbreviate $(t_c)_{c \in \Sigma}$ as $\vec{t}_\Sigma$, and define the $\lambda\Sigma$-term $w^\dagger(\vec{t}_\Sigma) = \lambda^x.t_{w[1]}(...) (t_{w[n]} x)\ldots$.

Given a total order $c_1 < \ldots < c_{|\Sigma|}$ on the alphabet $\Sigma = \{c_1, \ldots, c_{|\Sigma|}\}$, the Church encoding of any string $w \in \Sigma^*$ is $\overline{w} = \lambda^x.f_{c_1} \ldots \lambda^x.f_{c_{|\Sigma|}}.w^\dagger(\vec{f}_\Sigma)$.

This is simpler than the notation might suggest: as an example, for $\Sigma = \{a, b\}$ with $a < b$, $\overline{baa} = \lambda^x.f_a \lambda^x.f_b \lambda^x.f_a(f_a(x))$. Our choice of presentation is meant to stress the role of the open subterm $(baa)^\dagger(\vec{f}_{a,b}) = \lambda^x.f_b(f_a(x))$, cf. Remark 2.9.

We now summarize the classical properties of the Church encoding of strings.

Proposition 2.5. We reuse the notations of the above definition.

Assume that there is a type $A$ and a typing context $\Gamma$ such that for all $c \in \Sigma$, $\Gamma \vdash t_c : A \rightarrow A$. Then $\Gamma \vdash w^\dagger(\vec{t}_\Sigma) : A \rightarrow A$.

In particular, $\{f_c : o \rightarrow o \mid c \in \Sigma\} \vdash w^\dagger(\vec{f}_\Sigma) : o \rightarrow o$ for any variables $(f_c)_{c \in \Sigma}$.

Furthermore, in the case of variables, $w \in \Sigma^* \mapsto w^\dagger(\vec{f}_\Sigma)$ is in fact a bijection between the strings over $\Sigma$ and the $\lambda\Sigma$-terms $u$ such that $\{f_c : o \rightarrow o \mid c \in \Sigma\} \vdash u : o \rightarrow o$ and considered up to $\beta\eta$-conversion$^{10}$.

It follows from the above that $w \in \Sigma^* \mapsto \overline{w}$ is a bijection from $\Sigma^*$ to the set of closed $\lambda\Sigma$-terms of type $\text{Str}_\Sigma$ modulo $\beta\eta$.

Finally, with the assumptions on $t_c$ of the first item, we have $\overline{w} t_{c_1} \ldots t_{c_{|\Sigma|}} \rightarrow^* w^\dagger(\vec{t}_\Sigma)$.

Example 2.6. Given two closed $\lambda\Sigma$-terms $t_a, t_b : \text{Bool} \rightarrow \text{Bool}$, one can define the term $g = \lambda^x.s.t_a t_b \ \text{false : Str}_{a,b}[\text{Bool}] \rightarrow \text{Bool}$. Then for any $w = w[1] \ldots w[n] \in \{a,b\}^*$, we have $g \overline{w} \rightarrow^* w^\dagger(\vec{t}_{a,b}) \ \text{false} \rightarrow^* w^\dagger(\vec{t}_{a,b}) \\text{false} \rightarrow \overline{w} t_{w[1]}(...) (t_{w[n]} \text{false})$.

For $t_a = \lambda^x.\text{true}$ and $t_b = \lambda^x.\ x, \ g$ decides the language of words in $\{a,b\}^*$ that contain at least one $a$; this language is indeed star-free as it can be expressed as $o^*a^*o^*$.

Coming back to a point raised in the introduction, if negation were definable by a $\lambda\Sigma$-term $\text{not} : \text{Bool} \rightarrow \text{Bool}$, then for $t_a = t_b = \text{not}$, the language decided by $g$ would consist of words of odd length: a standard example of regular language that is not star-free.

Remark 2.7. Actually, the $\lambda\Sigma$-term $\lambda^x.b \ \text{false true : Bool}[\text{Bool}] \rightarrow \text{Bool}$ does “define negation”. A point of utmost importance is that because of the heterogeneity of the input and output types, this term does not contradict Theorem 1.8 and cannot be iterated by a Church-encoded string. Monomorphism is therefore crucial for us: if our type system had actual polymorphism, one could give $\text{not}^\dagger$ the type $(\forall a. \text{Bool}[a]) \rightarrow (\forall a. \text{Bool}[a])$, whose input and output types are equal, and then the words of odd length would be $\lambda\Sigma$-definable.

An analogous phenomenon in the simply typed $\Lambda$-calculus is that one can define $n \mapsto 2^n$ on the type of Church numerals $\text{Nat}$ by a term of type $\text{Nat}[o \rightarrow o] \rightarrow \text{Nat}$, but not by a term of type $\text{Nat} \rightarrow \text{Nat}$ (since iterating it would give rise to a tower of exponentials of variable height, which is known to be inexpressible by any $\text{Nat}[A] \rightarrow \text{Nat}$).

Yet our ersatz of polymorphism still allows for some form of compositionality that will prove useful in several places in §4 (the proof may be found in Appendix B in [37]):

Lemma 2.8. If $\vdash t : A[T] \rightarrow B$ and $\vdash u : B[U] \rightarrow C$, then $\vdash x.t.u(t \ x) : A[T[U]] \rightarrow C$.

Remark 2.9. One final observation on Church encodings: when the context $\Gamma$ of non-affine variables contains $f_c : o \rightarrow o$ for each $c \in \Sigma$, then any string $w \in \Sigma^*$ can be represented as

---

$^{10}\eta$-conversion is necessary to identify $\lambda^x.f.\ \text{Str}_{(a)}$ with $\overline{x} = \lambda^x.f.\ \text{Str}_{(a)}$. 

the open λ℘-term Γ | ... ⊢ w^δ(f^δ): o → o in that context, and such strings can even be concatenated by function composition. The point is that this gives us a kind of purely affine type of strings, which will allow us in §4.2 to encode sequential transducers as λ℘-terms of type \( \text{Str}_\Sigma[A] \rightarrow \text{Str}_\Pi \) for some purely affine type \( A \) (compare Theorem 1.7).

3 Proof of soundness

As stated in the introduction, the soundness part of our main Theorem 1.7 will follow from Theorem 1.8, so we start this section by proving the latter. First, the monoid structure on the closed λ℘-terms of any type \( A \rightarrow A \) can be verified routinely: both \((f \circ g) \circ h\) and \(f \circ (g \circ h)\) β-reduce to \(X^x. f (g (h x))\), and \(X^x. x\) provides the identity element. The finiteness of this monoid for \( A \) purely affine comes from a slightly more general statement:

▶ Proposition 3.1. For any purely affine type \( B \), there are finitely many βη-equivalence classes of closed λ℘-terms of type \( B \).

Proof. This is a well-known property of affine type systems: here, non-commutativity plays no role. We provide a proof in Appendix B in [37].

The substantial part of Theorem 1.8 is the aperiodicity of this monoid. It is here that non-commutativity comes into play. Morally, it is a kind of monotonicity condition that λ℘-terms obey. A first idea would therefore be to seek to exploit the fact that the monoid of monotone functions on an ordered set is aperiodic. What we end up using is closely related:

▶ Lemma 3.2. For any \( k \in \mathbb{N} \), the monoid of partial non-decreasing functions from \( \{1, \ldots, k\} \) to itself (endowed with usual function composition) is aperiodic.

Proof. Let \( f : \{1, \ldots, k\} \rightarrow \{1, \ldots, k\} \) be non-decreasing. For any \( i \in \{1, \ldots, k\} \), the sequence \( (f^n(i))_{n \in \mathbb{N}} \) is either non-increasing or non-decreasing as long as it is defined (depending on whether \( i \geq f(i) \) or \( i \leq f(i) \)); so at some \( n = N_i \), either it becomes undefined or it reaches a fixed point of \( f \). By taking \( N = \max_{1 \leq i \leq k} N_i \), we have \( f^N = f^{N+1} \).

This underlies the proof of the key lemma below, that allows one to reduce the aperiodicity of some \( t : A \rightarrow A \) to the aperiodicity of λ℘-terms at smaller types.

▶ Notation 3.3. \( \Delta \vdash t : A \) is an abbreviation for \( \varnothing | \Delta \vdash t : A \) (indeed, the context of non-affine variables will be generally empty in our proof).

▶ Notation 3.4. Let \( u_1, \ldots, u_k \) and \( v_1, \ldots, v_l \) be λ℘-terms. The notation \( \bar{v}[\bar{y} := \bar{u}] \) denotes the componentwise parallel substitution \( (v_i[y_1 := u_1, \ldots, y_k := u_k])_{1 \leq i \leq l} \).

▶ Lemma 3.5. Let \( t = X^x. X^y_1. \ldots X^y_m. x u_1 \ldots u_k \) be a well-typed closed λ℘-term of type \( A \rightarrow A \) in \( \eta \)-long form, so that \( x : A, y_1 : B_1, \ldots, y_k : B_k \vdash x u_1 \ldots u_k : o \) with \( A = B_1 \rightarrow \ldots \rightarrow B_k \rightarrow o \). Then:

- \( t^n = t \circ \ldots \circ t \) \( (n \text{ times}) \) is β-convergent to \( X^x. X^y_1. \ldots X^y_m. x u_1^{(n)} \cdots u_k^{(n)} \) where \( \bar{u}^{(0)} = (y_1, \ldots, y_k), \bar{u}^{(n+1)} = \bar{u}^{(n)}[\bar{y} := \bar{u}] \);

- For large enough \( n \in \mathbb{N} \), each \( u_i^{(n+1)} \) depends only on \( u_i^{(n)} \) for the same \( i \in \{1, \ldots, k\} \). More precisely, there exists \( N \in \mathbb{N} \) such that for all \( i \in \{1, \ldots, k\} \) there exists a well-typed closed λ℘-term \( t'_i : B_i \rightarrow B_i \) such that for all \( n \geq N, u_i^{(n+1)} = t'_i u_i^{(n)} \).
Proof. The first item is established by induction: abbreviating $X^x y_1 \ldots X^x y_k$, as $X^x \tilde{y}$,
\[
\begin{align*}
t \circ (X^x X^y x u_1^{(n)} \ldots u_k^{(n)}) &= _\beta X^x X^y x u_1^{(n)} \ldots u_k^{(n)} u_1 \ldots u_k \\
&= _\beta X^x X^y x (u_1^{(n)}[\tilde{y} := \tilde{u}]) \ldots u_k^{(n)}([\tilde{y} := \tilde{u}])
\end{align*}
\]
We invite the reader to reproduce the full computation to check that no spurious capture of free variables happens.

For the second item, let us define the partial function $\mu_{\tilde{y}} : \{1, \ldots, k\} \to \{1, \ldots, k\}$
by $\mu_{\tilde{y}}(i) = j \iff y_i \in \text{FV}(u_j)$. ($\text{FV}(u)$ denotes the set of free variables of $u$.)

The relation on the right-hand side of the equivalence is indeed a partial function because of
the affinity of $t = X^x X^y_1 \ldots X^y_k, z u_1 \ldots u_k$. One can also show that for all $n \in \mathbb{N}$,
$\text{FV}(u_i^{(n)}) = \{y_j | (\mu_{\tilde{y}})^n(j) = i\}$.

As a consequence of non-commutativity, $\mu_{\tilde{y}}$ is non-decreasing. This is because for the
typing judgment on $x u_1 \ldots u_k$ to hold, there must exist $\Delta_1, \ldots, \Delta_k$ such that:
\begin{itemize}
  \item for all $j \in \{1, \ldots, k\}$, $\Delta_j \vdash u_j$ and $\forall i, y_i \in \text{FV}(u_j) \iff (y_i : B_i) \in \Delta_j$;
  \item $\Delta_1 \ldots \Delta_k$ is an ordered subsequence of $(y_1 : B_1) \ldots (y_k : B_k)$.
\end{itemize}

Therefore, by Lemma 3.2, there exists $N \in \mathbb{N}$ such that $(\mu_{\tilde{y}})^N = (\mu_{\tilde{y}})^{N+1}$.

Next, let $i \in \{1, \ldots, k\}$. We may reformulate our goal as finding $t'_i : B_i \to B_i$ such that
\[
t'_i u_i^{(N+n)} = \beta y_j u_i^{(N+n+1)}
\]
for all $n \in \mathbb{N}$. The simple case is when $i \notin (\mu_{\tilde{y}})^N(\{1, \ldots, k\})$:
$u_i^{(N)}$ has no free variables, so $u_i^{(N+1)} = u_i^{(N)}[\tilde{y} := \tilde{u}] = u_i^{(N)}$: we may then take $t'_i = X^x z \ldots z$.

For the remainder of the proof we assume otherwise, that is, we take $i$ in the range of $(\mu_{\tilde{y}})^N$.

First, $\tilde{u}^{(n+1)} = \tilde{u}^{(n)}[\tilde{y} := \tilde{u}^{(n)}]$ because parallel substitution is associative.11 Thus,
\[
\forall n \in \mathbb{N}, u_i^{(N+n+1)} = u_i \left[ y_j := u_j^{(N+n)} \right]
\]
for $j \in \{1, \ldots, k\}$ such that $\mu_{\tilde{y}}(j) = i$.

Any $j \in \{1, \ldots, k\} \setminus \{i\}$ such that $\mu_{\tilde{y}}(j) = i$ is not a fixed point of $\mu_{\tilde{y}}$ and therefore is not
in the range of $(\mu_{\tilde{y}})^N$ since $(\mu_{\tilde{y}})^N = (\mu_{\tilde{y}})^{N+1} = \mu_{\tilde{y}} \circ (\mu_{\tilde{y}})^N$.
By the simple case already treated, we then have $u_j^{(N+n)} = u_j^{(N)}$. This allows us to write the above equation as
\[
u_i^{(N+n+1)} = u_i \left[ y_i := u_i^{(N+n)} \right] \quad \text{where} \quad r_i = u_i \left[ y_j := u_j^{(N)} \right]
\]
for $j \in \{1, \ldots, k\}$ such that $\mu_{\tilde{y}}(j) = i$.

Using $\beta$-conversion, $u_i^{(N+n+1)} = X^x y_i, r_i u_i^{(N+n)}$. We conclude by setting $t'_i = (X^x y_i, r_i)$. It is clear that this $\lambda\beta$-term is closed, but one should check that it is well-typed; to do so, one
convenient observation is that the $u_j^{(N)}$ are closed (because $j \notin (\mu_{\tilde{y}})^N(\{1, \ldots, k\})$)
and well-typed (as closed subterms of a reduct of the $N$-fold composition $t^N$).

The remainder of the proof of Theorem 1.8 is essentially bureaucratic.

Proof of the aperiodicity part of Theorem 1.8. Let $t : A \to A$; our goal is to show that the
sequence $t^n = t \circ \ldots \circ t$ is eventually constant modulo $\beta\eta$. We shall do so by induction on
the size of $A$. The type $A$ is purely affine by assumption, and can therefore be written as $B_1 \to \ldots \to B_m \to A$ where the $B_i$ are also purely affine for $i \in \{1, \ldots, m\}$. The base case $m = 0$ being trivial, we assume $m \geq 1$. In this case, by Proposition 2.3, $t$ has an $\eta$-long
$\beta$-normal form $t = X^x y_1 \ldots X^y z u_1 \ldots u_k$ where $z$ is a variable. There are two cases:
\begin{itemize}
  \item $z = y_i$ for some $i$. Then $(y_i : B_i) \cdot \Delta \vdash z u_1 \ldots u_k$ by application rule (we omit the
    non-affine context $\Gamma$ which will always be empty during this proof). The abstraction rule
    only allows introducing $X^y z$ when $(y_i : B_i)$ is on the right, so by then $\Delta$ must have been
\end{itemize}

---

11 More precisely, $(t^1_1[\tilde{x} := \tilde{t}_1])[\tilde{y} := \tilde{t}_0] = t_1[\tilde{x} := \tilde{t}_2[\tilde{y} := \tilde{t}_0]]$ when $\tilde{y} \cap (\text{FV}(	ilde{t}) \setminus \tilde{x}) = \emptyset$. 
entirely emptied out by previous abstractions. This means that $x^i y_1 \ldots x^j y_m, z u_1 \ldots u_k$ is a closed term, so in particular it contains no free occurrence of $x$: it is a constant function from $A$ to $A$. So the sequence of iterations stabilizes from $n = 1$.

- $z = x$, which entails $k = m$ since the variable $x$ is of type $A = B_1 \rightarrow \ldots \rightarrow B_m \rightarrow o$ and we must have $x : A, y_1 : B_1, \ldots, y_m : B_m \vdash x u_1 \ldots u_k : o$. Lemma 3.5 gives us closed $\lambda\wp$-terms $t'_i : B_i \rightarrow B_i$ ($i \in \{1, \ldots, k\}$) whose iterates eventually determine those of $t$. Since the type $B_1$ has size strictly smaller than $A$, the induction hypothesis applies: each $((t'_i)^n)_{n \in \mathbb{N}}$ is eventually constant modulo $\beta\eta$. Therefore, this is also the case for $t$. ▶

Let us now apply Theorem 1.8 to the $\lambda\wp$-terms defining languages.

Lemma 3.6. Let $\Sigma = \{c_1, \ldots, c_{|\Sigma|}\}$ be a finite alphabet, $A$ be a purely affine type and $t : \text{Str}_A[A] \rightarrow \text{Bool}$ be a closed $\lambda\wp$-term. Then there exist some closed $\lambda\wp$-terms $g_c : A \rightarrow A$ for $c \in \Gamma$ and $h : (A \rightarrow A) \rightarrow \text{Bool}$ such that $t = \beta\eta \chi^s h(s g_{c_1} \ldots g_{c_{|\Sigma|}})$.

Proof. By inspection of the normal form of $t$, see Appendix B in [37]. ▶

Reusing the notations of this lemma, let us define $\varphi : \Sigma^* \rightarrow \{v \mid v : A \rightarrow A\} = \beta\eta$ to be the monoid morphism such that $\varphi(c) = g_c$ for $c \in \Sigma$. Then for all $w \in \Sigma^*$, $\varphi(w) = w^! (g_{\vec{c}})$ (in the quotient): by a similar computation than for $f \circ (g \circ h) = \beta\eta (f \circ g \circ h)$, we have $g_{w[1]} \circ \ldots \circ g_{w[n]} \rightarrow^* g^! (g_{\vec{c}})$. Therefore, by Proposition 2.5, $\varphi^{-1}((v \mid h v = \beta\eta \text{true}))$ is none other than the language defined by the $t : \text{Str}_A[A] \rightarrow \text{Bool}$ in the lemma. Thus, $L$ fits the second definition of star-free languages given in Theorem 1.5: indeed, the codomain of $\varphi$ is finite and aperiodic by Theorem 1.8. This proves the soundness part of Theorem 1.7.

4 Expressiveness of the $\lambda\wp$-calculus

We now turn to the extensional completeness part in Theorem 1.7: our goal is to construct, for any star-free language, a closed $\lambda\wp$-term of type $\text{Str}_A[A] \rightarrow \text{Bool}$ (for some purely affine $A$) that defines this language. To do so, the most convenient way that we have found is to take a detour through automata that compute an output string instead of a single bit (acceptance/rejection). We will recall the notion of aperiodic sequential function (Definition 4.4), and then establish that:

Theorem 4.1. Any aperiodic sequential function $\Sigma^* \rightarrow \Pi^*$ can be expressed by a $\lambda\wp$-term of type $\text{Str}_A[A] \rightarrow \text{Str}_A$ for some purely affine $A$.

The advantage of working with this class of functions is that they can be assembled from small “building blocks” by function composition, as the Krohn–Rhodes decomposition (Theorem 4.8) tells us. Our proof strategy for the above theorem will consist in encoding these blocks (Lemma 4.10) and composing them together (as a special case of Lemma 2.8).

To deduce the desired result, we rely on two lemmas (proved in Appendix B in [37]):

Lemma 4.2. If a language $L \subseteq \Sigma^*$ is star-free, then its (string-valued) indicator function $\chi_L : \Sigma^* \rightarrow \{1\}^*$, defined by $\chi_L(w) = 1$ if $w \in L$ and $\chi_L(w) = \varepsilon$ otherwise, is aperiodic sequential.

Lemma 4.3. There exists a $\lambda\wp$-term $\text{nonempty} : \text{Str}_{\{1\}}[\text{Bool}] \rightarrow \text{Bool}$ that tests whether its input string is non-empty.

Let $L$ be a star-free language. Combining Lemma 4.2 and Theorem 4.1, $\chi_L$ is definable by some $\lambda\wp$-term $\text{indic}_L : \text{Str}_A[A] \rightarrow \text{Str}_{\{1\}}$ where $A$ is purely affine. To compose this with the non-emptiness test of Lemma 4.3, we use Lemma 2.8 again: the $\lambda\wp$-term...
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\[ t_L = \lambda x. \text{nonempty}(\text{indic}_L \cdot x) : \text{Str}_\Sigma[A[\text{Bool}]] \to \text{Bool} \text{ defines } L. \text{ Since } A \text{ and } \text{Bool} \text{ are purely affine, so is } A[\text{Bool}]; \text{ we just deduced extensional completeness from Theorem 4.1. Proving the latter is the goal of the rest of this section.}

4.1 Reminders on automata theory

Sequential transducers are among the simplest models of automata with output. They are deterministic finite automata which can append a word to their output at each transition, and at the end, they can add a suffix to the output depending on the final state. The definition is classical; a possible reference is [44, Chapter V].

**Definition 4.4.** A sequential transducer with input alphabet \( \Sigma \) and output alphabet \( \Pi \) consists of a set of states \( Q \), a transition function \( \delta : Q \times \Sigma \to Q \times \Pi^* \), an initial state \( q_I \in Q \), and a final output function \( F : Q \to \Pi^* \). We abbreviate \( \delta_i = \pi_i \circ \delta \) for \( i \in \{1,2\} \), where \( \pi_1 : Q \times \Pi^* \to Q \) and \( \pi_2 : Q \times \Pi^* \to \Pi^* \) are the projections of the product.

Given an input string \( w = w[1] \ldots w[n] \in \Sigma^* \), the run of the transducer over \( w \) is the sequence of states \( q_0 = q_I, q_1 = \delta(q_0,w[1]), \ldots, q_n = \delta(q_{n-1},w[n]) \). Its output is obtained as the concatenation \( \delta_{\text{out}}(q_0,w[1]) \cdots \delta_{\text{out}}(q_{n-1},w[n]) \cdot F(q_n) \).

A sequential function is a function \( \Sigma^* \to \Pi^* \) computed as described above by some sequential transducer.

**Definition 4.5.** The transition monoid of a sequential transducer is the submonoid of \( Q \to Q \) (endowed with reverse function composition: \( f g = g \circ f \)) generated by the maps \( \{\delta_{\text{st}}(-,c) \mid c \in \Sigma\} \) (where \( \delta_{\text{st}}(-,c) \) stands for \( q \mapsto \delta_{\text{st}}(q,c) \)).

A sequential transducer is said to be aperiodic when its transition monoid is aperiodic. A function that can be computed by such a transducer is called an aperiodic sequential function.

**Example 4.6.** The transducer in Figure 2 computes \( f : w \in \{a,b\}^* \mapsto a \cdot \psi(w) \cdot b \) where \( \psi \) is the monoid morphism that doubles every \( b \): \( \psi(a) = a \) and \( \psi(b) = bb \). Its transition monoid \( T \) is generated by \( G = \{\delta_{\text{st}}(-,a) : q \mapsto q_I, \delta_{\text{st}}(-,b) : q \mapsto q_0\} \); one can verify that \( T = G \cup \{\text{id}\} \) and therefore \( \forall h \in T, h \circ h = h \). Thus, \( f \) is an aperiodic sequential function.

**Remark 4.7.** The converse to Lemma 4.2 is also true; more generally, the preimage of a star-free language by an aperiodic sequential function is star-free, and the preimage of a regular language is regular. But we will not need this here.

**Theorem 4.8** (Krohn–Rhodes decomposition, aperiodic case, cf. Appendix A in [37]). Any aperiodic sequential function \( f : \Sigma^* \to \Pi^* \) can be realized as a composition \( f = f_1 \circ \ldots \circ f_n \) (with \( f_i : \Xi_i^* \to \Xi_{i-1}^*, \Xi_0 = \Pi \) and \( \Xi_n = \Sigma \)) where each function \( f_i \) is computed by some aperiodic sequential transducer with 2 states.
Figure 2 gives an example of aperiodic transducer with two states.

**Remark 4.9.** This is not the standard way to state this theorem, though one may find it in the literature, usually without proof (e.g. [10, §1.1]); see [8] for a tutorial containing a proof sketch of this version. In Appendix A in [37], we show how Theorem 4.8 follows from the more usual statement on wreath products of monoid actions.

### 4.2 Encoding aperiodic sequential transducers

Thanks to the Krohn–Rhodes decomposition and to the fact that the string functions definable in the $\lambdaherence$-calculus (as specified by Theorem 4.1) are closed under composition (by Lemma 2.8), the following entails Theorem 4.1, thus concluding our completeness proof.

**Lemma 4.10.** Any function $\Sigma^* \to \Pi^*$ computed by some aperiodic sequential transducer with 2 states can be expressed by some $\lambdaherence$-term of type $\text{Str}_\Sigma[A] \to \text{Str}_\Pi$, for a purely affine type A depending on the function.

Let us start by exposing the rough idea of the encoding’s trick using set-theoretic maps. We reuse the notations of Definition 4.4 and assume w.l.o.g. that the set of states is $Q = \{1, 2\}$.

Suppose that at some point, after processing a prefix of the input, the transducer has arrived in state 1 (resp. 2) and in the meantime has outputted $w \in \Pi^*$. We can represent this “history” by the pair $(\kappa_w, \zeta)$ (resp. $(\zeta, \kappa_w)$) where

$$\zeta, \kappa_w : \Pi^* \to \Pi^* \quad \zeta : x \mapsto \varepsilon \quad \kappa_w : x \mapsto w \cdot x$$

For instance, in the case of Example 4.6, after reading a string $s = s' \cdot b$, the transducer is in the state $q_b$ and has outputted$^{12} w = a \cdot \psi(s')$, which we represent as $(\zeta, \kappa_a \cdot \psi(s'))$ (taking $q_a = 1$ and $q_b = 2$; $\psi$ is described in Example 4.6). In general, some key observations are

$$\zeta \circ \kappa_w = \zeta \quad \kappa_w \circ \kappa_{w'} = \kappa_{ww'} \quad \kappa_w(w') \zeta(w'') = \zeta(w'') \kappa_w(w') = \Pi w$$

Now, consider an input letter $c \in \Sigma$; how to encode the corresponding transition $\delta(-, c)$ as a transformation on the pair encoding the current state and output history? It depends on the state transition $\delta_{st}(-, c)$; we have thanks to the above identities:

- $(h, g) \mapsto (h \circ \kappa_{\delta_{out}(1,c)}, g \circ \kappa_{\delta_{out}(2,c)})$ when $\delta_{st}(-, c) = \text{id}$;
- $(h, g) \mapsto (\kappa_h(\delta_{out}(1,c)), g(\delta_{out}(2,c)), \zeta)$ when $\delta_{st}(-, c) : q' \mapsto 1$ (note that $h = \zeta$ xor $g = \zeta$);
- $(h, g) \mapsto (\zeta, h(\delta_{out}(1,c)), g(\delta_{out}(2,c)))$ when $\delta_{st}(-, c) : q' \mapsto 2$;
- The remaining case $\delta_{st}(-, c) : q \mapsto 3 - q$ is excluded by aperiodicity. This point is crucial: this case would correspond to $(h, g) \mapsto (g \circ \kappa_{\delta_{out}(2,c)}, h \circ \kappa_{\delta_{out}(1,c)})$ which morally “uses its arguments $h, g$ in the wrong order”.

Coming back to Example 4.6, let us say that after the transducer has read a prefix $s = s' \cdot b$ of its input string as we previously described, the next letter is $a$. Then the expression $\lambdaherence(a) \cdot \psi(s') \cdot (bb) = \varepsilon \cdot a \cdot \psi(s') \cdot bb = a \cdot \psi(s)$ which is indeed the output that the transducer produces after reading the input prefix $sa = s'ba$.

Next, we must transpose these ideas to the setting of the $\lambdaherence$-calculus.

---

$^{12}$This is indeed $a \cdot \psi(s')$ and not $a \cdot \psi(s) = a \cdot \psi(s') \cdot bb$. If the input turns out to end there, the final output function will provide the missing suffix $F(q_b) = bbb$ to obtain $f(s) = a \cdot \psi(s) \cdot b = a \cdot \psi(s') \cdot bbb$. 

Proof of Lemma 4.10. We define the \( \lambda \Pi \)-term meant to compute our sequential function as

\[
X_t s. X^\Pi f_{a_1} \ldots X^\Pi f_{a_m}. \text{out} (s \text{trans}_{a_1} \ldots \text{trans}_{a_m}) : \text{Str}_{\Sigma}[A] \rightarrow \text{Str}_\Pi
\]

where \( \Sigma = \{c_1, \ldots, c_{|\Sigma|}\} \), \( \Pi = \{a_1, \ldots, a_m\} \) and, writing \( \Gamma = \{f_a : o \rightarrow o \mid a \in \Pi\} \),

\[
\Gamma \mid \varnothing \vdash \text{trans}_c : A \rightarrow A \quad (\text{for all } c \in \Sigma)
\]

\[
\Gamma \mid \varnothing \vdash \text{out} : (A \rightarrow A) \rightarrow (o \rightarrow o)
\]

In the presence of this non-affine context \( \Gamma \), the type \( S = o \rightarrow o \) morally serves as a purely affine type of strings, as mentioned in Remark 2.9. Moreover this “contextual encoding of strings” supports concatenation (by function composition), leading us to represent the maps \( \zeta \) and \( \kappa_w \) as open terms of type \( T = S \rightarrow o \rightarrow S \) that use non-affinely the variables \( f_a \) for \( a \in \Pi \).

We shall take the type \( A \), at which the input \( \text{Str}_\Sigma \) is instantiated, to be \( A = T \rightarrow T \rightarrow S \), which is indeed purely affine as required by the theorem statement. This can be seen morally as a type of continuations [42] taking pairs of type \( T \otimes T \) (although our \( \lambda \Pi \)-calculus has no actual \( \otimes \) connective). Without further ado, let us program (the typing derivations for some of the following \( \lambda \Pi \)-terms are given in Appendix C in [37]):

- \( \text{cat} = X^\Pi w, \wedge x, w (w' : x) : S \rightarrow S \rightarrow o \rightarrow o = S \rightarrow S \rightarrow S = S \rightarrow T \) plays the roles of both the concatenation operator and of \( w \mapsto \kappa_w \) (thanks to currying)

- \( \zeta = X^\Pi w'. X^\Pi x, x : S \rightarrow o \rightarrow o = T \)

- \( u_q = \delta_{\text{out}}(q, c) \mapsto ((\vec{f}_1)_q) : o \rightarrow o \) (by Proposition 2.5) represents the output word \( \delta_{\text{out}}(q, c) \) that corresponds to a given input letter \( c \in \Sigma \) and state \( q \in Q = \{1, 2\} \)

- case \( \delta_{\text{cat}}(q, c) = q \) : \( \text{trans}_c = X^\Pi k. X^\Pi h. X^\Pi g. k (X^\Pi y, h (\text{cat} u_1 y)) (X^\Pi z, g (\text{cat} u_2 z)) \) – if we wanted to handle the excluded case \( \delta_{\text{cat}}(q, c) = 3 - q \), we would write a similar term with the occurrences of \( h \) and \( g \) exchanged (\( X^\Pi k. X^\Pi h. X^\Pi g. k (X^\Pi y, g \ldots) (X^\Pi z, h \ldots) \)), violating the non-commutativity requirement (contrast with the proof of Theorem 5.4);

- case \( \delta_{\text{trans}}(q, c) = 1 : \text{trans}_c = X^\Pi k. X^\Pi h. X^\Pi g. k (\text{cat} (\text{cat} u_1) (g u_2)) \zeta \)

- case \( \delta_{\text{trans}}(q, c) = 2 : \text{trans}_c = X^\Pi k. X^\Pi h. X^\Pi g. k \text{trans} (\text{cat} (\text{cat} u_1) (g u_2)) \zeta \)

- \( \text{out} = X^\Pi j. j (X^\Pi h. X^\Pi g. \text{cat} (h v_1) (g v_2)) (X^\Pi x, x) \zeta \), where \( v_q = F(q)^1((\vec{f}_1)_q) \) represents the output suffix for state \( q \in \{1, 2\} \), assuming w.l.o.g. that the initial state is 1 (also, here \( X^\Pi x, x \) represents \( \kappa_x \) since the latter is the identity on \( \Pi^\ast \))

We leave it to the reader to check that these \( \lambda \Pi \)-terms have the expected computational behavior; again, see Appendix C in [37] for typing derivations. Note that in functional programming terms, the use of continuations turns the “right fold” of the Church-encoded input string into a “left fold”, and the latter fits with the left-to-right processing of a sequential transducer.

\section{Regular languages in extensions of the \( \lambda \Pi \)-calculus}

\subsection{The commutative case}

The \( \lambda \Pi \)-calculus adds two restrictions to the simply typed \( \lambda \)-calculus, namely affineness and non-commutativity, with the latter depending on the former as already mentioned. One could wonder whether affineness by itself would be enough to characterize star-free languages. We now show that it is not the case.

The \textit{commutative} variant of the \( \lambda \Pi \)-calculus – let us call this variant the \( \lambda \alpha \)-calculus\footnote{\( \alpha \) standing for “affine”}. – has the same grammar of types and terms as the \( \lambda \Pi \)-calculus (cf. §2). The typing rules are also given by Figure 1, but their interpretation differs from the previous one as follows:
\(\Delta, \Delta'\) stand for sets of bindings \(x : A\). \(\Delta \cdot \Delta'\) denotes the disjoint union of sets, and one must read “subset” instead of “subsequence”. In other words, the main difference is that in the \(\lambda\omega\)-calculus, the affine context \(\Delta\) does not keep track of the ordering of variables.

By plugging this commutative system in the statement of our main result (Theorem 1.7), we get regular languages instead of star-free languages:

\begin{theorem}
A language \(L \subseteq \Sigma^*\) is regular if and only if it can be defined by a closed \(\lambda\omega\)-term of type \(\text{Str}_\Sigma[A] \to \text{Bool}\) for some purely affine type \(A\) (that may depend on \(L\)).
\end{theorem}

\begin{proof}
Soundness is a consequence of Hillebrand and Kanellakis’s Theorem 1.1, by a simple translation from the \(\lambda\omega\)-calculus to the simply typed \(\lambda\)-calculus which “forgets affineness”.

For extensional completeness, consider a regular language \(L = \varphi^{-1}(P)\) where \(P\) is a subset of a finite monoid \(M\) and \(\varphi : \Sigma^* \to M\) is a morphism (cf. Theorem 1.3). If we represent an element \(m \in M\) by a \(M\)-indexed bit vector \(v_m\) such that \(v_m[i] = 1 \iff i = m\), then a translation \(m \mapsto \lambda v_m\) can be represented by a purely disjunctive formula:

\[\forall i. v_{mp}[i] = v_m[j_1] \lor \ldots \lor v_m[j_k] \quad \text{where} \quad \{j_1, \ldots, j_k\} = \{j \in M \mid jp = i\}\]

Moreover, this is linear in the following sense: given a fixed \(p \in M\), each index \(j \in M\) is involved in the right-hand side of this formula for exactly one \(i \in M\).

Let \(\text{ttt} = \lambda x. \text{true} : \text{Bool} \to \text{Bool}\) and \(\text{fff} = \lambda x. x : \text{Bool} \to \text{Bool}\). This makes the type \(B = \text{Bool} \to \text{Bool}\) into a kind of type of booleans that supports a disjunction of type \(B \to B \to B\) (by function composition) and a type-cast function of type \(B \to \text{Bool}\) (by applying to \text{false}). (Of course \(B\) has other closed inhabitants besides \(\text{ttt}\) and \(\text{fff}\), but we only use those two.) Using this type and the “iteration+continuations” recipe of the proof of Lemma 4.10, one can define a \(\lambda\omega\)-term of type \(\text{Str}_\Sigma[A] \to \text{Bool}\) that decides the language \(L\) with \(A = B \to \ldots \to B \to \text{Bool}\) (with \([M]\) arguments of type \(B\)).

Let us go further. According to Theorem 4.1, the \(\lambda\beta\)-calculus can define all aperiodic sequential functions; we show that as one can expect, the aperiodicity condition is lifted when moving to the commutative \(\lambda\omega\)-calculus. However, the trick used in the direct encoding of the above proof does not work, and we have only managed to encode general sequential functions by resorting to the Krohn–Rhodes theorem.

\begin{theorem}[Krohn–Rhodes decomposition, non-aperiodic case, cf. Appendix A in [37]]
Any sequential function \(f : \Sigma^* \to \Pi^*\) can be realized as a composition \(f = f_1 \circ \ldots \circ f_n\) (with \(f_i : \Xi_i^* \to \Xi_{i-1}^*\), \(\Xi_0 = \Pi\) and \(\Xi_n = \Sigma\)) where each function \(f_i\) is computed by some sequential transducer whose transition monoid is either aperiodic or a group.
\end{theorem}

\begin{remark}
By Theorem 4.8, the aperiodic transducers among the \(f_i\) can be further decomposed into two-state aperiodic transducers.
\end{remark}

\begin{theorem}
Any sequential function \(\Sigma^* \to \Pi^*\) can be expressed by some \(\lambda\omega\)-term of type \(\text{Str}_\Sigma[A] \to \text{Str}_\Pi\), for a purely affine type \(A\) depending on the function.
\end{theorem}

\begin{proof}[Proof sketch]
First, by Theorem 4.1, we can already encode aperiodic sequential functions, since every well-typed \(\lambda\beta\)-term is also a well-typed \(\lambda\omega\)-term. One can also show that Lemma 2.8 applies to the \(\lambda\omega\)-calculus. By the general Krohn–Rhodes theorem, we just need to handle the case of a sequential transducer whose transition monoid is a group.

The idea, in terms of set-theoretic maps as in our explanation of the proof of Lemma 4.10 (whose notations we borrow here), is as follows. The current state \(q \in Q\) and output history \(w \in \Pi^*\) is represented by a \(Q\)-indexed family \((g_q')_{q' \in Q}\) of functions such that \(g_q = \kappa_w\) and for
q' \neq q$, $g(q) = \zeta$. The transition $\delta(-, c)$ is represented by $(g_q)_{q \in Q} \mapsto (g_{\sigma(q)} \circ \kappa_{\text{out}}(\sigma(q), c))_{q \in Q}$ where $\sigma = (\delta_{\text{split}}(-, c))^{-1}$ – the latter is well-defined because the group assumption means that $\delta_{\text{split}}(-, c)$ is a permutation of $Q$. The final output is obtained at the end as the concatenation $g_{q_1}(F(q_1)) \ldots g_{q_n}(F(q_n))$ where $Q = \{q_1, \ldots, q_n\}$ (with an arbitrary enumeration of $Q$).

The elaboration of the corresponding $\lambda$-term is left to the reader. Keep in mind that the reason this term will not be well-typed for the $\lambda Q$-calculus is that the inversions in the permutation $\delta_{\text{split}}(-, c)$ correspond to violations of non-commutative typing.

### 5.2 Extension with additive pairs

Let’s look at what happens if we add the additive conjunction connective of linear logic to the $\lambda \wp$-calculus. The $\lambda \wp^k$-calculus is obtained by adding $A, B ::= \ldots | A & B$ to the grammar of types and $t, u ::= \ldots | (t, u) | \pi_1 t | \pi_2 t$ for terms, with the typing rules

\[
\frac{\Gamma \vdash \Delta \vdash : A \quad \Gamma \vdash \Delta \vdash : B}{\Gamma \vdash \Delta \vdash : A & B} \quad \frac{\Gamma \vdash \Delta \vdash : A_1 & A_2}{\Gamma \vdash \Delta \vdash : \pi_1 t : A_i}
\]

(see [39, §4])

the $\beta$-reduction rules $\pi_1(t_1, t_2) \rightarrow_{\beta} t_1$, and the corresponding $\eta$-conversion rules.

Recall that we discussed both in the introduction and in Remark 2.7 the need to prevent the existence of a $\lambda \wp$-term of type $\text{Bool} \rightarrow \text{Bool}$ for negation. However, if we use the additive conjunction to define the type $\text{Bool}^k = (o \& o) \rightarrow o$, the following are well-typed $\lambda \wp^k$-terms:

\[
\text{true}^k = \lambda^k p. \pi_1 p \quad \text{false}^k = \lambda^k p. \pi_2 p \quad \text{not}^k = \lambda^k b. \pi_1 p. b \langle \pi_2 p, \pi_1 p \rangle
\]

More generally:

**Proposition 5.5.** Let $\text{Fin}^k(n) = (o \& \ldots \& o) \rightarrow o$. For all $n \in \mathbb{N}$, there is a canonical bijection between $\{1, \ldots, n\}$ and the closed $\lambda \wp^k$-terms of type $\text{Fin}^k(n)$. Furthermore, using this encoding, every map $\{1, \ldots, n_1\} \times \ldots \times \{1, \ldots, n_k\} \rightarrow \{1, \ldots, m\}$ can be defined by a closed $\lambda \wp^k$-term of type $\text{Fin}^k(n_1) \rightarrow \ldots \text{Fin}^k(n_k) \rightarrow \text{Fin}^k(m)$.

**Corollary 5.6.** Every regular language can be defined by a closed $\lambda \wp^k$-term of type $\text{Str}_\Sigma[A] \rightarrow \text{Bool}$ for some purely affine type $A$ – we consider “$\&$” as an affine connective and therefore allow it in $A$.

**Proof idea.** Take $A = \text{Fin}^k(|M|)$ where $M$ is any finite monoid that recognizes the language as specified in Theorem 1.3. (We could also prove the converse by relying on an extension of Hillebrand and Kanellakis’s Theorem 1.1 to the simply typed $\lambda$-calculus with products.)

Similarly, one could show that the addition of the additive disjunction “$\oplus$” of linear logic to the $\lambda \wp$-calculus would be sufficient to encode all regular languages.

### 5.3 On regular and first-order tree languages: a discussion

There is a rich theory of tree automata that extends the notion of regular language to trees over ranked alphabets instead of strings. Such trees admit Church encodings; for instance, for an alphabet with arities $(a : 2, b : 2, x : 0)$ (i.e. for trees with two kind of binary nodes and one kind of leaf) one would have $\text{Tree}_{(2,2,0)} = (o \rightarrow o \rightarrow o) \rightarrow (o \rightarrow o \rightarrow o) \rightarrow o \rightarrow o$.

**Remark 5.7.** A string over an alphabet $\Sigma = \{c_1, \ldots, c_{|\Sigma|}\}$ can be seen as a tree with arities $(c_1 : 1, \ldots, c_{|\Sigma|} : 1, x : 0)$. This would lead to defining the type of Church-encoded strings as $\text{Str}_\Sigma = (o \rightarrow o) \rightarrow \ldots \rightarrow (o \rightarrow o) \rightarrow o \rightarrow o$. Our type $\text{Str}_\Sigma$, which is the traditional choice in linear logic (see the discussion on Church numerals in [17, §5.3.2]), is a bit more precise
since it expresses that such a “unary tree” can only contain one ε node. But as there exist conversion functions $\text{Str}_2 \rightarrow \text{Str}_0$, and $\text{Str}_2[a \rightarrow o] \rightarrow \text{Str}_0$, this choice does not make much difference (thanks again to Lemma 2.8).

We shall not go into the details of tree automata here, but the knowledgeable reader may check that Proposition 5.5 can be used to encode all regular tree languages over $(a : 2, b : 2, x : 0)$ as closed $\lambda\phi^\omega$-terms of type $\text{Tree}_{(2,2,0)}[A] \rightarrow \text{Bool}$ for purely affine $A$. Predictably, this fails for the $\lambda\phi$-calculus without additive connectives. More noteworthy is the failure of the trick used to prove Theorem 5.1 for the commutative $\lambda\alpha$-calculus when one replaces strings with trees. Thus, it seems (though this remains conjectural) that the additives of linear logic might be required to express some regular tree languages.

We believe that this is no accident and that some fundamental difficulty of automata theory is being manifested here. Indeed, if we had a characterization of regular tree languages in the $\lambda\alpha$-calculus, we could expect that moving to the $\lambda\phi$-calculus would yield the first-order tree languages, which are the commonly accepted counterpart of star-free languages for trees. (Recall from Theorem 1.5 that definability in first-order logic is among the equivalent definitions of star-free languages.) However, while Theorem 1.5 demonstrates that star-free languages are well-understood, the situation is quite different for first-order tree languages: there is no known algebraic characterization, and neither is there any known algorithm to decide whether a tree automaton recognizes a first-order language (see e.g. [9, §3]). Another argument for the necessity of additives, discussed in the next section, comes from transducers.

6. Next episode preview: transducers in typed $\lambda$-calculi

We started from Hillebrand and Kanellakis’s Theorem 1.1 and obtained an analogous statement for star-free languages instead of regular languages. Another direction that we could have pursued is to replace languages by functions, by looking at the type $\text{Str}_2[A] \rightarrow \text{Str}_1$. Indeed, an immediate consequence of this “regular = $\lambda$-definable” result is:

\[\textbf{Corollary 6.1.} \text{ If } f : \Sigma^* \rightarrow \Pi^* \text{ is definable by a closed simply typed } \lambda\text{-term of type } \text{Str}_2[A] \rightarrow \text{Str}_1, \text{ then for any regular language } L \subseteq \Pi^*, f^{-1}(L) \subseteq \Sigma^* \text{ is also regular.}\]

\[\text{Proof idea. Let } u : \text{Str}_1[B] \rightarrow \text{Bool} \text{ and } t : \text{Str}_2[A] \rightarrow \text{Str}_1 \text{ be simply typed } \lambda\text{-terms defining } L \text{ and } f \text{ respectively. Then } f^{-1}(L) \text{ is defined by } \lambda x. u(t(x)) \text{ which is well-typed with type } \text{Str}_2[A[B]] \rightarrow \text{Bool} \text{ (analogously to Lemma 2.8).}\]

This suggests a connection between these $\lambda$-definable string functions and automata theory. But while it is not too hard to define functions of hyperexponential growth in the simply typed $\lambda$-calculus, most classes of string functions from automata theory (see [36] for a recent survey) grow much more slowly (polynomially or even linearly in the input size). The challenge then becomes to restrict the expressiveness via types to capture such classes. This calls for the recipes that have worked here, namely affine types and non-commutativity.

\[\text{◲ Claim 6.2 (to be proved in a sequel). The functions definable by closed terms of type } \text{Str}_2[A] \rightarrow \text{Str}_1, \text{ for purely affine } A, \text{ are the MSO transductions}^{14}[14] \text{ (a.k.a. regular functions}^{15}\text{) in the } \lambda\alpha\text{-calculus and the FO transductions in the } \lambda\phi\text{-calculus.}\]

---

14 MSO stands for Monadic Second-Order Logic while FO stands for First-Order Logic, cf. the introduction.

15 This name is somewhat confusing, since there are multiple classes of string functions that collapse to the single class of regular languages when we consider indicator functions. For example, in-between the sequential functions (Definition 4.4) and the regular (MSO-definable) functions, there is a widely
This goes beyond the encodings of sequential transducers presented in this paper (Theorem 4.1 and Theorem 5.4). But the latter are an important stepping stone, since we do not know how to prove the above claim without using the Krohn–Rhodes decomposition somewhere. To summarize the results of the present paper together with its planned sequel:

<table>
<thead>
<tr>
<th>calculus</th>
<th>affine</th>
<th>commutative</th>
<th>$\text{Str}_\Sigma[A] \rightarrow \text{Bool}$</th>
<th>$\text{Str}<em>\Sigma[A] \rightarrow \text{Str}</em>\Pi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda\rho$</td>
<td>yes</td>
<td>no</td>
<td>star-free (FO-definable) languages</td>
<td>FO transductions</td>
</tr>
<tr>
<td>$\lambda\omega$</td>
<td>yes</td>
<td>yes</td>
<td>regular (MSO-definable) languages</td>
<td>MSO transductions</td>
</tr>
</tbody>
</table>

While the connection between non-commutativity and aperiodicity came as a surprise to us, we had more reasons to suspect that affine types should have something to do with transducers. Indeed, the term “linear” itself has been used to describe the copyless assignment condition on streaming string transducers (SSTs) [5], a machine model for MSO transductions, e.g. “updates should make a linear use of registers” [15, §5] (in our terminology, the register assignments of SSTs are in fact affine, not strictly linear). Moreover, it seems (informally speaking) that the more sophisticated single-use-restricted assignments of streaming tree transducers [3] correspond to a form of linearity that incorporates an additive conjunction, whereas copyless assignments are purely multiplicative; compare with the discussion of §5.3.

7 Related work

We have already mentioned in the introduction several lines of tangentially related research, such as higher-order model checking or the topology of non-commutative proofs. In this section, we discuss a few references that we deemed to be more directly relevant.

Automata as circular proofs. Aside from Hillebrand and Kanellakis’s Theorem 1.1, perhaps our most direct precursors in “implicit automata theory” are the works by DeYoung and Pfening [13] on sequential transducers (their version seems to be equivalent to Definition 4.4) and by Kuperberg, Pinault and Pous [28] characterizing regular languages and deterministic logarithmic space complexity. Both rely on a proofs-as-programs interpretation of circular proof systems for some variants of linear logic with fixed points.

The Church encoding of strings is obtained by a systematic procedure [12] from the inductive definition $s ::= \varepsilon \mid c_1 \cdot s \mid \ldots \mid c_{|\Sigma|} \cdot s$ ($\Sigma = \{c_1, \ldots, c_{|\Sigma|}\}$). Using fixed points of formulas, one can instead turn it into the recursive type $\text{Str}_\Sigma^\mu = 1 \oplus \text{Str}_\Sigma^\mu \oplus \ldots \oplus \text{Str}_\Sigma^\mu$; this is the definition of the type of strings in [13], and it is also implicitly at work in [28].

So both our approach (following Hillebrand and Kanellakis [24]) and those using fixed point logics morally work because the consumption of strings represented as inductive data types is similar to their traversal by automata. However, while the use of the “right fold” provided by a Church-encoded string involves an “inversion of control” (in programming jargon) that, in the case of the simply typed $\lambda$-calculus, has drastic effects on expressive power (contrad Theorem 1.1 with the fact that $\beta\eta$-convertibility of simply typed $\lambda$-terms is not elementary recursive [32]), circular proofs seem to give the programmer more degrees of freedom: Kuperberg et al. do not need to add polymorphism to go beyond regular languages.

---

16 These are sometimes called “cyclic” proofs, but in our context, this would create a confusion with an unrelated non-commutative logic, cyclic linear logic [50].
17 Formally, this is expressed as the least fixed point $\text{Str}_\Sigma^\mu = \mu \alpha. 1 \oplus \alpha \oplus \ldots \oplus \alpha$.
18 The left rules given in [28, Figure 1] for $A$ and $A^\ast$ correspond to $A = 1 \oplus \ldots \oplus 1$ and $A^\ast = 1 \oplus (A \otimes A^\ast)$.
19 To overcome those limits and express any elementary recursive function as a simply typed $\lambda$-term, Hillebrand and Kanellakis use an alternative representation of inputs inspired by database theory [24].
Recognizable languages of \( \lambda \)-terms. A modern point of view on Hillebrand and Kanel-lakis’s Theorem 1.1 can be implicitly found in a paper by Terui [48] emphasizing the method of evaluation in a finite denotational semantics used to prove it. Along these lines, general notions of recognizable languages of closed \( \lambda \)-terms of a given type (specializing to regular languages for the type of Church-encoded strings) have been proposed, based on finite semantics, in the simply-typed \( \lambda \)-calculus by Salvati [45] and in an infinitary \( \lambda \)-calculus by Melliès [34]. It is plausible that Theorem 1.1 can be extended to give an equivalent syntactic definition for Salvati’s recognizable languages: for a simple type \( B \) they would be the languages definable by \( B[A] \rightarrow \text{Bool} \). An interesting question would be whether one can give an encoding of higher-dimensional trees in the simply typed \( \lambda \)-calculus so that this notion of recognizability coincides with Rogers’s automata for those trees [43, 16].

Other implicit automata results. In a recent preprint, Bojańczyk [10] introduces a new class of string-to-string functions that admits several equivalent definitions (see also [11]). One of them uses the simply typed \( \lambda \)-calculus enriched with a ground type of lists and several primitive functions on lists. Strings are represented as lists of characters, which differs from our use of functional encodings in a \( \lambda \)-calculus without any primitive data type.

Using a computational model inspired by denotational semantics of linear logic, Seiller [46] gives a characterization of each level of the \( k \)-head two-way non-deterministic automata hierarchy. The lowest level (\( k = 1 \)) corresponds to regular languages, while the union over \( k \in \mathbb{N}_{\geq 1} \) gives the complexity class \( \text{NL} \) (non-deterministic logarithmic space). Something in common with our work is that the representation of strings used by [46] is more or less a semantic version of Church encodings (see [46, §3.2]). There is one main difference with what one usually calls implicit complexity: Seiller’s result does not take place inside a syntactically defined programming language (and it is far from obvious how to turn this model into a similarly expressive syntax, because of the previously mentioned inversion of control).

Controlling expressible functions with non-commutativity. The tree-processing programming language of Kodama, Suenaga and Kobayashi [26] uses non-commutative types to force programs to process their input in a depth-first, left-to-right fashion. This allows them to be compiled into a target language that works on a stream of tokens, suggesting a possible connection with nested word automata [4]. The non-commutativity is restricted to arguments of ground type in [26], whereas it is important for our \( \lambda_\mathcal{P} \)-calculus that it applies at all orders (indeed, since we encode data as functions, higher-order functions are pervasive).
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Abstract

This work addresses the problem of computing measures of recognisable sets of infinite trees. An algorithm is provided to compute the probability measure of a tree language recognisable by a weak alternating automaton, or equivalently definable in weak monadic second-order logic. The measure is the uniform coin-flipping measure or more generally it is generated by a branching stochastic process. The class of tree languages in consideration, although smaller than all regular tree languages, comprises in particular the languages definable in the alternation-free μ-calculus or in temporal logic CTL. Thus, the new algorithm may enhance the toolbox of probabilistic model checking.
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1 Introduction

The non-emptiness problem asks if an automaton accepts at least one object. From a logical perspective, it is an instance of the consistency question: does a given specification have a model? Sometimes it is also relevant to ask a quantitative version of this question: whether a non-negligible set of models satisfy the specification. When taken to the realm of probability theory, this boils down to estimating the probability that a random object is accepted by a given automaton. In this paper, models under consideration are infinite binary trees labelled by a finite alphabet. Our main problem of interest is the following.

Problem 1. Given a regular tree language L, compute the probability that a randomly generated tree belongs to L.

In other words, we ask for the probability measure of L. Here, the tree language L might be given by a formula of monadic second-order logic, but for complexity reasons it is more suitable to present it by a tree automaton or by a formula of modal μ-calculus, see e.g. [9,13]. By default, the considered measure is the uniform coin-flipping measure, where each letter...
is chosen independently at random; but also more specific measures are of interest. If the computed probability is rational then it can be represented explicitly, but the measure can be irrational, see e.g. [15], and may require more complex representation. One of the possible choices, exploited in this paper, is a formula over the field of reals $\mathbb{R}$.

Chen et al. [6] addressed Problem 1 in the case where the tree language $L$ is recognised by a deterministic top-down automaton and the measure is induced by a stochastic branching process, which then makes also a part of the input data. Their algorithm compares the probability with any given rational number in polynomial space and with 0 or 1 in polynomial time. The limitations of this result come from the deterministic nature of the considered automata: deterministic top-down tree automata are known to have limited expressive power within all regular tree languages.

Michalewski and Mio [15] stated Problem 1 explicitly and solved it for languages $L$ given by so-called game automata and the coin-flipping measure. This class of automata subsumes deterministic ones and captures some important examples including the game languages, cf. [10], but even here the strength of non-determinism is limited; in particular, the class is not closed under finite union. The algorithm from [15] reduces the problem to computing the value of a Markov branching play, and uses Tarski’s decision procedure for the theory of reals. These authors also discover that the measure of a regular tree language can be irrational, which stays in contrast with the case of $\omega$-regular languages, i.e. regular languages of infinite words, where the coin-flipping measure is always rational, cf. [5].

Another step towards a solution to Problem 1 was made by the second author of the present article, who proposed an algorithm to compute the coin-flipping measure of tree languages definable in fragments of first-order logic [20]. This work is subsumed in a report [21] (accepted for publication in a journal) co-authored with the third author, where a new class of languages $L$ is also resolved: tree languages recognised by safety automata, i.e. non-deterministic automata with a trivial accepting condition.

An analogue of Problem 1 can be stated for $\omega$-regular languages. As noted by [6], the problem then reduces to a well-known question in verification solved by Courcoubetis and Yannakakis [8] already in the 1990s, namely whether a run of a finite-state Markov chain satisfies an $\omega$-regular property. The algorithm runs in single-exponential time w.r.t. the automaton (and linear w.r.t. the Markov chain). A related question was also studied by Staiger [24], who gave an algorithm to compute Hausdorff dimension and Hausdorff measure of a given $\omega$-regular language.

In general, Problem 1 remains unsolved. At first sight, one may even wonder if it is well-stated, as regular tree languages need not in general be Borel, cf. [18]. However, due to [12,16], we know that regular languages of trees are always universally measurable.

In the present paper, we solve Problem 1 in the case where the language $L$ is recognised by a weak alternating automaton or, equivalently, defined by a formula of weak monadic second-order logic, cf. [17]. The class of tree languages in consideration is incomparable with the one considered by Michalewski and Mio [15], but subsumes those considered in [20,21]. Yet another presentation of this class can be given in terms of alternation-free fragment of modal $\mu$-calculus, see [1] for details. This fragment is known to be useful in verification and model checking, in particular, temporal logic CTL embeds into this fragment.

We consider the coin-flipping measure as our primary case, but we also show how to extend our approach to measures generated by stochastic branching processes, as in [6]. The computed probability is presented by a first-order formula in prenex normal form over the field of reals. The provided formula is exponential in the size of the automaton and polynomial in the size of the branching process. Moreover, the quantifier alternation of the computed formula is constant (equal 4). Combined with the known decision procedures for the theory of reals, this gives the following.
Theorem 2. There is an algorithm that inputs a weak alternating parity automaton $A$, a branching process $P$, and a rational number $q$ encoded in binary; and decides if the measure generated by $P$ of the language recognised by $A$ is equal, smaller, or greater than $q$. The algorithm works in time polynomial in $q$, doubly exponential in $A$, and singly exponential in $P$.

Similarly to the approach taken in [21], we reduce the problem to computation of an appropriate probability distribution over the powerset of the automaton’s states. To do so, we consider the set of all such distributions $\mathcal{DP}(Q)$ with a suitable ordering $\leq$. The structure is in fact a finitary case of a probabilistic powerdomain introduced by Saheb-Djahromi [22] (see also [14]), but we do not exploit category-theoretic concepts in this paper. The key step is an approximation of the target language $L$ by two families of tree languages representing safety and reachability properties, respectively. Then we can apply fixed-point constructions thanks to a kind of synergy between the order and topological properties of $\mathcal{DP}(Q)$.

2 Trees, topology, and measure

The set of natural numbers $\{0, 1, 2, \ldots\}$ is denoted by $\mathbb{N}$, or by $\omega$ whenever we treat it as an ordinal. A finite non-empty set $A$ is called an alphabet. By $P(X)$ we denote the family of all subsets of a set $X$. The set of finite words over an alphabet $A$ (including the empty word $\varepsilon$) is denoted by $A^*$, and the set of $\omega$-words by $A^\omega$. The length of a finite word $w \in A^*$ is denoted by $|w|$. A full infinite binary tree over an alphabet $A$ (or simply a tree if confusion does not arise) is a mapping $t: \{l, r\}^* \rightarrow A$. The set of all such trees, denoted by $\text{Tr}_A$, can be equipped with a topology induced by a metric

$$d(t_1, t_2) = \begin{cases} 0 & \text{if } t_1 = t_2 \\ 2^{-n} \text{ with } n = \min\{|w| : t_1(w) \neq t_2(w)\} & \text{otherwise.} \end{cases}$$

It is well-known that this topology coincides with the product topology on $A^\omega$, where $A$ is a discrete topological space. The topology can be generated by a basis consisting of all the sets $U_f$, where $f: \text{dom}(f) \rightarrow A$ is a function with a finite domain $\text{dom}(f) \subseteq \{l, r\}^*$, and $U_f$ consists of all trees $t$ that coincide with $f$ on $\text{dom}(f)$. If $A$ has at least 2 elements then this topology is homeomorphic to the Cantor discontinuum $\{0, 1\}^\omega$ (see, e.g. [19]).

The set of trees can be further equipped with a probabilistic measure $\mu_0$, which is the standard Lebesgue measure on the product space defined on the basis by $\mu_0(U_f) = |A|^{-|\text{dom}(f)|}$.

We note a useful property of this measure, which intuitively amounts to saying that events happening in incomparable nodes are independent. For $t \in \text{Tr}_A$ and $v \in \{l, r\}^*$, the subtree of $t$ induced by $v$ is a tree $t|_v \in \text{Tr}_A$ defined by $t|_v(w) = t(vw)$, for $w \in \{l, r\}^*$.

Remark 3. If $v_1, \ldots, v_k \in \{l, r\}^*$ are pairwise incomparable nodes (i.e., none is a prefix of another) and $V_1, \ldots, V_k \subseteq \text{Tr}_A$ are Borel sets then

$$\mu_0\{\{t \in \text{Tr}_A : t|_{v_i} \in V_i \text{ for } i = 1, \ldots, k\}\} = \mu_0(V_1) \cdots \mu_0(V_k).$$ (1)

We refer to e.g. [12] for more detailed considerations of measures on sets of infinite trees.

3 Tree automata and games

An alternating parity automaton over infinite trees can be presented as a tuple $A = \langle A, Q, q_0, \delta, \Omega \rangle$, where $A$ is a finite alphabet; $Q$ a finite set of states; $q_0 \in Q$ an initial state; $\delta: Q \times A \rightarrow BC^+ (\{l, r\} \times Q)$ a transition function that assigns to a pair $(q, a) \in Q \times A$ a finite positive Boolean combination of pairs $(d, q') \in \{l, r\} \times Q$; and finally $\Omega : Q \rightarrow \mathbb{N}$ is a priority mapping.
In this paper, we assume that automata are weak, i.e. the priorities $\Omega(q)$ are non-increasing along transitions. More precisely, if $(d,q')$ is an atom that appears in the formula $\delta(q,a)$ then $\Omega(q) \geq \Omega(q')$. Given $n \in \mathbb{N}$, we denote by $Q_{\leq n}$ and $Q_{\geq n}$ the subsets of $Q$ consisting of those states whose priority is respectively strictly smaller or greater than $n$.

The semantics of an automaton can be given in terms of a game played by two players $\exists$ and $\forall$ over a tree $t$ in $\text{Tr}_A$ from a state $p \in Q$. Let $\Gamma$ be the set of all sub-formulae of the formulae in $\delta(q,a)$, for all $(q,a) \in Q \times A$. \( \) The set of positions of the game is the set $(Q \sqcup \Gamma) \times \{\ast,0\}^*$. The initial position is $(p,\varepsilon)$. The positions of the form $(q,v)$, $(\phi_1 \lor \phi_2,v)$, and $((d,q),v)$ are controlled by $\exists$, while the positions of the form $(\phi_1 \land \phi_2,v)$ are controlled by $\forall$. The edges connect the following types of positions:

- $(q,v)$ and $(\delta(q,t(v)),v)$,
- $(\phi_1 \lor \phi_2,v)$ and $(\phi_i,v)$ for $i = 1,2$,
- $(\phi_1 \land \phi_2,v)$ and $(\phi_i,v)$ for $i = 1,2$,
- $((d,q),v)$ and $(q,v \cdot d)$.

We assume that every formula in the image $\delta(Q \times A)$ is non-trivial and, thus, every position is a source of some edge.

The directed graph described above forms the arena of our game that we denote by $G(t,p)$. A play in the arena is any infinite path starting from the initial position $(p,\varepsilon)$. We call the positions of the form $(q,v)$ state positions. Given a play $\pi$, the states of the play denoted states $(\pi)$ is the sequence of states $(q_0,q_1,\ldots) \in Q^\omega$ such that the successive state positions visited during $\pi$ are $(q_i,v_i)$, for $i = 0,1,\ldots$, and some $(v_i)_{i\in\omega}$.

To complete the definition of the game, we specify a winning criterion for $\exists$. The default is the parity condition, but we will also consider other criteria. Let

$$\text{Runs} \overset{\text{df}}{=} \{\rho \in Q^\omega \mid \forall i \in \omega. \Omega(\rho(i)) \geq \Omega(\rho(i+1))\}$$

be the set that contains all sequences of states that induce non-increasing sequences of priorities. Notice that since $A$ is weak, only such sequences may arise in the game. In general, a winning condition is any set $W \subseteq \text{Runs}$. That is, a play $\pi$ is winning for $\exists$ with respect to $W$ if, and only if, states $(\pi) \in W$. The game with a winning set $W$ is denoted by $G(t,p,W)$.

The parity condition $W_P \subseteq \text{Runs}$ for a weak automaton amounts to: $(q_0,q_1,\ldots) \in W_P$ if $\lim_{i \to \infty} \Omega(q_i) \equiv 0 \mod 2$, i.e. the limit priority of states visited in a play is even. Let $L(A,p)$ be the set of trees such that $\exists$ has a winning strategy in $G(t,p,W_P)$. Then, the language of an automaton $A$ is the set $L(A) \overset{\text{df}}{=} L(A,q_1)$, where $q_1$ is the initial state of $A$.

As mentioned above, we will consider games with various winning criteria. The following simple observation is useful.

\begin{itemize}
  \item [\textbf{Remark 4.}] If $W \subseteq W'$ \subseteq \text{Runs} then the following implication holds: if $\exists$ wins $G(t,p,W)$ then $\exists$ wins also $G(t,p,W')$.
\end{itemize}

Since the winning criterion in consideration will always be $\omega$-regular languages of infinite words, we implicitly rely on the following classical fact (cf. [13]).

\begin{itemize}
  \item [\textbf{Proposition 5.}] Games on graphs with $\omega$-regular winning conditions are finite memory determined.
\end{itemize}

We will also use the following fact, e.g. [17,23].

\begin{itemize}
  \item [\textbf{Proposition 6.}] For a weak alternating parity automaton $A$, all tree languages $L(A,p)$ are Borel and, consequently, measurable with respect to the uniform measure $\mu_0$ (and also any other Borel measure on $\text{Tr}_A$).
\end{itemize}

Note that measurability holds for non-weak automata as well [12].
4 Approximations

For the sake of this section we fix a weak alternating parity automaton $\mathcal{A}$. Our aim is to provide some useful approximations for the tree languages $L(\mathcal{A}, p)$. The approximations are simply some families of tree languages indexed by states $p \in Q$. Those families, called $Q$-indexed families, or $Q$-families for short, are represented by functions $\mathcal{L}: Q \to \mathcal{P}(\text{Tr}_{\mathcal{A}})$. By the construction, we will guarantee that the tree languages $\mathcal{L}(q)$ will themselves be recognisable by some weak alternating automata. Each $Q$-family naturally possesses a dual representation by a mapping $\text{Tr}_{\mathcal{A}} \to \mathcal{P}(Q)$ that we denote by the same letter (but with different brackets)

$$\mathcal{L}[t] \overset{\text{def}}{=} \{ q \in Q \mid t \in \mathcal{L}(q) \} \in \mathcal{P}(Q).$$

If $p \in \text{Runs} \subseteq Q^\omega$ is an infinite sequence of states then $\lim_{i \to \infty} \Omega(\rho(i))$ (denoted by $\lim(\rho)$) exists, because by the definition of Runs the priorities are non-increasing and bounded. Recall that $W_P \subseteq \text{Runs}$ is the set of runs satisfying the parity condition, i.e. $W_P = \{ p \in \text{Runs} \mid \lim(\rho) \equiv 0 \pmod{2} \}$. For $i, n \in \mathbb{N}$, consider the following subsets of Runs:

$$S_i^n \overset{\text{def}}{=} W_P \cup \{ p \in \text{Runs} \mid \Omega(\rho(i)) \geq n \},$$

$$S_\infty^n \overset{\text{def}}{=} W_P \cup \{ p \in \text{Runs} \mid \lim(\rho) \geq n \},$$

$$R_i^n \overset{\text{def}}{=} W_P \cap \{ p \in \text{Runs} \mid \Omega(\rho(i)) < n \},$$

$$R_\infty^n \overset{\text{def}}{=} W_P \cap \{ p \in \text{Runs} \mid \lim(\rho) < n \}.$$

Connotatively, the name of the sets $S_i^n$ comes from the condition of safety, while the sets $R_i^n$ are named after reachability. More precisely, $S_i^n$ is an over-approximation of $W_P$, that makes $\exists$ win also if she manages to reach a priority $\geq n$ in the $i$th visited node of a given tree. Analogously, $R_i^n$ is an under-approximation of $W_P$ that makes $\forall$ win in the above case.

Based on the above definitions, we define the respective $Q$-families. For $p \in Q$, let $S_i^n(p)$, $S_\infty^n(p)$, $R_i^n(p)$, and $R_\infty^n(p)$ be the sets of trees such that $\exists$ has a winning strategy in the game $\mathcal{G}(t, p, W)$, where $W$ is respectively $S_i^n$, $S_\infty^n$, $R_i^n$, and $R_\infty^n$. Figure 1 below depicts the way these $Q$-families are used in the general construction.

It is easy to see that all the tree languages above can be recognised by weak parity alternating automata.

> Lemma 7. For every $n \in \mathbb{N}$ and $i \in \mathbb{N}$, we have

$$S_i^n \supseteq S_{i+1}^n \equiv S_i^\infty \quad \text{and} \quad R_i^n \subseteq R_{i+1}^n \subseteq R_\infty^n.$$

Analogously, for every $p \in Q$,

$$S_i^n(p) \supseteq S_{i+1}^n(p) \equiv S_i^\infty(p) \quad \text{and} \quad R_i^n(p) \subseteq R_{i+1}^n(p) \subseteq R_\infty^n(p).$$

> Proof. The first property follows directly from the definition of Runs, which guarantees that $\Omega(\rho(0)) \geq \Omega(\rho(1)) \geq \ldots \geq \lim(\rho)$. Then, the second property follows from Remark 4. ▷

It is straightforward to see that $S_\infty^n = \bigcap_{i \in \mathbb{N}} S_i^n$ and $R_\infty^n = \bigcup_{i \in \mathbb{N}} R_i^n$. However, it is not clear that these equalities imply the desired properties for the respective sets of trees. Lemma 9 below implies that it is the case. The proof relies on combinatorics of binary trees, namely on König’s Lemma.
Lemma 8. Take \( n \in \mathbb{N} \) and \( p \in Q \). Let \( B_{\omega}^n = \{ \rho \in \text{Runs} \mid \text{limit}(\rho) < n \} \) and, for \( i \in \mathbb{N} \), let \( B_i^n = \{ \rho \in \text{Runs} \mid \Omega(\rho(i)) < n \} \). If \( \sigma \) is a winning strategy of \( \exists \) in \( G(t,p,B_{\omega}^n) \) then there exists a number \( J \in \mathbb{N} \), such that \( \sigma \) is actually winning in \( G(t,p,B_J^\infty) \). An analogous property holds if \( \sigma \) is a winning strategy for \( \forall \).

Proof. Let \( \sigma \) be a winning strategy of \( \exists \) in \( G(t,p,B_{\omega}^n) \) (the case of \( \forall \) is completely analogous). Let \( T \subseteq (Q \times \{ 0, 1 \})^* \) be the set of sequences \( (q_0, d_0, \ldots, d_{n-1}) \) with \( q_0 = p \), such that there exists a play consistent with \( \sigma \) that visits all the positions \( (q_0, d_0 \cdots d_{i-1}) \) for \( i = 0, 1, \ldots, \ell \), and additionally \( \Omega(q_0) \geq n \). Observe that \( T \) is prefix-closed. Thus, we can treat \( t \) as a tree. Moreover, as \( Q \times \{ 0, 1 \} \) is finite, \( T \) is finitely branching. If \( T \) is finite then there exists \( J \) such that all the sequences in \( T \) have length at most \( J \). In that case \( \sigma \) is winning in \( G(t,p,B_J^\infty) \), and we are done.

For the sake of contradiction, suppose that \( T \) is infinite. Apply König’s Lemma to obtain an infinite path \( (q_i, d_i)_{i \in \omega} \) in \( T \). By the definition of \( T \), it implies that there exists an infinite play consistent with \( \sigma \) such that \( (q_i)_{i \in \omega} \) is the sequence of states visited during the play. But this is a contradiction, because \( \lim\text{states}((q_i)_{i \in \omega}) \geq n \) by the definition of \( T \) and, therefore, the considered play is losing for \( \exists \).

Lemma 9. Using the above notions, for every state \( p \in Q \), we have

\[
S_{\omega}^n(p) = \bigcap_{i \in \mathbb{N}} S_i^n(p) \quad \text{and} \quad R_{\omega}^\infty(p) = \bigcup_{i \in \mathbb{N}} R_i^\infty(p).
\]

Proof. Consider the first claim and take a tree \( t \in Tr_A \) such that for every \( i \in \mathbb{N} \) we have \( t \in S_i^n(p) \). We need to prove that \( t \in S_{\omega}^n(p) \). Assume contrarily, that \( t \not\in S_{\omega}^n(p) \). By determinacy, see Proposition 5, it means that there exists a strategy \( \sigma' \) of \( \forall \) such that for every play \( \pi \) consistent with \( \sigma' \), we have \( \lim\text{states}(\pi) < n \) and \( \lim\text{states}(\pi) \) is odd. Hence, in particular, \( \sigma' \) is winning for \( \forall \) in \( G(t,p,B_{\omega}^n) \). Therefore, by Lemma 8, we know that there exists a number \( J \in \mathbb{N} \) such that, for every \( \pi \) consistent with \( \sigma' \) with states(\( \pi \)) = \( (q_0, q_1, \ldots, q_J) \), we have \( \Omega(q_J) < n \). Therefore, the strategy \( \sigma' \) witnesses that \( t \not\in S_J^\infty(p) \), a contradiction.

We now prove the second claim. Take a tree \( t \in R_{\omega}^\infty(p) \). We need to prove that \( t \in R_j^\infty(p) \) for some \( j \in \mathbb{N} \). Let \( \sigma \) be a strategy of \( \exists \) witnessing that \( t \in R_{\omega}^\infty(p) \). Again, Lemma 8 guarantees that there exists a number \( J \in \mathbb{N} \) such that if \( \pi \) is a play consistent with \( \sigma \) with states(\( \pi \)) = \( (q_0, q_1, \ldots) \) then \( \Omega(q_J) < n \). Thus, \( t \in R_j^\infty(p) \).

The following lemma provides another characterisation of the above \( Q \)-families.

Lemma 10. For each \( p \in Q \), we have \( S_0^\infty(p) = T_{A} \) and \( R_0^\infty(p) = \emptyset \). Take \( n > 0 \). If \( \Omega(p) \geq n \) then \( S_0^n(p) = T_{A} \) and \( R_0^n(p) = \emptyset \). If \( \Omega(p) < n \) then

\[
L(A,p) = S_0^n(p), \quad L(A,p) = R_0^n(p), \quad L(A,p) = S_{\omega}^{n-1}(p) \quad \text{for odd} \ n, \quad L(A,p) = R_{\omega}^{n-1}(p) \quad \text{for even} \ n.
\]

Proof. The cases of \( n = 0 \) are trivial. The first two claims in the case \( \Omega(p) \geq n \) follow directly from the definitions. Take \( p \) such that \( \Omega(p) < n \). Notice that in that case the sequence of states \( \rho \) in a play in \( G(t,p) \) satisfies

\[
\rho \in W_P \iff \rho \in S_0^n, \quad \rho \in W_P \iff \rho \in R_0^n, \quad \rho \in W_P \iff \rho \in S_{\omega}^{n-1} \quad \text{for odd} \ n, \quad \rho \in W_P \iff \rho \in R_{\omega}^{n-1} \quad \text{for even} \ n.
\]
where the first two equivalences follow from the fact that \( \Omega(p(0)) = \Omega(p) < n \). The last two equivalences can be derived from the fact that \( \limit(p) \leq \Omega(p) < n \). First, we have \( \limit(p) \geq n - 1 \leftrightarrow \limit(p) = n - 1 \). Thus, if \( n \) is odd and \( \limit(p) \geq n - 1 \) then we know that \( \limit(p) \) is even. Analogously, if \( n \) is even then \( n - 1 \) is odd and the fact that \( \limit(p) \) is even guarantees that \( \limit(p) < n - 1 \).

Clearly, the above equivalences imply that, under the assumption of the lemma, a strategy winning for the condition \( W_p \) is winning for the respective conditions and vice-versa.

Our aim now is to define a function \( \Delta : P(Q) \times A \times P(Q) \to P(Q) \) that will allow us to form equations over \( Q \)-families. An ordered pair of sets of states \( P_L, P_R \in P(Q) \) induces a valuation \( v_{P_L, P_R} \) to the atoms in \( \{l, s\} \times Q \) defined by: \( v_{P_L, P_R}(d, p) \) is true if \( p \in P_d \). Now, consider additionally a letter \( a \in A \) and put

\[
\Delta(P_L, a, P_R) = \{ q \in Q \mid v_{P_L, P_R} \models \delta(q, a) \}.
\]

Equivalently, \( q \in \Delta(P_L, a, P_R) \) if \( \exists \) \( \Xi \) can play the finite game represented by \( \delta(q, a) \) in such a way to reach only such atoms \((d, p)\) that satisfy \( p \in P_d \).

> **Lemma 11.** The function \( \Delta : P(Q) \times A \times P(Q) \to P(Q) \) is monotone, i.e. if \( P_L \subseteq P'_L \) and \( P_R \subseteq P'_R \) then \( \Delta(P_L, a, P_R) \subseteq \Delta(P'_L, a, P'_R) \).

**Proof.** It follows directly from the fact that the Boolean formulae in \( \delta(q, a) \) are positive.

Recall that \( t \mid_v \in Tr_A \) denotes the subtree of \( t \) induced by a node \( v \), cf. Section 2. The following lemma shows how to increase the index \( i \) of the above \( Q \)-families \( S_i^n \) and \( R_i^n \).

> **Lemma 12.** Take \( n \in \mathbb{N}, i \in \mathbb{N} \), and a tree \( t \in Tr_A \). Then we have:

\[
\begin{align*}
S^i_{n+1}[t] &= \Delta(S^n_i[t\mid_L], t(\varepsilon), S^n_i[t\mid_R]),
R^i_{n+1}[t] &= \Delta(R^n_i[t\mid_L], t(\varepsilon), R^n_i[t\mid_R]).
\end{align*}
\]

The proof of this lemma is based on a standard technique of merging strategies: the game \( G(t, p) \) can be split into a finite game corresponding to the formula \( \delta(p, t(\varepsilon)) \) that leads to the sub-games \( G(t\mid_L, p_L) \) and \( G(t\mid_R, p_R) \) for some states \( p_L, p_R \in Q \).

**Proof.** Take a play \( \pi \) in the arena \( G(t, p) \) for some state \( p \in Q \). Recall that, by the definition of the game, the initial position of the play is \((p, \varepsilon)\) and the next state position will have the form \((q, d)\), for some \( q \in Q \) and \( d \in \{l, s\} \). Consider the suffix of the play \( \pi \) starting from that position. Clearly, this suffix induces a play, say \( \pi' \), in the arena \( G(t\mid_d, q) \), starting from the position \((q, \varepsilon)\) (technically, to satisfy our definition, we need also to replace every position \((a, dv)\) by \((a, v)\) in the original play). Moreover, the sequence of states visited by \( \pi' \), states \((\pi')\), is a suffix of the sequence states \((\pi)\) obtained by removing just the first element.

By the definition of \( S_i^n \) and \( R_i^n \) we have therefore

\[
\text{states}(\pi) \in S_{i+1}^n \iff \text{states}(\pi') \in S_i^n, \text{ and states}(\pi) \in R_{i+1}^n \iff \text{states}(\pi') \in R_i^n. \tag{2}
\]

We will now provide the proof for \( S_{i+1}^n \), the case of \( R_{i+1}^n \) is analogous. Let \( P_L \) and \( P_R \) equal respectively \( S_i^n[t\mid_L] \) and \( S_i^n[t\mid_R] \). Put \( a = t(\varepsilon) \). Recall that by the duality of the two representations of \( Q \)-families, \( p \in S_{i+1}^n[t] \) iff \( t \in S^n_{i+1}(p) \). So we need to prove that for every \( p \in Q \) we have \( t \in S^n_{i+1}(p) \) if and only if \( p \in \Delta(P_L, a, P_R) \).

Assume that \( t \in S^n_{i+1}(p) \). Take a strategy \( \sigma \) witnessing that. Notice that if a position of the form \((q, d)\) can be reached by \( \sigma \) then by (2) we know that \( t\mid_d \in S^n_i(q) \), i.e. \( q \in P_d \). Thus, the strategy \( \sigma \) witnesses that \( p \in \Delta(P_L, a, P_R) \).
Computing Measures of Weak-MSO Definable Sets of Trees

That is if the language family is exactly \( L(q) = L(A, q) \) then the probability assigned to a set of states \( P \) amounts to the probability that a randomly chosen tree, with respect to \( \mu_0 \), is accepted precisely from the states in \( P \).

\[ \text{Lemma 14. If for each } q \in Q \text{ we have } L(q) \subseteq L'(q) \text{ then } \bar{\mu}_0(L) \preceq \bar{\mu}_0(L') \text{ in } DP(Q). \]

\[ \bar{\mu}_0(S^0_n) \xrightarrow{\mathcal{F}} \bar{\mu}_0(R^1_n) \xrightarrow{\mathcal{Q}_{\geq 2}} \bar{\mu}_0(S^2_n) \xrightarrow{\mathcal{F}} \bar{\mu}_0(R^3_n) \xrightarrow{\mathcal{Q}_{\geq 4}} \bar{\mu}_0(S^3_n) \xrightarrow{\mathcal{F}} \ldots \]

\[ \bar{\mu}_0(S^0_0) \xrightarrow{\mathcal{Q}_{< 1}} \bar{\mu}_0(R^1_0) \xrightarrow{\mathcal{Q}_{< 2}} \bar{\mu}_0(S^2_0) \xrightarrow{\mathcal{Q}_{< 3}} \bar{\mu}_0(R^3_0) \xrightarrow{\mathcal{Q}_{< 4}} \bar{\mu}_0(S^3_0) \xrightarrow{\mathcal{Q}_{< 5}} \ldots \]

**Figure 1** A schematic presentation of the relationship between the distributions used in the proof. The vertical axis represents the order \( \preceq \), i.e. \( \bar{\mu}_0(S^0_n) \preceq \bar{\mu}_0(S^0_n) \). The edges marked \( \mathcal{F} \), \( \mathcal{Q}_{\leq n} \), and \( \mathcal{Q}_{\geq n} \) represent applications of the respective operations. The vertical convergence is understood in terms of pointwise limits in \( \mathbb{R}^{|P(Q)|} \).

For the opposite direction, assume that \( p \in \Delta(P_a, a, P_b) \). This means that there exists a finite strategy of \( \exists \) that allows her to resolve the formula \( \delta(p, a) \) in such a way that for every atom \((d, q)\) that can be reached by this strategy, we have \((d, q) \in P_d \). The last means that \( \exists \) has a winning strategy in the game \( G(t, p, S^n_{i+1}) \). Now we can combine all above strategies in a strategy in the game \( G(t, p, S^n_{i+1}) \), which by Equation (2) is again winning for \( \exists \). Hence, \( t \in S^n_{i+1}(p) \), as desired.

\[ \text{Remark 13. The relation } \preceq \text{ is a partial order on } D X \text{ (as an intersection of a finite family of partial orders).} \]

**5 Measures and distributions**

Following an approach started in [21], we transfer the problem of computing measures of tree languages \( L(A, p) \) to computing a suitable probability distribution on the sets of the automaton states. We start with a general construction. For a finite set \( X \), consider the set of probability distributions over \( X \), \( DX \defeq \{ \alpha : X \to [0, 1] \mid \sum_{x \in X} \alpha(x) = 1 \} \). Observe that, if \( X \) is partially ordered by a relation \( \preceq \) then \( DX \) is partially ordered by a relation \( \leq \) defined as follows: \( \alpha \preceq \beta \) if for every upward-closed\(^1\) set \( U \subseteq X \), we have \( \sum_{x \in U} \alpha(x) \leq \sum_{x \in U} \beta(x) \). In this article, we are interested in \( \langle X, \preceq \rangle \) being the powerset \( P(X) \) ordered by inclusion \( \subseteq \).

\[ \text{Remark 13. The relation } \preceq \text{ is a partial order on } D X \text{ (as an intersection of a finite family of partial orders).} \]

Every \( Q \)-family \( L \) for a weak alternating automaton \( A \) induces naturally a member of \( DP(Q) \), which is a distribution \( \mu_0(L) \) defined by

\[ \mu_0(L)(P) = \mu_0\{ t \in Tr_A \mid L[t] = P \}. \]

Here \( \mu_0 \) is the uniform probability measure on \( Tr_A \). The sets in consideration are measurable thanks to Proposition 6.

Note that if the language family is exactly \( L(q) = L(A, q) \) then the probability assigned to a set of states \( P \) amounts to the probability that a randomly chosen tree, with respect to \( \mu_0 \), is accepted precisely from the states in \( P \).

\[ \text{Lemma 14. If for each } q \in Q \text{ we have } L(q) \subseteq L'(q) \text{ then } \bar{\mu}_0(L) \preceq \bar{\mu}_0(L') \text{ in } DP(Q). \]

\[ \text{1 That is if } x \leq y \text{ and } x \in U \text{ then } y \in U. \]
Proof. Take any upward-closed family \( U \subseteq P(Q) \). Then
\[
\sum_{P \in U} \bar{\mu}_0(L)(P) = \sum_{P \in U} \mu_0 \{ t \in Tr_A \mid L[t] = P \} = \mu_0 \{ t \in Tr_A \mid L[t] \in U \} \leq \mu_0 \{ t \in Tr_A \mid L'[t] \in U \} = \sum_{P \in U} \mu_0 \{ t \in Tr_A \mid L'[t] = P \} = \sum_{P \in U} \bar{\mu}_0(L')(P),
\]
where the middle inequality follows from the assumption that \( L(q) \subseteq L'(q) \) and the fact that the family \( U \) is upward-closed.

We now examine the sequences of distributions \( \bar{\mu}_0(S^n_i), \bar{\mu}_0(R^n_i), \bar{\mu}_0(S^n_{\infty}), \) and \( \bar{\mu}_0(R^n_{\infty}) \) arising from the \( Q \)-families introduced in the previous section. Our aim is to bind them by equations computable within \( DP(Q) \). As an analogue to the operation \( \Delta \), we introduce a function \( F: DP(Q) \to DP(Q) \) defined for \( \beta \in DP(Q) \) and \( P \in P(Q) \) by
\[
F(\beta)(P) = \frac{1}{|A|} \sum_{(P_L,a,P_R) \in \Delta^{-1}(P)} \beta(P_L) \cdot \beta(P_R).
\]
Note that the formula guarantees that \( F(\beta) \) is indeed a probabilistic distribution in \( DP(Q) \). The operator \( F \) allows us to lift the inductive definitions of the \( Q \)-families \( S^n_{i+1} \) and \( R^n_{i+1} \) given by Lemma 12, to their counterparts in the level of probability distributions.

Lemma 15. For each \( n \in \mathbb{N} \) and \( i \in \mathbb{N} \) we have
\[
\bar{\mu}_0(S^n_{i+1}) = F\left(\bar{\mu}_0(S^n_i)\right) \quad \text{and} \quad \bar{\mu}_0(R^n_{i+1}) = F\left(\bar{\mu}_0(R^n_i)\right).
\]
Proof. Take \( P \in P(Q) \) and observe that
\[
F\left(\bar{\mu}_0(S^n_i)\right)(P) \cong \frac{1}{|A|} \sum_{(P_L,a,P_R) \in \Delta^{-1}(P)} \mu_0(S^n_i(P_L)) \cdot \bar{\mu}_0(S^n_i(P_R))
\]
\[
(2) \sum_{(P_L,a,P_R) \in \Delta^{-1}(P)} \mu_0 \{ t_L \mid S^n_i[t_L] = P_L \} = \frac{1}{|A|} \cdot \mu_0 \{ t_k \mid S^n_i[t_k] = P_k \}
\]
\[
(3) \sum_{(P_L,a,P_R) \in \Delta^{-1}(P)} \mu_0 \{ t \mid S^n_i[t]|L = P_L \land t(\epsilon) = a \land S^n_i[t]|L = P_k \}
\]
\[
(4) \mu_0 \left( \bigcup_{(P_L,a,P_R) \in \Delta^{-1}(P)} \{ t \mid S^n_i[t]|L = P_L \land t(\epsilon) = a \land S^n_i[t]|L = P_k \} \right)
\]
\[
(5) \mu_0 \{ t \in Tr_A \mid \Delta(S^n_i[t]|L, t(\epsilon), S^n_i[t]|R) = P \}
\]
\[
(6) \mu_0 \{ t \in Tr_A \mid S^n_{i+1}[t] = P \}
\]
where: (1) is just the definition of \( F\left(\bar{\mu}_0(S^n_i)\right) \); (2) follows from the definition of \( \bar{\mu}_0(S^n_i) \); (3) follows from Remark 3 and the independence of \( \{ t(\epsilon) = a \} \) from the other events in consideration; (4) follows from the fact that the measured sets are pairwise disjoint; (5) follows simply from the definition of \( \Delta \); (6) follows from Lemma 12; and (7) is just the definition of \( \bar{\mu}_0(S^n_{i+1}) \).

The proof for \( R^n_{i+1} \) follows the same steps, except it uses the \( R^n_i \) variant of Lemma 12.
Now, recall that $Q_{\geq n}$ and $Q_{< n}$ are sets of states of respective priorities. Let the functions $Q_{< n}, Q_{\geq n} : \mathcal{DP}(Q) \to \mathcal{DP}(Q)$ be defined by

\[
Q_{< n}(\beta)(P) \overset{\text{def}}{=} \sum_{P' : P' \cap Q_{< n} = P} \beta(P'), \tag{4}
\]

\[
Q_{\geq n}(\beta)(P) \overset{\text{def}}{=} \sum_{P' : P' \cup Q_{\geq n} = P} \beta(P'). \tag{5}
\]

Again, the formulae guarantee that $Q_{< n}(\beta)$ and $Q_{\geq n}(\beta)$ are both probabilistic distributions in $\mathcal{DP}(Q)$. The following lemma shows the relation between these functions and the limit distributions $\vec{\mu}_0(S_{\infty}^{n-1})$ and $\vec{\mu}_0(R_{\infty}^{n-1})$.

\begin{lemma}
For each $n \in \mathbb{N}$ we have

\[
Q_{< n}(\vec{\mu}_0(S_{\infty}^{n-1})) = \vec{\mu}_0(R_{\infty}^{n}) \quad \text{if } n \text{ is odd},
\]

\[
Q_{\geq n}(\vec{\mu}_0(R_{\infty}^{n-1})) = \vec{\mu}_0(S_{\infty}^{n}) \quad \text{if } n \text{ is even}.
\]
\end{lemma}

This lemma follows from Lemma 10 in a similar way as Lemma 15 follows from Lemma 12.

\begin{proof}
Consider the case of even $n$ and a tree $t \in \mathcal{T}_A$. We need to show that

\[
Q_{\geq n}(\vec{\mu}_0(R_{\infty}^{n-1}))(P) = \vec{\mu}_0(S_{\infty}^{n})(P).
\]

Lemma 10 implies that

\[
S_{\infty}^{n}[t] = (R_{\infty}^{n-1}[t]) \cup Q_{\geq n}.
\]

Therefore, for each $P \in \mathcal{P}(Q)$ we have

\[
\vec{\mu}_0(S_{\infty}^{n})(P) = \mu_0\{t \in \mathcal{T}_A \mid S_{\infty}^{n}[t] = P\}
\]

\[
= \mu_0\{t \in \mathcal{T}_A \mid (R_{\infty}^{n-1}[t]) \cup Q_{\geq n} = P\}
\]

\[
= \mu_0\left(\bigcup_{P' : P' \cap Q_{\geq n} = P} \{t \in \mathcal{T}_A \mid R_{\infty}^{n-1}[t] = P'\}\right)
\]

\[
= \sum_{P' : P' \cap Q_{\geq n} = P} \mu_0\{t \in \mathcal{T}_A \mid R_{\infty}^{n-1}[t] = P'\}
\]

\[
= \sum_{P' : P' \cap Q_{\geq n} = P} \vec{\mu}_0(R_{\infty}^{n-1})(P')
\]

\[
= Q_{\geq n}(\vec{\mu}_0(R_{\infty}^{n-1}))(P)
\]

The case of odd $n$ is entirely analogous.
\end{proof}

The two above lemmata express the properties of the operators $\mathcal{F}$, $Q_{< n}$, and $Q_{\geq n}$ as depicted on Figure 1.
6 Limit distributions $\mu_0^\infty(S_n^\infty)$ and $\mu_0^\infty(R_n^\infty)$

In this section we show how to represent the distributions $\mu_0^\infty(S_n^\infty)$ and $\mu_0^\infty(R_n^\infty)$ as fixed points. We begin by proving that these distributions are limits in $\mathcal{P}(Q)$ of the sequences of vectors $(\mu_0^\infty(S_n^\infty))_{n \in \mathbb{N}}$ and $(\mu_0^\infty(R_n^\infty))_{n \in \mathbb{N}}$ respectively. This is a consequence of Lemmata 7 and 9.

Lemma 17. For each $n \in \mathbb{N}$ and $P \in \mathcal{P}(Q)$ we have

$$\lim_{i \to \infty} \mu_0^\infty(S_n^\infty)(P) = \mu_0^\infty(S_\infty^\infty)(P) \quad \text{and} \quad \lim_{i \to \infty} \mu_0^\infty(R_n^\infty)(P) = \mu_0^\infty(R_\infty^\infty)(P).$$

Proof. We consider case of $\mu_0^\infty(S_n^\infty)$, the case of $\mu_0^\infty(R_n^\infty)(P)$ is entirely dual. First, we show that the respective limits agree when taking sums over any upward closed family $U \subseteq \mathcal{P}(Q)$, see (7) below. For $i \in \mathbb{N}$ let $X_i = \bigcup_{P \in U} \{ t \in \text{Tr}_A | S_i^t[t] = P' \}$ and $X_\infty = \bigcup_{P \in U} \{ t \in \text{Tr}_A | S_\infty^t[t] = P' \}$. Lemma 7 together with the fact that $U$ is upward-closed imply that $X_0 \supseteq X_1 \supseteq \ldots \supseteq X_\infty$. Lemma 9 and finiteness of $Q$ imply that for every tree $t$ there exists an index $J$ such that $S_j^t[t] \subseteq S_\infty^t[t]$. Therefore, $\bigcap_{i \in \mathbb{N}} X_i = X_\infty$. By continuity of the measure $\mu_0$ we get that $\lim_{i \to \infty} \mu_0(X_i) = \mu_0(X_\infty)$. This means that

$$\lim_{i \to \infty} \sum_{P \in U} \mu_0^\infty(S_i^\infty)(P') = \lim_{i \to \infty} \mu_0(X_i) = \mu_0(X_\infty) = \sum_{P \in U} \mu_0^\infty(S_\infty^\infty)(P').$$

(7) Clearly, $\{P\} = \{P' \in \mathcal{P}(Q) | P' \supseteq P\} \setminus \{P' \in \mathcal{P}(Q) | P' \supseteq P\}$ with both these families upward closed. Therefore, we can apply (7) twice and obtain the desired equation. 

The monotonicity of $\Delta$, see Lemma 11, implies the following lemma.

Lemma 18. The operator $\mathcal{F} : \mathcal{D} \mathcal{P}(Q) \to \mathcal{D} \mathcal{P}(Q)$, see Equation (3), is monotone in $\preceq$.

Proof. We need to prove that $\mathcal{F}$ is monotone w.r.t. the order $\preceq$. Thus, for every $\alpha \preceq \beta \in \mathcal{D} \mathcal{P}(Q)$ and an upward-closed family $U \subseteq \mathcal{P}(Q)$ we should have $\sum_{P \in U} \mathcal{F}(\alpha)(P) \leq \sum_{P \in U} \mathcal{F}(\beta)(P)$.

After multiplying by $\frac{1}{|\mathcal{P}|}$ and splitting the sum over separate letters $a \in A$ (see the definition of $\mathcal{F}$, cf. (3)), it is enough to show that for each $a \in A$ and $O_a \overset{\text{def}}{=} \{(P_L, P_k) | \Delta(P_L, a, P_k) \in U\}$ we have

$$\sum_{(P_L, P_k) \in O_a} \alpha(P_L) \cdot \alpha(P_k) \leq \sum_{(P_L, P_k) \in O_a} \beta(P_L) \cdot \beta(P_k).$$

Now, by monotonicity of $\Delta$ (see Lemma 11) and the fact that $U$ is upward-closed, we know that if $P_L \subseteq P'_L$, $P_k \subseteq P'_k$, and $(P_L, P_k) \in O_a$ then also $(P'_L, P'_k) \in O_a$. By $P^{-1}_L \cdot O_a$ and $O_a \cdot P^{-1}_k$ we will denote the sections $\{P_k | (P_L, P_k) \in O_a\}$ and $\{P_L | (P_L, P_k) \in O_a\}$ respectively. Notice that both of them are upward-closed. Thus, using the assumption that $\alpha \preceq \beta$ twice, we obtain
\[
\sum_{(P, P_k) \in O_n} \alpha(P) \cdot \alpha(P_k) = \sum_{P \in \mathcal{P}(Q)} \alpha(P) \cdot \left( \sum_{P_k \in P_{i-1}^O} \alpha(P_k) \right)
\leq \sum_{P \in \mathcal{P}(Q)} \alpha(P) \cdot \left( \sum_{P_k \in P_{i-1}^O} \beta(P_k) \right)
= \sum_{(P, P_k) \in O_n} \alpha(P) \cdot \beta(P_k) = \sum_{(P, P_k) \in O_n} \beta(P_k) \cdot \alpha(P_l)
= \sum_{P_k \in \mathcal{P}(Q)} \beta(P_k) \cdot \left( \sum_{P \in O_n, P_k^1} \alpha(P) \right)
\leq \sum_{P_k \in \mathcal{P}(Q)} \beta(P_k) \cdot \left( \sum_{P \in O_n, P_k^1} \beta(P) \right)
= \sum_{(P, P_k) \in O_n} \beta(P_k) \cdot \beta(P_l) = \sum_{(P, P_k) \in O_n} \beta(P_k) \cdot \beta(P_l).
\]

With the two lemmata above, we are ready to conclude this section: we characterise the distributions \(\vec{\mu}_0(S^a_n)\) and \(\vec{\mu}_0(R^a_\infty)\), see Figure 1, by a specialised variant of the Knaster-Tarski fixed point theorem.

**Proposition 19.** For each \(n \in \mathbb{N}\) the distribution \(\vec{\mu}_0(S^a_n)\) is the \(\preceq\)-greatest distribution \(\beta\) satisfying \(\beta = \mathcal{F}(\beta)\) and \(\beta \preceq \vec{\mu}_0(S^a_n)\). Similarly, \(\vec{\mu}_0(R^a_\infty)\) is the \(\preceq\)-least distribution \(\beta\) satisfying \(\beta = \mathcal{F}(\beta)\) and \(\beta \preceq \vec{\mu}_0(R^a_\infty)\).

**Proof.** Consider the case of \(\vec{\mu}_0(S^a_n)\). Observe that \(\mathcal{F}\) is continuous in \(\mathbb{R}^\mathcal{P}(Q)\). Indeed, it is given by a vector of quadratic polynomials from \(\mathbb{R}^\mathcal{P}(Q)\) to \(\mathbb{R}^\mathcal{P}(Q)\). Now, take \(P \in \mathcal{P}(Q)\) and observe that

\[
\vec{\mu}_0(S^a_n)(P) = \lim_{i \to \infty} \vec{\mu}_0(S^a_i)(P) = \lim_{i \to \infty} \mathcal{F}(\vec{\mu}_0(S^a_i))(P) = \\
\mathcal{F}\left( \lim_{i \to \infty} \vec{\mu}_0(S^a_i)(P) \right) = \mathcal{F}(\vec{\mu}_0(S^a_\infty)(P))
\]

where the first equality follows from Lemma 17; the second from Lemma 15; the third from continuity of \(\mathcal{F}\); and the last from Lemma 17, again. Therefore, \(\beta = \vec{\mu}_0(S^a_\infty)\) satisfies \(\beta = \mathcal{F}(\beta)\). Moreover, Lemmata 7 and 14 imply that \(\beta \preceq \vec{\mu}_0(S^a_n)\).

Consider now any distribution \(\beta \in \mathcal{D}\mathcal{P}(Q)\) such that \(\beta = \mathcal{F}(\beta)\) and \(\beta \preceq \vec{\mu}_0(S^a_n)\). We need to prove that \(\beta \preceq \vec{\mu}_0(S^a_\infty)\). Lemma 18 states that \(\mathcal{F}\) is monotone. Therefore, by inductively applying Lemma 15 for \(i = 0, \ldots,\), we infer that

\[
\beta = \mathcal{F}(\beta) \leq \mathcal{F}(\vec{\mu}_0(S^a_n)) = \vec{\mu}_0(S^a_{i+1}).
\]

Take any upward-closed family \(U \subseteq \mathcal{P}(Q)\). The above inequality implies that for each \(i \in \mathbb{N}\) we have \(\sum_{P \in U} \beta(P) \leq \sum_{P \in U} \vec{\mu}_0(S^a_n)(P)\). By taking the limit as in Lemma 17 we obtain that \(\sum_{P \in U} \beta(P) \leq \sum_{P \in U} \vec{\mu}_0(S^a_\infty)(P)\). This implies that \(\beta \preceq \vec{\mu}_0(S^a_\infty)\).

The case of \(\vec{\mu}_0(R^a_\infty)\) is similar, we utilise the opposite monotonicity \(\beta \succeq \vec{\mu}_0(R^a_\infty)\).
7 Computing measures

In this section, we conclude our solution to Problem 1 for weak alternating automata. This is achieved by a reduction to the first-order theory of the real numbers $\mathcal{R} = (\mathbb{R}, 0, 1, +, \cdot)$. The theory is famously decidable thanks to Tarski-Seidenberg theorem, see e.g. [25].

Throughout this section, we assume that the reader is familiar with the syntax and semantics of first-order logic. We say that a formula $\varphi(x_1, \ldots, x_k)$ represents a relation $r \subseteq \mathbb{R}^k$ if it holds in $\mathbb{R}$ according to an evaluation $v$ of the free variables $x_1, \ldots, x_n$, precisely when the tuple $\langle v(x_1), \ldots, v(x_k) \rangle$ belongs to $r$. For example, the formula $\exists z. x + (z \cdot z) = y$ represents the standard ordering $\leq$ on real numbers. A formula represents a number $a \in \mathbb{R}$ if it represents the singleton $\{a\}$; for example the formula $x \cdot x = 1 + 1 \land \exists z. x = z \cdot z$, represents the number $\sqrt{2}$.

Theorem 20. Given a weak alternating automaton $A$ one can compute a formula $\psi_A(x)$ that represents the number $\mu_0(\mathcal{L}(A))$. Moreover, the formula is in a prenex normal form, its size is exponential in the size of $A$, and the quantifier alternation of $\psi_A(x)$ is constant.

Proof. Fix a weak alternating automaton $A = \langle A, Q, q_0, \delta, \Omega \rangle$. Let $N > \Omega(q_1)$ be an even number (either $\Omega(q_1)+1$ or $\Omega(q_1)+2$). Fix an enumeration $\{P_1, \ldots, P_K\}$ of $\mathcal{P}(Q)$ with $K = 2^{|Q|}$. We will identify a distribution $\alpha \in \mathcal{DP}(Q)$ with its representation $\alpha = (a_1, \ldots, a_K) \in \mathbb{R}^K$ as a vector of real numbers. Following this identification, $\alpha(P_k)$ stands for $a_k$. Clearly the properties that $\mathcal{F}(\alpha) = \beta$, $\mathcal{Q}_{\leq a}(\alpha) = \beta$, and $\mathcal{Q}_{\geq a}(\alpha) = \beta$ are definable by quantifier free formulae of size polynomial in $K$.

The following formula defines the fact that $\alpha \in \mathcal{DP}(Q)$.

$$\text{dist}(\alpha) \equiv \sum_{k=1}^{K} \alpha(P_k) = 1 \land \bigwedge_{k=1}^{K} 0 \leq \alpha(P_k) \leq 1$$

Analogously to our representation of distributions, every subset $U \subseteq \mathcal{P}(Q)$ can be represented by its indicator: a vector of numbers $\iota = (i_1, \ldots, i_K)$ such that $\iota(P)$ is either 0 (if $P \notin U$) or 1 (if $P \in U$). Note that if $U$ is upward closed then whenever $P \subseteq P'$ and $\iota(P) = 1$ then $\iota(P') = 1$. The following formula defines the fact that $\iota$ represents an upward-closed set.

$$\text{upward}(\iota) \equiv \bigwedge_{k=1}^{K} (\iota(P_k)=0 \lor \iota(P_k)=1) \land \bigwedge_{P \subseteq P'} \iota(P)=1 \implies \iota(P')=1.$$ 

Thus, to check if $\alpha \preceq \beta$ one can use the following formula (see Claim 21 below)

$$\text{minor}(\alpha, \beta, \iota) \equiv \sum_{k=1}^{K} \alpha(P_k) \cdot \iota(P_k) \leq \sum_{k=1}^{K} \beta(P_k) \cdot \iota(P_k).$$

Notice that all the above formulae: $\text{dist}(\alpha)$, $\text{upward}(\iota)$, and $\text{minor}(\alpha, \beta, \iota)$ are quantifier free: the $\bigwedge$ there are just explicitly written as finite conjunctions. Therefore, these formulae can be used to relativise quantifiers in a prenex normal form of a formula: for instance we write $\forall \alpha$: $\text{dist}(\alpha)$, $\exists \beta$: $\text{dist}(\beta)$, $\psi(\alpha, \beta)$ to denote $\forall \alpha. \exists \beta. \text{dist}(\alpha) \rightarrow (\text{dist}(\beta) \land \psi(\alpha, \beta))$.

Claim 21. Given two distributions $\alpha$ and $\beta$, we have $\alpha \preceq \beta$ if and only if

$$\forall \iota: \text{upward}(\iota), \text{minor}(\alpha, \beta, \iota).$$
Figure 2 A diagram of the distributions \( \alpha_n \) and \( \beta_n \) in the formula \( \psi_A(x) \), cf. Figure 1. The symbol \( \nabla \) represents applications of Proposition 19 in the case of \( S_{n}^0 \) and \( S_{n}^\infty \); while \( \blacklozenge \) corresponds to the dual case of \( R_{n}^0 \) and \( R_{n}^\infty \).

The formula \( \psi_A(x) \) is intended to specify the distributions \( (\alpha_n, \beta_n)_{n=0, \ldots, N} \) in a way depicted on Figure 2. The value \( \bar{\mu}_0(S_{n}^0(P)) \) is 1 if \( P = Q \) and 0 otherwise, see Lemma 10. Proposition 19 allows us to define \( \bar{\mu}_0(S_{n}^0) \) (resp. \( \bar{\mu}(R_{n}^\infty) \)) using \( \bar{\mu}(S_{n}^0) \) (resp. \( \bar{\mu}(R_{n}^\infty) \)) as specific fixed points of the operation \( \mathcal{F} \). Finally, Lemma 16 allows us to define \( \bar{\mu}_0(R_{n}^0) \) using \( Q < n \), and \( \bar{\mu}_0(S_{n}^0) \) using \( Q \geq n \). The value of \( x \) is related to those distributions based on Lemma 10 which implies that \( \mu_0(L(A)) = \sum_{P : q \in P \in E(Q)} \bar{\mu}_0(S_{n}^0)(P) \).

The following equation defines the formula \( \psi_A(x) \).

\[
\psi_A(x) \equiv \exists \alpha_0, \beta_0 : \text{dist}(\alpha_0), \text{dist}(\beta_0), \beta_0 = \mathcal{F}(\beta_0), \quad \vdots
\]

\[
\exists \alpha_N, \beta_N : \text{dist}(\alpha_N), \text{dist}(\beta_N), \beta_N = \mathcal{F}(\beta_N),
\]

\[
\forall \theta : \text{dist}(\theta), \theta = \mathcal{F}(\theta),
\]

\[
\exists \iota_0 : \text{upward}(\iota_0),
\]

\[
\vdots
\]

\[
\exists \iota_N : \text{upward}(\iota_N),
\]

\[
\forall \gamma_0 : \text{upward}(\gamma_0),
\]

\[
\vdots
\]

\[
\forall \gamma_N : \text{upward}(\gamma_N).
\]

\[
(\alpha_0(Q) = 1 \land \bigwedge_{P \neq Q} \alpha_0(P) = 0) \land
\]

\[
\left( \bigwedge_{n=1}^{N} \text{[n is odd]} \Rightarrow \alpha_n = Q_{<n}(\beta_{n-1}) \right) \land
\]

\[
\left( \bigwedge_{n=1}^{N} \text{[n is even]} \Rightarrow \alpha_n = Q_{\geq n}(\beta_{n-1}) \right) \land
\]

\[
\left( \bigwedge_{n=0}^{N} \text{[n is odd]} \Rightarrow \text{minor}(\alpha_n, \beta_n, \gamma_n) \right) \land
\]

\[
\left( \bigwedge_{n=0}^{N} \text{[n is even]} \Rightarrow \text{minor}(\beta_n, \alpha_n, \gamma_n) \right) \land
\]

\[
\left( \bigwedge_{n=0}^{N} \text{[n is odd]} \Rightarrow \left( \neg \text{minor}(\alpha_n, \theta, \iota_n) \lor \text{minor}(\beta_n, \theta, \gamma_n) \right) \right) \land
\]

\[
\left( \bigwedge_{n=0}^{N} \text{[n is even]} \Rightarrow \left( \neg \text{minor}(\alpha_n, \theta, \iota_n) \lor \text{minor}(\beta_n, \theta, \gamma_n) \right) \right) \land
\]
We know that (17) because we know that

\[
\left( \bigwedge_{n=0}^{N} [n \text{ is even}] \rightarrow \left( \neg \text{minor}(\theta, \alpha_n, \iota_n) \lor \text{minor}(\theta, \beta_n, \gamma_n) \right) \right) \land (18)
\]

\[
\sum_{P \ni \alpha} \alpha_n(P) = x
\]

(19)

Observe that the size of this formula is polynomial in \(K\) and \(N\) (in fact it is \(O(N \cdot K^2)\)), i.e. exponential in the size of the automaton \(A\). Moreover, the formula is in prenex normal form and its quantifier alternation is 4 (the sub-formulae that involve \(\land\) are written explicitly as conjunctions).

We begin by proving soundness of the formula: we assume that \(\psi_A(x)\) holds and show that \(x = \mu_0(L(A))\). Consider a sequence of distributions \((\alpha_n, \beta_n)_{n=0,\ldots,N}\) witnessing (8). The following two lemmata prove inductively that for \(n = 0, \ldots, N\) we have

\[
\alpha_n = \mu_0(S^n_0) \quad \text{and} \quad \beta_n = \mu_0(S^n_\infty) \quad \text{for even } n,
\]

\[
\alpha_n = \mu_0(R^n_0) \quad \text{and} \quad \beta_n = \mu_0(R^n_\infty) \quad \text{for odd } n.
\]

Lemma 22. Using the above notations and the assumption that \(\psi_A(x)\) holds:

for even \(n\), if \(\alpha_n = \mu_0(S^n_0)\) then \(\beta_n = \mu_0(S^n_\infty)\).

for odd \(n\), if \(\alpha_n = \mu_0(R^n_0)\) then \(\beta_n = \mu_0(R^n_\infty)\).

Proof. Both claims follow from Proposition 19. Take \(n\) odd and assume that \(\alpha_n = \mu_0(R^n_0)\). We know that \(\beta_n = \mathcal{F}(\beta_n)\) by (8). Moreover, by Claim 21, the arbitrary choice of \(\gamma_n\) and (15) we know that \(\alpha_n \preceq \beta_n\). It is enough to prove that if \(\theta\) is any distribution satisfying \(\alpha_n \preceq \theta\) and \(\theta = \mathcal{F}(\theta)\) then \(\beta_n \preceq \theta\).

Assume contrarily that \(\theta\) is a distribution such that \(\alpha_n \preceq \theta\) and \(\theta = \mathcal{F}(\theta)\) but \(\beta_n \not\preceq \theta\). We know that \(\theta\) must satisfy the sub-formula in (9). Take the upward closed sets \((\iota_\ell)_{\ell=0,\ldots,N}\) given by (10). Now let \((\gamma_\ell)_{\ell=0,\ldots,N}\) be any sequence of upward closed sets such that \(\gamma_n\) witnesses the fact that \(\beta_n \not\preceq \theta\), i.e. \(\neg \text{minor}(\beta_n, \theta, \gamma_n)\) holds. But this is a contradiction with (17) because \(\text{minor}(\alpha_n, \theta, \iota_n)\) is true as \(\alpha_n \preceq \theta\) and \(\text{minor}(\beta_n, \theta, \gamma_n)\) is false.

The case of even \(n\) is analogous.

Lemma 23. Using the above notations and the assumption that \(\psi_A(x)\) holds:

\[
\alpha_n = \mu_0(S^n_0) \quad \text{for even } n \quad \text{and} \quad \alpha_n = \mu_0(R^n_0) \quad \text{for odd } n.
\]

Proof. The proof is inductive in \(n\). First, \(\alpha_0 = \mu_0(S^n_0)\) because of (12) and the statement for \(n = 0\) in Lemma 10 (we can take \(\theta = \beta_0\) and \(\gamma_\ell = \iota_\ell\) for \(\ell = 0, \ldots, N\) to check that Condition (12) holds).

Now assume that the above conditions are true for \(n - 1\) for some \(n \in \{1, \ldots, N\}\). Again, by the symmetry we assume that \(n\) is odd, i.e. \(\alpha_{n-1} = \mu_0(S^n_{n-1})\). By Lemma 22 we know that \(\beta_{n-1} = \mu_0(S^n_{n-1})\). Condition (13) says that \(\alpha_n = Q_{<n}(\beta_{n-1}) = Q_{<n}(\mu_0(S^n_{n-1}))\). Now Lemma 16 implies that \(Q_{<n}(\mu_0(S^n_{n-1})) = \mu_0(R^n_0)\) and the induction step is complete.

Equation (20) together with Condition (19), imply that \(x = \mu_0(t \in \text{Tr}_A \mid q_1 \in S^n[t])\). Since \(N > \Omega(q_1)\) is even, Lemma 10 implies that \(S^n[q_1] = L(A, q_1)\) and therefore, \(q_1 \in S^n[t]\) if and only if \(t \in L(A)\). This guarantees that \(x = \mu_0(L(A))\).

We will now prove completeness of the formula: if \(x = \mu_0(L(A))\) then \(\psi_A(x)\) holds. Choose the distributions \((\alpha_n, \beta_n)_{n=0,\ldots,N}\) in (8) as in (20). We will show that then the rest of the formula holds. Consider any distribution \(\theta\). For each \(n = 0, \ldots, N\) let \(\iota_n\) be an upward-closed set witnessing that \(\alpha_n \not\preceq \theta\) for odd \(\theta\) (resp. \(\theta \not\preceq \alpha_n\) for even \(\theta\)); or any upward closed set if the respective inequality holds.
Take any \((\gamma_n)_{n=0,\ldots,N}\) that are upward closed. We need to check that the sub-formula starting in (12) holds. Conditions (12) – (16) and (19) hold by the same lemmata as mentioned in the previous section. To check Conditions (17) and (18) one again invokes Proposition 19: either \(\gamma_n\) witnesses that \(\alpha_n \not\in \theta\) (resp. \(\theta \not\in \alpha_n\)) or, if \(\gamma_n\) was chosen arbitrarily, then Proposition 19 implies that also the respective inequality with \(\beta_n\) holds.

### 7.1 Branching processes

This section is devoted to the variant of Theorem 20 in the case when instead of the standard measure \(\mu_0\) one uses a measure \(\mu_P\) generated by a given branching process \(P\). For the sake of simplicity we define only binary branching processes, the case of a fixed higher arity can be solved analogously.

A branching process is a tuple \(P = (A, \tau, \alpha_1)\) where \(A\) is a finite alphabet; \(\tau: A \to DA^2\) a branching function that assigns a probability distribution over \(A^2\) to every letter in \(A\); and \(\alpha_1 \in DA\) an initial distribution. We assume that all probabilities occurring in these distributions are rational. By the size of \(P\) we understand the size of its binary representation.

A branching process \(P\) can be seen as a generator of random trees: it defines a complete Borel measure \(\mu_P\) over the set of infinite trees in the following way. Let \(f: \text{dom}(f) \to A\) be a complete finite tree of depth \(d \geq 0\) i.e. \(\text{dom}(f) = \{u \in \{L,R\}^* \mid |u| \leq d\} = \{L,R\}^d\). Then the measure \(\mu_P\) of the basic set \(U_f\), see Section 2, is defined by

\[
\mu_P(U_f) \overset{\text{def}}{=} \alpha_1(f(\varepsilon)) \cdot \prod_{u \in \{L,R\}^d} \tau(f(u))(f(uL), f(uR)). \tag{21}
\]

Now, \(\mu_P\) can be extended in a standard way to a complete Borel measure on the set of all infinite trees \(\text{Tr}_A\). Intuitively, a tree \(t \in \text{Tr}_A\) that is chosen according to \(\mu_P\) is generated in a top-down fashion: the root label \(t(\varepsilon)\) is chosen according to the initial distribution \(\alpha_1\); and the labels of the children \(uL\) and \(uR\) of a node \(u\) are chosen according to the distribution \(\tau(t(u)) \in DA^2\) defined for the label of their parent \(u\).

Observe that the uniform measure \(\mu_0\) over trees \(\text{Tr}_A\) equals the measure \(\mu_{P_0}\) defined by the branching process \(P_0 = (A, \tau_0, \alpha_0)\), where \(\alpha_0(a) = |A|^{-1}\) and \(\tau_0(a)(a_L, a_R) = |A|^{-2}\) for each \(a, a_L, a_R \in A\).

#### Theorem 24

Given a weak alternating automaton \(A\) and a branching process \(P\) one can compute a formula \(\psi_{A,P}(x)\) that represents the number \(\mu_P(L(A))\). Moreover, the formula is in a prenex normal form; its size is exponential in the size of \(A\) and polynomial in the size of \(P\); and the quantifier alternation of \(\psi_{A,P}\) is constant.

To prove Theorem 24, we construct the formula \(\psi_{A,P}(x)\) directly along the same lines as the formula \(\psi_A(x)\) in Theorem 20. The difference is that instead of working in the space \(\text{DP}(Q)\) with the order \(\preceq\); our computations are performed in the space \((\text{DP}(Q))^A\) ordered by the order \(\preceq\) considered coordinate-wise. A complete presentation of this more general construction will be given in the full version of this article.

### 7.2 Representing algebraic numbers

We now use the formulas \(\psi_A\) and \(\psi_{A,P}\) constructed above to find the measure of the language \(L(A)\). We use the celebrated result of Tarski [25] and its two algorithmic improvements.

#### Theorem 25 ([2,3])

Given a formula \(\psi\) of first-order logic over \(\mathbb{R}\), one can decide if \(\psi\) holds in deterministic exponential space. Moreover, if \(\psi\) is in a prenex normal form and the alternation of quantifiers \(\forall\) and \(\exists\) in \(\psi\) is bounded then the algorithm works in single exponential time in the size of \(\psi\).
Proof of Theorem 2. Input a weak alternating automaton $A$, a branching process $P$, and a rational number $q$. Consider the formula $\psi \equiv \exists x. \psi_{A,P}(x) \land q \gg x$, where $\gg$ is one of $<, =, \text{or} >$. Notice that $\psi$ is in prenex normal form; its size is exponential in the size of $A$ and polynomial in the size of $P$; and its quantifier alternation is constant. Apply the algorithm from Theorem 25 to check whether $\psi$ is true in $\mathbb{R}$. We can also compute a representation of the measure $\mu_P(L(A))$. The quantifier elimination procedure due to Tarski [25] transforms a formula $\psi(x_1,\ldots, x_n)$ into an equivalent quantifier-free formula $\hat{\psi}(x_1,\ldots, x_n)$, which moreover can be represented by a semialgebraic set, see [4, Chapter 2].

$\Rightarrow$ Theorem 26 ([7]). Given a formula $\psi(x_1,\ldots, x_n)$ of first-order logic over $\mathbb{R}$, one can construct a representation of the set of tuples $(x_1,\ldots, x_n)$ satisfying $\psi$, as a semialgebraic set. Moreover, this algorithm works in time doubly-exponential in the size of $\psi$.

Theorems 20 and 24 together with the above results imply the following claim.

$\Rightarrow$ Corollary 27. Given a weak alternating automaton $A$ of size $n$, one can compute a representation of the value $\mu_0(L(A))$ as a singleton semialgebraic set in time triply exponential in $n$. Moreover, given a branching process of size $m$, one can compute a representation of the value $\mu_P(L(A))$ as a singleton semialgebraic set in time triply exponential in $n$ and doubly exponential in $m$.

8 Conclusions

We have shown how to compute the probability measure of a tree language $L$ recognised by a weak alternating automaton. The crucial trait is continuity of certain approximations of the measure of $L$ in a properly chosen order $\preceq$, see Lemma 17. This continuity relies on König’s lemma, cf. Lemma 9. In terms of $\mu$-calculus, it stems from both the absence of alternation between least and greatest fixed points in formulae and the boundedness of branching in models (for a study of continuity in $\mu$-calculus see [11]).

Whether our techniques can be extended beyond weak automata – hopefully to all tree automata or, equivalently, full MSO logic, or full $\mu$-calculus – remains open. The question is of interest as, e.g. translation of the logic CTL* into $\mu$-calculus requires at least one alternation between least and greatest fixed points (cf. [9], Exercise 10.13). On the other hand, fixed point formulas over binary trees are not continuous in general, and may require $\omega_1$ iterations to reach stabilisation, already on the second level of the fixed-point hierarchy.

This problem has been already successfully tackled in the context of measurability of regular tree languages – Mio [16] uses Martin’s axiom to control the behaviour of measure when taking limits of sequences of length $\omega_1$. Such behaviour cannot be directly simulated in $\mathcal{D}X$, because each well-founded chain of distributions has a countable length. However, this need not be an absolute obstacle as it might be the case that the values of the measure of the iterations stabilise before the actual fixed point is reached, possibly in $\omega$ steps.
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1 Introduction
A max-plus automaton is a finite automaton whose transitions are weighted by real numbers. A max-plus automaton assigns a weight to each of its runs by adding the weights of the transitions which constitute the run and it assigns a weight to every word by taking the maximum over the weights of all runs on the given word. Max-plus automata are weighted automata [40, 39, 27, 6, 13] over the max-plus semiring. In the form of min-plus automata, they were originally introduced by Imre Simon as a means to show the decidability of the finite power property [42, 43] and they enjoy a continuing interest [26, 19, 22, 7, 12, 16, 28]. They have found applications in many different contexts, for example to determine the star height of a language [18], to prove the termination of certain string rewriting systems [44], and to model discrete event systems [23]. They also appear in the context of natural language processing [29], where probabilities are often computed in the min-plus semiring as negative log-likelihoods for reasons of numerical stability.

Like finite automata, max-plus automata are by definition non-deterministic devices. However, while every finite automaton can be determinized [36], the same is in general not true for max-plus automata [22]. Actually, it is a long-standing open question whether given a max-plus automaton, the existence of an equivalent deterministic automaton can be decided. This problem is commonly known as the sequentiality problem and is one of the most prominent open questions about max-plus automata. For practical applications, the execution of a deterministic automaton is of course much more efficient than the execution of a non-deterministic one, so being able to decide whether a given automaton can be determined is very much desirable. While open in general, the sequentiality problem has been shown to be decidable for some important subclasses of max-plus automata, namely
for unambiguous [29], finitely ambiguous [22], and polynomially ambiguous [21] max-plus automata. Here, we call a max-plus automaton unambiguous if there exists at most one run on every word, finitely ambiguous if the number of runs on each word is bounded by a global constant, and polynomially ambiguous if the number of runs on each word is bounded polynomially in the length of the word. Note that the classes of deterministic, unambiguous, finitely ambiguous, polynomially ambiguous, and arbitrary max-plus automata form a strictly ascending hierarchy [22, 20, 28]. Also, deciding the degree of ambiguity of a max-plus automaton can easily be reduced to deciding the degree of ambiguity of a finite automaton. It is trivial to decide whether a finite automaton is deterministic. Polynomial time algorithms to decide whether a finite automaton is unambiguous, finitely ambiguous, or polynomially ambiguous can be found in [8, 45, 41].

While a given max-plus automaton may not be equivalent to a single deterministic max-plus automaton, this does not exclude the possibility that it is equivalent to the pointwise maximum of finitely many deterministic automata. The problem of deciding whether a max-plus automaton possesses such a finitely sequential representation is known as the finite sequentiality problem. The decidability of the finite sequentiality problem was posed as an open question in [19] and has been solved only recently for unambiguous [4] and finitely ambiguous [3] max-plus automata. Note that the class of max-plus automata which possess a finitely sequential representation lies strictly between the classes of deterministic and finitely ambiguous max-plus automata, and it is incomparable to the class of unambiguous max-plus automata [22].

In this paper, we show that the finite sequentiality problem is decidable for finitely ambiguous max-plus tree automata. Operating on trees instead of words, max-plus tree automata are a generalization of max-plus word automata and more generally, they are weighted tree automata [1, 5, 14, 17] over the max-plus semiring. Applications of max-plus tree automata include proving the termination of certain term rewriting systems [24] and they are commonly employed in natural language processing [35] in the form of probabilistic context-free grammars. Our approach to proving the decidability of the finite sequentiality problem for finitely ambiguous max-plus tree automata employs ideas from Bala’s proof of the corresponding result for finitely ambiguous max-plus word automata [3]. However, due to lack of space, formal proofs had to be omitted in [3] and Bala’s informal description of his methods does not suffice for reconstruction. Also, no other published version of [3] exists. We provide an honest attempt to compare our approach to his but note that our interpretation might not be accurate.

In his proof for max-plus word automata, Bala first introduces the A-Fork property and then proceeds to show that this property is a decidable criterion characterizing the finite sequentiality of a finitely ambiguous max-plus automaton. More precisely, he shows that a finitely ambiguous max-plus automaton possesses a finitely sequential representation if and only if the A-Fork property is not satisfied. To show the decidability of the A-Fork property, he shows its expressibility in a decidable fragment of Presburger arithmetic. To show that an automaton is not finitely sequential if the A-Fork property is satisfied, he uses pumping techniques similar to those employed in [4] for the finite sequentiality problem of unambiguous max-plus word automata. This part of his proof most likely employs Ramsey’s Theorem [37] as it involves “colorings of finite hypercubes”. His proof for the existence of a finitely sequential representation in case that the A-Fork property is not satisfied employs transducers and the notions of critical pairs and close approximations, none of which occur in our approach. We are thus unsure about the nature of this particular part of the proof, but it most likely uses a reduction to the decidability of the finite sequentiality problem for unambiguous automata.
Our approach is as follows. First, we introduce the separation property, a twofold modification of the A-Fork property. On the one hand, we endow our new property with a criterion accounting for the non-linear structure of trees. This new criterion is inspired by the criterion we added in [34] to the fork property [4], the property characterizing finite sequentiality of unambiguous max-plus word automata, in order to obtain the tree fork property, the property characterizing finite sequentiality of unambiguous max-plus tree automata. On the other hand, we strengthen the A-Fork property as with only the first modification, our new property would wrongly characterize some finitely sequential automata as not being finitely sequential. We then show that the separation property is decidable by employing Parikh’s Theorem [31, 15] for a reduction to the decidability of the satisfiability of systems of linear inequalities over the rational numbers with integer solutions [30, 9]. This means in particular that we show the decidability of the finite sequentiality problem only for automata with weights in the rationals. Then we employ Ramsey’s Theorem to show that no finitely sequential representation exists whenever the separation property is satisfied. Due to the criterion accounting for the non-linearity of trees, this is considerably more difficult than in [3] and it is in fact the most technical and the most challenging aspect of our result. Finally, we show that if the separation property is not satisfied for a given max-plus tree automaton, then we can construct finitely many unambiguous max-plus tree automata which all do not satisfy the tree fork property and whose pointwise maximum is equivalent to the automaton. By [34], these unambiguous automata then possess finitely sequential representations. Combining these, we obtain a finitely sequential representation of the original automaton.

2 Preliminaries

For a set $X$, we denote the power set of $X$ by $\mathcal{P}(X)$ and the cardinality of $X$ by $|X|$. For two sets $X$ and $Y$ and a mapping $f: X \to Y$, we call $X$ the domain of $f$, denoted by $\text{dom}(f)$. For a subset $X' \subseteq X$, we call the set $f(X') = \{y \in Y \mid \exists x \in X': f(x) = y\}$ the image or range of $X'$ under $f$. The restriction of $f$ to $X'$, denoted by $f|_{X'}$, is the mapping $f|_{X'}: X' \to Y$ defined by $f|_{X'}(x) = f(x)$ for every $x \in X'$. For an element $y \in Y$, we call the set $f^{-1}(y) = \{x \in X \mid f(x) = y\}$ the preimage of $y$ under $f$. For a second mapping $g: X \to Y$, we write $f = g$ if for all $x \in X$ we have $f(x) = g(x)$.

We let $\mathbb{N} = \{0, 1, 2, \ldots \}$. By $\mathbb{N}^*$ we denote the set of all finite words over $\mathbb{N}$. The empty word is denoted by $\varepsilon$, and the length of a word $w \in \mathbb{N}^*$ by $|w|$. The set $\mathbb{N}^*$ is partially ordered by the prefix relation $\preceq$, and totally ordered with respect to the lexicographic ordering $\leq_L$. Two words from $\mathbb{N}^*$ are called prefix-dependent if they are in prefix relation, and otherwise they are called prefix-independent.

A ranked alphabet is a pair $(\Gamma, \text{rk}_{\Gamma})$, often abbreviated by $\Gamma$, where $\Gamma$ is a finite set and $\text{rk}_{\Gamma}: \Gamma \to \mathbb{N}$ a mapping which assigns a rank to every symbol. For every $m \geq 0$ we define $\Gamma^{(m)} = \{a \in \Gamma \mid \text{rk}(a) \leq m\}$ as the set of all symbols of rank $m$. The rank of $\Gamma$ is defined as $\text{rk}(\Gamma) = \max\{\text{rk}(\alpha) \mid \alpha \in \Gamma\}$. The set of (finite, labeled, and ordered) $\Gamma$-trees, denoted by $\text{T}_{\Gamma}$, is the set of all pairs $t = (\text{pos}(t), \text{label}_t)$, where $\text{pos}(t) \subseteq \mathbb{N}^*$ is a finite non-empty prefix-closed set of positions, $\text{label}_t: \text{pos}(t) \to \Gamma$ is a mapping, and for every $w \in \text{pos}(t)$ we have $w \in \text{pos}(t)$ if $1 \leq i \leq \text{rk}(\text{label}_t(w))$. We write $t(w)$ for $\text{label}_t(w)$ and $|t|$ for $|\text{pos}(t)|$. We also refer to the elements of $\text{pos}(t)$ as nodes, to $\varepsilon$ as the root of $t$, and to prefix-maximal nodes as leaves. The height of $t$ is defined as $\text{height}(t) = \max_{w \in \text{pos}(t)} |w|$. For a leaf $w \in \text{pos}(t)$, the set $\{v \in \text{pos}(t) \mid v \preceq_L w\}$ is called a branch of $t$. 
Now let \( s, t \in T_r \) and \( w \in \text{pos}(t) \). The subtree of \( t \) at \( w \), denoted by \( t|_w \), is a \( \Gamma \)-tree defined as follows. We let \( \text{pos}(t|_w) = \{ v \in \mathbb{N}^n \mid vw \in \text{pos}(t) \} \) and for \( v \in \text{pos}(t|_w) \), we let \( \text{label}_{t|_w}(v) = t(vw) \). The substitution of \( s \) into \( w \) of \( t \), denoted by \( t(s \rightarrow w) \), is a \( \Gamma \)-tree defined as follows. We let \( \text{pos}(t(s \rightarrow w)) = \{ \text{pos}(t) \setminus \{ v \mid v \leq_w v \} \} \cup \{ vw \mid v \in \text{pos}(s) \} \). For \( v \in \text{pos}(t(s \rightarrow w)) \), we let \( \text{label}_{t(s \rightarrow w)}(v) = \{ u \} \) if \( v = wu \) for some \( u \in \text{pos}(s) \), and otherwise \( \text{label}_{t(s \rightarrow w)}(v) = t(v) \). For an \( A \)-recognizable semiring \( a \) and \( \text{state} q \), function of transition weights), and \( (n \geq 0) \), the tree \( t \) with \( \text{pos}(t) = \{ \varepsilon \} \cup \{ iw \mid i \in \{ 1, \ldots, m \}, w \in \text{pos}(t_i) \} \), \( \text{label}(e) = a \), and \( \text{label}_{t}(iw) = t_i(w) \). For \( a \in \Gamma(0) \), the tree \( a() \) is abbreviated by \( a \).

For a ranked alphabet \( \Gamma \), a tree over the alphabet \( \Gamma_\circ = (\Gamma \cup \{ \circ \}, \text{rk}_r \cup \{ \circ \mapsto 0 \}) \) is called a \( \Gamma \)-context. Let \( t \in \Gamma_\circ \) be a \( \Gamma \)-context and let \( w_1, \ldots, w_n \in \text{pos}(t) \) be a lexicographically ordered enumeration of all leaves of \( t \) labeled \( \circ \). Then we call \( t \) an \( n \)-\( \Gamma \)-context and define \( \hat{\circ}(t) = w_i \) for \( i \in \{ 1, \ldots, n \} \). For an \( n \)-\( \Gamma \)-context \( t \) and contexts \( t_1, \ldots, t_n \in \Gamma_\circ \), we define \( t(t_1, \ldots, t_n) = t(t_1 \rightarrow \hat{\circ}(t)) \cdots (t_n \rightarrow \hat{\circ}(t)) \) by substitution of \( t_1, \ldots, t_n \) into the \( \circ \)-leaves of \( t \). A 1-\( \Gamma \)-context is also called a \( \Gamma \)-word. For a \( \Gamma \)-word \( s \), we define \( s^0 = \circ \) and \( s^{n+1} = s(s^n) \) for \( n \geq 0 \).

A commutative semiring is a tuple \( (K, \oplus, \odot, 0, 1) \), abbreviated by \( K \), with operations sum \( \oplus \) and product \( \odot \) and constants \( 0 \) and \( 1 \) such that \((K, \oplus, 0)\) and \((K, \odot, 1)\) are commutative monoids, multiplication distributes over addition, and \( \kappa \odot 0 = 0 \odot \kappa = 0 \) for every \( \kappa \in K \). In this paper, we mainly consider the following two semirings.

- The Boolean semiring \( B = ((0, 1), \lor, \land, 0, 1) \) with disjunction \( \lor \) and conjunction \( \land \).
- The max-plus semiring \( \mathbb{Q}_{\text{max}} = (\mathbb{Q} \cup \{ -\infty \}, \max, +, -\infty, 0) \), where the sum and the product operations are max and +, respectively, extended to \( \mathbb{Q} \cup \{ -\infty \} \) in the usual way.

For a commutative semiring \( (K, \oplus, \odot, 0, 1) \) and an integer \( n \geq 1 \), the product semiring \( (K^n, \odot_n, \oplus_n, 0_n, 1_n) \) is defined by componentwise operations and the constants \( 0_n = (0, \ldots, 0) \) and \( 1_n = (1, \ldots, 1) \). We will usually denote \( \oplus_n \) and \( \odot_n \) simply by \( \oplus \) and \( \odot \).

Let \( (K, \odot, 0, 1) \) be a commutative semiring. A weighted bottom-up finite state automaton (short: WTA) over \( K \) and \( \Gamma \) is a tuple \( A = (Q, \Gamma, \mu, \nu) \) where \( Q \) is a finite set of states, \( \Gamma \) is a ranked alphabet (of input symbols), \( \mu : \bigcup_{i=0}^{k(\Gamma)} \mathbb{Q}^n \times \Gamma^{m(i)} \to K \) (the function of transition weights), and \( \nu : Q \to K \) (the function of final weights). We define \( \Delta_A = \text{dom}(\mu) \). A tuple \( d \in \Delta_A \) is called a transition and \( d \) is called valid if \( \mu(d) \neq 0 \). A state \( q \in Q \) is called final if \( \nu(q) \neq 0 \).

We call a WTA over the max-plus semiring a max-plus-WTA and a WTA over the Boolean semiring a finite tree automaton (FTA). We also write a WTA \( A = (Q, \Gamma, \mu, \nu) \) over \( B \) as a tuple \( A' = (Q, \Gamma, \delta, F) \) where \( \delta = \{ d \in \Delta_A \mid \mu(d) = 1 \} \) and \( F = \{ q \in Q \mid \nu(q) = 1 \} \).

For a tree \( t \in T_r \), a mapping \( r : \text{pos}(t) \to Q \) is called a quasi-run of \( A \) on \( t \). For a quasi-run \( r \) on \( t \) and a position \( w \in \text{pos}(t) \) with \( t(w) = a \in \Gamma^{(m)} \), the tuple \( (r(w1), \ldots, r(wm), a, r(w)) \) is called the transition at \( w \). The quasi-run \( r \) is called a (valid) run if for every \( w \in \text{pos}(t) \) the transition \( t(t, r, w) \) is valid with respect to \( A \). We call a run \( r \) accepting if \( r(\varepsilon) \) is final. By \( \text{Run}_A(t) \) and \( \text{Acc}_A(t) \) we denote the sets of all runs and all accepting runs of \( A \) on \( t \), respectively. For a state \( q \in Q \), we denote by \( \text{Run}_A(t, q) \) the set of all runs \( r \in \text{Run}_A(t) \) such that \( r(\varepsilon) = q \).

For a run \( r \in \text{Run}_A(t) \), the weight of \( r \) is defined by \( \text{wt}_A(t, r) = \bigoplus_{w \in \text{pos}(t)} \mu(t(t, r, w)) \). The behavior of \( A \), denoted by \( \llbracket A \rrbracket \), is the mapping defined for every \( t \in T_r \) by \( \llbracket A \rrbracket(t) = \bigoplus_{r \in \text{Acc}_A(t)} \text{wt}_A(t, r) \odot \nu(r(\varepsilon))) \), where the sum over the empty set is \( 0 \) by convention. The support of a WTA \( A \) is the set \( \text{supp}(A) = \{ t \in T_r \mid \llbracket A \rrbracket(t) \neq 0 \} \). The support of an FTA \( A \) is also called the language accepted by \( A \) and denoted by \( \mathcal{L}(A) \). A subset \( L \subseteq T_r \) is called recognizable if there exists an FTA \( A \) with \( L = \mathcal{L}(A) \).
For a WTA $A = (Q, \Gamma, \mu, \nu)$, a run of $A$ on a $\Gamma$-context $t$ is a run of the WTA $A' = (Q, \Gamma_t, \mu', \nu')$ on $t$, where $\mu'(q, t) = 1$ for all $q \in Q$ and $\mu'(d) = \mu(d)$ for all $d \in \Delta_A$. We denote $\text{Run}_A^t(t) = \text{Run}_{A'}(t)$ and for $r \in \text{Run}_A^t(t)$ write $\text{wt}_A^t(t, r) = \text{wt}_{A'}(t, r)$. For an $n$-$\Gamma$-context $t \in T_{\Gamma}$ and states $q_0, \ldots, q_n$, we denote by $\text{Run}_A^t(q_0, \ldots, q_n, t, q_0)$ the set of all runs $r \in \text{Run}_A^t(t)$ such that $\langle e \rangle = q_0$ and $r(\hat{\varphi}_i(t)) = q_i$ for every $i \in \{1, \ldots, n\}$.

We consider the set $\Gamma \times Q$ as an alphabet by defining $\text{rk}_{\Gamma \times Q}(a, q) = \text{rk}_F(a)$ for every pair $(a, q) \in \Gamma \times Q$ and identify every tree $t' \in T_{\Gamma \times Q}$ with the pair $(t, r)$ given by $t = (\text{pos}(t'), \pi_T \circ \text{label}_t') \in T_{\Gamma}$ and $r = \pi_Q \circ \text{label}_t'$, where $\pi_T : \Gamma \times Q \to \Gamma$ and $\pi_Q : \Gamma \times Q \to Q$ are the projections. For a $\Gamma$-word $s \in T_{\Gamma}$, a state $q \in Q$, and a run $r_s \in \text{Run}_A(q, s, q)$, we define $(s, r_s)^0 = (\varnothing, q)$ and $(s, r_s)^{n+1} = (s, r_s)(s, r_s)^n \to \hat{\varphi}_1(s)$ for $n \geq 0$.

We call a WTA $A = (Q, \Gamma, \mu, \nu)$ over $K$ and $\Gamma$ trim if for every $p \in Q$, there exist $t \in T_{\Gamma}$, $r \in \text{Acc}_A(t)$, and $w \in \text{pos}(t)$ with $r(w) = p$. The trim part of $A$ is the automaton obtained from $A$ by removing all states $p \in Q$ for which no such $t$, $r$, and $w$ exist. This process obviously has no influence on $[A]$. We call $A$ complete if for every $m \geq 0$, $a \in \Gamma^{(m)}$, and $(q_1, \ldots, q_m) \in Q^m$, there exists at least one $q \in Q$ with $\mu(q_1, \ldots, q_m, a, q) \neq 0$. We call $A$ deterministic or sequential if for every $m \geq 0$, $a \in \Gamma^{(m)}$, and $(q_1, \ldots, q_m) \in Q^m$, there exists at most one $q \in Q$ with $\mu(q_1, \ldots, q_m, a, q) \neq 0$. If there exists an integer $M \geq 1$ such that $|\text{Acc}_A(t)| \leq M$ for every $t \in T_{\Gamma}$, we call $A$ $M$-ambiguous. We call $A$ finitely ambiguous if it is $M$-ambiguous for some $M \geq 1$ and unambiguous if it is 1-ambiguous. We call the behavior $[A]$ of $A$ finitely sequential if there exist finitely many deterministic WTA $A_1, \ldots, A_n$ over $K$ and $\Gamma$ such that $[A] = \bigoplus_{i=1}^n [A_i]$, where the sum is taken pointwise.

3 The Criterion for Finite Sequentiality

We will show that for a finitely ambiguous max-plus-WTA $A$, it is decidable whether its behavior $[A]$ is finitely sequential. For this, we first formulate the separation property, a generalization of Bala’s A-Fork property [3]. Then we show that it is decidable whether the separation property is satisfied and that the behavior of a max-plus-WTA is finitely sequential if and only if the separation property is not satisfied. In the following, let $\Gamma$ be a ranked alphabet. We begin by recalling the tree fork property and the related concepts of rivals, reachers, distinguishers, and forks. Intuitively, two states of a finitely ambiguous max-plus-WTA $A$ are called rivals if they can be reached by the same tree $u$ and they can loop in the same $\Gamma$-word $s$ but the weights of these loops differ. The tree $u$ is then called a reacher of $p$ and $q$ and the $\Gamma$-word $s$ a distinguisher for $p$ and $q$. For two rivals $p$ and $q$, a $\Gamma$-word $f$ is called a $p$-$q$-fork if $f$ can both loop in $p$ and also go from $p$ to $q$, in a bottom-up sense. We say that $A$ satisfies the tree fork property if there exist two rivals $p$ and $q$ such that either there exists a $p$-$q$-fork or $p$ and $q$ can occur at prefix-independent positions in some run of $A$. Formally, these definitions are as follows.

**Definition 1.** Let $A = (Q, \Gamma, \mu, \nu)$ be a finitely ambiguous max-plus-WTA. Two states $p, q \in Q$ are called rivals if there exists a tree $u \in T_{\Gamma}$ with $\text{Run}_A(u, p) \neq \emptyset$ and $\text{Run}_A(u, q) \neq \emptyset$ and a $\Gamma$-word $s$ with runs $r_p \in \text{Run}_A(p, s, p)$ and $r_q \in \text{Run}_A(q, s, q)$ such that $\text{wt}_A(s, r_p) \neq \text{wt}_A(s, r_q)$.

In this case, we call $u$ a $p$-$q$-reacher and $s$ a $p$-$q$-distinguisher. We say that $A$ satisfies the tree fork property if at least one of the following two conditions is satisfied.

(i) There exist rivals $p, q \in Q$ and a $\Gamma$-word $f$ with $\text{Run}_A(p, f, p) \neq \emptyset$ and $\text{Run}_A(p, f, q) \neq \emptyset$.

In this case, we call $f$ a $p$-$q$-fork.

(ii) There exist rivals $p, q \in Q$, a 2-$\Gamma$-context $t \in T_{\Gamma}$, and a run $r \in \text{Run}_A^t(t)$ with $r(\hat{\varphi}_1(t)) = p$ and $r(\hat{\varphi}_2(t)) = q$. In this case, we call $t$ a $p$-$q$-split.
We have the following theorem relating the tree fork property to finite sequentiality of unambiguous max-plus-WTA.

**Theorem 2 ([34]).** The behavior of a trim unambiguous max-plus-WTA \( A \) is finitely sequential if and only if \( A \) does not satisfy the tree fork property. If \([A]\) is finitely sequential, a finitely sequential representation of \( A \) can be effectively constructed.

For finitely ambiguous max-plus-WTA, however, the tree fork property does not capture finite sequentiality. To see why, consider an unambiguous max-plus-WTA \( A \) satisfying the tree fork property [34, 4, 22] and let \( L \) be the largest weight used in \( A \). Then construct a one-state max-plus-WTA \( B \) whose every transition weight and every final weight is \( L \). Clearly, \( B \) is deterministic and we have \([B] \geq [A] \). By taking the disjoint union \( A \cup B \) of \( A \) and \( B \) we obtain a 2-ambiguous max-plus-WTA which satisfies the tree fork property but whose behavior coincides with that of the deterministic automaton \( B \). In this particular example, the states relevant for the tree fork property to be satisfied are not relevant at all for the behavior of the automaton.

For the rest of this paper, let \( A \) be a trim finitely ambiguous max-plus-WTA over the ranked alphabet \( \Gamma \). In order to reduce the finite sequentiality problem of finitely ambiguous max-plus-WTA to that of unambiguous max-plus-WTA, we decompose \( A \) into a maximum of finitely many unambiguous max-plus-WTA \( A_1, \ldots, A_N \) and then analyze the interplay of these latter automata. We can do so as in fact, every finitely ambiguous WTA can be decomposed into finitely many unambiguous WTA [22, 32]. This is a common approach when dealing with finite ambiguity [22, 25, 33] and is also used by Bala in the corresponding proof for words [3]. In the simplest case, if \( A_1, \ldots, A_N \) all do not satisfy the tree fork property, we find a finitely sequential representation of \( A \) by constructing such a representation for each \( A_n \) and then combining all of these. However, if some \( A_n \) does satisfy the tree fork property, we have to analyze whether this automaton contributes enough to the behavior of \( A \) for there not to exist a finitely sequential representation of \( A \). For an easier analysis of the automata \( A_1, \ldots, A_N \), we normalize their final weights and consider their product as follows.

**Lemma 3 ([41, 22, 32, 10]).** We can effectively find an integer \( M \in \mathbb{N} \) and construct a trim WTA \( U = (Q, \Gamma, \mu, \nu) \) over \( \mathbb{Q}^M_{\text{max}} \) and \( \Gamma \) such that

- \( U \) is unambiguous,
- \( \mu(\Delta_U) \subseteq \mathbb{Q}^M \cup \{(-\infty, \ldots, -\infty)\} \) and \( \nu(Q) \subseteq \{(0, \ldots, 0), (-\infty, \ldots, -\infty)\} \), and
- for every \( t \in T_\Gamma \) we have \( [A](t) = \max_{i=1}^{M} \pi_i([U](t)) \),

where \( \pi_i: \mathbb{Q}^M_{\text{max}} \to \mathbb{Q}_{\text{max}} \) is the projection to the \( i \)-th coordinate for every \( i \in \{1, \ldots, M\} \).

Let \( U \) be the automaton we obtain for \( A \) from Lemma 3. For a tree \( t \in T_\Gamma \), a \( \Gamma \)-word \( s \in T_{\Gamma^s} \), runs \( r_t \in \text{Run}_U(t) \), \( r_s \in \text{Run}_U^s(s) \), states \( p, q \in Q \), and a coordinate \( i \in \{1, \ldots, M\} \), we let \( wt_i(t, r_t) = \pi_i(wt_U(t, r_t)) \), \( wt_i^s(s, r_s) = \pi_i(wt_U^s(s, r_s)) \), and \( wt_i^f(p, s, q) = wt_i^f(s, r_s^f) \) for the unique run \( r_s^f \in \text{Run}_U^f(p, s, q) \). We define the concepts of rivals, reachers, distinguishers, and forks for \( U \) as follows.

**Definition 4.** Let \( i \in \{1, \ldots, M\} \), \( p, q \in Q \), \( t \in T_\Gamma \), and \( r \in \text{Acc}_U(t) \).

- We call \( p \) and \( q \) \( i \)-rivals if there exists a tree \( u \in T_\Gamma \) such that \( \text{Run}_U(u, p) \neq \emptyset \) and \( \text{Run}_U(u, q) \neq \emptyset \); and a \( \Gamma \)-word \( s \) such that \( \text{Run}_U^s(p, s, p) \neq \emptyset \), \( \text{Run}_U^s(q, s, q) \neq \emptyset \); and \( wt_i^f(p, s, p) \neq wt_i^f(q, s, q) \). In this case, we also call \( u \) a \( p-q \)-reacher and \( s \) an \( i \)-\( p-q \)-distinguisher.
- We call a \( \Gamma \)-word \( f \) an \( i \)-\( p-q \)-fork if \( p \) and \( q \) are \( i \)-rivals, \( \text{Run}_U^f(p, f, p) \neq \emptyset \), and \( \text{Run}_U^f(p, f, q) \neq \emptyset \).
We say that \((t, r)\) is \(i\)-\(p\)-\(q\)-fork-broken if there exist positions \(w_p, w_q \in \text{pos}(t)\) such that \(w_q <_p w_p\), \(r(w_q) = p\), \(r(w_p) = q\), and \((t(\circ \rightarrow w_p))\upharpoonright_{w_q} = \text{an } i\)-\(p\)-\(q\)-fork.

We say that \((t, r)\) is \(i\)-\(p\)-\(q\)-split-broken if \(p\) and \(q\) are \(i\)-rivals and there exist two prefix-independent positions \(w_p, w_q \in \text{pos}(t)\) with \(r(w_p) = p\) and \(r(w_q) = q\).

When appropriate, we may drop some of the hyphenated modifiers from the terms above; for example, we will refer to \((t, r)\) as fork-broken if there exist states \(p, q \in Q\) such that \((t, r)\) is \(i\)-\(p\)-\(q\)-fork-broken and as split-broken if there exist states \(p, q \in Q\) such that \((t, r)\) is \(i\)-\(p\)-\(q\)-split-broken. We call \((t, r)\) \(i\)-broken if it is \(i\)-fork-broken or \(i\)-split-broken.

Our concept of brokenness, is inspired by Bala’s notion of “broken paths” [3]. Of course, as his proof is concerned with words, the concept of split-brokenness does not exist. His notion of brokenness corresponds to our notion of fork-brokenness. Employing the notion of brokenness, Bala characterizes finite sequentiality of finitely ambiguous max-plus word automata using the A-Fork property. Translated to tree automata, the A-Fork property is defined as follows. We say that \(U\) satisfies the A-Fork property if for every constant \(C > 0\), there exists a tree \(t \in T_T\) and an accepting run \(r \in \text{Acc}_U(t)\) such that for some weight-maximal coordinate \(i\), i.e., with \(w_{t,i}(t, r) = \max_{j=1}^{M} w_{t,j}(t, r)\), we have that \((t, r)\) is \(i\)-broken and for every coordinate \(j\) such that \((t, r)\) is not \(j\)-broken, we have \(w_{t,j}(t, r) < w_{t,i}(t, r) - C\). In other words, the A-Fork property is satisfied if broken coordinates are able to dominate non-broken coordinates by an arbitrarily large margin. Bala shows that a finitely ambiguous max-plus word automaton is finite sequential if and only if the corresponding automaton \(U\) does not satisfy the A-Fork property. For tree automata, however, this criterion does not capture finite sequentiality. More precisely, if we know that there do not exist a tree \(t\) and a run \(r\) on \(t\) such that \((t, r)\) is split-broken, then the A-Fork property does capture finite sequentiality also for tree automata. However, if \(U\) satisfies the A-Fork property due to split-broken coordinates dominating non-broken coordinates, the behavior of \(A\) may still be finite sequentially. This is evidenced by the following example.

**Example 5.** Consider the scenario for \(U\) as defined in Figure 1. The support of \(U\) consists of all trees of the form \(c(b^k(a^n_1(d_1)), b^l(a^n_2(d_2)))\) with \(i, j \in \{1, 2\}, k, l > 0\), and \(m, n \geq 0\). A valid run on such a tree necessarily assigns states from \(\{p_1, p_2, p\}\) to the left branch of the tree and states from \(\{q_1, q_2, q\}\) to the right branch of the tree. Moreover, if a branch begins with a letter \(d_i\), this branch is assigned states from \(\{p_i, q_i, p, q\}\). In particular, we see that \(U\) is unambiguous. The states \(p\) and \(q\) are 2-rivals as we see from the \(p\)-\(q\)-reacher \(u = b(a_1(d_1))\) and the \(2\)-\(p\)-\(q\)-distinguisher \(s = b(\circ)\). By considering the trees \(t_n = c(b(a^n_1(d_1)), b(a^n_2(d_2)))\), we see that runs exist where \(p\) and \(q\) occur prefix-independently and the weight of coordinate 2 is arbitrarily larger than the weights of coordinates 1 and 3 since we have \([U]_{(t_n)} = (−n, 0, −n)\). However, in \(t_n\) the subtrees below \(p\) and \(q\) are distinct, thus a deterministic automaton can distinguish between them.

In fact, if \(U\) is given this way, we can construct a finitely sequential representation of \([A]\) as follows. All trees of the form \(c(b^k(a^n_1(d_1)), b^l(a^n_2(d_2)))\) are assigned the weight \((−m − n + k + l − 2, k − l, k + l − 2)\), so coordinate 3 is always dominant. Similarly, coordinate 1 is dominant for trees of the form \(c(b^k(a^n_2(d_2)), b^l(a^n_1(d_1)))\). These trees can be handled by the deterministic max-plus-WTA obtained from \(U\) by removing the states \(q_1\) and \(q_2\), letting \(\mu(p, p, c, T) = (0, 0, 0)\), and replacing \(\mu\) with \(\pi_1 \circ \mu\) and \(\pi_3 \circ \mu\), respectively. For trees of the form \(c(b^k(a^n_1(d_1)), b^l(a^n_2(d_2)))\), we remove the states \(p_2\) and \(q_1\) from \(U\) and then construct three deterministic max-plus-WTA by replacing \(\mu\) by \(\pi_1 \circ \mu\), \(\pi_2 \circ \mu\), and \(\pi_3 \circ \mu\), respectively. For the trees \(c(b^k(a^n_2(d_2)), b^l(a^n_1(d_1)))\) we can proceed similarly. The pointwise maximum of the automata constructed this way is then equivalent to \([A]\). This example shows in particular that if \(U\) satisfies the A-Fork property, \([A]\) can still be finitely sequential.
we have about each pair of rivals. For two rivals of with 
\( p \) \( \) visited \( ( \) states \( q \) \( ) \) and \( r \) \( \) simultaneously at some position \( v \) \, the second entry of \( \Gamma = \{ a_1, a_2, b, c, d_1, d_2 \} \) where \( c \in \Gamma(2), a_1, a_2, b \in \Gamma(1), \) and \( d_1, d_2 \in \Gamma(0). \) All unspecified weights are assumed to be \(-\infty.\) The states \( p \) and \( q \) are 2-rivals.

Our fundamental idea to adapt the A-Fork property to tree automata is to formulate our version not for \( U \) but for a covering of \( U. \) Oversimplifying, a covering of an automaton is a new automaton obtained by enhancing the states of the original automaton with additional capacities to store information. A prominent example of a covering construction is the Schützenberger covering of an automaton. The Schützenberger covering in particular has already been employed in a number of decidability results for max-plus automata [22, 4, 33, 34]. For more background on coverings, see [38].

Here, we construct from \( U \) an unambiguous automaton \( \mathcal{U} \) with the same behavior as \( U \) and whose states are tuples from \( Q \times P(Q) \times P(Q^4) \times P(Q^2) \). Every run \( r \) of \( U \) on a tree \( t \in T_\Gamma \) will correspond uniquely to a run of \( \mathcal{U} \) on \( t \), given by projecting to the first entry. For a position \( v \), the second entry of \( r(v) \) will be the set of all states \( q \in Q \) which can be reached by \( t|_v \), i.e., for which \( \text{Run}_Q(t|_v, q) \) is non-empty. The third entry of \( r(w) \) will contain a tuple \( (p, q, p', q', Y) \) if and only if \( t|_{v_1} \) and \( t|_{v_2} \) can reach \( p \) and \( q \) with two runs \( r_p \) and \( r_q \); these runs visited \( p' \) and \( q' \) simultaneously at some position \( v \) in the past, and \( Y \) consists of all pairs of states which these runs visited simultaneously up to \( v \). More precisely, the third entry of \( r(w) \) will consist of all tuples \( (p, q, p', q', Y) \) such that (1) there exist runs \( r_p \in \text{Run}_Q(t|_{v_1}, p) \) and \( r_q \in \text{Run}_Q(t|_{v_2}, q) \), (2) for some position below \( w \), i.e., some position \( v \in \text{pos}(t|_{w}), \) we have \( r_p(v) = p' \) and \( r_q(v) = q' \), and (3) \( Y \) is the set of all pairs of states \( (r_p(\nu v), r_q(\nu v)) \) with \( u \in \text{pos}(t|_{w}). \)

We define \( \mathcal{U} = (Q, \Gamma, \mu, \nu) \) as the trim part of the automaton \( \mathcal{U}' = (Q', \Gamma, \mu', \nu') \) defined as follows. We let \( Q' = Q \times P(Q) \times P(Q^4) \times P(Q^2) \) and for subsets \( P_1, \ldots, P_m \subseteq Q \) and a letter \( a \in \Gamma \) with \( \text{rk}_\Gamma(a) = m \), we let \( \text{succ}(P_1, \ldots, P_m, a) = \{ q_0 \mid \exists (q_1, \ldots, q_m) \in P_1 \times \cdots \times P_m \text{ with } q_1, \ldots, q_m, a, q_0 \in Q^M \}. \) For \( i \in \{ 1, \ldots, \text{rk}_\Gamma(a) \} \) and states \( (p, q, p', q', Y) \in Q^4 \times P(Q^2) \), we let \( \text{succ}(P_1, \ldots, P_m, (p, q, p', q', Y), a) = \)}
succ\((P_1, \ldots, P_{t-1}, q, P_{t+1}, \ldots, P_m, a) \times \text{succ}(P_1, \ldots, P_{t-1}, q, P_{t+1}, \ldots, P_m, a) \times \{q'\} \times \{Y\}\). For \(V \subseteq Q^4 \times \mathcal{P}(Q^2)\) and \(p, q \in Q\), we let \(\text{visited}(p, q, V) = \{(p', q') \mid (p, q, p', q', Y) \in V\} \) for some \(Y \subseteq Q^2\). Then for \(a \in \Gamma\) with \(\text{rk}_\Gamma(a) = m\) and \((p_0, P_0, V_0), \ldots, (p_m, P_m, V_m) \in Q^4\), we define \(\nu(p_0, P_0, V_0) = \nu(p_0)\) and \(\nu^i((p_1, P_1, V_1), \ldots, (p_m, P_m, V_m), a, (p_0, P_0, V_0)) = \mu(p_1, \ldots, p_m, a, p_0)\) if \(p_0 = \text{succ}(P_1, \ldots, P_m, a)\) and with \(V = \bigcup_{i=1}^m \bigcup_{(p, q, p', q', Y) \in V_i} \text{succ}(P_1, \ldots, P_m, (p, q, p', q', Y), i, a)\) we have \(V_0 = V \cup \{(p, q, p, q, Y) \mid p, q \in P_0\}\) and \(Y = \text{visited}(p, q, V) \cup \{(p, q)\}\).

Then \(\mathcal{U}\) satisfies the properties described above. We let \(\pi_1 : Q \to Q\), \(\pi_2 : Q \to \mathcal{P}(Q)\), and \(\pi_3 : Q \to \mathcal{P}(Q^4 \times \mathcal{P}(Q^2))\) be the projections, and let \(\mathsf{wt}_t\) and \(\mathsf{wt}^2_t\) be defined for \(\mathcal{U}\) in the same way we defined \(\mathsf{wt}_t\) and \(\mathsf{wt}^2_t\) for \(\mathcal{U}\). Furthermore, we note that the concepts of rivals, reachers, distinguishers, and forks as defined for \(\mathcal{U}\) in Definition 4 apply to \(\mathcal{U}\) in a similar fashion.

Finally, we introduce our version of the A-Fork property. To allow for easier proofs, we use a different formulation and consequently a different name. But in fact, \(\mathcal{U}\) satisfies the separation property if and only if it satisfies the A-Fork property in the way we translated it to trees earlier.

**Definition 7.** Let \(C \in \mathbb{N}\). We call a set \(I \subseteq \{1, \ldots, M\}\) \(C\)-separable if there exists a tree \(t \in T_I\) and a run \(r \in \text{Acc}_\mathcal{U}(t)\) such that

(i) if \(i \in I\), then \((t, r)\) is \(i\)-broken and

(ii) if \(j \in \{1, \ldots, M\} \setminus I\), then \(\mathsf{wt}_t(j, r) \leq \mathsf{wt}_t(i, r) - C\) for all \(i \in I\).

In this case, we also say that \((t, r)\) is \(I\)-\(C\)-separated. We call \(I\) separable if it is \(C\)-separable for every \(C \in \mathbb{N}\) and define \(I\) as the set of all separable subsets \(I \subseteq \{1, \ldots, M\}\). If \(I\) is non-empty, we say that \(\mathcal{U}\) satisfies the separation property or, for short, that \(\mathcal{U}\) is broken.

Our main result is to prove the following theorem relating the separation property to the finite sequentiality problem of finitely ambiguous max-plus-WTA.

**Theorem 8.** The behavior \([A]\) of \(A\) is finitely sequential if and only if \(\mathcal{U}\) is broken. Moreover, it is decidable whether \(\mathcal{U}\) is broken. In particular, it is decidable whether \([A]\) is finitely sequential.

We separate the proof of Theorem 8 into three parts. Due to lack of space, we have to restrict ourselves to brief descriptions of our methods. In Section 3.1, we outline that it is decidable whether \(\mathcal{U}\) is broken. This part of the proof does not follow any idea from [3] as in his proof, Bala reduces the decidability of the A-Fork property to the decidability of a decidable fragment of Presburger arithmetic. In Section 3.2, we show that if \(\mathcal{U}\) is broken, then \([A]\) is not finitely sequential. This part of the proof employs ideas from [4, 3, 34], but extends these non-trivially. This particular proof is the most challenging and technical aspect of our result. Finally, in Section 3.3, we outline how to construct finitely many deterministic max-plus-WTA whose pointwise maximum is equivalent to \([A]\) in case that \(\mathcal{U}\) is not broken. Although this part is inspired by an idea in [3], we are not sure whether we employ this idea in the same way.

For all of our proofs, it is crucial that for every two states of \(\mathcal{U}\), we can decide whether they are rivals [2, Section 4], [11, Section 5.4]. For two rivals of an unambiguous automaton, it is in fact quite easy to give an upper bound on the size of their smallest distinguisher and smallest reacher. Thus, deciding whether two states are rivals reduces to checking for
finite many trees whether they can reach both states and checking for finitely many \( \Gamma \)-words whether they are a distinguisher for these two states. For Section 3.3, we require an even more precise statement, namely that if \( s \) is a distinguisher for two rivals \( p \) and \( q \), then we can obtain a \( p \)-\( q \)-distinguisher of height at most \( 4|Q|^2 \) by removing loops from the unique runs looping in \( p \) and \( q \). For this, we employ the notion of a truncation. Simply put, for a \( \Gamma \)-word \( s \) and a run \( r \) on \( s \), a truncation of \((s, r)\) is any pair \((s', r')\) of a \( \Gamma \)-word \( s' \) and a run \( r' \) on \( s' \) which can be obtained by repeatedly cutting loops from \((s, r)\).

\[ \text{Truncation: } (s', r') \text{ of } (s, r) \text{ such that } \forall w \in \text{pos}(s') \text{ we have } t(s', r', w) = t(s, r, g(w)), \text{ and for all } w_1, w_2 \in \text{pos}(s') \text{ we have } g(w_1) \leq g(w_2) \text{ if and only if } w_1 \leq w_2. \]

We can use truncations to bound the size of distinguishers as follows.

\[ \text{Lemma 10 ([11, Lemma 5.10],[34]).} \quad \text{Let } p, q \in Q \text{ be } i\text{-rivals for some } i \in \{1, \ldots, M\}, \text{ let } u \in T \text{ be a } p\text{-}q\text{-railer, let } f \in T \text{ be a } p\text{-}q\text{-fork, let } s \in T \text{ be an } i\text{-p}\text{-}q\text{-distinguisher, and let } r_t \in \text{Run}_q^*(p, s, p) \text{ and } r_q \in \text{Run}_q^*(q, s, q). \text{ Then there exists a } p\text{-}q\text{-railer } u' \text{ with } \text{height}(u') \leq |Q|^2, \text{ a } p\text{-}q\text{-fork } f' \text{ with } \text{height}(f') \leq 2|Q|^2, \text{ and an } i\text{-p}\text{-}q\text{-distinguisher } s' \text{ with } \text{height}(s') \leq 4|Q|^2 \text{ such that for the runs } r_t' \in \text{Run}_q^*(p, s', p) \text{ and } r_q' \in \text{Run}_q^*(q, s', q), \text{ } (s', r_q') \text{ is a truncation of } (s, r_q) \text{ and } (s', r'_q) \text{ is a truncation of } (s, r_q). \text{ In particular, for every two states } p, q \in Q, \text{ it is decidable whether } p \text{ and } q \text{ are rivals.} \]

### 3.1 Decidability

In order to show that it is decidable whether \( \mathcal{U} \) is broken, we construct a covering \( \bar{\mathcal{U}} \) of \( \mathcal{U} \) with the capability to detect the broken coordinates of a run of \( \mathcal{U} \). The covering \( \bar{\mathcal{U}} \) possesses the same behavior as \( \mathcal{U} \) and each run of \( \bar{\mathcal{U}} \) corresponds to exactly one run of \( \mathcal{U} \). We construct \( \bar{\mathcal{U}} \) by adding to each state of \( Q \) one entry containing all states reachable on the current subtree, one entry containing all states visited on the current run, one entry containing all pairs \((p, q)\) of states such that \( q \) is reachable by a run which visited \( p \) at a position where our current run also visited \( p \), and one entry containing a record of all broken coordinates. This allows us to infer the brokenness of a run directly from the state at its root. More precisely, we construct \( \bar{\mathcal{U}} = (\bar{Q}, \Gamma, \bar{\mu}, \bar{\nu}) \) with states from \( \bar{Q} = Q \times P(Q) \times P(Q) \times P(Q)^2 \times \{0, 1\}^M \) such that if \( (t, \bar{r}, w) \in \text{Run}_q^*(t, w) \), \( r \in \text{pos}(t, \bar{r}, w) \), then the following statements hold. We have (1) the projection \( \pi_Q: \bar{Q} \to Q \) to the first coordinate induces a bijection \( \pi_Q: \text{Acc}^Q(t) \to \text{Acc}^U(t) \) preserving weights of runs, (2) \( P = \{p \in Q \mid \text{Run}_U(t, w, p) \neq \emptyset\} \), (3) \( V = \{\pi_Q \circ \bar{r}(wv) \mid v \in \text{pos}(t, w)\} \), (4) \( W = \{(p_1, p_2) \in Q^2 \mid \text{for some } v \in \text{pos}(t, w) \text{ we have } \pi_Q \circ \bar{r}(wv) = p_1 \text{ and } \text{Run}_U(p_1, t \circ w) = p_2 \neq \emptyset\} \), and (5) \( \bar{\mu}[t] = 1 \) if and only if \( (t, \pi_Q \circ \bar{r})|_w \) is \( i \)-broken.

We let \( d_1, \ldots, d_D \) be an enumeration of \( \Delta_Q \) and for a tree \( t \in T \) and a run \( \bar{r} \in \text{Run}_q^*(t) \), define the transition Parikh vector of \((t, \bar{r})\) by \( p(t, \bar{r}) = \{(w \in \text{pos}(t) \mid t(t, \bar{r}, w) = d_l)\}_{l=1}^D \), i.e., we count the number of occurrences of each transition in \((t, \bar{r})\). We can employ Parikh’s Theorem [31, 15] to show that the set \( p(\mathcal{U}) = \{p(t, r) \mid t \in T, r \in \text{Acc}^T(t)\} \) is semilinear, i.e., that there exist integers \( k_1, k_2, \ldots, k_k \), vectors \( \alpha^{(i)} \in \mathbb{N}^D \), and matrices \( \beta^{(i)} \in \mathbb{N}^{D \times k_i} \) \((i \in \{1, \ldots, k\})\) with \( p(\mathcal{U}) = \bigcup_{i=1}^k \left\{ \alpha^{(i)} + \beta^{(i)} \bar{X} \mid \bar{X} = (X_1, \ldots, X_{k_i}) \in \mathbb{N}^{k_i} \right\} \). We note that Parikh’s Theorem is effective, so we can effectively compute all of these vectors, integers, and matrices.

Next, we let \( \Omega = (\bar{\mu}(d_1), \ldots, \bar{\mu}(d_D)) \in \mathbb{Q}^{M \times D} \) be a matrix containing the transition weight vectors of \( d_1, \ldots, d_D \), let \( \omega_1, \ldots, \omega_M \) be the rows of \( \Omega \), and let \( \hat{C} = 1 + \max\{|\omega_i \alpha^{(i)} - \omega_j \alpha^{(j)}| \mid i, j \in \{1, \ldots, M\}, l \in \{1, \ldots, k\}\} \). For \( I \subseteq \{1, \ldots, M\} \), we let \( D_I = \{l \in \{1, \ldots, D\} \mid d_l = \]}
(q_1, \ldots, q_m, \tilde{a}, (q, P, V, W, \tilde{a})) \in \Delta_q$ such that $\tilde{a}[i] = 1 \iff i \in I$ be the set of all indices of transitions whose root state indicates brokenness of exactly the coordinates in $I$. Furthermore, for every $l \in \{1, \ldots, D\}$ we let $\alpha^{(l)}[1], \ldots, \alpha^{(l)}[D]$ be the entries of $\alpha^{(l)}$ and $\beta^{(l)}[1], \ldots, \beta^{(l)}[D]$ be the rows of $\beta^{(l)}$. It is then elementary to show that every $I \subseteq \{1, \ldots, M\}$ is separable iff it is $\tilde{C}$-separable iff for some $l \in \{1, \ldots, M\}$, the system of linear inequalities below possesses an integer solution. The satisfiability of systems of linear inequalities over the rationals with integer solutions is decidable [30][9, Theorem 3.4]. There are only finitely many such systems to consider, so it is decidable whether $I$ is separable. To decide whether $\mathcal{U}$ is broken, it suffices to check whether there exists a separable subset $I \subseteq \{1, \ldots, M\}$.

$$\sum_{d \in D_I} \beta^{(l)}[d]X \geq 1 - \sum_{d \in D_I} \alpha^{(l)}[d] - \sum_{I \subseteq I' \subseteq M \, d \in D_I} \beta^{(l)}[d]X \geq \sum_{I \subseteq I' \subseteq M \, d \in D_I} \alpha^{(l)}[d]$$

### 3.2 Necessity

To show that $[\mathcal{A}]$ is not finitely sequential if $\mathcal{U}$ is broken, we assume that $[\mathcal{A}]$ can be represented as a finite maximum of deterministic max-plus-WTA $A_1, \ldots, A_N$ and employ Ramsey’s Theorem [37] to obtain a contradiction. Although not stated explicitly, Bala’s proof for words [3] most likely also involves some form of Ramsey’s Theorem as his proof of $\mathcal{U}$ being broken implying $[\mathcal{A}]$ to not be finitely sequential “deals with colorings of finite hypercubes”. In our proof for tree automata, we are able to handle fork-brokenness without employing Ramsey’s Theorem. This suggest that applying our approach to word automata yields a proof which is simpler than the corresponding one used in [3]. The reason for this is that our separation property considers sets of coordinates instead of the single coordinates which the A-Fork property considers. For the separable sets $I \subseteq I$ which are minimal with respect to set inclusion, we are able to prove a statement for $I$-C-separated pairs $(t, r)$ which greatly facilitates dealing with fork-brokenness and enables us to deal with split-brokenness in the first place. Namely, if $(t, r)$ is $I$-C-separated for a sufficiently large $C$ and no subset of $I$ is separable, then for every $p \in r(\text{pos}(l))$, every $\Gamma$-word $s$ with $\text{height}(s) \leq 4|Q|^2$ and $\text{Run}_q(p, s, p) \neq \emptyset$, and every two coordinates $i, j \in I$ we have $\text{wt}_l^C(p, s, p) = \text{wt}_l^C(p, s, p)$.

For the proof, we choose a sufficiently large $C$, a set $I \subseteq I$ which is minimal with respect to set inclusion, and an $I$-C-separated pair $(t, r)$. Then we construct from $(t, r)$ new trees which require more than $N$ deterministic max-plus-WTA in order to be assigned the correct weight. If $(t, r)$ is fork-broken, we construct trees and runs of $\mathcal{U}$ with increasingly more alterations of forks and distinguishers. This approach is similar to the method used in [4] and [34] to deal with fork-brokenness. The challenge we face in adapting the proof from [34] to our situation is that we have to ensure that in the runs we construct, the coordinates from $I$ dominate the other coordinates. In our constructions we may therefore only make “small” modifications to $(t, r)$. Our solution relies on the minimality of $I$ and involves constructing more than the $N + 1$ trees sufficient for the proofs in [4, 34]. The case where $(t, r)$ is split-broken is much more complicated and is in fact the only reason we have to use the covering automaton $\tilde{U}$ instead of $U$. As split-brokenness does not apply to words, this was not an issue in [3]. Our approach vastly extends the idea used to deal with split-brokenness in [34]. In [34], we relied on replacing the subtrees below the prefix-independent rivals of a split-broken run by other suitable trees. However, Example 5 shows that this is not possible in our scenario as these subtrees may be indispensable to ensure that broken coordinates dominate all non-broken coordinates. Here, we instead modify the subtrees present and construct trees and runs of $\tilde{U}$. For this, we employ the properties of $\tilde{U}$, pumping techniques, and Ramsey’s Theorem.
3.3 Sufficiency

To show that $[A]$ is finitely sequential if $U$ is not broken, we show that in this case we can construct $M$ unambiguous max-plus-WTA which all do not satisfy the tree fork property and whose pointwise maximum is equivalent to $[A]$. By Theorem 2, we obtain a finitely sequential representation of $A$ by constructing one for each of the unambiguous max-plus-WTA. We essentially construct the unambiguous automata by removing problematic runs from $U$ and then projecting to the coordinates $1, \ldots, M$. Our fundamental idea is the following.

First, let $\xi$ be the smallest difference between the weights of two coordinates of a loop in a $\Gamma$-word of height at most $4|Q|^2$, i.e., for $X = \{\text{wt}_s^\dagger(p, s, p) - \text{wt}_s^\dagger(q, s, q) | p, q \in Q, i, j \in \{1, \ldots, M\}, s \text{ is a } \Gamma\text{-word with height}(s) \leq 4|Q|^2, \text{Run}_s^\dagger(p, s, p) \neq \emptyset, \text{Run}_s^\dagger(q, s, q) \neq \emptyset\}$, let $\xi = \min X \setminus \{0\}$. Then assume that $(t, r)$ is $i$-$p$-$q$-broken and that the maximum of $\text{wt}_U(t, r)$ is in coordinate $i$. Furthermore, assume that in $r$, some $i$-$p$-$q$-distinguisher $s$ of height at most $4|Q|^2$ loops $N$ times in $p$, where $N \in N$ is some integer, and that $\text{wt}_t(p, s, p) < \text{wt}_t(q, s, q)$. By removing the loops of $s$ in $p$ from $(t, r)$ and inserting them back as loops in $q$, we increase the weight of coordinate $i$ by $\xi N$, but leave the weights of all non-broken coordinates unchanged. Thus, coordinate $i$ then dominates all non-broken coordinates by a margin of at least $N\xi$. As $i$ cannot dominate all non-broken coordinates by an arbitrarily large margin, $N$ cannot be arbitrarily large. In turn, this means that if $N$ is sufficiently large, then $\text{wt}_U(t, r)$ cannot take its maximum weight in coordinate $i$. This implies that the weight of coordinate $i$ can be discarded if some distinguishing loops in both of its rivals too many times.

We employ this idea in the following way. We define the set $R = \{(i, p, q, s) \in \{1, \ldots, M\} \times Q^2 \times T_r | i \in \{1, \ldots, M\}, s$ is an $i$-$p$-$q$-distinguisher, height($s$) $\leq 4|Q|^2\}$ and define the constant $N = [M\tilde{C}\xi^{-1}]$, where $\tilde{C}$ is as in Section 3.1. We note that $R$ is computable, as by Lemma 10, we can decide for every two states $p, q \in Q$ whether they are rivals or not. Let $t \in \Gamma_r$, $r \in \text{Run}_U(t)$, $(i, p, q, s) \in R$, $r_p \in \text{Run}_U^l(p, s, p)$, and $r_q \in \text{Run}_U^l(q, s, q)$. We call $(t, r)$

- $(i, p, q, s)$-fork-broken if there exist positions $u_p, u_p, w_q, u_q, v_q \in \text{pos}(t)$ with $v_q <_r u_q \leq w_q <_r w_p \leq v_p <_r u_p$ such that $(t, r)\langle \text{\scalebox{0.7}{\textarrow}\rightarrow} u_p\rangle v_p \approx (s, r_p)^{N+1}$, $(t, r)\langle \text{\scalebox{0.7}{\textarrow}\rightarrow} u_q\rangle v_q \approx (s, r_q)^{N+1}$, $r(w_p) = p$, $r(w_q) = q$, and $(t, r)\langle \text{\scalebox{0.7}{\textarrow}\rightarrow} u_q\rangle v_q \approx (s, r_q)^{N+1}$.

- $(i, p, q, s)$-split-broken if there exist positions $u_p, v_p, u_q, v_q \in \text{pos}(t)$ such that $v_p <_r u_p$, $v_q <_r u_q$, $v_p$ and $v_q$ are prefix-independent, $(t, r)\langle \text{\scalebox{0.7}{\textarrow}\rightarrow} u_p\rangle v_p \approx (s, r_p)^{N+1}$, and $(t, r)\langle \text{\scalebox{0.7}{\textarrow}\rightarrow} u_q\rangle v_q \approx (s, r_q)^{N+1}$.

Following the idea above, we can show that if $(t, r)$ is $(i, p, q, s)$-broken, then $\text{wt}_t(r, t) < [A](t)$. Furthermore, we can show that for every $i \in \{1, \ldots, M\}$, we can construct a complete and deterministic FTA $B_i$ over the alphabet $\Gamma \times Q$ which accepts a tree $(t, r) \in T_{\Gamma \times Q}$ if and only if those which exist $(i, p, q, s) \in R$ such that $(t, r)$ is $(i, p, q, s)$-broken. Via a product-like construction, we can employ $B_i$ to construct a WTA $C_i$ which “filters” the runs of $U$ so that the runs of $C_i$ correspond exactly to those runs of $U$ which are not $(i, p, q, s)$-broken for any $(i, p, q, s) \in R$. Then $C_i$ is not $i$-broken as otherwise, we can construct an accepting run $r$ of $C_i$ on a tree $t$ whose projection to $Q$ yields an $i$-broken pair $(t, r)$ which loops an $i$-$p$-$q$-distinguisher $s$ for $N + 1$ times in both $p$ and $q$. As by Lemma 10, $s$ can be truncated to a distinguisher of height at most $4|Q|^2$, $(t, r)$ is thus $(i, p, q, s)$-broken. We obtain the contradiction that $r$ is not accepting. Consequently, projecting the weights of each automaton $C_i$ to the i-th coordinate yields $M$ unambiguous max-plus-WTA whose pointwise-maximum coincides with $[A]$ and which all do not satisfy the tree fork property.
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Markov decision processes (MDPs) (see, e.g., [40]) constitute one of the most prominent classes of operational models combining randomization and non-determinism and are widely used in verification, artificial intelligence, robotics and operations research. Consequently, a vast landscape of optimization problems on MDPs has been studied. The task usually is to find a strategy resolving the non-deterministic choices, called a scheduler, such that a certain objective quantity is optimized or to decide whether the optimal value exceeds a given rational threshold (threshold problem).

Stochastic shortest path problems (SSPPs) are one important type of such optimization problems on MDPs equipped with weights. These problems ask for a scheduler maximizing or minimizing the expected accumulated weight before reaching a designated goal state. In the classical setting, only schedulers reaching the goal almost surely are taken into consideration. This classical SSPP is known to be solvable in polynomial time using graph-based algorithms and linear-programming techniques [10, 20, 3]. For various purposes, the requirement that the goal has to be reached almost surely, however, is not appropriate. This applies, e.g., to work on the semantics of probabilistic programs when no guarantee on almost sure termination can be given [25, 30, 9, 15, 36], to the analysis of the behavior of fault-tolerant systems in error scenarios which occur with low probability, or to the trade-off analysis when combinations of utility and cost constraints can be achieved with positive probability, but not almost surely (see, e.g., [5]). This motivates a switch to non-classical variants of the SSPP: The conditional SSPP [8] asks for a scheduler optimizing the conditional expected accumulated weight before reaching the goal under the condition that the goal will indeed be reached and the partial SSPP [16, 38] assigns weight 0 to all executions not reaching the goal. Both variants increase the algorithmic difficulties. In the special case of MDPs with non-negative weights, exponential-time algorithms for the partial and conditional SSPP exploit the monotonicity of accumulated weights and rely on the existence of a saturation point (a bound for the accumulated weight) from which on optimal schedulers behave memorylessly. Apart from a PSPACE lower bound and approximation algorithms [38], no algorithms are known for solving the partial or conditional SSPP in integer-weighted MDPs.

Conditional expectations also play a crucial role in risk management: The conditional value-at-risk is an established risk measure quantifying the expected loss in bad cases [45, 1]. Given a probability value \( p \), the value-at-risk of a random variable \( X \) is defined as the worst \( p \)-quantile. Quantile queries on the distribution of path lengths have been studied in [44]. The conditional value-at-risk is the expectation of \( X \) under the condition that the outcome is worse than the value-at-risk. For MDPs, the conditional value-at-risk has been studied for mean-payoffs and for weighted reachability where on each run only once a terminal weight is collected when a target state is reached [31]. In this paper, we consider the conditional value-at-risk for the more general accumulated weight before reaching the goal, i.e. for the classical SSPP. To the best of our knowledge, this problem has not been studied.

Other typical optimization problems arise in the context of verification, asking for worst-case schedulers that minimize or maximize the probability of a given path property. While such problems are well-understood, e.g., for properties given by linear temporal logic (LTL)-formulas or non-deterministic Büchi-automata [19], there has been increasing interest in ways to quantify the degree to which a property is satisfied not only by the probability (see [28]). Approaches in this direction include the work on robust satisfaction of temporal specifications [32, 43], coverage semantics [17], robustness distances [13], and the more general model-measurement semantics [29] among others. Furthermore, this has lead to different
notions quantifying to which degree a property is satisfied in the long-run: Frequency-LTL has been introduced in \[23, 24\] as an extension of LTL by a frequency modality that makes assertions on the portion of time (or relative frequency of positions in paths) where a given event holds. While \[23, 24\] presents model-checking algorithms for Markov chains and arbitrary frequency-LTL formulas, the presented model checking algorithms for MDPs are restricted to fragments of frequency-LTL. We address the model checking problem for frequency-LTL formulas not contained in these fragments. Further, the concept of long-run probabilities \[4\] has been introduced for reasoning about the probabilities of path properties when the system is in equilibrium and can, e.g., be useful to formalize refined notions of long-run availability. In \[4\], a pseudo-polynomial time algorithm that exploits the existence of a saturation point for the computation of optimal long-run probabilities of constrained reachability properties \((a \cup b)\) is provided. Here, we study long-run probabilities of general regular co-safety properties.

**Contributions.** The main contribution of the paper is to provide evidence for the mathematical difficulty of the series of decision problems described above in terms of a reduction from the Positivity problem of linear recurrence sequences. The Positivity problem is closely related to the Skolem problem, a prominent number-theoretic decision problem for linear recurrence sequences, and the decidability of both problems has been open for many decades (see, e.g., \[27\]). As it is well-known that the Skolem problem is reducible to the Positivity problem, the provided reductions establish that the investigated decision problems are also at least as hard as the Skolem problem. In the middle column of Table 1, these Skolem-hardness results are listed:

<table>
<thead>
<tr>
<th>Table 1: Overview of the results.</th>
</tr>
</thead>
<tbody>
<tr>
<td>optimization problem on MDPs</td>
</tr>
<tr>
<td>partial SSPP (1)</td>
</tr>
<tr>
<td>conditional SSPP (2)</td>
</tr>
<tr>
<td>conditional value-at-risk for the classical SSPP (3)</td>
</tr>
<tr>
<td>long-run probability (4)</td>
</tr>
<tr>
<td>mode checking of frequency-LTL (5)</td>
</tr>
</tbody>
</table>

To obtain these results, we construct an MDP-gadget in which a linear recurrence relation can be encoded. Together with different gadgets encoding initial values of a linear recurrence sequence, we use this gadget to establish Positivity-hardness for problems (1)-(3). Afterwards, we introduce a notion of weighted long-run frequency for constrained reachability properties that can be seen as a generalization of classical limit-average weights and serves here as a technical vehicle to provide a connective link to long-run probabilities and the model-checking problem of frequency-LTL. The Positivity-hardness for problems (4) and (5) is obtained via the Positivity-hardness of the threshold problem for weighted long-run frequencies by showing how to encode integer weights in terms of the satisfaction of a fixed co-safety property.
Positivity-hardness of (4) and (5) is somehow surprising: The non-probabilistic variant (4) is shown to be decidable in [4], while our results show that Positivity-hardness of (4) holds even for a simple fixed co-safety property given by a very small counter-free non-deterministic finite automaton. Likewise, Positivity-hardness of (5) is established already for the restriction to the almost-sure satisfaction problem of a simple fixed frequency-LTL formula.

For special cases of some of the problems studied here it is known that optimal values can be computed in exponential time exploiting a saturation point. We extend this picture by showing analogous results for problems (3) and (5) (see Table 1). In particular, we provide a simple exponential time algorithm for the computation of the optimal conditional value-at-risk for the classical SSPP. Further, we pinpoint where the Positivity-hardness of the model checking problem of frequency-LTL arises: We observe that the techniques of [4] allow to solve the qualitative model-checking problem for a frequency-LTL formula with only one constrained reachability (a U b) property under a frequency-globally modality. Our Positivity-hardness result for model checking frequency-LTL uses an only slightly more complicated fixed formula where a Boolean combination of atomic propositions and constrained reachability properties occurs in the scope of the frequency-globally modality. In particular, the Positivity-hardness does not require deeper nesting of temporal operators.

Related work. Besides the above cited work that presents algorithms for special cases of the investigated problems, closest to our work is [2] where Skolem-hardness for decision problems for Markov chains have been established. The problems are to decide whether for given states s, t and rational number p, there is a positive integer n such that the probability to reach t from s in n steps equals p and the model checking problem for a probabilistic variant of monadic logic and a variant of LTL that treats Markov chains as linear transformers of probability distributions. These decision problems are of quite different nature than the problems studied here, and so are the reductions from the Skolem problem. In this context also the results of [18] and [34] are remarkable as they show the decidability (subject to Schanuel’s conjecture) of reachability problems in continuous linear dynamical systems and continuous-time MDPs, respectively, as instances of the continuous Skolem problem.

A class of problems related to SSPPs concerns the optimization of probabilities for weight-bounded reachability properties and also exhibits increasing algorithmic difficulty (for an overview see [41]): For non-negative weights, schedulers optimizing the probability for reaching a target while the accumulated weight stays below a given bound are computable in pseudo-polynomial time and the corresponding probability-threshold problem is in P for qualitative probability thresholds (“>0” or “=1”) and PSPACE-hard in the general case [44, 26]. For integer weights even in finite-state Markov chains, the probabilities for a weight-bounded reachability property can be irrational. Still, decidability for analogous problems for integer-weighted MDPs have been established for certain cases. Examples are pseudo-polynomial algorithms for qualitative threshold problems in integer-weighted MDPs [14, 12, 35, 3] or an exponential-time algorithm and a PSPACE lower bound for the almost-sure termination problem in one-counter MDPs [11].

Switching to more expressive models typically leads to the undecidability of infinite-horizon verification problems. This applies, e.g., to recursive MDPs [21], MDPs with two or more weight functions [7, 42] or partially observable MDPs [33, 6]. However, we are not aware of natural decision problems for standard (finite-state) MDPs with a single weight function and single objective that are known to be undecidable.
2 Preliminaries

We give basic definitions and present our notation (for more details see, e.g., [40]). We then formally define the quantitative objectives studied in this paper.

Notations for Markov decision processes. A Markov decision process (MDP) is a tuple \(\mathcal{M} = (S, \text{Act}, P, s_{\text{init}}, wgt, \text{AP}, L)\) where \(S\) is a finite set of states, \(\text{Act}\) a finite set of actions, \(s_{\text{init}} \in S\) the initial state, \(P : S \times \text{Act} \times S \to [0, 1] \cap \mathbb{Q}\) is the transition probability function, \(wgt : S \times \text{Act} \to \mathbb{Z}\) the weight function, \(\text{AP}\) a finite set of atomic propositions, and \(L : S \to 2^\text{AP}\) a labeling function. If not needed, we might drop the weight function or the labeling. We require that \(\sum_{t \in S} P(s, \alpha, t) \in \{0, 1\}\) for all \((s, \alpha) \in S \times \text{Act}\). We say that action \(\alpha\) is enabled in state \(s\) if \(\sum_{t \in S} P(s, \alpha, t) = 1\). We assume that for all states \(s\) there is an enabled action and that all states are reachable from \(s_{\text{init}}\). We call a state absorbing if there is only one enabled action, returning to the state with probability 1 and weight 0. The paths of \(\mathcal{M}\) are finite or infinite sequences \(s_0 \alpha_0 s_1 \alpha_1 \ldots\) where states and actions alternate such that \(P(s_i, \alpha_i, s_{i+1}) > 0\) for all \(i \geq 0\). For \(\pi = s_0 \alpha_0 s_1 \ldots \alpha_k s_k\), \(wgt(\pi) = wgt(s_0, \alpha_0) + \ldots + wgt(s_k-1, \alpha_{k-1})\) denotes the accumulated weight of \(\pi\), \(P(\pi) = P(s_0, \alpha_0, s_1) \ldots P(s_k-1, \alpha_{k-1}, s_k)\) its probability, and \(\text{last}(\pi) = s_k\) its last state. Further, we also write \(\pi\) to denote the word \(L(s_0), L(s_1), \ldots\). The size of \(\mathcal{M}\) is the sum of the number of states plus the total sum of the logarithmic lengths of the non-zero probability values \(P(s, \alpha, s')\) as fractions of co-prime integers and the weight values \(wgt(s, \alpha)\). An end component of \(\mathcal{M}\) is a strongly connected sub-MDP.

Scheduler. A scheduler for \(\mathcal{M}\) is a function \(\mathcal{S}\) that assigns to each finite path \(\pi\) a probability distribution over \(\text{Act}(\text{last}(\pi))\). If there is a finite set \(X\) of memory modes and a memory update function \(U : S \times \text{Act} \times S \times X \to X\) such that the choice of \(\mathcal{S}\) only depends on the current state after a finite path and the memory mode obtained from updating the memory mode according to \(U\) in each step, we say that \(\mathcal{S}\) is a finite-memory scheduler. If the choice depends only on the current state, we say that \(\mathcal{S}\) is memoryless. A scheduler \(\mathcal{S}\) is called deterministic if \(\mathcal{S}(\pi)\) is a Dirac distribution for each path \(\pi\). Given a scheduler \(\mathcal{S}\), \(\zeta = s_0 \alpha_0 s_1 \alpha_1 \ldots\) is a \(\mathcal{S}\)-path iff \(\zeta\) is a path and \(\mathcal{S}(s_0 \alpha_0 \ldots \alpha_k s_k) > 0\) for all \(k \geq 0\).

Probability measure. We write \(P_{s, \mathcal{M}, \mathcal{S}}^\mathcal{S}\) or briefly \(P_{s, \mathcal{M}}^\mathcal{S}\) to denote the probability measure induced by \(\mathcal{S}\) and \(s\). For details, see [40]. We will use LTL-like formulas to denote measurable sets of paths. Given a measurable set \(\psi\) of infinite paths, we define \(P_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(\psi) = \inf_{\mathcal{S}'} P_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}'}(\psi)\) and \(P_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(\psi) = \sup_{\mathcal{S}'} P_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}'}(\psi)\) where \(\mathcal{S}\) ranges over all schedulers for \(\mathcal{M}\). For a random variable \(X\) defined on infinite paths in \(\mathcal{M}\), we denote the expected value of \(X\) under the probability measure induced by a scheduler \(\mathcal{S}\) and state \(s\) by \(E_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(X)\). Furthermore, for a measurable set of paths \(\psi\) with positive probability, \(E_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(X|\psi)\) denotes the conditional expectation of \(X\) under \(\psi\). If \(s = s_{\text{init}}\), we sometimes drop the subscript \(s\).

Partial and conditional SSPP. Let \(\mathcal{M}\) be an MDP with an absorbing state \(\text{goal}\). On infinite paths \(\zeta\), we define the random variable \(\Diamond \text{goal} \zeta\) to be \(wgt(\zeta)\) if \(\zeta \Vdash \Diamond \text{goal}\), and to be 0 otherwise. The partial expectation \(PE_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(\Diamond \text{goal})\) of a scheduler \(\mathcal{S}\) is defined as \(E_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(\Diamond \text{goal})\). The maximal partial expectation is \(PE_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}} = \sup_{\mathcal{S}'(\Diamond \text{goal})}\). The conditional expectation \(CE_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(\Diamond \text{goal})\) as defined as the conditional expected value \(E_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(\Diamond \text{goal})\) for all schedulers reaching \(\text{goal}\) with positive probability, and the maximal conditional expectations is \(CE_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}} = \sup_{\mathcal{S}'} CE_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}'}\) where \(\mathcal{S}\) ranges over all schedulers \(\mathcal{S}\) with \(P_{s, \mathcal{M}, \mathcal{S}}^{\mathcal{S}}(\Diamond \text{goal}) > 0\). The partial SSPP asks for the maximal partial expectations and the conditional SSPP for the maximal conditional expectation. These problems were first considered in [16] and [8]. For more details see [8, 38].
Conditional value-at-risk. Given an MDP $\mathcal{M}$ with a scheduler $\mathcal{S}$, a random variable $X$ defined on runs of the MDP with values in $\mathbb{R}$ and a value $p \in [0, 1]$, we define the value-at-risk as $\text{VaR}_p^\mathcal{S}(X) = \sup\{r \in \mathbb{R} | \Pr_{\mathcal{M}}^\mathcal{S}(X \leq r) \leq p\}$. So, the value-at-risk is the point at which the cumulative distribution function of $X$ reaches or exceeds $p$. Denote $\text{VaR}_p^\mathcal{S}(X)$ by $v$. The conditional value-at-risk is now the expectation of $X$ under the condition that the outcome belongs to the $p$ worst outcomes. Following the treatment of random variables that are not continuous in general in [31], we define the conditional value-at-risk as follows:

$$CVaR_p^\mathcal{S}(X) = 1/p(\Pr_{\mathcal{M}}^\mathcal{S}(X < v) \cdot \mathbb{E}_{\mathcal{M}}(X|X < v) + (p - \Pr_{\mathcal{M}}^\mathcal{S}(X < v)) \cdot v).$$

Outcomes of $X$ which are less than $v$ are treated differently to outcomes equal to $v$ as it is possible that the outcome $v$ has positive probability and we only want to account exactly for the $p$ worst outcomes. Hence, we take only $p - \Pr_{\mathcal{M}}^\mathcal{S}(X < v)$ of the outcomes which are exactly $v$ into account as well.

Threshold problems for the conditional value-at-risk in weighted MDPs have been studied in [31] for two random variables: the mean-payoff and weighted reachability where a set of final states is equipped with terminal weights obtained when reaching these states while all other transitions have weight 0. In this paper, we will address the conditional value-at-risk for the accumulated weight before reaching goal in MDPs with an absorbing state goal: Define $\Phi_{\text{goal}}(\zeta)$ to be $\text{wgt}(\zeta)$ if $\zeta = \Diamond_{\text{goal}}$ and leave it undefined otherwise. The optimization of the expectation of $\Phi_{\text{goal}}$ is known as the classical SSPP. Note that the expectation of this random variable is only defined under schedulers reaching goal with probability 1.

Long-run probability. Let $\mathcal{M}$ be an MDP with states labeled by atomic propositions from AP. Let $\varphi$ be a path property, i.e., a measurable set of paths. The long-run probability for $\varphi$ of a path $\zeta$ under a scheduler $\mathcal{S}$ is $\text{brp}_\mathcal{S}(\zeta) = \lim_{n \to \infty} \frac{1}{n+1} \cdot \sum_{i=0}^{n} \Pr_{\mathcal{M}}^\mathcal{S}[\zeta[0..i]](\varphi)$. Here, $\zeta[0..i]$ denotes the prefix from position 0 to $i$ of $\zeta$, $\zeta[i]$ denotes the state after $i$ steps, and $\mathcal{S}[\zeta[0..i]](\pi) = \mathcal{S}(\zeta[0..i] \circ \pi)$ for all finite paths $\pi$ starting in $\zeta[i]$. The long-run probability of $\varphi$ under scheduler $\mathcal{S}$ is $\text{LP}_{\mathcal{M}}^{\mathcal{S}}(\varphi) = \mathbb{E}_{\mathcal{M}}(\text{brp}_\mathcal{S})$. The maximal long-run probability for $\varphi$ is $\text{LP}_{\mathcal{M}}^{\max}(\varphi) = \sup_{\mathcal{S}} \mathbb{E}_{\mathcal{M}}(\text{brp}_\mathcal{S})$. This notion was introduced in [4]. In this paper, we are interested in two kinds of path properties: Constrained reachability, a $A \cup b$, where $a$ and $b$ are atomic propositions and the more general regular co-safety properties given by a finite non-deterministic automaton (NFA) $A$ accepting “good” prefixes of a run. For a co-safety property given by an NFA $A$, we also write $\text{LP}_{\mathcal{M}}^{\max}(A)$.

3 Skolem-hardness

The Skolem problem and the closely related Positivity problem are outstanding problems in the fields of number theory and theoretical computer science (see, e.g., [27, 37]). Their decidability has been open for many decades. We call a problem to which the Skolem problem is reducible Skolem-hard. This is a hardness result in the sense that a decision procedure would imply a major breakthrough by settling the decidability of the Skolem problem and it shows that a problem possesses an inherent mathematical difficulty.

Skolem problem. Given a natural number $k \geq 2$, and rationals $\alpha_i$ and $\beta_i$ with $1 \leq i \leq k$ and $0 \leq \beta \leq k - 1$, let $(u_n)_{n \geq 0}$ be defined by the initial values $u_0 = \beta_0$, $u_1 = \beta_{k-1}$ and the linear recurrence relation $u_{n+k} = \alpha_1 u_{n+k-1} + \cdots + \alpha_k u_n$ for all $n \geq 0$. The Skolem problem is to decide whether there is an $n \in \mathbb{N}$ with $u_n = 0$. 


A closely related problem is the Positivity problem. It asks whether \( u_n \geq 0 \) for all \( n \). It is folklore that the Skolem problem is polynomial-time reducible to the positivity problem (see, e.g., [22]). We will use the Positivity problem for our reductions leading to the main result:

**Main result** (Theorems 3, 5, 6, 9, 11). The Positivity problem and hence the Skolem problem are polynomial-time reducible to the threshold problems for the partial and conditional SSPP, the conditional value-at-risk in the classical SSPP, and long-run probabilities of regular co-safety properties, as well as to the qualitative model checking problem of frequency-LTL.

For this purpose, we will construct an MDP gadget depicted in Figure 1a that encodes a linear recurrence relation in terms of the optimal values of different quantitative objectives. For the different problems, we then provide gadgets encoding the initial values of a linear recurrence sequence. We can plug these gadgets together to obtain an MDP and a scheduler \( \mathcal{G} \) such that \( \mathcal{G} \) maximizes the respective objective iff the linear recurrence sequence has no negative member. By computing the optimal values under \( \mathcal{G} \) in the MDPs – which turn out to be rational – we provide reductions from the positivity problem to the respective threshold problems with strict inequality (see also Remark 4).

### 3.1 Partial and Conditional SSPP

Given a linear recurrence sequence, we construct an MDP in which the sequence is encoded in terms of optimal partial expectations. So let \( k \) be a natural number and let \( (u_n)_{n \geq 0} \) be the linear recurrence sequence given by rationals \( \alpha_i \) for \( 1 \leq i \leq k \) and \( \beta_j \) for \( 0 \leq j \leq k-1 \) as above. As \( u_{n+k} = \alpha_1 u_{n+k-1} + \cdots + \alpha_k u_n \) for all \( n \), we see that for any positive \( \lambda \in \mathbb{Q} \) the sequence \( (v_n)_{n \geq 0} \) defined by \( v_n = \lambda^{n+1} u_n \) satisfies \( v_{n+k} = \lambda \alpha_1 v_{n+k-1} + \cdots + \lambda^k \alpha_k v_n \) for all \( n \). Furthermore, \( v_n \) is non-negative if and only if \( u_n \) is. W.l.o.g., we hence can assume that \( \sum_{i} |\alpha_i| < \frac{1}{\lambda} \) and that \( 0 \leq \beta_j < \frac{1}{2k\lambda} \) for all \( j \) (for details, see the extended version [39]).

Now, we construct an MDP-gadget with an example depicted in Figure 1a. This gadget contains states \( goal, s, t, \) and \( r \), as well as \( s_1, \ldots, s_k \) and \( t_1, \ldots, t_k \). In state \( t \), an action \( \gamma \) is enabled which has weight 0 and leads to state \( t_i \) with probability \( \alpha_i \) if \( \alpha_i > 0 \) and to state \( s_i \) with probability \( |\alpha_i| \) if \( \alpha_i < 0 \) for all \( i \). The remaining probability leads to \( goal \). From each state \( t_i \), there is an action leading to \( t_i \) with weight \(-i\). The action \( \delta \) enabled in \( s \) as well as the actions leading from states \( s_i \) to \( s \) are constructed in the same way. This gadget will be integrated into a larger MDP where there are no other outgoing edges from states \( s_1, \ldots, s_k, t_1, \ldots, t_k \). Now, for each state \( q \) and each integer \( w \), let \( c(q,w) \) be the optimal partial expectation when starting in state \( q \) with accumulated weight \( w \). Further, let \( d(w) = c(t,w) - c(s,w) \). The simple proof of the following lemma can be found in [39] and uses that optimal partial expectations satisfy that \( c(q,w) = \sum_{\alpha} P(q,\alpha,r) c(r,w+\text{wgt}(q,\alpha)) \) if an optimal scheduler chooses action \( \alpha \) in state \( q \) when the accumulated weight is \( w \).

**Lemma 1.** Let \( w \in \mathbb{Z} \). If an optimal scheduler chooses action \( \gamma \) in \( t \) and \( \delta \) in \( s \) if the accumulated weight is \( w \), then \( d(w) = \alpha_1 d(w-1) + \cdots + \alpha_k d(w-k) \).

Now we construct a gadget that encodes the initial values \( \beta_0, \ldots, \beta_{k-1} \). The gadget is depicted in Figure 1b and contains states \( t, s, goal, \) and \( fail \). For each \( 0 \leq j \leq k-1 \), it additionally contains states \( x_j \) and \( y_j \). In state \( x_j \), there is one action enabled that leads to \( goal \) with probability \( \frac{1}{2k\lambda} + \beta_j \) and to \( fail \) otherwise. From state \( y_j \), \( goal \) is reached with probability \( \frac{1}{2k\lambda} \) and \( fail \) otherwise. In state \( t \), there is an action \( \gamma_j \) leading to \( x_j \) with weight \( +k-j \) for each \( 0 \leq j \leq k-1 \). Likewise, in state \( s \) there is an action \( \delta_j \) leading to \( y_j \) with weight \( k-j \) for each \( 0 \leq j \leq k-1 \). We now glue together the two gadgets at states \( s, t, \) and \( goal \). The cumbersome choices of probability values lead to the following lemma via straight-forward computations presented in [39].
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Given an MDP and δ, the recurrence depth in the depicted example is 2, α₁ > 0, and α₂ < 0.

Figure 1 The gadget (a) encoding the linear recurrence relation in all reductions and (b) encoding the intial values in the reduction to the partial SSPP.

Lemma 2. Let 0 ≤ j ≤ k − 1. Starting with weight (k − 1) + j in state t or s, action γ_j and δ_j maximize the partial expectation. For positive starting weight, γ and δ are optimal.

Comparing action γ_j and δ_j for starting weight (k − 1) + j, we conclude that the difference between optimal values d((k − 1) + j) is equal to β_j, for 0 ≤ j ≤ k − 1, and hence d((k − 1) + n) = u_n for all n. Finally, we equip the MDP with a simple initial gadget (see [39]): From the initial state s₁, one action with weight +1 is enabled. This action leads to a state c with probability 1/2 and loops back to s_out with probability 1/2. In c, the decision between action τ leading to state t and action σ leading to state s has to be made. So for any n > 0, state c is reached with accumulated weight n with positive probability. An optimal scheduler now has to decide whether the partial expectation when starting with weight n is better in state s or t: Action τ is optimal in c for accumulated weight w if and only if d(w) ≥ 0. Further, the scheduler S always choosing τ in c and actions γ₁, γ₂, ..., γ_k, δ, ... as described in Lemma 2 is optimal iff the given linear recurrence sequence is non-negative. We can compute the partial expectation of scheduler S in the constructed MDP. The partial expectation turns out to be a rational. Hence, using this partial expectation as the threshold ϑ, we obtain the first main result. The technical proof computing the value of S in the constructed MDP is given in the extended version [39].

Theorem 3. The Positivity problem is polynomial-time reducible to the following problem: Given an MDP M and a rational ϑ, decide whether PE_{max}^M > ϑ.

Remark 4. There is no obvious way to adjust the construction such that the Skolem-hardness of the question whether PE_{max}^M ≥ ϑ would follow. One attempt would be to provide an ε such that PE_{max}^M > ϑ if PE_{max}^M ≥ ϑ + ε. This, however, probably requires a bound on the position at which the given linear recurrence sequence first becomes negative. But this question lies at the core of the positivity and the Skolem problem. All Skolem-hardness results in this paper hence concern only threshold problems with strict inequality.

The Skolem-hardness of the threshold problem for the conditional SSPP is obtained by a simple reduction showing that the threshold problems of the partial SSPP is polynomial-time reducible to the threshold problem of the conditional SSPP (see [39]).

Theorem 5. The Positivity problem is reducible in polynomial time to the following problem: Given an MDP M and a rational ϑ, decide whether CE_{max}^M > ϑ.
Given an MDP $\mathcal{M}$, we reuse the gadget depicted in Figure 1a to prove the following result:

(a) The gadget contains the depicted states and actions for each $0 \leq j \leq k - 1$. $\alpha = \sum_{i=1}^{k} |a_i|$, say that two thirds of the paths accumulate weight $wgt$.

(b) The gadget contains the depicted states and actions for each $0 \leq j \leq k - 1$. The probabilities are: $p_1 = (1 - \alpha)\frac{1}{2} + \beta_j$, $p_2 = (1 - \alpha)(1 - \frac{1}{2} + \beta_j)$, $q_1 = (1 - \alpha)\frac{1}{2} - \beta_j$, $q_2 = (1 - \alpha)(1 - \frac{1}{2} - \beta_j)$. All actions except for $\gamma_j$ and $\delta_j$ have weight 0.

Figure 2 The gadgets encoding initial values for (a) the conditional value-at-risk for the classical SSPP and (b) weighted long-run frequencies.

### 3.2 Conditional value-at-risk for the classical SSPP

We reuse the gadget depicted in Figure 1a to prove the following result:

► **Theorem 6.** The Positivity problem is polynomial-time reducible to the following problem: Given an MDP $\mathcal{M}$ and rationals $\vartheta$ and $p \in (0, 1)$, decide whether $CVaR^\alpha_p(\Phi_{\text{goal}}) > \vartheta$.

We begin by the following consideration: Given an MDP $\mathcal{M}$ with initial state $s_{\text{init}}$, we construct a new MDP $\mathcal{N}$. We add a new initial state $s'_{\text{init}}$. In $s'_{\text{init}}$, there is only one action with weight 0 enabled leading to $s_{\text{init}}$ with probability $\frac{1}{2}$ and to $\text{goal}$ with probability $\frac{1}{2}$. So, at least two thirds of the paths accumulate weight 0 before reaching the goal. Hence, we can already say that $VaR^\alpha_1(\Phi_{\text{goal}}) = 0$ in $\mathcal{N}$ under any scheduler $\mathcal{S}$. Note that schedulers for $\mathcal{M}$ can be seen as schedulers for $\mathcal{N}$ and vice versa. This considerably simplifies the computation of the conditional value-at-risk in $\mathcal{N}$. Define the random variable $\Phi_{\text{goal}}(\zeta)$ to be $\Phi_{\text{goal}}(\zeta)$ if $\Phi_{\text{goal}} \leq 0$ and to be 0 otherwise. Now, the conditional value-at-risk for the probability value $1/2$ under a scheduler $\mathcal{S}$ in $\mathcal{N}$ is given by $CVaR^\alpha_1(\Phi_{\text{goal}}) = 2 \cdot \mathbb{E}^\alpha_{N, s_{\text{init}}}(\Phi_{\text{goal}}) = \frac{2}{3} \cdot \mathbb{E}^\alpha_{M, s_{\text{init}}}(\Phi_{\text{goal}})$. So, the result follows from the following lemma:

► **Lemma 7.** The Positivity problem is polynomial-time reducible to the following problem: Given an MDP $\mathcal{M}$ and a rational $\vartheta$, decide whether $\mathbb{E}^\alpha_{M, s_{\text{init}}}(\Phi_{\text{goal}}) > \vartheta$.

We adjust the MDP used for the Skolem-hardness proof for the partial SSPP. So, let $k$ be a natural number, $\alpha_1, \ldots, \alpha_k$ be rational coefficients of a linear recurrence sequence, and $\beta_0, \ldots, \beta_{k-1} \geq 0$ the rational initial values. W.l.o.g. we again assume these values to be small, namely: $\sum_{1 \leq i \leq k} |a_i| \leq \frac{1}{2k-1}$ and for all $j$, $\beta_j \leq \frac{1}{2} |a_j|$ where $\alpha = \sum_{1 \leq i \leq k} |a_i|$. The first important observation is that the optimal expectation of $\Phi_{\text{goal}}$ for different starting states and starting weights behaves very similar to optimal partial expectations: For each state $q$ and each integer $w$, let $e(q, w)$ be the optimal expectation of $\Phi_{\text{goal}}$ when starting in state $q$ with accumulated weight $w$. If an optimal scheduler chooses $\alpha$ when in $q$ with accumulated weight $w$, then $e(q, w) = \sum_{r \in S} P(q, \alpha, r) \cdot e(r, w + wgt(q, \alpha))$. Reusing the MDP-gadget depicted in 1a, we observe that if we again let $d(w) = e(t, w) - e(s, w)$, the following holds as before: For any $w \in \mathbb{Z}$, if an optimal scheduler chooses action $\gamma$ in $t$ and $\delta$ in $s$ if the accumulated weight is $w$, then $d(w) = \alpha_1 d(w - 1) + \cdots + \alpha_k d(w - k)$. 

ICALP 2020
Now, we construct a new gadget that encodes the initial values of a linear recurrence sequence. The new gadget is depicted in Figure 2a. Besides the actions $\gamma_j$ and $\delta_j$ for $0 \leq j \leq k-1$ there are no non-deterministic choices. Again, we glue together the two gadgets in states $s$, $t$, and $goal$. The main idea is that for non-negative starting weights in state $s$ or $t$ actions $\gamma_j$ and $\delta_j$ lead to a larger expected tail loss than actions $\gamma$ and $\delta$. For $0 \leq j \leq k-1$ and an accumulated weight $-k+j$ in state $t$ or $s$, the actions $\gamma_j$ and $\delta_j$ are, however, optimal for maximizing the expectation of $\mathcal{T}_{goal}$ since the goal is reached with non-negative weights with high probability under these actions (details in [39]). The difference of optimal values satisfies $e(t, -k+j) - e(s, -k+j) = \beta_j$ for $0 \leq j \leq k-1$ again. Finally, we add the same initial component as in the previous section and see that the scheduler $\mathcal{S}$ always choosing $\tau$ in state $c$ is optimal iff the linear recurrence sequence stays non-negative. As the expectation of $\mathcal{T}_{goal}$ under $\mathcal{S}$ is again a rational (see [39]), this finishes the proof analogously to the previous section.

3.3 Long-run probability and frequency-LTL

In order to transfer the Skolem-hardness results to long-run probabilities and frequency-LTL, we introduce the auxiliary notion of weighted long-run frequency. Let $\mathcal{M}$ be an MDP with a weight function $wgt : S \times Act \rightarrow \mathbb{Z}$ and two disjoint sets of states $Goal, \ Fail \subseteq S$. On an infinite paths $\pi = s_0, \alpha_0, s_1, \ldots$, we define the random variable $wlf$ as follows:

$$wlf(\pi) = \liminf_{n \to \infty} \frac{1}{n+1} \sum_{i=0}^{n} wgt(s_i, \alpha_i) \cdot \mathds{1}_{\pi|i..|\models \neg \Fail \cup \Goal}$$

where $\mathds{1}_{\pi|i..|\models \neg \Fail \cup \Goal}$ is 1 if the suffix $\pi[i..\] = s_i, \alpha_i, s_{i+1}, \ldots$ satisfies $\neg \Fail \cup \Goal$, and 0 otherwise. Given a scheduler $\mathcal{S}$, we define the weighted long-run frequency $WLF^\mathcal{S}_\mathcal{M} = \mathbb{E}^\mathcal{S}_\mathcal{M}(wlf)$ and $WLF^\max_\mathcal{M} = \sup_\mathcal{S} WLF^\mathcal{S}_\mathcal{M}$. This can be seen as a long-run average version of partial expectations. Weights are only received if afterwards $Goal$ is visited before $Fail$ and we measure the average weight received per step according to this rule. Note that we only consider the path property $\neg \Fail \cup \Goal$ in this paper and hence do not include this property in our notation and terminology. An illustrating example can be found in [39].

We modify the MDP that was constructed in Section 3.1 for the Skolem-hardness of the partial SSPP. We replace the gadget encoding the initial values with the gadget depicted in Figure 2b. This gadget differs from the gadget used for partial expectations only in the expected time it takes to reach $goal$ or $fail$ under $\gamma_j$ or $\delta_j$. It is constructed in a way such that the expected time to reach $goal$ or $fail$ from $s_{out}$ does not depend on the scheduler. Finally, we add a transition leading back to the initial state from $goal$ and $fail$. An optimal scheduler for weighted long-run frequencies in the constructed MDP $\mathcal{K}$ now just has to maximize the partial expectation leading to the Skolem-hardness result (for more details see [39]).

► Theorem 8. The Positivity problem is polynomial-time reducible to the following problem: Given an MDP $\mathcal{M}$ and a rational $\vartheta$, decide whether $WLF^\max_\mathcal{M} > \vartheta$.

This result now serves as a tool to establish analogous results for long-run probabilities. The key idea is to encode integer weights via a labelling of states and to use a simple regular co-safety property to mimic the reception of weights in weighted long-run frequencies.

► Theorem 9. The Positivity problem is polynomial-time reducible to the following problem: Given an MDP $\mathcal{M}$, an NFA $\mathcal{A}$, and a rational $\vartheta$, decide whether $\mathbb{E}^\max_\mathcal{M}(\mathcal{A}) > \vartheta$.

In the sequel, we consider weighted states instead of weighted state-action pairs. Further, we assume that the weights are only $-1$, $0$, and $+1$. This assumption leads to a pseudo-polynomial blow-up in the general case. The weights in the MDP $\mathcal{K}$ constructed for Theorem
Figure 3 The NFA $A$ expressing a property of the form $d \lor \bigvee_{i=1}^{3} (c_i \land (a \cup b_i))$.

8 above are, however, at most $k$. As the MDP has more than $2k$ states, transforming $K$ to weights $-1, 0,$ and $+1$ only leads to a polynomial blow-up. As this MDP has no non-trivial end-components, $\{\text{goal, fail}\}$ is visited infinitely often with probability 1 under any scheduler. Let $AP = \{n, z, p, c, g, f\}$ be a set of atomic propositions representing negative ($-1$), zero (0), and positive ($+1$) weight, coin flip, goal, and fail, respectively. We construct an MDP $L$: The states $\text{goal}$ and $\text{fail}$ are duplicated while one copy of each is labeled with $c$ and whenever $\text{goal}$ or $\text{fail}$ are entered in the MDP $K$, both of the two copies in $L$ are equally likely. For a formal definition see [39]. In Figure 3, we depict the NFA $A$ used for the encoding. The NFA $A$ is constructed such that in $L$ any run starting in a state labeled zero or reaching fail before goal is accepted with probability $1/2$ due to the coin flips. A run starting in a state labeled positive and reaching goal before fail is accepted while such a path starting in a state labeled negative is not. This leads to the following lemma that proves Theorem 9.

Lemma 10. For the MDPs $K$ and $L$ constructed above, we have $WLF_{\text{max}}^{K} = \frac{1}{2} + \frac{1}{2}WLF_{\text{max}}^{L}(A)$.

Proof sketch. It is quite easy to see that the claim holds for finite-memory schedulers as we can rely on steady state probabilities in the resulting Markov chain. That the supremum over all schedulers agrees with the supremum over finite-memory schedulers on both sides follows from Fatou’s lemma. Details can be found in [39].

A consequence of this result is that model checking of frequency-LTL in MDPs is at least as hard as the Skolem problem. The decidability of the model-checking problem for the full logic frequency-LTL has been left open, but set as a goal in [23, 24]. Obtaining this goal by proving the decidability of the model-checking problem hence would settle the decidability of the Skolem problem. The frequency-globally modality $G_{\inf}^{\varphi}(\varphi)$ is defined to hold on a path $\pi$ iff $\lim_{n \to \infty} \frac{1}{n+1} \sum_{i=0}^{n} 1_{[i \ldots i+\varphi] \models \varphi} > \vartheta$, i.e. iff the long-run average number of positions at which a suffix satisfying $\varphi$ starts exceeds $\vartheta$.

Theorem 11. There is a polynomial-time reduction from the Positivity problem to the following qualitative model checking problem for frequency LTL for a fixed LTL-formula $\varphi$: Given an MDP $M$ and a rational $\vartheta$, is $Pr^{\text{max}}_{M}(G_{\inf}^{\varphi}(\varphi)) = 1$?

Proof sketch. The proof uses the reduction to the threshold problem for the long-run probability of the co-safety property expressed by $A$. This property is captured by a simple LTL-formula $\varphi$ (see Figure 3). For finite-memory schedulers $\mathcal{S}$ inducing a single bottom
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strongly connected component, we see that \( C^{>\varrho}_{\text{int}}(\varphi) \) holds with probability 1 iff the expected long-run probability of \( \varphi \) is greater than \( \varrho \). That it is enough to consider such schedulers follows from the argument using Fatou’s lemma again. For more details see [39].

\( \triangleright \)

4 Saturation points

Despite the inherent mathematical difficulty shown by the Skolem-hardness results so far, all of the problems studied here are solvable in exponential time under a natural restriction. For the problems on weighted MDPs, this restriction only allows non-negative weights while for the long-run notions the restriction to constrained reachability properties \((a \cup b)\) leads to solvability. For the partial and the conditional SSPP [8, 16] and for long-run probabilities [4], the computability of optimal values under these restrictions has been shown. The algorithms exploit the existence of saturation points, a bound on the accumulated weight or the consecutive visits to certain states before optimal schedulers can behave memorylessly. We will extend this picture by providing a simple saturation point for the computation of the optimal conditional value-at-risk for the classical SSPP in MDPs with non-negative weights. Afterwards, we transfer the saturation-point algorithm from [4] to weighted long-run frequencies in the setting of non-negative weights. As a consequence, we obtain an exponential-time algorithm for the qualitative model-checking problem of a frequency-LTL formula for which no solutions were known. To conclude the section, we provide accompanying PSPACE lower bounds for the partial SSPP and weighted long-run frequencies with non-negative weights.

4.1 Conditional value-at-risk for the classical SSPP

Let \( \mathcal{M} \) be an MDP with non-negative weights. In the classical SSPP, it is decidable in polynomial time whether the optimal expected accumulated weight before reaching the goal is bounded. If this is the case, the usual preprocessing step removes end components [20, 3] and transforms the MDP such that exactly the schedulers reaching the goal with probability 1 can be mimicked in the transformed MDP. So in the sequel, we assume that the absorbing state \( \text{goal} \) forms the only end component. Given a rational probability value \( p \in (0, 1) \), we are interested in the value \( \text{CVaR}^\text{max}_p(\text{goal}) \). Note that in our formulation the worst outcomes are the paths with the lowest accumulated weight before reaching the goal. Below we will sketch how to treat the case where high outcomes are considered bad.

\( \triangleright \) Theorem 12. Given an MDP \( \mathcal{M} = (S, s_{\text{init}}, \text{Act}, P, \text{wgt}, \text{goal}) \) with non-negative weights and no end-components except for one absorbing state \( \text{goal} \) as well as a rational probability value \( p \in (0, 1) \), the value \( \text{CVaR}^\text{max}_p(\text{goal}) \) is computable in pseudo-polynomial time.

Proof sketch. As there are no end components, we can provide a saturation point \( K \in \mathbb{N} \) such that paths accumulate a weight of more than \( K \) with probability less than \( 1 - p \). Then, paths reaching an accumulated weight of \( K \) do not belong to the worst \( p \) outcomes. We construct an MDP with the state space \( S \times \{0, \ldots, K\} \) that encodes the accumulated weight of a path up to \( K \). Letting states of the form \((\text{goal}, i)\) be terminal with weight \( i \) and of the form \((s, K)\) be terminal with weight \( K \), we can then rely on the algorithm computing the conditional value-at-risk for weighted reachability in [31]. As \( K \) can be chosen of pseudo-polynomial size and this algorithm runs in time polynomial in the size of the constructed MDP, this leads to a pseudo-polynomial time algorithm. For details see [39].

\( \triangleright \)

Note that the behavior of a scheduler on paths with accumulated weight above \( K \) does not matter at all for the conditional value-at-risk. If we want to consider the case where long paths are considered as bad, we can multiply all weights by \(-1\) and use the definitions as
before. The idea here now is to compute a saturation point $-K$ such that the probability for a path to accumulate weight less than $-K$ is smaller than $p$. So, we know that a path with weight less than $-K$ belongs to the $p$ worst paths. On these paths, the best thing to do in order to maximize the conditional value-at-risk is to maximize the expected accumulated weight before reaching the goal. This can be done by a memoryless deterministic scheduler simultaneously for all states and the values are computable in polynomial time [20]. Then we construct the MDP $N$ as above but change the terminal weights as follows: states of the form $(\text{goal}, i)$ get weight $-i$ and states of the form $(s, K)$ get weight $-K + E_{M,s}^{\max}(\Phi_{\text{goal}})$ where $M$ is the MDP in which all weights are already multiplied by $-1$. Afterwards the problem can be solved by the techniques for weighted reachability from [31] again.

### 4.2 Weighted long-run frequencies and frequency-LTL

The existence of a saturation point for long-run probabilities of constrained reachability properties was shown in [4]. This result can easily be adapted to weighted long-run frequencies following the same arguments. First, it is shown by an application of Fatou’s lemma that optimal weighted long-run frequency can be approximated by finite-memory schedulers. Afterwards, it is shown that the memory needed for the optimization can be restricted further: A saturation point $K \in \mathbb{N}$ is provided such that only scheduler keeping track of the accumulated weight up to $K$ have to be considered. The adaptations necessary to the proof in [4] are worked out in the extended version [39] and lead to the following result:

**Theorem 13.** The maximal value $WLF_{M}^{\max}$ in an MDP $M$ with non-negative weights is computable in pseudo-polynomial time.

**Corollary 14.** Given an MDP $M$ and a rational $\vartheta$, it can be checked in pseudo-polynomial time whether $\Pr_{M}^{\max}(G_{\inf}^{\vartheta}(a \until b)) = 1$.

**Proof.** The semantics of $G_{\inf}^{\vartheta}(\lnot \text{Fail} \until \text{Goal})$ on a path $\pi$ agree with the semantics of $wlf(\pi) > \vartheta$ if all weights are set to $+1$. Now, we can check for each end component $E$ of $M$ whether $WLF_{E}^{\max} > \vartheta$. If that is the case, there is a finite memory scheduler for $E$ inducing only one BSCC achieving a weighted long-run frequency greater than $\vartheta$. Under this scheduler almost all paths $\pi$ satisfy $wlf(\pi) > \vartheta$. Afterwards, it remains to check whether end components with such a scheduler can be reached with probability 1 in $M$. ◀

In [24], the fragment of frequency-LTL in which no until-operators occur in the scope of a globally operator has been studied. The formula in the corollary is hence the simplest form of frequency-LTL formulas for which no solution to the qualitative model-checking problem has been known. Remarkably, the formula used in the Skolem-hardness proof (Theorem 11) is only slightly more complicated as it contains a Boolean combination of constrained reachability properties and atomic propositions under the frequency-globally operator.

### 4.3 PSPACE lower bounds

For the conditional SSPP with non-negative weights [8] and the long-run probability of constrained reachability properties [4], PSPACE and NP lower bounds, respectively, are known indicating that the pseudo-polynomial time algorithms for the computation can probably not be significantly improved. The threshold problem of the conditional SSPP is already PSPACE-hard in acyclic MDPs with non-negative weights as shown in [8]. In [38], it has been shown that the threshold problem of the conditional SSPP is polynomial-time
reducible to the threshold problem for the partial SSPP. This reduction generates an MDP with negative weights, even when all weights in the original MDP are non-negative. Here, we provide a new polynomial reduction for acyclic MDPs from the threshold problem for the conditional SSPP to the threshold problem of the partial SSPP that preserves the non-negativity of weights (see [39]).

Proposition 15. The threshold problem of the partial SSPP is PSPACE-hard in acyclic MDPs with non-negative weights. It is contained in PSPACE for acyclic MDPs with arbitrary integer weights.

In an acyclic MDP, we can add intermediate states on transitions such that all paths have the same length \( \ell \). If we additionally add transitions form goal and fail back to the initial state, the maximal weighted long-run frequency is just the maximal partial expectation divided by \( \ell \). This allows us to conclude:

Proposition 16. The threshold problem for weighted long-run frequencies, “Does \( WLF_{M}^{\text{max}} \gg \emptyset \) hold?”, in MDPs with non-negative weights is PSPACE-hard.

5 Conclusion

We identified a variety of optimization problems – some of which seemed rather unrelated on first sight – with a Skolem-hard threshold problem on MDPs. The results show that an algorithm for the exact solution to these optimization problems would imply a major breakthrough. For the partial and conditional SSPP, however, approximation algorithms were provided in [38]. Investigating the possibility to approximate optimal values might lead to algorithms useful in practice for the other objectives studied here. Further, the problems have a pseudo-polynomial solution under natural restrictions. The key result, the existence of a saturation point, has been established in the setting of stochastic multiplayer games for partial expectations [16]. This raises the question to which extent the saturation point results for the other problems can be transferred to stochastic multiplayer games.

To the best of our knowledge, the conditional value-at-risk for accumulated weights has not been addressed before. While we showed Skolem-hardness in the general setting, the computation of the optimal value is possible in exponential time in the setting of non-negative weights. Studying lower bounds for the complexity of the threshold problem and the combination of constraints on the expected accumulated weight before reaching the goal, the value-at-risk, and the conditional value-at-risk in this setting are left as future work.
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Abstract
The two-way finite automaton with quantum and classical states (2QCFA), defined by Ambainis and Watrous, is a model of quantum computation whose quantum part is extremely limited; however, as they showed, 2QCFA are surprisingly powerful: a 2QCFA, with a single qubit, can recognize, with bounded error, the language \( L_{eq} = \{a^mb^m : m \in \mathbb{N}\} \) in expected polynomial time and the language \( L_{pal} = \{w \in \{a,b\}^* : w \text{ is a palindrome}\} \) in expected exponential time.

We further demonstrate the power of 2QCFA by showing that they can recognize the word problems of many groups. In particular, 2QCFA, with a single qubit and algebraic number transition amplitudes, can recognize, with bounded error, the word problem of any finitely generated virtually abelian group in expected polynomial time, as well as the word problems of a large class of linear groups in expected exponential time. This latter class (properly) includes all groups with context-free word problem. We also exhibit results for 2QCFA with any constant number of qubits.

As a corollary, we obtain a direct improvement on the original Ambainis and Watrous result by showing that \( L_{eq} \) can be recognized by a 2QCFA with better parameters. As a further corollary, we show that 2QCFA can recognize certain non-context-free languages in expected polynomial time.

In a companion paper, we prove matching lower bounds, thereby showing that the class of languages recognizable with bounded error by a 2QCFA in expected subexponential time is properly contained in the class of languages recognizable with bounded error by a 2QCFA in expected exponential time.
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1 Introduction

The theory of quantum computation has made amazing strides in the last several decades. Landmark results, like Shor’s polynomial time quantum algorithm for integer factorization [31], Grover’s algorithm for unstructured search [14], and the linear system solver of Harrow, Hassidim, and Lloyd [15], have provided remarkable examples of natural problems for which quantum computers seem to have an advantage over their classical counterparts. These theoretical breakthroughs have provided strong motivation to construct quantum computers. However, while significant advancements have been made, the experimental
quantum computers that exist today are still quite limited, and are certainly not capable of implementing, on a large scale, algorithms designed for general quantum Turing machines. This naturally motivates the study of more restricted models of quantum computation.

In this paper, our goal is to understand the computational power of a small number of qubits, especially the power of a single qubit. To that end, we study two-way finite automata with quantum and classical states (2QCFA), introduced by Ambainis and Watrous [1]. Informally, a 2QCFA is a two-way deterministic finite automaton (2DFA) that has been augmented with a quantum register of constant size, i.e., a constant number of qubits. The quantum part of the machine is extremely limited; however, the model is surprisingly powerful.

In particular, Ambainis and Watrous [1] showed that a 2QCFA, using only one qubit, can recognize, with bounded error, the language $L_{eq} = \{a^m b^m : m \in \mathbb{N}\}$ in expected polynomial time and the language $L_{pal} = \{w \in \{a, b\}^* : w \text{ is a palindrome}\}$ in expected exponential time. This clearly demonstrated that 2QCFA are more powerful than 2DFA, which recognize precisely the regular languages [26]. Moreover, as it is known that two-way probabilistic finite automata (2PFA) can recognize $L_{eq}$ with bounded error in exponential time [11], but not in subexponential time [13], and cannot recognize $L_{pal}$ with bounded error in any time bound [10], this result also demonstrated the superiority of 2QCFA over 2PFA.

We investigate the ability of 2QCFA to recognize the word problem of a group. Informally, the word problem for a group $G$ involves determining if the product of a finite sequence of group elements $g_1, \ldots, g_k \in G$ is equal to the identity element of $G$. Word problems for various classes of groups have a rich and well-studied history in computational complexity theory, as there are many striking relationships between certain algebraic properties of a group $G$ and the computational complexity of its word problem $W_G$. For example, $W_G \in \text{REG} \iff G$ is finite [3], $W_G \in \text{CFL} \iff W_G \in \text{DCFL} \iff G$ is a finitely generated virtually free group [23], and $W_G \in \text{NP} \iff G$ is a finitely generated subgroup of a finitely presented group with polynomial Dehn function [5].

For a quantum model, such as the 2QCFA, word problems are a particularly natural class of languages to study. There are several results [6, 37, 36] which show that certain (generally significantly more powerful) QFA variants can recognize the word problems of particular classes of groups (see the excellent survey [2] for a full discussion of the many QFA variants). Moreover, there are also results concerning the ability of QFA to recognize certain languages that are extremely closely related to word problems; in fact, the languages $L_{eq}$ and $L_{pal}$ considered by Ambainis and Watrous [1] are each closely related to a word problem.

Fundamentally, the laws of quantum mechanics sharply constrain the manner in which the state of the quantum register of a 2QCFA may evolve, thereby forcing the computation of a 2QCFA to have a certain algebraic structure. Similarly, the algebraic properties of a particular group $G$ impose a corresponding algebraic structure on its word problem $W_G$. For certain classes of groups, the algebraic structure of $W_G$ is extremely compatible with the algebraic structure of the computation of a 2QCFA; for other classes of groups, these two algebraic structures are in extreme opposition.

In this paper, we show that there is a broad class of groups for which these algebraic structures are quite compatible, which enables us to produce 2QCFA that recognize these word problems. As a corollary, we show that $L_{eq}$ can be recognized by a 2QCFA with better parameters than in the original Ambainis and Watrous result [1].

In a separate paper [27], we establish matching lower bounds on the running time of a 2QCFA (and, more generally, a quantum Turing machine that uses sublogarithmic space) that recognizes these word problems, thereby demonstrating the optimality of these results; this allows us to prove that the class of languages recognizable with bounded error by 2QCFA in expected subexponential time is properly contained in the class of languages recognizable with bounded error by 2QCFA in expected exponential time.
1.1 Statement of the Main Results

We begin by formally defining the word problem of a group; for more extensive background, see, for instance, [21]. Let $F(S)$ denote the free group on the set $S$. For sets $S$ and $R$, where $R \subseteq F(S)$, let $(R^F(S))$ denote the normal closure of $R$ in $F(S)$; we say that a group $G$ has presentation $\langle S|R \rangle$ if $G \cong F(S)/(R^F(S))$, in which case we write $G = \langle S|R \rangle$. For a set $S$, we define the set of formal inverses $S^{-1}$, such that for each $s \in S$, there is a unique corresponding $s^{-1} \in S^{-1}$, and $S \cap S^{-1} = \emptyset$.

**Definition 1.** Suppose $G = \langle S|R \rangle$, where $S$ is finite. Let $\Sigma = S \sqcup S^{-1}$, let $\Sigma^*$ denote the free monoid over $\Sigma$, let $\phi : \Sigma^* \to G$ denote the natural monoid homomorphism that takes each string in $\Sigma^*$ to the element of $G$ that it represents, and let $1_G$ denote the identity element of $G$. The word problem of $G$ with respect to the presentation $\langle S|R \rangle$ is the language $W_{G=\langle S|R \rangle} = \{ w \in \Sigma^* : \phi(w) = 1_G \}$ consisting of all strings that represent $1_G$.

Note that if $G = \langle S|R \rangle$, then $S$ (or more precisely the image of $S$ in $G$ under $\phi$) is a generating set for $G$. We say that $G$ is finitely generated if it has a generating set $S$ that is finite. If $G$ also has presentation $\langle S'|R' \rangle$, where $S'$ is also finite, then for any complexity class $C$ closed under inverse homomorphism, $W_{G=\langle S|R \rangle} \in C \iff W_{G=\langle S'|R' \rangle} \in C$ [16]. As each complexity class $C$ considered in this paper is closed under inverse homomorphism, we will use $W_G$ to denote the word problem of a finitely generated group $G$, and we will write $W_G \in C$ if $W_{G=\langle S|R \rangle} \in C$ for some (equivalently, every) presentation $\langle S|R \rangle$ of $G$ with $S$ finite.

We show that, for many groups $G$, the corresponding word problem $W_G$ is recognized by a 2QCFA with “good” parameters. In order to state these results, we must make use of some terminology and notation concerning 2QCFA and various classes of groups whose word problems are of complexity theoretic interest. We define the 2QCFA model in Section 2. For other definitions and additional background, we refer the reader to the full version of this paper [28]. We use $\mathbb{R}_{>0}$ to denote the positive real numbers.

**Definition 2.** For $T : \mathbb{N} \to \mathbb{N}$, $\epsilon \in \mathbb{R}_{>0}$, $d \in \mathbb{N}$, and $A \subseteq C$, let the complexity class $\text{coR}2\text{QCFA}(T, \epsilon, d, A)$ consist of all languages $L \subseteq \Sigma^*$ for which there is a 2QCFA $M$, which has $d$ quantum basis states and transition amplitudes in $A$, such that, for all $w \in \Sigma^*$, the following holds: $M$ runs in expected time $O(T(|w|))$, $\Pr[M$ accepts $w] + \Pr[M$ rejects $w] = 1$, $w \in L \Rightarrow \Pr[M$ accepts $w] = 1$, and $w \notin L \Rightarrow \Pr[M$ rejects $w] \geq 1 - \epsilon$.

The focus on the transition amplitudes of a 2QCFA warrants a bit of additional justification, as while it is standard to limit the transition amplitudes of a Turing machine in this way, it is common for finite automata to be defined without any such limitation. For many finite automata models, applying such a constraint would be superfluous; for example, the class of languages recognized with bounded error and in expected time $2^{\text{poly}}$ by a PFA with no restriction at all on its transition amplitudes is precisely the regular languages [9]. However, the power of the 2QCFA model is quite sensitive to the choice of transition amplitudes. A 2QCFA with non-computable transition amplitudes can recognize undecidable languages, with bounded error and in expected polynomial time [29]; whereas, 2QCFA with transition amplitudes restricted to the algebraic numbers $\overline{\mathbb{Q}}$ can only recognize languages in $P \cap L^2$, even if permitted unbounded error and exponential time [34]. In particular, the algebraic numbers are arguably the “standard” choice for the permitted transition amplitudes of a quantum Turing machine (QTM). It is desirable for the definition of 2QCFA to be consistent with that of QTM as such consistency makes it more likely that techniques developed for 2QCFA could be applied to QTM. Therefore, $\overline{\mathbb{Q}}$ is the the natural choice for the permitted transition amplitudes of a 2QCFA, though we do also consider the impact of allowing transition amplitudes in the slightly broader class $\tilde{\mathbb{C}} = \overline{\mathbb{Q}} \cup \{ e^{\pi ir} : r \in (\overline{\mathbb{Q}} \cap \mathbb{R}) \}$. 
We begin with a simple motivating example. For a finite alphabet \( \Sigma \), a symbol \( \sigma \in \Sigma \), and a word \( w \in \Sigma^* \), let \( \#(w, \sigma) \) denote the number of appearances of \( \sigma \) in \( w \). Then the word problem for the group \( \mathbb{Z} \) (the integers, where the group operation is addition) is the language \( W_\mathbb{Z} = \{ w \in \{ a, b \}^* : \#(w, a) = \#(w, b) \} \). This language is closely related to the language \( L_{eq} = \{ a^b m : m \in \mathbb{N} \} \); in particular, \( L_{eq} = (a^b)^* \cap W_\mathbb{Z} \). More generally, the word problem for the group \( \mathbb{Z}^k \) (the direct product of \( k \) copies of \( \mathbb{Z} \)) is the language \( W_{\mathbb{Z}^k} = \{ w \in \{ a_1, b_1, \ldots, a_k, b_k \}^* : \#(w, a_i) = \#(w, b_i), \forall i \} \).

Ambainis and Watrous [1] showed that \( L_{eq} \in \text{coR2QCFA}(n^4, \epsilon, 2, \tilde{C}), \forall \epsilon \in \mathbb{R}_{>0} \). We note that the same method would easily imply the same result for \( W_\mathbb{Z} \), and could be further adapted to produce a similar result for \( W_{\mathbb{Z}^k} \). Our first main theorem generalizes and improves upon these results in several ways. Let \( \tilde{\Pi}_1 \) denote the collections of all finitely generated virtually abelian groups (i.e., all groups that have a finite-index subgroup isomorphic to \( \mathbb{Z} \)), for some \( k \in \mathbb{N} \), where \( \mathbb{Z}^0 \) is the trivial group; we will explain this choice of notation shortly.

\[ \text{Theorem 3.} \quad \exists C \in \mathbb{R}_{>0} \text{ such that } \forall G \in \tilde{\Pi}_1, \forall \epsilon \in \mathbb{R}_{>0}, W_G \in \text{coR2QCFA}(n^4, \epsilon, 2, \tilde{C}) \cap \text{coR2QCFA}(n^C, \epsilon, 2, \tilde{C}) \].

By the above observation that \( L_{eq} = (a^b)^* \cap W_\mathbb{Z} \), the following corollary is immediate.

\[ \text{Corollary 4.} \quad \exists C \in \mathbb{R}_{>0}, \forall \epsilon \in \mathbb{R}_{>0}, L_{eq} \in \text{coR2QCFA}(n^4, \epsilon, 2, \tilde{C}) \cap \text{coR2QCFA}(n^C, \epsilon, 2, \tilde{C}) \].

The above corollary improves upon the result of Ambainis and Watrous [1] in two distinct senses. Firstly, using the same set of permissible transition amplitudes, our result has a better expected running time. Secondly, our result shows that \( L_{eq} \) can be recognized by a 2QCFA with transition amplitudes in \( \tilde{C} \), which still runs in expected polynomial time.

Let CFL denote the context-free languages (languages recognized by non-deterministic pushdown automata), OCL denote the one-counter languages (languages recognized by non-deterministic pushdown automata with single-symbol stack alphabet) and poly–CFL (resp. poly–OCL) denote the intersection of finitely many context-free (resp. one-counter) languages. As \( W_G \in \text{poly–OCL} \Leftrightarrow G \in \tilde{\Pi}_1 \) [17], the following corollary is also immediate.

\[ \text{Corollary 5.} \quad \exists C \in \mathbb{R}_{>0}, \forall W_G \in \text{poly–OCL}, \forall \epsilon \in \mathbb{R}_{>0}, W_G \in \text{coR2QCFA}(n^4, \epsilon, 2, \tilde{C}) \cap \text{coR2QCFA}(n^C, \epsilon, 2, \tilde{C}) \].

Moreover, as \( W_G \in \text{poly–OCL} \cap \text{CFL} \Leftrightarrow G \) is a finitely generated virtually cyclic group [17], the above corollary exhibits a wide class of non-context-free languages that are recognizable by a 2QCFA in polynomial time: the word problem of any group that is virtually \( \mathbb{Z}^k \), \( k \geq 2 \).

Next, let \( F_k \) denote the free group of rank \( k \), for \( k \in \mathbb{N} \); in particular, \( F_0 = \mathbb{Z} \) is the trivial group, \( F_1 = \mathbb{Z} \), and, for any \( k \geq 2, F_k \) is non-abelian. Notice that \( W_{F_k} \) is closely related to the language \( L_{pal} \). Ambainis and Watrous [1] showed that, \( \forall \epsilon \in \mathbb{R}_{>0}, \exists D \in \mathbb{R}_{\geq 1} \), such that \( L_{pal} \in \text{coR2QCFA}(D^n, \epsilon, 2, \tilde{C}) \), and the same method would show the same result for \( W_{F_2} \). We show that the same result holds for any group built from free groups, using certain operations. Let \( \tilde{\Pi}_2 \) denote the collection of all finitely generated groups that are virtually a subgroup of a direct product of finitely many free groups.

\[ \text{Theorem 6.} \quad \forall G \in \tilde{\Pi}_2, \forall \epsilon \in \mathbb{R}_{>0}, \exists D \in \mathbb{R}_{\geq 1}, \text{ such that } W_G \in \text{coR2QCFA}(D^n, \epsilon, 2, \tilde{C}) \].

As \( W_G \in \text{CFL} \Leftrightarrow G \) is a finitely generated virtually free group [23], we obtain the following.

\[ \text{Corollary 7.} \quad \forall W_G \in \text{CFL}, \forall \epsilon \in \mathbb{R}_{>0}, \exists D \in \mathbb{R}_{\geq 1}, \text{ such that } W_G \in \text{coR2QCFA}(D^n, \epsilon, 2, \tilde{C}) \].

Consider the homomorphism \( \pi : F_2 \times F_2 \to \mathbb{Z} \), where \( \pi \) takes each free generator of each copy of \( F_2 \) to a single generator of \( \mathbb{Z} \); then \( K = \ker \pi \) is virtually generated, but not necessarily presented [32]. All groups \( G \) for which \( W_G \in \text{CFL} \cup \text{poly–OCL} \) are finitely presented [16]. As \( K \in \tilde{\Pi}_2 \), we have the following corollary.
Corollary 8. There is a finitely generated group $K$, which is not finitely presented (hence, $W_K \not\in \text{CFL} \cup \text{poly-CFL}$, where $V \in \mathbb{R}^+$, $\exists D \in \mathbb{R}^+$, such that $W_K \in \text{coR2QCFA}(D^n, \epsilon, d, \overline{D})$).

Remark 9. It is known that, if $G \in \hat{\Pi}_2$, then $W_G \in \text{poly-CFL}$ [7]. Moreover, it is conjectured that $\Pi_2$ is precisely the class of groups whose word problem is in $\text{poly-CFL}$ [7] (cf. [8]).

We next consider a broader class of groups. Let $Z(H)$ denote the center of a group $H$, let $U(d, \overline{D})$ denote the group of $d \times d$ unitary matrices with entries in $\overline{D}$, let $\text{PU}(d, \overline{D}) = U(d, \overline{D})/Z(U(d, \overline{D}))$, and let $(\text{PU}(d, \overline{D}))^k$ denote the direct product of $k$ copies of $\text{PU}(d, \overline{D})$.

Theorem 10. If $G$ is a finitely generated group that is virtually a subgroup of $(\text{PU}(d, \overline{D}))^k$, for some $d, k \in \mathbb{N}^+$, then $\forall \epsilon \in \mathbb{R}^+$, $\exists D \in \mathbb{R}^+$, such that $W_G \in \text{coR2QCFA}(D^n, \epsilon, d, \overline{D})$.

In order to state our final main result, as well as to provide appropriate context for the results listed above, we define the classes of groups $\Sigma_j$ and $\Pi_j$, for $j \in \mathbb{N}$, inductively. First $\Sigma_0 = \Pi_0 = \{\mathbb{Z}, \{\}\}$ (i.e., both classes consist of the two groups $\mathbb{Z}$ and the trivial group $\{\}$). We use $\times$ to denote the direct product and $*$ to denote the free product. For $j > 1$, we define $\Pi_j = \{H_1 \times \cdots \times H_t : t \in \mathbb{N}^+, H_1, \ldots, H_t \in \Sigma_{j-1}\}$ and $\Sigma_j = \{H_1 \ast \cdots \ast H_t : t \in \mathbb{N}^+, H_1, \ldots, H_t \in \Pi_{j-1}\}$. These groups comprise an important subclass of a particularly important class of groups: the right-angled Artin groups. Note that every $G \in \bigcup_j (\Pi_j \cup \Sigma_j)$ is finitely generated. Also note that the $\Pi_j$ and $\Sigma_j$ form a hierarchy in the obvious way. We further define $\tilde{\Pi}_j$ (resp. $\tilde{\Sigma}_j$) as the set of all finitely generated groups that are virtually a subgroup of some group in $\Pi_j$ (resp. $\Sigma_j$), which also form a hierarchy in the obvious way.

In particular, $\tilde{\Pi}_1$ (resp. $\tilde{\Pi}_2$) is precisely the class of groups for which Theorem 3 (resp. Theorem 6) demonstrates the existence of a 2QCFA that recognizes the corresponding word problem with bounded error in expected polynomial (resp. exponential) time. We next consider the class $\hat{\Pi}_2$. While the relationship of this class to the class of groups to which Theorem 10 applies is unclear to us, we can show that the word problem of any group in this class can be recognized by a 2QCFA with negative one-sided unbounded error. Let $\text{coN2QCFA}(T, d, k)$ be defined as in Definition 2, except we now only require that $\text{Pr}[N \text{ rejects } w] > 0, \forall w \not\in L$.

Theorem 11. If $G \in \hat{\Pi}_2$, then $W_G \in \text{coN2QCFA}(n, 2, \overline{D})$.

Remark 12. $\mathbb{Z} \ast \mathbb{Z} \subseteq \Sigma_2 \subseteq \hat{\Pi}_1$. It is conjectured [7, 18] that $W_{\mathbb{Z} \ast \mathbb{Z}} \not\in \text{poly-CFL} \cup \text{coCFL}$.

Lastly, we consider 2QCFA with no restrictions on their transition amplitudes, as well as the measure-once one-way quantum finite automaton (MO-1QFA) defined by Moore and Crutchfield [22]. Let $\text{coN1QFA}$ denote the class of languages recognizable with negative one-sided unbounded error by a MO-1QFA (with any constant number of states).

Theorem 13. If $G$ is a finitely generated group that is virtually a subgroup of $(\text{PU}(d))^k$, for some $d, k \in \mathbb{N}^+$, then $W_G \in \text{coN2QCFA}(n, d, \overline{D}) \cap \text{coN1QFA}$.

Let $\mathcal{D}$ denote the class of groups to which the preceding theorem applies (which includes all groups to which all earlier theorems apply). Let $\mathcal{S}$ denote the stochastic languages (the class of languages recognizable by PFA with strict cut-points). By [6, Theorem 3.6], $\text{coN1QFA} \subseteq \text{coS}$, which implies the following corollary.

Corollary 14. If $G \in \mathcal{D}$, then $W_G \in \text{coS}$.

Remark 15. For many $G \in \mathcal{D}$, the fact that $W_G \in \text{coS}$ was already known: $W_{F_k} \in \text{coS}, \forall k$ [6], which implies (by standard arguments from computational group theory, see for instance [23]) that $\forall G \in \hat{\Pi}_2, W_G \in \text{coS}$. However, for $G \in \mathcal{D} \setminus \hat{\Pi}_2$, this result appears to be new.
2 Quantum Computation and the 2QCFA

In this section, we briefly recall the fundamentals of quantum computation and the definition of 2QCFA. For further background on quantum computation, see, for instance, [24, 35].

A natural way of understanding quantum computation is as a generalization of probabilistic computation. One may consider a probabilistic system defined over some finite set of states $C = \{c_1, \ldots, c_k\}$, where the state of that system, at any particular point in time, is given by a probability distribution over $C$. Such a probability distribution may be described by a vector $v = (v_1, \ldots, v_n)$, where $v_i \in \mathbb{R}_{\geq 0}$ denotes the probability that the system is in state $c_i \in C$, and $\sum_i v_i = 1$, i.e., $v$ is simply an element of $\mathbb{R}_{\geq 0}^k$ with $L^1$-norm 1.

Similarly, consider some finite set of quantum basis states $Q = \{q_1, \ldots, q_k\}$, which correspond to an orthonormal basis $|q_1\rangle, \ldots, |q_k\rangle$ of $\mathbb{C}^k$ (here and throughout the paper we use the standard bra-ket notation). The state of a quantum system over $Q$, at any particular time, is given by some superposition $|\psi\rangle = \sum_i \alpha_i |q_i\rangle$ of the basis states, where each $\alpha_i \in \mathbb{C}$ and $\sum_i |\alpha_i|^2 = 1$; i.e., a superposition $|\psi\rangle$ is simply an element of $\mathbb{C}^k$ with $L^2$-norm 1.

Let $U(k)$ denote the group of $k \times k$ unitary matrices. Given a quantum system currently in the superposition $|\psi\rangle$, one may apply a transformation $t \in U(k)$ to the system, after which the system is in the superposition $t|\psi\rangle$. One may also perform a projective measurement in the computational basis, which is specified by some partition $B = \{B_0, \ldots, B_l\}$ of $Q$. Measuring a system that is in the superposition $|\psi\rangle = \sum_i \alpha_i |q_i\rangle$ with respect to $B$ gives the result $B_r \in B$ with probability $p_r := \sum_{q \in B_r} |\alpha_q|^2$; additionally, if the result of the measurement is $B_r$, then the state of the system collapses to the superposition $\frac{1}{\sqrt{p_r}} \sum_{q \in B_r} \alpha_q |q\rangle$. We emphasize that measuring a quantum system changes the state of that system.

We now define a 2QCFA, essentially following the original definition in [1]. Informally, a 2QCFA is a two-way deterministic finite automaton that has been augmented with a finite size quantum register. Formally, a 2QCFA $M$ is given by an 8-tuple, $M = \{Q, C, \Sigma, \delta, q_{\text{start}}, c_{\text{start}}, c_{\text{acc}}, c_{\text{rej}}\}$, where $Q$ (resp. $C$) is the finite set of quantum (resp. classical) states, $\Sigma$ is a finite alphabet, $\delta$ is the transition function, $q_{\text{start}} \in Q$ (resp. $c_{\text{start}} \in C$) is the quantum (resp. classical) start state, and $c_{\text{acc}} \neq c_{\text{rej}} \in C$, where $c_{\text{acc}}$ and $c_{\text{rej}}$ are the accepting and rejecting states. The quantum register of $M$ is given by the quantum system with basis states $Q$. We define the tape alphabet $\Gamma := \Sigma \sqcup \{\#_L, \#_R\}$ where the two distinct symbols $\#_L, \#_R \notin \Sigma$ will be used to denote, respectively, a left and right end-marker.

Each step of the computation of the 2QCFA $M$ involves either performing a unitary transformation or a projective measurement on its quantum register, updating the classical state, and moving the tape head. This behavior is encoded in the transition function $\delta$. For each $(c, \gamma) \in (C \setminus \{c_{\text{acc}}, c_{\text{rej}}\}) \times \Gamma$, $\delta(c, \gamma)$ specifies the behavior of $M$ when it is in the classical state $c$ and the tape head currently points to a tape alphabet symbol $\gamma$. There are two forms that $\delta(c, \gamma)$ may take, depending on whether it encodes a unitary transformation or a projective measurement. In the first case, $\delta(c, \gamma)$ is a triple $(t, c', h)$ where $t \in U(|Q|)$ is a unitary transformation to be performed on the quantum register, $c' \in C$ is the new classical state, and $h \in \{-1, 0, 1\}$ specifies whether the tape head is to move left, stay put, or move right, respectively. In the second case, $\delta(c, \gamma)$ is a pair $(B, f)$, where $B$ is a partition of $Q$ specifying a projective measurement, and $f : B \to C \times \{-1, 0, 1\}$ specifies the mapping from the result of that measurement to the evolution of the classical part of the machine, where, if the result of the measurement is $B_r$, and $f(B_r) = (c', h)$, then $c' \in C$ is the new classical state and $h \in \{-1, 0, 1\}$ specifies the movement of the tape head.

The computation of $M$ on an input $w \in \Sigma^*$ is then defined as follows. If $w$ has length $n$, then the tape will be of size $n + 2$ and contain the string $\#_L w \#_R$. Initially, the classical state is $c_{\text{start}}$, the quantum register is in the superposition $|q_{\text{start}}\rangle$, and the tape head points...
to the leftmost tape cell. At each step of the computation, if the classical state is currently \( c \) and the tape head is pointing to symbol \( \gamma \), the machine behaves as specified by \( \delta(c, \gamma) \). If, at some point in the computation, \( M \) enters the state \( c_{\text{acc}} \) (resp. \( c_{\text{rej}} \)) then it immediately halts and accepts (resp. rejects) the input \( w \). As quantum measurement is a probabilistic process, the computation of \( M \) is probabilistic. For any \( w \in \Sigma^* \), we write \( \Pr[M \text{ accepts } w] \) (resp. \( \Pr[M \text{ rejects } w] \)) for the probability that \( M \) will accept (resp. reject) the input \( w \).

Let \( T = \{ t \in U(|Q|) : \exists (c, \gamma) \in (|C| \setminus \{ c_{\text{acc}}, c_{\text{rej}} \}) \times \Gamma \} \) such that \( \delta(c, \gamma) = (t, \cdot, \cdot) \) denote the set of all unitary transformations that \( M \) may perform. The transition amplitudes of \( M \) are the set of numbers \( \lambda \) that appear as entries of some \( t \in T \).

3 Distinguishing Families of Representations

The landmark result of Lipton and Zalcstein [20] showed that, if \( G \) is a finitely generated linear group over a field of characteristic zero, then \( W_G \in L \). The key idea behind their logspace algorithm was to make use of a carefully chosen representation of the group \( G \) in order to recognize \( W_G \) (see, for instance, [19] or the full version of our paper [28] for the notation and terminology from representation theory used in this section). Our 2QCFA algorithm will operate in a similar manner; however, the constraints of quantum mechanics will require us to make many modifications to their approach.

A (unitary) representation of a (topological) group \( G \) is a continuous homomorphism \( \rho : G \to U(\mathcal{H}) \), where \( \mathcal{H} \) is a Hilbert space, and \( U(\mathcal{H}) \) is the group of unitary operators on \( \mathcal{H} \). The Gel’fand-Raikov theorem states that the elements of any locally compact group \( G \) are separated by its unitary representations; i.e., \( \forall g \in G \) with \( g \neq 1_G \), there is some \( \mathcal{H} \) and some \( \rho : G \to U(\mathcal{H}) \) such that \( \rho(g) \neq \rho(1_G) \). For certain groups, stronger statements can be made; in particular, one calls a group maximally almost periodic if the previous condition still holds when \( \mathcal{H} \) is restricted to be finite-dimensional.

The core idea of our approach to recognizing the word problem \( W_G \) of a particular group \( G \) is to construct what we have chosen to call a distinguishing family of representations (DFR) for \( G \), which is a refinement of the above notion. Informally, a DFR is a collection of a small number of unitary representations of \( G \), all of which are over a Hilbert space of small dimension, such that, for any \( g \in G \) other than \( 1_G \), there is some representation \( \rho \) in the collection for which \( \rho(g) \) is “far from” \( \rho(1_G) \), relative to the “size” of \( g \). The following definition formalizes this, by introducing parameters to quantify the above fuzzy notions. In this definition, and in the remainder of the paper, let \( U(d) \) denote the group of \( d \times d \) unitary matrices, let \( M(d, \Lambda) \) denote the set of \( d \times d \) matrices with entries in some set \( \Lambda \), let \( U(d, \Lambda) = U(d) \cap M(d, \Lambda) \), and let \( G_{\neq 1} = G \setminus \{ 1_G \} \). For a group \( G = \langle S|R \rangle \), let \( l(g) \) denote the length of any \( g \in G \) relative to the generating set \( S \) (i.e., \( l(g) \) is the minimum value of \( m \) for which \( \exists g_1, \ldots, g_m \in S \cup S^{-1} \) such that \( g = \phi(g_1 \cdots g_m) \)). For a representation \( \rho : G \to U(d) \), let \( \chi_\rho : G \to \mathbb{C} \) denote the character of \( \rho \) (i.e., \( \chi_\rho(g) = \text{Tr}(\rho(g)) \)).

**Definition 16.** Consider a group \( G = \langle S|R \rangle \), with \( S \) finite. For \( k \in \mathbb{N}_{\geq 1}, d \in \mathbb{N}_{\geq 2}, \) \( \tau : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0} \) a monotone non-increasing function, and \( \Lambda \subseteq \mathbb{C} \), we define a \( [k,d,\tau,\Lambda] \)-distinguishing family of representations (DFR) for \( G \) to be a set \( \mathcal{F} = \{ \rho_1, \ldots, \rho_k \} \) where the following conditions hold.

(a) \( \forall j \in \{1, \ldots, k\} \), \( \rho_j : G \to U(d) \) is a representation of \( G \).
(b) \( \forall g \in G_{\neq 1}, \exists j \in \{1, \ldots, k\} \) such that \( |\chi_{\rho_j}(g)| \leq d - \tau(l(g)) \).
(c) \( \forall \sigma \in S \cup S^{-1}, \forall j \in \{1, \ldots, k\}, \exists Y_1, \ldots, Y_t \in U(d, \Lambda) \), such that \( \rho_j(\sigma) = \prod_i Y_i \).
Suppose $F = \{p_1, \ldots, p_k\}$ is a $[k, d, \tau, \mathbb{A}]$-DFR for $G = \langle S | R \rangle$. We write $I_d = 1_{U(d)} \in U(d)$ for the $d \times d$ identity matrix, ker($\rho_j$) = $\{g \in G : \rho_j(g) = I_d\}$ for the kernel of $\rho_j$, $Z(U(d)) = \{e^{ir}I_d : r \in \mathbb{R}\}$ for the center of $U(d)$, and Pker($\rho_j$) = $\{g \in G : \rho_j(g) = Z(U(d))\}$ for the quasikernel of $\rho_j$. Clearly, $1_G \in \text{Pker}(\rho_j), \forall j$, but, as $\rho_j$ is not assumed to be P-faithful or even faithful, there may be $g \in G_{\neq 1}$ for which, for certain $j$, we have $g \in \text{Pker}(\rho_j)$. However, due to the fact that $g \in \text{Pker}(\rho_j)$ exactly when $|\chi_{\rho_j}(g)| = d$, the second defining property of a DFR guarantees not only that $\bigcap_j \text{Pker}(\rho_j) = \{1_G\}$, but, much more strongly, that all $g \in G_{\neq 1}$ are “far from” being in $\bigcap_j \text{Pker}(\rho_j)$. That is to say, $\forall g \in G_{\neq 1}, \exists j$ such that $|\chi_{\rho_j}(g)|$ is at distance at least $\tau(l(g))$ from having value $d$. The following proposition is then immediate, but we explicitly state it as it is the central notion in our quantum approach to the word problem.

> Proposition 17. Suppose $G = \langle S | R \rangle$ has a $[k, d, \tau, \mathbb{A}]$-DFR $F = \{p_1, \ldots, p_k\}$. Then, $\forall g \in G$, $g = 1_G \Leftrightarrow \exists j$, $|\chi_{\rho_j}(g)| = d$ and $g \in G_{\neq 1} \Leftrightarrow \exists j$ such that $|\chi_{\rho_j}(g)| \leq d - \tau(l(g))$.

Note that, in the preceding proposition, $p_1 \oplus \cdots \oplus p_k : G \to U(kd)$ is simply a faithful representation of $G$, decomposed into subrepresentations in a convenient way. Next, we establish some terminology that will better allow us to describe particular types of DFR.

> Definition 18. Suppose $F = \{p_1, \ldots, p_k\}$ is a $[k, d, \tau, \mathbb{A}]$-DFR for a group $G$.

(a) If $\mathbb{A} = \mathbb{Q}$ (equivalently, if $p_j(G) \subseteq U(d, \mathbb{Q}), \forall j$), we say $F$ is an algebraic DFR.

(b) If $\rho_j(g)$ is a diagonal matrix $\forall j, \forall g$, then we say $F$ is a diagonal DFR.

(c) If $H$ is a finite-index overgroup of $G$, we say that $H$ virtually has a $[k, d, \tau, \mathbb{A}]$-DFR.

When $F$ is an algebraic DFR, we will often only write $[k, d, \tau]$ to denote its parameters. Note that only abelian groups have diagonal DFRs, and any DFR of an abelian group can be converted to a diagonal DFR; we define diagonal DFRs for convenience.

Using a $[k, d, \tau, \mathbb{A}]$-DFR for a group $G$, it will be possible to construct a 2QCFA that recognizes the word problem $W_H$ of any finite-index overgroup $H$ of $G$, where the parameters of the DFR will strongly impact the parameters of the resulting 2QCFA. In particular, in Section 4, we produce a 2QCFA with $d$ quantum states and transition amplitudes in $\mathbb{A}$ that recognizes $W_H$, with expected running time approximately $O(\tau(n)^{-1})$. The goal is then to show that a wide collection of groups virtually have DFRs with good parameters.

### 3.1 Diophantine Approximation

Our constructions of DFRs rely crucially on certain results concerning Diophantine approximation. Most fundamentally, the Diophantine approximation question asks how well a particular real number $\alpha$ can be approximated by rational numbers. Of course, as $\mathbb{Q}$ is dense in $\mathbb{R}$, one can choose $\frac{p}{q} \in \mathbb{Q}$ so as to make the quantity $|q - \frac{p}{q}|$ arbitrarily small; for this reason, one considers $\frac{p}{q}$ to be a “good” approximation to $\alpha$ only when $|q - \frac{p}{q}|$ is small compared to a suitable function of $q$. One then considers $\alpha$ to be poorly approximated by rationals if, for some “small” constant $d \in \mathbb{R}_{\geq 2}$, $\exists C \in \mathbb{R}_{> 0}$ such that, $\forall (p, q) \in \mathbb{Z} \times \mathbb{Z}_{\neq 0}$, we have $|q - \frac{p}{q}| \geq C|q|^{-d}$, where the smallness of $d$ determines just how poorly approximable $\alpha$ is. For $\alpha \in \mathbb{R}$, let $||\alpha|| = \min_{m \in \mathbb{Z}} |\alpha - m|$ denote the distance between $\alpha$ and its nearest integer. Notice that $|q|^{-d}$, $\forall (p, q) \in \mathbb{Z} \times \mathbb{Z}_{\neq 0}$, $\forall q \in \mathbb{Z}_{\neq 0}$, $\exists j$ such that $||q\alpha|| \geq C|q|^{-(d-1)}$. Of particular relevance to us is the following result, due to Schmidt [30], that real irrational algebraic numbers are poorly approximated by rationals.

> Proposition 19 ([30]). $\forall \alpha_1, \ldots, \alpha_k \in (\mathbb{R} \cap \mathbb{Q})$ where $1, \alpha_1, \ldots, \alpha_k$ are linearly independent over $\mathbb{Q}$, $\forall \epsilon \in \mathbb{R}_{> 0}$, $\exists C \in \mathbb{R}_{> 0}$ such that $\forall q \in \mathbb{Z}_{\neq 0}$, $\exists j$ such that $||q\alpha_j|| \geq C|q|^{-(\frac{1}{2} + \epsilon)}$. 

We also require the following result concerning the Diophantine properties of linear forms in logarithms of algebraic numbers, due to Baker [4].

**Proposition 20 ([4]).** Let \(L = \{\beta \in \mathbb{C}_{\neq 0} : e^\beta \in \mathbb{Q}\}\). \(\forall \beta_1, \ldots, \beta_k \in L\) that are linearly independent over \(\mathbb{Q}\), \(3C \in \mathbb{R}_{> 0}\) such that, \(\forall (q_1, \ldots, q_k) \in \mathbb{Z}^k\) with \(q_{\max} := \max_i |q_i| > 0\), we have \(|q_1 \beta_1 + \cdots + q_k \beta_k| \geq (\epsilon q_{\max})^{-C}\).

Gamburd, Jakobson, and Sarnak [12] established a particular result concerning the Diophantine properties of \(\text{SU}(2, \mathbb{Q})\). The following lemma generalizes their result to \(\text{U}(d, \mathbb{Q})\); a proof of this lemma appears in the full version [28].

**Lemma 21.** Consider a group \(G = (S|R), \) with \(S\) finite, and a representation \(\rho : G \rightarrow \text{U}(d, \mathbb{Q})\). Then \(\exists C \in \mathbb{R}_{\geq 1}\) such that \(|\chi_\rho(g)| \leq d - C^{-\epsilon_0(g)}, \forall g \in \langle G \setminus \text{Pker}(\rho) \rangle\).

### 3.2 Constructions of DFRs

We now show that a wide collection of groups virtually have DFRs with good parameters. We accomplish this by first constructing DFRs for only a small family of special groups. We then present several constructions in which a DFR for a group, or more generally a family of DFRs for a family of groups, is used to produce a DFR for a related group.

We begin with a straightforward lemma expressing a useful character bound. In this lemma, and throughout this section, we continue to write group operations multiplicatively, and so, for \(g \in G\) and \(h \in \mathbb{Z}\), if \(h > 0\) (resp. \(h < 0\)) then \(g^h\) denotes the element of \(G\) obtained by combining \(h\) copies of \(g\) (resp. \(g^{-1}\)) with the group operation, and if \(h = 0\) then \(g^0 = 1_G\). Let \(S_1 = \{e^{i\pi r} : r \in \mathbb{R}\} \subseteq \mathbb{C}^*\) denote the circle group and let \(T(d) \subseteq \text{U}(d)\) denote the group of all \(d \times d\) diagonal matrices where each diagonal entry lies in \(S_1\). For \(A \subseteq \mathbb{C}\), let \(S_1(A) = S_1 \cap A\) and \(T(d, A) = T(d) \cap M(d, A)\). Let \(1_d : G \rightarrow \text{U}(d)\) denote the trivial representation of dimension \(d\) (i.e., \(1_d(g) = I_d = 1_{\text{U}(d)}, \forall g \in G\)). For a cyclic group \(G = \langle a | R_G \rangle\) and for some \(r \in \mathbb{R}\), define the representation \(\gamma_r : G \rightarrow S_1 \cong U(1)\) such that \(a \mapsto e^{2\pi ir}\); furthermore, define the representation \(\gamma_r : G \rightarrow T(2)\) by \(\gamma_r = \gamma_r \oplus 1_1\).

**Lemma 22.** Consider the cyclic group \(G = \langle a | R_G \rangle\). Fix \(r \in \mathbb{R}\) and define \(\gamma_r : G \rightarrow T(2)\) as above. Suppose that \(h \in \mathbb{Z}\) and \(\epsilon \in \mathbb{R}_{\geq 0}\) satisfy \(|hr| \geq \epsilon\). Then \(\chi_{\gamma_r}(a^h) \leq 2 - \frac{19\pi^2}{24} \epsilon^2\).

**Proof.** We have \(\chi_{\gamma_r}(a^h) = e^{2\pi i hr} + 1 = 2e^{\pi i hr} \cos(\pi hr)\). Clearly, \(\epsilon \leq \frac{1}{2}\). Therefore,

\[
|\chi_{\gamma_r}(a^h)| = 2|\cos(\pi hr)| \leq 2 \cos(\pi \epsilon) \leq 2 \left(1 - \frac{(\pi \epsilon)^2}{2} + \frac{(\pi \epsilon)^4}{24}\right) \leq 2 - \frac{19\pi^2}{24} \epsilon^2.
\]

We first construct DFRs for a very narrow class of special groups: (i) \(Z_m = \langle a | a^m \rangle\), the integers modulo \(m\), where the group operation is addition, (ii) \(Z = \langle a \rangle\), the integers, where the group operations is addition, and (iii) \(F_2 = \langle a, b \rangle\) the (non-abelian) free group of rank 2.

**Lemma 23.** \(Z_m = \langle a | a^m \rangle\) has a diagonal algebraic \(\left[1, 2, \frac{19\pi^2}{24m^2}\right]\text{-DFR}, \forall m \in \mathbb{N}_{\geq 2}\).

**Proof.** Fix \(m \in \mathbb{N}_{\geq 2}\) and let \(r = \frac{1}{m}\). Define \(\gamma_r : Z_m \rightarrow T(2)\) as above, and notice that \(\gamma_r(Z_m) \subseteq T(2, \mathbb{Q})\). Consider any \(q \in Z_m\), where \(q \equiv 0 \mod m\). Then \(q\) can be expressed as \(q = a^h\), for \(h \in \mathbb{Z}, h \not\equiv 0 \mod m\). As \(|hr| \geq \frac{1}{m}\), Lemma 22 implies \(|\chi_{\gamma_r}(q)| \leq 2 - \frac{19\pi^2}{24m^2}\). Therefore, \(\{\gamma_r\}\) is a diagonal algebraic DFR for \(Z_m\), with the desired parameters.

**Lemma 24.** \(\forall \delta \in \mathbb{R}_{> 0}, \exists C \in \mathbb{R}_{> 0}, Z = \langle a \rangle\) has a diagonal \([1 + \left[\frac{2}{3}\right], 2, Cn^{-\delta}, \mathbb{C}]\text{-DFR}.\)
The Power of a Single Qubit

Proof. Let \( k = 1 + \left\lfloor \frac{3}{4} \right\rfloor \) and \( \eta = \frac{3}{4} - \frac{1}{4} > 0 \). Fix \( \alpha_1, \ldots, \alpha_k \in (\mathbb{Q} \cap \mathbb{R}) \) such that \( 1, \alpha_1, \ldots, \alpha_k \) are linearly independent over \( \mathbb{Q} \). For each \( j \in \{1, \ldots, k\} \) define the representation \( \gamma_{\alpha_j} : \mathbb{Z} \to T(2) \) as above, and notice that \( \gamma_{\alpha_j}(\mathbb{Z}) \subseteq T(2, \mathbb{C}) \). By Proposition 19, \( \exists D \in \mathbb{R}_{>0} \), such that \( \forall q \in \mathbb{Z}_{\neq 0} \) (i.e., \( \forall q \in \mathbb{Z} \) where \( q \neq 0 = 1 \)), \( \exists j \) such that \( \|q\alpha_j\| \geq D|q|^{-\left(\frac{3}{4} + \eta\right)} = D|q|^{-\frac{1}{2}} \).

Therefore, for any \( q \in \mathbb{Z}_{\neq 0} \), if we take \( j \) as above, then by Lemma 22 (with \( r = \alpha_j, \epsilon = D|q|^{-\frac{1}{2}} \), and \( h = q \)) we have \( |\chi_{\gamma_{\alpha_j}}(q)| \leq 2 - \frac{19\epsilon}{24} D^2|q|^{-\delta} \). Therefore, \( \{\gamma_{\alpha_1}, \ldots, \gamma_{\alpha_k}\} \) is a diagonal approximation.

\[ \left\{ 1 + \left\lfloor \frac{3}{4} \right\rfloor, 2, \frac{19\epsilon}{24} D^2n^{-\delta}, \mathbb{C} \right\} \text{-DFR} \text{ for } \mathbb{Z}. \]

Lemma 25. \( \exists C_1, C_2 \in \mathbb{R}_{>0} \) such that \( \mathbb{Z} = \langle a \rangle \) has a diagonal algebraic \([1, 2, C_2n^{-C_1}]\)-DFR.

Proof. As in Proposition 20, let \( L = \{ \beta \in \mathbb{C} : e^\beta \in \mathbb{Q} \} \) and notice that \( \pi i \in L \). Let \( R = \{ r \in ((\mathbb{R} \setminus \mathbb{Q}) \cap (0, 1)) : 2\pi ir \in L \} \) (e.g., \( r = \frac{1}{2\pi} \cos^{-1} \left( \frac{1}{2} \right) \)) is irrational and has \( e^{2\pi ir} = \frac{3+i}{\sqrt{5}} \), and so \( r \in R \). Fix \( r \in R \). By definition, \( 2\pi ir \in L \), which immediately implies \( \pi ir \in L \). Also by definition, \( r \not\in \mathbb{Q} \), which implies \( \pi ir \) and \( \pi i \) are linearly independent over \( \mathbb{Q} \). Therefore, by Proposition 20, \( \exists D \in \mathbb{R}_{>0} \) such that \( \forall (q, m) \in \mathbb{Z}^2 \) where \( q_{\max} := \max(|q|, |m|) > 0 \), we have \( |q\pi ir - m\pi i| \geq (e^{q_{\max}})^{-D} \).

For fixed \( q \in \mathbb{Z}_{\neq 0} \) and varying \( m \in \mathbb{Z} \), \( |q\pi ir - m\pi i| \) attains its minimum when \( m = \text{round}(qr) \), the closest integer to \( qr \). Notice that \( |\text{round}(qr)| \leq |q| \), as \( r \in (0, 1) \) and \( q \in \mathbb{Z} \). Therefore, for any \( q \in \mathbb{Z}_{\neq 0} \), we have

\[ ||qr|| = \min_{m \in \mathbb{Z}} |qr - m| = \frac{1}{\pi} \min_{m \in \mathbb{Z}} |q\pi ir - m\pi i| = \frac{1}{\pi} |q\pi ir - \text{round}(qr)\pi i| \geq \frac{1}{\pi} |q|^{-D}. \]

Define \( \gamma_r : \mathbb{Z} \to T(2) \) as above. By Lemma 22, \( |\chi_{\gamma_r}(q)| \leq 2 - \frac{19\epsilon}{24} D^2|q|^{-\delta} \). Clearly, \( \gamma_r(\mathbb{Z}) \subseteq T(2, \mathbb{C}) \). Therefore, \( \{\gamma_r\} \) is a diagonal algebraic \([1, 2, \frac{19\epsilon}{24} D^2n^{-2D}]\)-DFR for \( \mathbb{Z} \).

Remark 26. We note that the above constructions of DFRs for \( \mathbb{Z} \) are quite similar to the technique used by Ambainis and Watrous [1] to produce a 2QCFA that recognizes \( L_{eq} \) (cf. [6, 25]). In particular, their approach relied on the fact that the number \( \sqrt{2} \in \mathbb{Q} \) is poorly approximated by rationals; our constructions make use of more general Diophantine approximation results. This allows us to produce 2QCFA with improved parameters.

Lemma 27. \( \exists C \in \mathbb{R}_{\geq 1} \) such that \( F_2 = \langle a, b \rangle \) has an algebraic \([1, 2, C^{-n}]\)-DFR.

Proof. First, define the representation \( \pi : F_2 \to SO(3, \mathbb{Q}) \) by

\[ a \mapsto \frac{1}{5} \begin{pmatrix} 3 & -4 & 0 \\ 4 & 3 & 0 \\ 0 & 0 & 5 \end{pmatrix} \quad \text{and} \quad b \mapsto \frac{1}{5} \begin{pmatrix} 5 & 0 & 0 \\ 0 & 3 & -4 \\ 0 & 4 & 3 \end{pmatrix}. \]

This is the “standard” faithful representation of \( F_2 \) into \( SO(3) \) used in many treatments of the Banach-Tarski paradox. Recall that \( SU(2) \) is the double cover of \( SO(3) \), i.e., \( SU(2)/Z(SU(2)) \cong SO(3) \). Then \( \pi \) induces a homomorphism \( \tilde{\pi} : F_2 \to SU(2)/Z(SU(2)) \) in the obvious way, which, by the universal property of the free group, can be lifted to the representation \( \rho : F_2 \to SU(2, \mathbb{Q}) \) given by

\[ a \mapsto \frac{1}{\sqrt{5}} \begin{pmatrix} 2 + i & 0 \\ 0 & 2 - i \end{pmatrix} \quad \text{and} \quad b \mapsto \frac{1}{\sqrt{5}} \begin{pmatrix} 2 & i \\ i & 2 \end{pmatrix}. \]

As \( \pi \) is faithful, we conclude that \( \rho(g) \not\in Z(SU(2)) \), \( \forall g \in (F_2 \setminus 1_{F_2}) \). Therefore, by Lemma 21, \( \{\rho\} \) is an algebraic \([1, 2, C^{-n}]\)-DFR for \( F_2 \).
The following statements hold.

Moreover, if $DFR$ has a diagonal $DFR$ with the above parameters.

We now present several constructions of new $DFRs$ from existing $DFRs$. We emphasize that all results in the following lemmas are constructive in the sense that, given the supposed $DFR$ or collection of $DFRs$, each corresponding proof provides an explicit construction of the new $DFR$. Due to space restrictions, all proofs are omitted and may be found in the full version [28]. We begin by considering conversions of a $DFR$ of a group $G$ to a $DFR$ with different parameters of the same group $G$. For $C \in \mathbb{R}_{>0}$, let $\eta_C : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ be given by $\eta_C(n) = Cn$.

**Remark 28.** Note that the proof of the preceding lemma uses, fundamentally, the same construction used by Ambainis and Watrous [1] to produce a 2QCFA for $L_{pat}$ (which is closely related to $F_2$). The algebraic structure of $F_2$ allows a substantially simpler argument.

Next, we show that a $DFR$ of $G$ and a $DFR$ of $H$ can be used to produce a $DFR$ of $G \times H$, the direct product of $G$ and $H$. In the following, for a group $Q$, let $[q_1, q_2] = q_1^{-1}q_2^{-1}q_1q_2$ denote the commutator of elements $q_1, q_2 \in Q$. For functions $\tau, \tau' : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$, we define the function $\tau_{\tau,\tau'} : \mathbb{R}_{>0} \to \mathbb{R}_{>0}$ by $\tau_{\tau,\tau'}(n) := \min(\tau(n), \tau'(n))$, $\forall n \in \mathbb{R}_{>0}$.

**Lemma 30.** Consider groups $G = (S_G|R_G)$ and $H = (S_H|R_H)$, with $S_G$ and $S_H$ finite, and $S_G \cap S_H = \emptyset$. Let $R_{com} = \{[y, h] : y \in S_G, h \in S_H\}$. If $G$ has a $[k, d, \tau, \eta_C]$-$DFR$ and $H$ has a $[k', d', \tau', \eta_C]$-$DFR$, then $G \times H = (S_G \cup S_H|R_G \cup R_H \cup R_{com})$ has a $[k+k', \max(d,d'), \eta_{\tau,\eta'}]$-$DFR$. Moreover, if $G$ and $H$ have diagonal $DFRs$ with the above parameters, then $G \times H$ has a diagonal $DFR$ with the above parameters.

Now, we show that a $DFR$ of a group $G$ can be used to produce a $DFR$ of a finitely generated subgroup of $G$, or of a finite-index overgroup of $G$.

**Lemma 31.** Suppose $F_G$ is a $[k, d, \tau, \eta_C]$-$DFR$ for a group $G = (S_G|R_G)$, with $S_G$ finite. The following statements hold.

(i) Suppose $H \subseteq G$, where $H = (S_H|R_H)$, with $S_H$ finite. Then $\exists C \in \mathbb{R}_{>0}$ such that $H$ has a $[k, d, \tau \circ \eta_C, \eta_C]$-$DFR$. If, moreover, $F_H$ is a diagonal $DFR$, then $H$ will also have a diagonal $DFR$ with the claimed parameters.

(ii) Suppose $G \subseteq Q$, where $Q = (S_Q|R_Q)$, with $S_Q$ finite, $S_G \subseteq S_Q$, and $r := [Q : G]$ finite. Then $\exists C \in \mathbb{R}_{>0}$ such that $Q$ has a $[k, dr, \tau \circ \eta_C, \eta_C]$-$DFR$.

**Remark 32.** By the preceding lemma, any group $G$ that virtually has a $DFR$ also has a $DFR$, but with worse parameters. As will be shown, it is possible to recognize $W_G$ using a $DFR$ for a finite-index subgroup of $G$, thereby avoiding this worsening of parameters.

We now construct $DFRs$, with good parameters, for a wide class of groups. Recall that any finitely generated abelian group $G$ admits a unique decomposition $G \cong \mathbb{Z}_i \times \mathbb{Z}_{m_i} \times \cdots \times \mathbb{Z}_{m_t}$, where $m_i$ divides $m_{i+1}$, $\forall i \in \{1, \ldots, t - 1\}$, and each $m_i \in \mathbb{N}_{\geq 2}$. Let $R(r, m_1, \ldots, m_t) = \{a_i^{m_i} : i \in \{1, \ldots, t\}\} \cup \{[a_i, a_j] : i, j \in \{1, \ldots, r + t\}\}$.

**Lemma 33.** Consider the finite (hence finitely generated) abelian group $G = \mathbb{Z}_{m_1} \times \cdots \times \mathbb{Z}_{m_t} = \{a_1^{m_1}, a_t^{m_t} : 0 \leq [0, m_1, \ldots, m_t]\}$. If $t = 0$ (i.e., $G$ is the trivial group), then $G$ has a diagonal algebraic $[1, 2, 2]$-$DFR$. Otherwise, $G$ has a diagonal algebraic $[t, 2, \frac{19n^2}{24m_1^2}]$-$DFR$. 

**Lemma 31.** Suppose $F_G$ is a $[k, d, \tau, \eta_C]$-$DFR$ for a group $G = (S_G|R_G)$, with $S_G$ finite. The following statements hold.

(i) Suppose $H \subseteq G$, where $H = (S_H|R_H)$, with $S_H$ finite. Then $\exists C \in \mathbb{R}_{>0}$ such that $H$ has a $[k, d, \tau \circ \eta_C, \eta_C]$-$DFR$. If, moreover, $F_H$ is a diagonal $DFR$, then $H$ will also have a diagonal $DFR$ with the claimed parameters.

(ii) Suppose $G \subseteq Q$, where $Q = (S_Q|R_Q)$, with $S_Q$ finite, $S_G \subseteq S_Q$, and $r := [Q : G]$ finite. Then $\exists C \in \mathbb{R}_{>0}$ such that $Q$ has a $[k, dr, \tau \circ \eta_C, \eta_C]$-$DFR$.

**Lemma 33.** Consider the finite (hence finitely generated) abelian group $G = \mathbb{Z}_{m_1} \times \cdots \times \mathbb{Z}_{m_t} = \{a_1^{m_1}, a_t^{m_t} : 0 \leq [0, m_1, \ldots, m_t]\}$. If $t = 0$ (i.e., $G$ is the trivial group), then $G$ has a diagonal algebraic $[1, 2, 2]$-$DFR$. Otherwise, $G$ has a diagonal algebraic $[t, 2, \frac{19n^2}{24m_1^2}]$-$DFR$. 

**Lemma 30.** Consider groups $G = (S_G|R_G)$ and $H = (S_H|R_H)$, with $S_G$ and $S_H$ finite, and $S_G \cap S_H = \emptyset$. Let $R_{com} = \{[y, h] : y \in S_G, h \in S_H\}$. If $G$ has a $[k, d, \tau, \eta_C]$-$DFR$ and $H$ has a $[k', d', \tau', \eta_C]$-$DFR$, then $G \times H = (S_G \cup S_H|R_G \cup R_H \cup R_{com})$ has a $[k+k', \max(d,d'), \eta_{\tau,\eta'}]$-$DFR$. Moreover, if $G$ and $H$ have diagonal $DFRs$ with the above parameters, then $G \times H$ has a diagonal $DFR$ with the above parameters.
Proof. If \( t = 0 \), the claim is obvious. Suppose \( t > 0 \). By Lemma 23, each factor \( \mathbb{Z}_{m_i} = \langle a | a^{m_i} \rangle \) has a diagonal algebraic \([1, 2, \frac{19\pi^2}{24m^2}]\)-DFR. Notice that \( m_1 \leq \cdots \leq m_i \), as each \( m_i \) divides \( m_{i+1} \). The existence of the desired DFR follows from Lemma 30. \( \blacksquare \)

**Theorem 34.** \( \exists C \in \mathbb{R}_{>0} \) such that, for any finitely generated abelian group \( G = \mathbb{Z}^r \times \mathbb{Z}_{m_1} \times \cdots \times \mathbb{Z}_{m_r} = \langle a_1, \ldots, a_{r+1} | R(r, m_1, \ldots, m_r) \rangle \), the following statements hold.

(i) \( \exists C_2 \in \mathbb{R}_{>0} \) such that \( G \) has a diagonal algebraic \([r + t, 2, C_{2n^{-C_1}}]\)-DFR.

(ii) \( \forall \delta \in \mathbb{R}_{>0}, \exists C_3 \in \mathbb{R}_{>0} \) such that \( G \) has a diagonal \([r \left(1 + \left[\frac{\delta}{2}\right]\right) + t, 2, C_{3n^{-\delta}, C}]\)-DFR.

**Proof.** By Lemma 25, \( \exists D_1, D_2 \in \mathbb{R}_{>0} \) such that \( Z \) has a diagonal algebraic \([1, 2, D_{2n^{-D_1}}] \)-DFR, which we call \( F \). We set \( C_1 = D_1 \). Let \( H_1 = \mathbb{Z}^r \) and \( H_2 = \mathbb{Z}_{m_1} \times \cdots \times \mathbb{Z}_{m_r} \). If \( r = 0 \), both claims follow trivially from Lemma 33. Suppose \( r > 0 \).

(i) Using the DFR \( F \) of \( Z \), Lemma 30 implies \( H_1 \) has a diagonal algebraic \([r, 2, D_{2n^{-C_1}}] \)-DFR \( H_1 \). If \( t = 0 \), then \( G = H_1 \); therefore, \( H_1 \) is the desired DFR for \( G \), with \( C_2 = D_2 \), and we are done. If \( t > 0 \), Lemma 33 implies \( H_2 \) has a diagonal algebraic \([1, 2, \frac{19\pi^2}{24m^2}]\)-DFR \( H_2 \). Set \( C_2 = \min(D_2, \frac{19\pi^2}{24m^2}) \). By Lemma 30, we conclude \( G = H_1 \times H_2 \) has a DFR with the claimed parameters.

(ii) By Lemma 24, \( \exists D \in \mathbb{R}_{>0} \) such that \( Z \) has a diagonal \([1 + \left[\frac{\delta}{2}\right], 2, D_{n^{-\delta}, C}]\)-DFR, \( F' \).

The remainder of the proof is analogous to that of part (i), using \( F' \) in place of \( F \). \( \blacksquare \)

As in Section 1.1, \( \hat{\Pi}_1 \) denotes the set of all finitely generated virtually abelian groups. For \( G \in \hat{\Pi}_1 \), there is a unique \( r \in \mathbb{N} \) such that \( G \) is virtually \( \mathbb{Z}^r \). We have the following corollary.

**Corollary 35.** \( \exists C \in \mathbb{R}_{>0} \) such that, \( \forall G \in \hat{\Pi}_1 \), the following holds.

(i) \( \exists D \in \mathbb{R}_{>0}, \exists K \in \mathbb{N}_{\geq 1} \), such that \( G \) virtually has a diagonal algebraic \([K, 2, D_{n^{-C}}]\)-DFR.

(ii) \( \forall \delta \in \mathbb{R}_{>0}, \exists D \in \mathbb{R}_{>0}, \exists K \in \mathbb{N}_{\geq 1} \), \( G \) virtually has a diagonal \([K, 2, D_{n^{-\delta}, C}]\)-DFR.

Next, we consider groups that can be built from finitely generated free groups.

**Lemma 36.** \( \forall r \in \mathbb{N}, \exists C \in \mathbb{R}_{\geq 1}, F_r = \langle a_1, \ldots, a_r \rangle \) has an algebraic \([1, 2, C_{-n}]\)-DFR.

**Proof.** As \( F_0 = \{1\} \) and \( F_1 = \mathbb{Z} \), Theorem 34 immediately implies the claim when \( r \in \{0, 1\} \). Next, consider the case in which \( r > 2 \). By Lemma 27, \( \exists C \in \mathbb{R}_{\geq 1} \) such that \( F_2 = \langle a_1, a_2 \rangle \) has an algebraic \([1, 2, C_{-n}]\)-DFR. Finally, suppose \( r > 2 \). By the Nielsen-Schreier theorem, \( F_2 \) has a finite-index subgroup isomorphic to \( F_2 \); the claim immediately follows from Lemma 31(i). \( \blacksquare \)

**Theorem 37.** Suppose \( G = \langle S | R \rangle \), with \( S \) finite, such that \( G \leq F_{r_1} \times \cdots \times F_{r_t} \), for some \( r_1, \ldots, r_t \in \mathbb{N} \). Then \( \exists C \in \mathbb{R}_{\geq 1} \) such that \( G \) has an algebraic \([1, 2, C_{-n}]\)-DFR.

**Proof.** By Lemma 36, each \( F_{r_i} \) has an algebraic \([1, 2, C_{-n}]\)-DFR, for some \( C_i \in \mathbb{R}_{\geq 1} \). Lemma 30 implies that \( F_{r_1} \times \cdots \times F_{r_t} \) has an algebraic \([t, 2, C_{-n}]\)-DFR, where \( C = \max_i C_i \), and Lemma 31(i) then implies \( G \) has a DFR with the claimed parameters. \( \blacksquare \)

As in Section 1.1, \( \hat{\Pi}_2 \) denotes the class of finitely generated groups that are virtually a subgroup of a direct product of finitely-many finite-rank free groups.

**Corollary 38.** \( \forall G \in \hat{\Pi}_2, \exists K \in \mathbb{N}_{\geq 1}, \exists C \in \mathbb{R}_{\geq 1} \), such that \( G \) virtually has an algebraic \([K, 2, C_{-n}]\)-DFR.

We conclude with a “generic” construction that covers all groups that have algebraic DFRs. We remark that while this does partially subsume all other results in this section, it does not do so completely, as the earlier constructions of DFRs, for certain particular groups, yield better parameters.
Theorem 39. Consider a group $G = \langle S|R \rangle$, with $S$ finite, where $G$ is not the trivial group. Suppose $G$ has a faithful representation $\pi : G \rightarrow U(l, \mathbb{Q})$. Then $\pi$ has a (unique, up to isomorphism) set of irreducible subrepresentations $\{\pi_j : G \rightarrow U(d_j, \mathbb{Q})\}_{j=1}^{n}$ such that $\pi \cong \pi_1 \otimes \cdots \otimes \pi_n$. Let $d_{\text{max}} = \max_j d_j$. Define the value $d$ as follows: if $\bigcap_j \operatorname{Ker}(\pi_j) = \{1_G\}$, let $d = d_{\text{max}}$, otherwise, let $d = d_{\text{max}} + 1$. Partition the non-trivial $\pi_j$ into isomorphism classes (i.e., only consider those $\pi_j$ which are not the trivial representation; $\pi_{j_1}$ and $\pi_{j_2}$ belong to the same isomorphism class if $\pi_{j_1} \cong \pi_{j_2}$) and let $k$ denote the number of isomorphism classes that appear. Then $\exists C \in \mathbb{R}_{\geq 1}$ such that $G$ has an algebraic $[k, d, C^{-\epsilon}]$-DFR.

Proof. Notice that, as $G$ is not the trivial group, $d \geq 2$. Assume that the $\pi_j$ are ordered such that $\pi_1, \ldots, \pi_k$ are representatives of the $k$ distinct isomorphism classes of the non-trivial representations that appear among the $\pi_j$. For each $j \in \{1, \ldots, k\}$, define the representation $\rho_j = \pi_j \oplus 1_{d-d_j} : G \rightarrow U(d, \mathbb{Q})$. By Lemma 21, $\forall j \in \{1, \ldots, k\}$, $\exists C_j \in \mathbb{R}_{\geq 1}$ such that, $\forall g \notin \operatorname{Ker}(\rho_j), |\chi_{\rho_j}(g)| \leq d - C_j^{-\epsilon}$. Set $C = \max_j C_j$.

Next, notice that $\bigcap_j \operatorname{Ker}(\rho_j) = \{1_G\}$. If $\bigcap_j \operatorname{Ker}(\pi_j) \neq \{1_G\}$, then this is obvious. Suppose $\bigcap_j \operatorname{Ker}(\pi_j) \neq \{1_G\}$. Then $d = d_{\text{max}} + 1 > d_j, \forall j$, which implies $\rho_j = \pi_j \oplus 1_{t_j}$, where $t_j := d - d_j \geq 1$. Therefore, for each $j$, $\rho_j(G) \cap Z(U(d, \mathbb{Q})) = I_d$, and so, by definition, $\operatorname{Ker}(\rho_j) = \operatorname{Ker}(\pi_j)$). As $\pi$ is faithful, $\{1_G\} = \bigcap_{j=1}^{m} \operatorname{Ker}(\pi_j) = \bigcap_{j=1}^{m} \operatorname{Ker}(\rho_j) = \bigcap_{j=1}^{m} \operatorname{Ker}(\rho_j) = \bigcap_{j=1}^{m} \operatorname{Ker}(\rho_j)$.

Thus, $\forall g \in G_{\neq 1}, \exists j$ such that $g \notin \operatorname{Ker}(\rho_j)$, which implies $|\chi_{\rho_j}(g)| \leq d - C_j^{-\epsilon} \leq d - C_j^{-\epsilon}$. Therefore, $\{\rho_1, \ldots, \rho_k\}$ is an algebraic $[k, d, C^{-\epsilon}]$-DFR for $G$. △

3.3 Projective DFRs

A DFR $F = \{\rho_1, \ldots, \rho_j\}$ of a group $G$ is a set of unitary representations of $G$, i.e., group homomorphisms $\rho_j : G \rightarrow U(d)$. We next consider a slight generalization. A projective unitary representation of $G$ is a group homomorphism $\rho : G \rightarrow PU(d) = U(d)/Z(U(d))$. We may (non-uniquely) lift any such $\rho$ to a function $\hat{\rho} : G \rightarrow U(d)$ (i.e., $\gamma \circ \hat{\rho} = \rho$, where $\gamma : U(d) \rightarrow PU(d)$ is the canonical projection). Note that $\hat{\rho}$ is not necessarily a group homomorphism and that certain projective representations $\rho$ cannot be lifted to an ordinary representation. However, for any two lifts, $\hat{\rho}_1$ and $\hat{\rho}_2$, of $\rho$, we have $|\chi_{\hat{\rho}_1}(g)| = |\chi_{\hat{\rho}_2}(g)|, \forall g \in G$. Therefore, the function $|\chi_{\hat{\rho}}(\cdot)| : G \rightarrow \mathbb{R}$ given by $|\chi_{\hat{\rho}}(g)| = |\chi_{\hat{\rho}}(g)|$ is well-defined.

We then define a $[k, d, \tau, A]$-PDFR as a set of projective representations $F = \{\rho_1, \ldots, \rho_j\}$ that satisfies Definition 16 where “representation” is replaced by “projective representation” in that definition. As we will observe in the following section, the same process allows a DFR for a group $G$ to be used to produce a 2QCFAR for the word problem $W_G$, can also be applied to a PDFR. If a PDFR consists entirely of representations into $PU(d, \mathbb{Q}) = U(d, \mathbb{Q})/Z(U(d, \mathbb{Q}))$, we say it is an algebraic PDFR. The following variant of Theorem 39 follows by a precisely analogous proof.

Theorem 40. Suppose the group $G = \langle S|R \rangle$, with $S$ finite, has a family $F = \{\rho_1, \ldots, \rho_k\}$ of projective representations $\rho_j : G \rightarrow PU(d, \mathbb{Q})$, such that $\bigcap_j \operatorname{Ker}(\rho_j) = \{1_G\}$. Then $\exists C \in \mathbb{R}_{\geq 1}$ such that $F$ is an algebraic $[k, d, C^{-\epsilon}]$-PDFR for $G$.

3.4 Unbounded-Error DFRs

If $F = \{\rho_1, \ldots, \rho_k\}$ is a DFR for a group $G$, then $\bigcap_j \operatorname{Ker}(\rho_j) = \{1_G\}$. However, a crucial element in the definition of a DFR is the requirement that, much more strongly, all $g \in G_{\neq 1}$ are “far” from being in $\bigcap_j \operatorname{Ker}(\rho_j)$; in particular, if $F$ is a $[k, d, \tau, A]$-DFR, then $\forall g \in G_{\neq 1}, \exists j$ such that $|\chi_{\hat{\rho}_j}(g)| \leq d - \tau(l(g))$. This requirement is essential in order for our construction.
of a 2QCFA, that recognizes $W_G$ using a DFR for $G$, to operate with bounded error. We next consider a generalization of a DFR, where this requirement is removed, which will then yield a 2QCFA that recognizes $W_G$ with unbounded error.

We say $F = \{p_1, \ldots, p_k\}$ is an unbounded-error $[k, d, A]$-DFR for a group $G = \langle S | R \rangle$ if the conditions of Definition 16 hold, where Definition 16(b) is replaced by Definition 16(b)’: $\forall g \in G \neq 1$, $\exists j$ such that $|\chi_{p_j}(g)| < d$. This condition is equivalent to $\bigcap_j \text{Pker}(p_j) = \{1\}$.

Note that, by Lemma 21, any algebraic unbounded-error $[k, d]$-DFR is also an algebraic $[k, d, C^{-n}]$-DFR, for some $C \in \mathbb{R}_{>1}$; furthermore, as noted in the discussion following Definition 18, only a finitely generated abelian group could have a diagonal unbounded-error $[k, d]$-DFR, and all finitely generated abelian groups were shown to have DFRs in Theorem 34. Therefore, in order to obtain something new, we must consider unbounded-error DFRs that are neither algebraic nor diagonal. Due to space restrictions, we omit the proof of the following theorem, which may be found in the full version [28].

**Theorem 41.** $\forall G \in \overset{\cdot}{\Pi}_3, \exists k \in \mathbb{N}$ such that $G$ virtually has an unbounded-error $[k, 2, \tilde{C}]$-DFR.

### 4 Recognizing the Word Problem of a Group with a 2QCFA

Consider a group $G = \langle S | R \rangle$, with $S$ finite. As before, let $\Sigma = S \cup S^{-1}$, let $\psi : \Sigma^* \rightarrow G$ denote the natural map that takes each string in $\Sigma^*$ to the element of $G$ that it represents, and let $W_G := W_{G,\langle S | R \rangle} = \{w \in \Sigma^* : \psi(w) = 1_G\}$ denote the word problem of $G$ with respect to the given presentation. Suppose $F = \{p_1, \ldots, p_k\}$ is a $[k, d, \tau, A]$-DFR (or PDFR) for $G$. By Proposition 17, if $w \in W_G$, then $|\psi(p_j(w))| = d$, $\forall j$, and if $w \notin W_G$, then $\exists j$ where $|\psi(p_j(w))| < d - \tau(l(w))$. Let $G_j = \{g \in G : |\chi_{p_j}(g)| \leq d - \tau(l(g))\}$. A 2QCFA can recognize $W_G$ by checking if $\psi(w) \in \bigcup_j G_j = G_{A1}$. The well-known Hadamard test may be used to estimate $\chi_{p_j}(\psi(w)) = \text{Tr}(\rho_j(\psi(w)))$; however, as we wish to produce a 2QCFA that has as few quantum states as possible, we wish to avoid the use of ancillas, and so we follow a slightly different approach. We begin by defining several useful 2QCFA subroutines.

**Definition 42.** Suppose $M$ is a 2QCFA with $d \geq 2$ quantum basis states $Q = \{q_1, \ldots, q_d\}$, quantum start state $q_1 \in Q$, and alphabet $\Sigma$.

(a) Suppose $|\psi_1\rangle = \sum_q \alpha_q |q\rangle$ and $|\psi_2\rangle = \sum_q \beta_q |q\rangle$, where $\alpha_q, \beta_q \in \mathbb{C}, \forall q \in Q$. There are (many) $t \in U(d, \mathbb{C})$ such that $t |\psi_1\rangle = |\psi_2\rangle$. Let $T_{\psi_1} \rightarrow \psi_2$ denote an arbitrary such $t$.

(b) Let $\pi : G \rightarrow U(d)$ be a representation of $G$ and let $|\psi\rangle = \sum_q \beta_q |q\rangle$, where $\beta_q \in \mathbb{C}, \forall q \in Q$. Then the unitary round $U(\pi, |\psi\rangle)$ is a particular sub-computation of $M$ on $w$, defined as follows. The round begins with the quantum register in the superposition $|\psi_1\rangle$ and the tape head at the right end of the tape. On reading $\#_R$, $M$ performs the unitary transformation $T_{\psi_1} \rightarrow \psi_2$ to its quantum register, and moves its head to the left. On reading a symbol $\sigma \in \Sigma$, $M$ performs the unitary transformation $\pi(\psi(\sigma))$ to the quantum register and moves its head left. When the tape head first reaches the left end of the tape (i.e., the first time the symbol $\#_L$ is read), $M$ performs the identity transformation to its quantum register, and does not move its head, at which point the round ends. As $\psi$ is a (monoid) homomorphism and $\pi$ is a (group) homomorphism, we immediately conclude that, at the end of the round, the quantum register is in the superposition $\pi(\psi(w)) |\psi\rangle$.

(c) For $t \in U(d)$, a measurement round $M(\pi, |\psi\rangle, t)$ is a sub-computation of $M$ that begins with the unitary round $U(\pi, |\psi\rangle)$. Then $M$ performs the unitary transformation $t$, and does not move its head. After which $M$ performs the quantum measurement specified by the partition $B = \{B_0, B_1\}$ of $Q$ given by $B_0 = \{q_2, \ldots, q_d\}$ and $B_1 = \{q_1\}$, producing some result $r \in \{0, 1\}$; then $M$ records $r$ in its classical state, and does not move its head, at which point the round is over.
Lemma 43. Consider a group $G = \langle S | R \rangle$, with $S$ finite, and let $W_G = W_{G=\langle S | R \rangle}$. The following statements hold.

(i) If $G$ has a diagonal $[k, d, C_1^{-n} C_2, A]$-DFR (or PDFR), for some $C_1, C_2 \in \mathbb{R}_{>0}$, then for all $\epsilon \in \mathbb{R}_{>0}$, $W_G \in \text{coR2QCFA}(n [C_2]^{\epsilon+2}, \epsilon, d, \mathbb{Q} \cup A)$.

(ii) If $G$ has a $[k, d, C_1^{-n}, A]$-DFR (or PDFR), for some $C_1 \in \mathbb{R}_{\geq 1}$, then for all $\epsilon \in \mathbb{R}_{>0}$, $\exists C_2 \in \mathbb{R}_{>1}$ such that $W_G \in \text{coR2QCFA}(C_2^{-\epsilon}, \epsilon, d, \mathbb{Q} \cup A)$.

(iii) If $G$ has an unbounded-error $[k, d, A]$-DFR (or PDFR), then $W_G \in \text{coN1QFA} \cap \text{coN2QCFA}(n, d, \mathbb{Q} \cup A)$.

Proof Sketch. Suppose $\mathcal{F} = \{\rho_1, \ldots, \rho_k\}$ is a $[k, d, \tau, A]$-DFR of $G$. Consider any $w \in \Sigma^*$. A 2QCFA $M$ can perform a constant number of measurement rounds (i.e., the number of rounds only depends on $k$ and $d$, not on $|w|$) using any representation $\rho_j$ such that the following holds: (1) if $\phi(w) = G_j \subseteq G_{\neq 1}$, then, with probability $\Omega(|w|)$, the results of those measurement rounds will allow $M$ to be able to conclude with certainty that $w \notin W_G$.

(2) if $\phi(w) = 1_G \notin G_j$, then the results of those measurement rounds will never cause $M$ to incorrectly conclude that $w \notin W_G$. After running this procedure approximately $\tau(|w|)$ times, for each $j$, the following holds: (1) if $\phi(w) = G_{\neq 1} = \bigcup_j G_j$, then $\phi(w) \in G_j$ for at least some $j$, and so, with probability $\Omega(1)$, $M$ is able to conclude (with certainty) that $w \notin W_G$. (2) if $\phi(w) = 1_G$, then $M$ will never incorrectly conclude that $w \notin W_G$. As soon as $M$ performs a measurement round whose result allows it to conclude that $w \notin W_G$, $M$ immediately rejects. In order to correctly accept all $w \in W_G$, $M$ will run a procedure between measurement rounds that will cause it to accept any input $w$ with some small probability, and otherwise continue; by setting this acceptance probability small enough, we assure that any $w \notin W_G$ is not (incorrectly) accepted with high probability. A formal proof can be found in the full version [28].

Moreover, if $H$ is a finite-index subgroup of $G$, a 2QCFA that recognizes $W_G$ can be constructed from a 2QCFA that recognizes $W_H$.

Lemma 44. Consider a group $H = \langle S_H | R_H \rangle$, with $S_H$ finite, and suppose that $A_H$ is a 2QCFA that recognizes $W_H$, which operates in the manner of our proof of Lemma 43. Further suppose $G$ is a group such that $H \leq G$ and $[G : H]$ is finite. Then $G$ admits a presentation $G = \langle S_G | R_G \rangle$, with $S_G$ finite, such that there is a 2QCFA $A_G$ that recognizes $W_G$. Moreover, $A_G$ has the same acceptance criteria, asymptotic expected running time, number of quantum basis states, and class of transition amplitudes as $A_H$.

Using the above results, and the constructions of DFR from Section 3, the theorems stated in Section 1.1 concerning the recognizability of word problems by 2QCFA easily follow; proofs of the above results and of these theorems appear in the full version [28].

5 Discussion

In this paper, we have shown that 2QCFA can recognize the word problems of many groups. In particular, let $\Pi_1$ (resp. $\Pi_2$) denote the collection of all finitely generated groups that are virtually abelian (resp. virtually a subgroup of a direct product of finitely-many finite-rank free groups), and let $Q$ denotes the class of groups for which Theorem 10 applies. Then a 2QCFA, with a single-qubit quantum register and algebraic number transition amplitudes, can recognize, with one-sided bounded error, the word problem $W_G$ of any $G \in \Pi_1$ (resp. $G \in \Pi_2$) in expected polynomial (resp. exponential) time. Moreover, if allowed a quantum register of any constant size, such a 2QCFA may recognize the word problem of any group $G \in Q$ with one-sided bounded error in expected exponential time.
In a companion paper [27], we establish a lower bound on the running time of any 2QCFA (with any size quantum register and no restrictions placed on its transition amplitudes) that recognizes a word problem \( W_G \) with bounded error (even under the more generous notion of two-sided bounded error); more strongly, we establish a lower bound on the running time of any quantum Turing machine that uses sublogarithmic space, though we will not discuss that here. In particular, we show that, \( \forall G \in \mathcal{Q} \setminus \tilde{\Pi}_1, W_G \) cannot be recognized by such a 2QCFA is expected time \( 2^{o(n)} \). Therefore, the algorithm exhibited in this paper for recognizing the word problem of any group \( G \in \mathcal{Q} \setminus \tilde{\Pi}_1 \) has (essentially) optimal expected running time; moreover, we have obtained the first provable separation between the classes of languages recognizable with bounded error by 2QCFA in expected exponential time and in expected subexponential time. In that same paper, we also show that if a 2QCFA of this most general type recognizes a word problem \( W_G \) in expected polynomial time, then \( G \in \mathcal{G}_{v\text{Nilp}} \), where \( \mathcal{G}_{v\text{Nilp}} \) denotes the finitely generated virtually nilpotent groups, and \( \tilde{\Pi}_1 \subseteq \mathcal{G}_{v\text{Nilp}} \). This naturally raises the following question.

► Open Problem 1. Is there a group \( G \in (\mathcal{G}_{v\text{Nilp}} \setminus \tilde{\Pi}_1) \) such that \( W_G \) can be recognized by a 2QCFA with bounded error in expected polynomial time?

We have shown that the (three-dimensional discrete) Heisenberg group \( H \in (\mathcal{G}_{v\text{Nilp}} \setminus \tilde{\Pi}_1) \) is “complete” for this question, in the sense that if \( W_H \) cannot be recognized with bounded error by a 2QCFA in expected polynomial time, then no such \( G \) can [27].

Let \( \mathcal{G}_{v\text{SolvLin}} \) denote the finitely generated virtually solvable linear groups over a field of characteristic zero, and note that \( \mathcal{G}_{v\text{Nilp}} \subset \mathcal{G}_{v\text{SolvLin}} \). Furthermore, note that \( W_G \in L, \forall G \in \mathcal{G}_{v\text{SolvLin}} \) [20]. However, every \( G \in \mathcal{G}_{v\text{SolvLin}} \setminus \tilde{\Pi}_1 \) does not have a faithful finite-dimensional unitary representation (see, for instance, [33, Proposition 2.2]) and, therefore, does not have a DFR (even an unbounded-error DFR); this prevents the techniques of this paper from producing a 2QCFA that recognizes the corresponding \( W_G \).

► Open Problem 2. Is there a finitely generated group \( G \) that does not have a faithful finite-dimensional unitary representation (or any finitely generated infinite Kazhdan group) such that \( W_G \) can be recognized with bounded error by a 2QCFA at all (i.e., in any time bound)?

Consider the group \( \mathbb{Z} \ast \mathbb{Z}^2 \in \Sigma_2 \subset \tilde{\Pi}_3 \), and note that \( \mathbb{Z} \ast \mathbb{Z}^2 \not\in \tilde{\Pi}_2 \). The complexity of \( W_{\mathbb{Z} \ast \mathbb{Z}^2} \) has been considered by many authors and it is conjectured that \( W_{\mathbb{Z} \ast \mathbb{Z}^2} \not\in \text{poly–CFL} \) [7] (cf. [8]) and that \( W_{\mathbb{Z} \ast \mathbb{Z}^2} \not\in \text{coCFL} \) [18]. By Theorem 11, \( W_{\mathbb{Z} \ast \mathbb{Z}^2} \) is recognizable with one-sided unbounded error by a 2QCFA. We ask the following questions.

► Open Problem 3. Can \( W_{\mathbb{Z} \ast \mathbb{Z}^2} \) be recognized by a 2QCFA with bounded error? More generally, is \( W_{\mathbb{Z} \ast \mathbb{Z}^2} \) recognizable by a 2QCFA with bounded error, \( \forall r \in \mathbb{N} \)?

► Open Problem 4. Does \( \mathbb{Z} \ast \mathbb{Z}^2 \) have an algebraic DFR? More generally, does \( \mathbb{Z} \ast \mathbb{Z}^2 \) have an algebraic DFR, \( \forall r \in \mathbb{N} \)? Even more generally, is the class of groups which have algebraic DFRs closed under free product?
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Abstract

We study constant-free versions of the inclusion problem of pattern languages and the satisfiability problem of word equations. The inclusion problem of pattern languages is known to be undecidable for both erasing and nonerasing pattern languages, but decidable for constant-free erasing pattern languages. We prove that it is undecidable for constant-free nonerasing pattern languages. The satisfiability problem of word equations is known to be in PSPACE and NP-hard. We prove that the nonperiodic satisfiability problem of constant-free word equations is NP-hard. Additionally, we prove a polynomial-time reduction from the satisfiability problem of word equations to the problem of deciding whether a given constant-free equation has a solution morphism \( \alpha \) such that \( \alpha(xy) \neq \alpha(yx) \) for given variables \( x \) and \( y \).

1 Introduction

The first topic of this article is pattern languages. If we fix an alphabet of variables and an alphabet of constants, we can define a pattern as a word consisting of variables and constant letters (constants are often called terminals). Given a pattern \( U \), the nonerasing pattern language of \( U \) is the set of images of \( U \) under all morphism that map the variables to nonempty constant words and preserve the constants. The erasing pattern language of \( U \) is defined in a similar way, except that the variables can be mapped also to the empty word. Nonerasing pattern languages were introduced by Angluin [1] and erasing pattern languages by Shinohara [33].

There are many interesting algorithmic questions about pattern languages, and they are related to applications such as pattern matching and inductive inference. The membership problem of pattern languages, which can also be called the matching problem, is NP-complete in both the nonerasing and erasing case, and so are many of its variations, see, e.g., [10] and [24]. Checking the emptiness of the intersection of two pattern languages is essentially a special case of the satisfiability problem of word equations (discussed later in the introduction), and can therefore be done in polynomial space.

The equivalence problem of two pattern languages is almost trivially decidable in the nonerasing case: If the alphabet of constants is not unary, the nonerasing pattern languages of two patterns are the same if and only if the patterns are identical up to a renaming of the variables [1] (if the alphabet of constants is unary, the problem is a bit more complicated but still easily decidable). In the erasing case, however, the decidability of the equivalence problem is an open question.

The inclusion problem of pattern languages was mentioned as an open question in [1]. It was proved to be undecidable in both the nonerasing and erasing case by Jiang, Salomaa, Salomaa and Yu [18]. They reduced the undecidable problem of determining whether a
nondeterministic two-counter automaton without input has an accepting computation to the
inclusion problem of erasing pattern languages, which they then reduced to the inclusion
problem of nonerasing pattern languages. Both proofs are very complicated. They also
proved that the inclusion problem of constant-free erasing pattern languages is decidable.
This proof is simpler but not trivial.

Analyzing the equivalence and inclusion of pattern languages naturally leads to eight
decision problems depending on whether we consider the nonerasing or erasing case and
whether we consider patterns with or without constants. By the results mentioned above,
the decidability status of six of these eight problems was known after [18], but two questions
were left open: Is the equivalence problem decidable for erasing pattern languages, and is
the inclusion problem decidable for constant-free nonerasing pattern languages? In [18], a
positive answer was conjectured for the first question. The second one was only stated as an
open problem with no conjecture. The questions have remained open since then.

The results in [18] were very interesting for many reasons. First, they solved a famous
problem that had been open for many years. Second, the inclusion problem is important for
inductive inference of pattern languages, see, e.g., the articles of Ng and Shinohara [25] and
Reidenbach [28]. Third, nonerasing pattern languages became perhaps the first example of a
family of formal languages with a trivially decidable equivalence problem but undecidable
inclusion problem. Some other families where the equivalence problem is decidable but the
inclusion problem is undecidable are the family of languages accepted by finite deterministic
multitape automata (decidability of equivalence proved by Harju and Karhumäki [12]) and
the family of deterministic context-free languages (decidability of equivalence proved later
by Sénizergues [32]), but in these cases the undecidability result is the easier one. It is also
interesting that for the equivalence problem of patterns, the nonerasing case is easier, while
for the inclusion problem of constant-free patterns, the erasing case is easier.

A lot of further research on the inclusion problem has been done. For example, Freyden-
berger and Reidenbach [11] proved that the inclusion problem remains undecidable if the size
of the alphabet of constants is fixed to be a positive integer $k$, as long as $k \geq 2$ in the erasing
case and $k \geq 4$ in the nonerasing case. Both variants of the inclusion problem are decidable if
the alphabet of constants is unary or infinite. Bremer and Freydenberger [4] proved stronger
results: Both the erasing and the nonerasing inclusion problem are undecidable even for a
fixed number of variables, as long as this number is large enough, and even if the size of the
alphabet of constants is two. This result holds also if the second pattern is required to be
constant-free.

In this article, we answer one of the open questions by proving that the inclusion problem
of constant-free nonerasing pattern languages is undecidable. The result holds even for a
fixed number of variables, as long as this number is large enough, and even if the size of the
alphabet of constants is two. Among the problems we have discussed, our new result
provides the first example where the constant-free version of a problem is undecidable, and
the first example where the decidability status of the nonerasing and erasing version has
been proved to be different. See Table 1 for a summary.

Let us now move to the topic of equations. A word equation can be defined as a pair
$(U, V)$ of patterns, and a solution can be defined as a constant-preserving morphism $\alpha$ such
that $\alpha(U) = \alpha(V)$. Like in the case of pattern languages, there are a couple of variations
of word equations. First, we can study either the general case of equations with constants,
or the restricted case of constant-free equations. Algorithmic questions are usually studied
for equations with constants. Some other questions, such as independence [13, 26] and
parameterizability [14, 30], are more often studied for constant-free equations. Second, we
Table 1 The decidability of the equivalence (=) and inclusion (⊆) problem of nonerasing (NE) and erasing (E) languages of constant-free patterns (CF) and patterns with constants (C). The decidable problems have been marked with a plus and the undecidable ones with a minus. The new result proved in this article has been circled.

<table>
<thead>
<tr>
<th></th>
<th>NE</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>C</td>
<td>+</td>
<td>?</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>NE</th>
<th>E</th>
</tr>
</thead>
<tbody>
<tr>
<td>CF</td>
<td>⊕</td>
<td>+</td>
</tr>
<tr>
<td>C</td>
<td>−</td>
<td>−</td>
</tr>
</tbody>
</table>

can either allow a solution α to be erasing or require it to be nonerasing. This does not usually make as big of a difference as in the case of the equivalence and inclusion of pattern languages, but it can have an effect on some things, for example, the size of largest known independent systems of equations [20]. We allow solutions to be erasing in this article.

The satisfiability problem of word equations, that is, the problem of deciding whether a given word equation (or a system of equations) has a solution, is one of the major algorithmic problems on words. The satisfiability problem was proved to be decidable by Makanin [23]. A survey of Makanin’s algorithm can be found in [8]. The first PSPACE algorithm was given by Plandowski [27]. Jeż gave a simpler PSPACE algorithm [16] and proved that the satisfiability problem is in NSPACE(n) [17]. Linear integer programming and the membership problem of pattern languages can both be easily reduced to the satisfiability problem, so it is NP-hard. The NP-completeness of the satisfiability problem is a big open question.

Many special cases have been analyzed. For one-variable equations, the satisfiability problem can be solved in linear time, as proved by Jeż [15], for two-variable equations, in time $O(n^5)$, as proved by Dąbrowski and Plandowski [7], and for quadratic equations, it is NP-hard, as proved by Robson and Diekert [29]. Some other results can be found in the article of Day, Manea and Nowotka [6]. Some quite powerful generalizations of word equations were proved to be solvable in polynomial space by Diekert and Elder [9].

There is not much research about the satisfiability of constant-free word equations. Constant-free equations always have solutions (at least the one mapping all variables to the empty word, and usually infinitely many other trivial ones), so the natural decision problem for them is to ask whether an equation has a nontrivial solution, for some definition of “nontrivial”. It is known that deciding whether a constant-free three-variable equation has a nonperiodic solution is in NP [30]. Nontrivial constant-free equations on one or two variables have only periodic solutions.

Constant-free equations might seem much simpler than general ones, but we prove that deciding whether a given constant-free equation has a nonperiodic solution is NP-hard, and for a given constant-free equation and given variables $x, y$, deciding whether there exists a solution $\alpha$ such that $\alpha(xy) \neq \alpha(yx)$ is as hard as the general version of the satisfiability problem.

Our proofs are based on the idea of simulating constants by variables in a certain way: We replace the constants by words consisting of new variables, and then we make sure that these words behave sufficiently much like constants by adding prefixes and suffixes to the patterns or new equations to a system of equations. The details differ quite a bit depending on the problem.

2 Preliminaries

First, we recall some standard notation, definitions, and results related to combinatorics on words and free monoids. For more, see [5, 21, 3].
140:4 Hardness Results for Constant-Free Pattern Languages and Word Equations

The symbols $\Sigma, \Gamma, \Xi$ are always used to denote alphabets. Alphabets are usually finite, but at one point, we use an infinite alphabet. For $k \geq 1$, let $\Sigma_k = \{0, \ldots, k-1\}$. When we need an alphabet of size $k$, we often use specifically the alphabet $\Sigma_k$. The empty word is denoted by $\varepsilon$.

A word $U$ is a factor of a word $V$ if there exist words $X, Y$ such that $V = XUY$. If we can choose $X = \varepsilon$, then $U$ is a prefix, if we can choose $Y = \varepsilon$, then $U$ is a suffix, and if we can choose $X \neq \varepsilon \neq Y$, then $U$ is an internal factor of $V$.

A nonempty word is primitive if it is not a power of a shorter word. If $U = V^n$ and $V$ is primitive, then $V$ is a primitive root of $U$.

A language $M \subseteq \Sigma^*$ is a submonoid of $\Sigma^*$ if it is closed under concatenation and contains $\varepsilon$. Let $M_1$ and $M_2$ be submonoids of $\Sigma^*$ and $\Gamma^*$. A mapping $\alpha : M_1 \rightarrow M_2$ is a morphism if $\alpha(UV) = \alpha(U)\alpha(V)$ for all $U, V \in M_1$. The most common case is $M_1 = \Sigma^*$ and $M_2 = \Gamma^*$.

Let $L \subseteq M_1$. A morphism $\alpha : M_1 \rightarrow M_2$ is nonerasing if $\alpha(x) \neq \varepsilon$ for all $x \not\in \varepsilon$, $L$-preserving if $\alpha(x) = x$ for all $x \in L$, $L$-periodic if $\alpha(xy) = \alpha(yx)$ for all $x, y \in L$, and $L$-nonperiodic if $\alpha(xy) \neq \alpha(yx)$ for some $x, y \in L$.

In the following theorem, we have collected some folklore results related to these definitions.

**Theorem 1.** Let $U$ and $V$ be words.
1. $UV = VU$ if and only if there exists a word $R$ such that $U, V \in R^*$.
2. Every nonempty word has a unique primitive root.
3. If $U$ is primitive, then it is not an internal factor of $U^2$.
4. If $|\Sigma| = 2$, then every $\Sigma$-nonperiodic morphism $\Sigma^* \rightarrow \Gamma^*$ is injective.

If every element of a submonoid $M$ of $\Sigma^*$ has a unique representation as a product of elements of some subset $B \subseteq M$, then $M$ is a free monoid and $B$ is its basis. Of course, $\Sigma^*$ is a free monoid and $\Sigma$ is its basis.

If $M$ is a free monoid with a basis $B$, then every mapping $\alpha : B \rightarrow \Gamma^*$ can be extended to a morphism $M \rightarrow \Gamma^*$ in a unique way, and every injective mapping $\alpha : B \rightarrow \Gamma$ can be extended to an injective morphism $M \rightarrow \Gamma^*$. Moreover, if $L \subseteq B \cap \Gamma$, then every mapping $\alpha : B \setminus L \rightarrow \Gamma^*$ can be extended to an $L$-preserving morphism $M \rightarrow \Gamma^*$ in a unique way. Therefore, we often define a morphism $\alpha$ by just saying that it is $L$-preserving and giving the values $\alpha(x)$ for all $x \in B \setminus L$.

We need the following well-known characterization of free monoids.

**Theorem 2.** Let $M$ be a submonoid of $\Sigma^*$. $M$ is a free monoid if and only if there does not exist words $U, V, W \in \Sigma^*$ such that $U, VW, UV, W \in M$ but $V \not\in M$.

Let $\Xi$ be an alphabet of variables and $\Sigma$ an alphabet of constants. The alphabets $\Xi$ and $\Sigma$ are assumed to be disjoint. A pattern over $(\Xi, \Sigma)$ is a word $U \in (\Xi \cup \Sigma)^+$. The pattern $U$ is constant-free if $U \in \Xi^*$. The nonerasing pattern language of $U$, denoted by $L_{\text{NE}}(U)$, is the set of images of $U$ under all nonerasing $\Sigma$-preserving morphisms $(\Xi \cup \Sigma)^* \rightarrow \Sigma^*$.

In the following definitions, by an alphabet of size $\ast$, we mean an alphabet of arbitrary finite size. For $m, n, k \in \mathbb{Z}_+ \cup \{\ast\}$, we define the following decision problems related to patterns:

- Inclusion problem of nonerasing pattern languages $\text{PatIncl}_{\text{NE}}(m, n, k)$: Given alphabets $\Xi_1, \Xi_2, \Sigma$ of sizes $m, n, k$, respectively, a pattern $U$ over $(\Xi_1, \Sigma)$, and a pattern $V$ over $(\Xi_2, \Sigma)$, decide whether $L_{\text{NE}}(U) \subseteq L_{\text{NE}}(V)$.

- Inclusion problem of constant-free nonerasing pattern languages $\text{PatIncl}_{\text{CF}, \text{NE}}(m, n, k)$: Given alphabets $\Xi_1, \Xi_2, \Sigma$ of sizes $m, n, k$, respectively, a constant-free pattern $U$ over $(\Xi_1, \Sigma)$, and a constant-free pattern $V$ over $(\Xi_2, \Sigma)$, decide whether $L_{\text{NE}}(U) \subseteq L_{\text{NE}}(V)$.

As mentioned in the introduction, $\text{PatIncl}_{\text{CF}, \text{NE}}(\ast, \ast, \ast)$ was shown to be undecidable already in [18]. We need the following stronger result from [4].
Theorem 3 ([4], Theorem 3.10). PatIncl_{NE}(3, 2554, 2) is undecidable.

Remark 4. Often, we use symbols from the end of the English alphabet (e.g., a, b) for special variables that end up playing the role of constants in some sense, and nonnegative integers (e.g., 0, 1) for the actual constants.

Example 5. It is mentioned in several articles [18, 24] that one reason why the inclusion problem of nonerasing pattern languages is so difficult is that many unavoidability properties can be formulated in terms of pattern languages. In our new undecidability proof, an important role is played by one unavoidability result, although an extremely simple one: Every binary word of length at least 4 has a nonempty square factor, and therefore every word of length at least 6 has a nonempty internal square factor. By considering patterns over (\{u, v, w, x, y, z\}, \Sigma_2), this can be expressed as \( L_{NE}(uvwxyz) \subseteq L_{NE}(xy^2z) \).

More specifically, we will need the fact that \( L_{NE}(x^2y^2) \setminus L_{NE}(xy^2z) = \{0111, 1100\} \).

A word equation over \((\Xi, \Sigma)\) is a pair of patterns over \((\Xi, \Sigma)\). A solution of an equation \((U, V)\) is a \(\Sigma\)-preserving morphism \(\alpha : (\Xi \cup \Sigma)^* \to \Sigma^*\) such that \(\alpha(U) = \alpha(V)\). A system of equations is a set of equations. A solution of a system is a morphism that is a solution of every equation in the system.

An equation \((U, V)\) is constant-free if \(U, V \in \Xi^+\). For constant-free equations, \(\Xi\)-periodic solutions are considered trivial. We often call these solutions just periodic and the others nonperiodic.

Example 6. Consider word equations over \((\{x, y, z\}, \Sigma_2)\). The equation \((x^2, \text{y}0\text{y})\) has no solutions, because \(|\alpha(x^2)|\) is even and \(|\alpha(y0y)|\) is odd for all \(\Sigma_2\)-preserving morphisms \(\alpha\). The constant-free equation \((x^2, yzy)\) has nonperiodic solutions \(\alpha\) defined by

\[
\alpha(x) = (PQ)^{i+1}P, \quad \alpha(y) = (PQ)^iP, \quad \alpha(z) = QPPQ
\]

for all \(P, Q \in \Sigma_2^*, PQ \neq QP, i \in \mathbb{Z}_{\geq 0}\), and periodic solutions \(\alpha\) defined by

\[
\alpha(x) = P^{i+j}, \quad \alpha(y) = P^i, \quad \alpha(z) = P^{2j}
\]

for all \(P \in \Sigma_2^*, i, j \in \mathbb{Z}_{\geq 0}\).

By the theorem of Lyndon and Schützenberger [22], if \(\Xi = \{x, y, z\}\) and \(k, m, n \geq 2\), then the word equation \((x^k, y^mz^n)\) has only periodic solutions. In other words, if \(\alpha\) is a \(\{y, z\}\)-nonperiodic morphism, then \(\alpha(y^mz^n)\) is primitive. In Theorem 7, we state a generalization of this result that we need later. It was proved by Spehner [34] and by Barbin-Le Rest and Le Rest [2]. A shorter proof can be found in [31].

Theorem 7. Let \(W \in \{y, z\}^*\) be a primitive word that has at least two occurrences of both letters \(y\) and \(z\). Let \(\alpha\) be a \(\{y, z\}\)-nonperiodic morphism. Then \(\alpha(W)\) is primitive.

For \(n, k \in \mathbb{Z}_+ \cup \{\ast\}\), we define the following decision problems related to systems of word equations:

- Satisfiability problem of word equations EqSat\(\{\ast\}(n, k)\): Given alphabets \(\Xi, \Sigma\) of sizes \(n, k\), respectively, and a system \(S\) of equations over \((\Xi, \Sigma)\), decide whether \(S\) has a solution.
- Nonperiodic satisfiability problem of constant-free word equations EqSat_{NE}\(\{\ast\}(n, k)\): Given alphabets \(\Xi, \Sigma\) of sizes \(n, k\), respectively, and a system \(S\) of constant-free equations over \((\Xi, \Sigma)\), decide whether \(S\) has a nonperiodic solution.
- Noncommuting satisfiability problem of constant-free word equations EqSat_{NC}\(\{\ast\}(n, k)\): Given alphabets \(\Xi, \Sigma\) of sizes \(n, k\), respectively, a system \(S\) of constant-free equations over \((\Xi, \Sigma)\), and variables \(x, y \in \Xi\), decide whether \(S\) has a \(\{x, y\}\)-nonperiodic solution.
As mentioned in the introduction, EqSat(*, *) is known to be in PSPACE and NP-hard. If \( \Sigma \) is unary, then word equations are essentially linear Diophantine equations, so EqSat(*, 1) is equivalent to linear integer programming in unary notation, which is known to be NP-complete.

We have defined the above decision problems for systems of equations. Studying single equations instead of systems would not make them much easier, except in the case where \( \Sigma \) is unary. If there are at least two distinct constant letters, then for every finite system of word equations, we can find an equation that has exactly the same solutions as the system, and for every finite system of constant-free word equations, we can find a constant-free equation that has exactly the same nonperiodic solutions as the system, as proved by Hmelevskii [14]. Moreover, these equations can be constructed in polynomial time.

If \( A \) and \( B \) are decision problems and \( A \) is polynomial-time reducible to \( B \), we use the notation \( A \leq_p B \). If \( A \) and \( B \) are polynomially equivalent, that is, \( A \leq_p B \) and \( B \leq_p A \), then we use the notation \( A \equiv_p B \).

### 3 Inclusion problem of pattern languages

We are going to prove that PatIncl\( \text{NE}(\ast, \ast, 2) \) \( \leq_p \) PatIncl\( \text{CF}(\ast, \ast, 2) \). Let the alphabet of constants be \( \Sigma_2 \). Let \( a \) and \( b \) be new variables that are supposed to represent the constants 0 and 1. Nonerasing morphisms that map a to 0 and b to 1 or vice versa can be called \text{good}, and other nonerasing morphism can be called \text{bad}. For all patterns \( U, V \), we must construct constant-free patterns \( U', V' \) such that \( L_{\text{NE}}(U') \subseteq L_{\text{NE}}(V') \) if and only if \( L_{\text{NE}}(U) \subseteq L_{\text{NE}}(V) \).

In other words, we must show that the following conditions are satisfied:

1. If \( L_{\text{NE}}(U) \subseteq L_{\text{NE}}(V) \), then for all good morphisms \( \alpha' \), there exists a nonerasing morphism \( \beta' \) such that \( \beta'(V') = \alpha'(U') \).
2. If \( L_{\text{NE}}(U) \not\subseteq L_{\text{NE}}(V) \), then for all bad morphisms \( \alpha' \), there exists a nonerasing morphism \( \beta' \) such that \( \beta'(V') = \alpha'(U') \).
3. If \( L_{\text{NE}}(U) \not\subseteq L_{\text{NE}}(V) \), then there exists a nonerasing morphism \( \alpha' \) such that for all nonerasing morphisms \( \beta', \beta'(V') \neq \alpha'(U') \).

Before giving the definition of \( U' \) and \( V' \) and the formal proofs, we explain some ideas behind the construction.

The simplest idea would be to replace 0 and 1 by \( a \) and \( b \). Let \( U_1, V_1 \) be the constant-free patterns we get from \( U, V \) this way. If we use \( U_1, V_1 \) as \( U', V' \), then the first condition is satisfied. However, the next example shows that the third condition does not hold in general.

\[ \text{Example 8.} \] Let \( U = 0x, V = 1x, U' = ax, V' = bx \). Then clearly \( L_{\text{NE}}(U) \not\subseteq L_{\text{NE}}(V) \) and \( L_{\text{NE}}(U') \subseteq L_{\text{NE}}(V') \), so the third condition does not hold.

The problem with the third condition is that \( \beta' \) does not necessarily map \( a \) and \( b \) in the same way as \( \alpha' \). To solve this, we use an idea that is somewhat similar to one used in [4, Subsection 5.2], where prefixes are added to patterns to ensure that certain variables must be mapped in a certain way. Consider the patterns

\[ U_2 = a^2b^2c^2U_1, \quad V_2 = a^2b^2c^2V_1, \]

where \( c \) is a new variable. If \( \alpha' \) is good and \( \alpha'(c) \) is a third letter that does not appear in \( \alpha'(U_1) \), then it is quite easy to see that \( \beta'(V_2) = \alpha'(U_2) \) is possible only if \( \beta'(x) = \alpha'(x) \) for all \( x \in \{a, b, c\} \). Of course, there is no third letter in \( \Sigma_2 \), but we can define \( \alpha'(c) \in \Sigma_2^* \) so that it still acts as a separator in the same way a unique letter would. If we use \( U_2, V_2 \) as \( U', V' \), then the first and the third condition are satisfied.
We can define a morphism

\[ U_4 = W_1pq^2rW_2a^2b^2W_3, \quad V_4 = W_4pq^2rW_5, \]

where \( p, q, r \) are new variables and \( W_1, \ldots, W_5 \) are constant-free patterns. The factors \( pq^2r \) and \( a^2b^2 \) act as a “switch”. If \( \beta'(pq^2r) = \alpha'(pq^2r) \), then we can say that the switch is in the first position. If \( \beta'(pq^2r) = \alpha'(a^2b^2) \), then we can say that the switch is in the second position. For any \( \alpha' \), we can define \( \beta' \) so that \( \beta'(pq^2r) = \alpha'(pq^2r) \), so the first position is always possible. On the other hand, we can define \( \beta' \) so that \( \beta'(pq^2r) = \alpha'(a^2b^2) \) if and only if \( \alpha' \) is bad, so the second position is possible for the bad morphisms but not for the good.

This allows us to handle the second condition without causing problems with the other two.

Putting these ideas together leads to the following construction. Let \( U \) be a pattern over \((\Xi_1, \Sigma_2)\) and \( V \) a pattern over \((\Xi_2, \Sigma_2)\). Let \( a, b, c, p, q, r, s, t \) be new variables not in \( \Xi_1 \cup \Xi_2 \).

We define a \((\Xi_1 \cup \Xi_2)\)-preserving morphism

\[ \sigma : (\Xi_1 \cup \Xi_2 \cup \{a, b\})^* \rightarrow (\Xi_1 \cup \Xi_2 \cup \{a, b\})^*, \quad \sigma(0) = a, \quad \sigma(1) = b. \]

We can construct the constant-free patterns

\[ U' = a^2b^2c^2 \cdot c^2 \cdot \sigma(U) \cdot c^2pq^2rc \cdot \sigma(V) \cdot c^2a^2b^2c \cdot a \]
\[ V' = a^2b^2c^2 \cdot sc \cdot \sigma(V) \cdot c^2pq^2rc \cdot t \]

where \( U' \) is a pattern over \((\Xi_1 \cup \Xi_2 \cup \{a, b, c, p, q, r\}, \Sigma_2)\) and \( V' \) is a pattern over \((\Xi_2 \cup \{a, b, c, p, q, r, s, t\}, \Sigma_2)\).

Lemma 9. If \( L_{\text{NE}}(U) \subseteq L_{\text{NE}}(V) \), then \( L_{\text{NE}}(U') \subseteq L_{\text{NE}}(V') \).

Proof. Let \( \alpha' : (\Xi_1 \cup \Xi_2 \cup \{a, b, c, p, q, r\})^* \rightarrow \Sigma_2 \) be a nonerasing morphism. We must find a nonerasing morphism \( \beta' : (\Xi_2 \cup \{a, b, c, p, q, r, s, t\})^* \rightarrow \Sigma_2 \) such that \( \beta'(V') = \alpha'(U') \). There are two cases depending on whether \( \alpha' \) is good or bad.

If \( \alpha' \) is good, then we can define a nonerasing morphism

\[ \alpha : (\Xi_1 \cup \Xi_2 \cup \Sigma_2)^* \rightarrow \Sigma_2, \quad \alpha = \alpha' \circ \sigma \circ \alpha' \circ \sigma. \]

It is easy to check that \( \alpha \) is \( \Sigma_2 \)-preserving. By the assumption \( L_{\text{NE}}(U) \subseteq L_{\text{NE}}(V) \), there exists a nonerasing \( \Sigma_2 \)-preserving morphism \( \beta : (\Xi_2 \cup \Sigma_2)^* \rightarrow \Sigma_2 \) such that \( \beta(V) = \alpha(U) \).

We can define a morphism

\[ \beta' : (\Xi_2 \cup \{a, b, c, p, q, r, s, t\})^* \rightarrow \Sigma_2, \quad \beta'(x) = \alpha'(\sigma(\beta(x))) \text{ for all } x \in \Xi_2, \]
\[ \beta'(x) = \alpha'(x) \text{ for all } x \in \{a, b, c, p, q, r\}, \]
\[ \beta'(s) = \alpha'(c), \]
\[ \beta'(t) = \alpha'(\sigma(V)c^2a^2b^2ca). \]

It follows directly from the definition of \( \beta' \) that

\[ \beta'(a^2b^2c^2sc) = \alpha'(a^2b^2c^4), \]
\[ \beta'(c^2pq^2rcs) = \alpha'(c^2pq^2rcs\sigma(V)c^2a^2b^2ca). \]

(2)

Showing that \( \beta'(\sigma(V)) = \alpha'(\sigma(U)) \) requires some computations. By using the definition of \( \beta' \) and the fact that \( \sigma \) is \( \Sigma_2 \)-preserving and \( \beta \) is \( \Sigma_2 \)-preserving, we get

\[ \beta'(\sigma(x)) = \beta'(x) = \alpha'(\sigma(\beta(x))) \text{ for all } x \in \Xi_2, \]
\[ \beta'(\sigma(x)) = \alpha'(\sigma(x)) = \alpha'(\sigma(\beta(x))) \text{ for all } x \in \Sigma_2. \]

(3)
We have
\[ \beta'(\sigma(V)) = \alpha'(\sigma(\beta(V))) = \alpha'(\sigma(\alpha(U))) = \alpha(\alpha'(\sigma(U))) = \alpha'(\sigma(U)), \]
where the first equality follows from \( V \in (\Xi_2 \cup \Sigma_2)^+ \) and (3), the second from \( \beta(V) = \alpha(U) \), the third from \( (\alpha' \circ \sigma) \circ \alpha = \alpha \circ (\alpha' \circ \sigma) \), and the fourth from \( \alpha \) being \( \Sigma_2 \)-preserving. It follows from (2) and (4) that \( \beta'(V') = \alpha'(U') \).

If \( \alpha' \) is bad, then \( \alpha'(a^2b^2) \) is either \( 0^4, 1^4 \), or a binary word of length at least six. In all cases, it has a nonempty internal factor that is a square, so there exists \( P, Q, R \in \Sigma_2^+ \) such that \( \alpha'(a^2b^2) = PQR^2R \). We can define a morphism
\[ \beta'(\Xi_2 \cup \{a, b, c, p, q, r, s, t\})^* \to \Sigma_2^*, \quad \beta'(x) = \alpha'(x) \text{ for all } x \in \Xi_2 \cup \{a, b, c\}, \]
\[ \beta'(p) = P, \]
\[ \beta'(q) = Q, \]
\[ \beta'(r) = R, \]
\[ \beta'(s) = \alpha'(c^2\sigma(U)c^2pq^2r), \]
\[ \beta'(t) = \alpha'(a). \]

It follows directly from the definition of \( \beta' \) that \( \beta'(V') = \alpha'(U') \).

\begin{lemma}
If \( L_{NE}(U) \not\subseteq L_{NE}(V) \), then \( L_{NE}(U') \not\subseteq L_{NE}(V') \).
\end{lemma}

\begin{proof}
By the assumption \( L_{NE}(U) \not\subseteq L_{NE}(V) \), there exist a noneraser \( \Sigma_2 \)-preserving morphism \( \alpha : (\Xi_1 \cup \Sigma_2)^* \to \Sigma_2^+ \) such that \( \beta(V) \neq \alpha(U) \) for all noneraser \( \Sigma_2 \)-preserving morphisms \( \beta : (\Xi_2 \cup \Sigma_2)^* \to \Sigma_2^+ \). We can define a morphism
\[ \alpha'(\Xi_1 \cup \Xi_2 \cup \{a, b, c, p, q, r\})^* \to \Sigma_2^+, \quad \alpha'(x) = \alpha(x) \text{ for all } x \in \Xi_1, \]
\[ \alpha'(a) = 0, \]
\[ \alpha'(b) = 1, \]
\[ \alpha'(c) = 10^N1, \]
\[ \alpha'(x) = 1 \text{ for all } x \in \Xi_2 \cup \{p, q, r\}, \]
where \( N = 1 + \max\{2, |\alpha'(\sigma(U))|, |\alpha'(\sigma(V))|\} \).

It is easy to see that \( \alpha'(U') \) does not contain any other occurrences of \( \alpha'(c) \) than the ten obvious ones. We can show that if \( A^2 \) is a nonempty square prefix of \( \alpha'(U') \), then \( A = \alpha'(a) = 0 \). First, if \( \alpha'(a^2b^2c^3) \) is a prefix of \( A \), then \( AA\alpha'(a^2b^2c^3) \) is a prefix of \( \alpha'(U') \), which is impossible, because \( \alpha'(c^3) \) does not have any occurrences in \( \alpha'(U') \) starting after the prefix \( \alpha'(a^2b^2c^3) \). Second, if \( A \) is a prefix of \( \alpha'(a^2b^2c^3) \) and \( |A| \geq 5 \), then \( \alpha_00111 \) is a prefix of \( \alpha'(a^2b^2c^4) \), which is impossible, because \( 111 \) does not have any occurrences in \( \alpha'(c^4) \). Finally, if \( |A| \leq 4 \), then clearly the only possibility is \( A = 0 \). Similarly, we can show that if \( W \) is the word such that \( U' = a^2b^2W \), then the only nonempty square prefix of \( \alpha'(b^2W) \) is \( \alpha'(b^2) = 11 \), and the only nonempty square prefixes of \( \alpha'(W) \) are \( \alpha'(c^2) \) and \( \alpha'(c^4) \).

To complete the proof of the theorem, we assume that
\[ \beta'(\Xi_2 \cup \{a, b, c, p, q, r, s, t\})^* \to \Sigma_2^+ \]
is a noneraser morphism such that \( \beta'(V') = \alpha'(U') \) and derive a contradiction. Because \( \beta'(V') \) has the nonempty square prefix \( \beta'(a^2) \), and the only nonempty square prefix of \( \alpha'(U') \) is \( 00 \), it must be \( \beta'(a) = 0 \). Similarly, we see that \( \beta'(b) = 1 \) and \( \beta'(c) \in \{\alpha'(c), \alpha'(c^2)\} \). If \( \beta'(c) = \alpha'(c^2) \), then \( \beta'(c^2) = \alpha'(c^4) \) has two occurrences in \( \alpha'(U') \), which is not possible, so it must be \( \beta'(c) = \alpha'(c) \). It follows that
\[ \beta'(\sigma_\alpha(V)c^2pq^2rct) = \alpha'(c^2\sigma(U)c^2pq^2rct(V)c^2a^2b^2ca). \]

Here on the right-hand side, there are only two occurrences of \( \alpha'(c^2) \) as an internal factor, so either
\[ \beta'(s_\alpha(V)) = \alpha'(c^2\sigma(U)) \quad \text{and} \quad \beta'(pq^2rct) = \alpha'(pq^2rct(V)c^2a^2b^2ca) \quad (5) \]
or
\[ \beta'(s_\alpha(V)) = \alpha'(c^2\sigma(U)c^2pq^2rct(V)) \quad \text{and} \quad \beta'(pq^2rct) = \alpha'(a^2b^2ca). \quad (6) \]

There is only one occurrence of \( \alpha'(c) \) as an internal factor in \( \alpha'(c^2\sigma(U)) \), so (5) implies \( \beta'(\sigma(V)) = \alpha'(\sigma(U)) = \alpha(U) \), which is a contradiction because \( \beta' \circ \sigma \) is a nonerasing \( \Sigma_2 \)-preserving morphism. There is only one occurrence of \( \alpha'(c) \) as an internal factor in \( \alpha'(a^2b^2ca) \), so (6) implies \( \beta'(pq^2r) = \alpha'(a^2b^2) = 0011 \), which is a contradiction because 0011 does not have a nonempty internal square factor. These contradictions show that the morphism \( \beta' \) does not exist, and therefore \( L_{NE}(U') \not\subseteq L_{NE}(V') \).

\[ \begin{array}{c}
\text{Theorem 11.} \\
\text{For all } m, n \in \mathbb{Z}_+, \\
\text{PatIncl}_{NE}(m, n, 2) \leq_p \text{PatInclCF}_{NE}(\max\{m, n\} + 6, n + 8, 2).
\end{array} \]

**Proof.** Let \( U \) be a pattern over \( (\Xi_1, \Sigma_1) \) and \( V \) a pattern over \( (\Xi_2, \Sigma_2) \), where \( |\Xi_1| = m \) and \( |\Xi_2| = n \). Because renaming the variables in one of \( U \) and \( V \) does not change the pattern language, we can assume that one of \( \Xi_1 \) and \( \Xi_2 \) is a subset of the other, and therefore \( |\Xi_1 \cup \Xi_2| = \max\{m, n\} \). The constant-free patterns \( U' \) and \( V' \) defined in (1) can be constructed in polynomial time. By Lemmas 9 and 10, \( L_{NE}(U) \subseteq L_{NE}(V) \) if and only if \( L_{NE}(U') \subseteq L_{NE}(V') \). The claim follows.

\[ \begin{array}{c}
\text{Corollary 12.} \\
\text{The decision problem PatInclCF}_{NE}(2560, 2562, 2) \text{ is undecidable.}
\end{array} \]

**Proof.** By Theorem 3, PatIncl_{NE}(3, 2554, 2) is undecidable. It follows from Theorem 11 that PatIncl_{CF}_{NE}(2560, 2562, 2) is undecidable.

\[ \begin{array}{c}
\text{4 Nonperiodic satisfiability}
\end{array} \]

We are going to prove that the decision problem \( \text{EqSat}_{CF}(\star, 2) \) is NP-hard. This is based on the NP-hardness of \( \text{EqSat}(\star, 1) \). Before the proofs, we give a brief informal explanation of the idea.

We are going to transform a system of word equations over \( (\Xi, \Sigma_1) \) into a similarly-behaving system of constant-free word equations over \( (\Xi \cup \{a, b\}, \Sigma_2) \), where \( a \) and \( b \) are new variables. The letter 0 in the original system has two important properties: It is primitive, and the images of all variables are powers of it. We want to replace 0 by a word consisting of variables that has similar properties. We can use the word \( a^2b^2 \). For all \( \{a, b\}\)-nonperiodic solutions \( \beta \), the word \( \beta(a^2b^2) \) is primitive, and we can force \( \beta(x) \) to be a power of \( \beta(a^2b^2) \) by adding the equation \( (xa)b^2, a^2b^2x \) for all \( x \in \Xi \). Finally, adding the equation \( (xy, yx) \) for all \( x, y \in \Xi \) makes sure that every \( \{a, b\}\)-periodic solution is periodic.

\[ \begin{array}{c}
\text{Theorem 13.} \\
\text{For all } n \in \mathbb{Z}_+, \\
\text{EqSat}(n, 1) \leq_p \text{EqSat}_{CF}(n + 2, 2) \quad \text{and} \quad \text{EqSat}(\star, 1) \leq_p \text{EqSat}_{CF}(\star, 2).
\end{array} \]
We can construct in polynomial time a system of constant-free word equations
\[ \alpha \]
and a morphism
\[ \beta : \Sigma_2 \rightarrow \Sigma_2^*, \quad \beta(a) = 0, \quad \beta(b) = 1. \]
We can construct in polynomial time a system of constant-free word equations
\[ S' = \{(\sigma(U), \sigma(V)) \mid (U, V) \in S\} \cup \{(x \sigma(0), \sigma(0)x) \mid x \in \Xi\} \cup \{(xy, yx) \mid x, y \in \Xi\} \]
over \((\Xi \cup \{a, b\}, \Sigma_2)\). To complete the proof of the theorem, we show that \(S'\) has a nonperiodic solution if and only if \(S\) has a solution.

First, assume that \(S\) has a solution \(\alpha\). We can define a nonperiodic \(\Sigma_2\)-preserving morphism
\[ \beta : \Xi \cup \{a, b\} \cup \Sigma_2^* \rightarrow \Sigma_2^*, \quad \beta(x) = \tau(x) \text{ for all } x \in \{a, b\}, \]
and show that it is a solution of \(S'\). By using the definition of \(\beta\) and the fact that \(\alpha\) is \(\Sigma_1\)-preserving and \(\sigma\) is \(\Xi\)-preserving, we get
\[ \beta(\sigma(0)) = \tau(\sigma(0)) = \tau(\sigma(\alpha(0))), \]
\[ \beta(\sigma(x)) = \tau(x) = \tau(\sigma(\alpha(x))) \text{ for all } x \in \Xi. \quad (7) \]

For all \((U, V) \in S\), from \(U, V \in (\Xi \cup \Sigma_1)^*\), \((7), \text{ and } \alpha(U) = \alpha(V)\), it follows that
\[ \beta(\sigma(U)) = \tau(\sigma(\alpha(U))) = \tau(\sigma(\alpha(V))) = \beta(\sigma(V)). \]
Thus \(\beta\) is a solution of \((\sigma(U), \sigma(V))\) for all \((U, V) \in S\). For all \(x \in \Xi\), we have \(\alpha(x) \in 0^*\) and therefore
\[ \beta(x) = \tau(\sigma(\alpha(x))) \in \tau(\sigma(0)), \quad (\sigma(0))^* = \beta(\sigma(0))^*. \]
Thus \(\beta\) is a solution of all the other equations in \(S'\) as well.

Second, assume that \(S'\) has a nonperiodic solution \(\beta\). From \(\beta(xy) = \beta(yx)\) for all \(x, y \in \Xi \cup \{\sigma(0)\}\) it follows that there exists a primitive word \(R\) such that \(\beta(x) \in R^*\) for all \(x \in \Xi \cup \{\sigma(0)\}\). If \(\beta\) is \(\{a, b\}\)-periodic, then \(\beta(\sigma(0)) = \beta(a) = \beta(b) \in R^*\), and then \(\beta\) is periodic, a contradiction. Therefore \(\beta\) must be \(\{a, b\}\)-nonperiodic. It follows from Theorem 7 that \(\beta(\sigma(0))\) is primitive and therefore \(\beta(\sigma(0)) = R\). We can define a bijective morphism
\[ \phi : R^* \rightarrow \Sigma_1^*, \quad \phi(R) = 0, \]
and a morphism
\[ \alpha : (\Xi \cup \Sigma_1)^* \rightarrow \Sigma_1^*, \quad \alpha = \phi \circ \beta \circ \sigma. \]
Then \(\alpha\) is well-defined because the image of \(\beta \circ \sigma\) is a subset of \(R^*\), and \(\alpha\) is \(\Sigma_1\)-preserving because \(\alpha(0) = \phi(R) = 0\), and \(\alpha\) is a solution of \(S\) because
\[ \alpha(U) = \phi(\beta(\sigma(U))) = \phi(\beta(\sigma(V))) = \alpha(V) \]
for all \((U, V) \in S\). \(\Box\)

\textbf{Corollary 14.} The decision problem \(\text{EqSat}^{CF}_{NP}(\ast, 2)\) is \(NP\)-hard.

\textbf{Proof.} Follows from Theorem 13 because \(\text{EqSat}(\ast, 1)\) is \(NP\)-hard. \(\Box\)
5 Noncommuting satisfiability

We have proved that EqSat$_{CF}$ is NP-hard, but based on this result alone, it might be possible that, for example, EqSat$_{CF}$ is NP-complete but EqSat is not in NP. We would like to prove that constant-free equations are, in some sense, as hard as general word equations. We are going to prove this kind of a result for the decision problem EqSat$_{\overline{NC}}$.

When trying to generalize the ideas of the previous section to the case where the alphabet of constants is $\Sigma_k$ with $k > 1$, it is quite easy to define words $C_i \in \{a, b\}$ for all $i \in \Sigma_k$ so that for all $\{a, b\}$-nonperiodic morphisms $\beta$, the words $\beta(C_i)$ are distinct primitive words and $\{\beta(C_0), \ldots, \beta(C_{k-1})\}$ is the basis of a free monoid. The problem is that we cannot make sure that $\beta(x)$ is in this free monoid for all original variables $x$. (This difficulty is related to the fact that if $X \in \Sigma^*$, $\Gamma \subseteq \Sigma$, $|\Gamma| \geq 2$, then the property $X \in \Gamma^*$ cannot be expressed by word equations, see [19].) However, we can make sure that $\beta(x)$ is in a certain larger free monoid whose basis contains the words $\beta(C_0), \ldots, \beta(C_{k-1})$. This is sufficient to prove the results.

Lemma 15. Let $k \in \mathbb{Z}_+$ and let $a, b$ be variables. Let

\begin{align*}
A_i &= a_i b_i a_i^{k-i+1} \quad \text{for all } i \in \{0, \ldots, k + 1\}, \\
B &= A_2^2 A_{k+1}^2 A_k^2, \\
C_i &= BA_i B \quad \text{for all } i \in \{0, \ldots, k - 1\}.
\end{align*}

Let $\beta : \{a, b\}^* \rightarrow \Sigma^*$ be an $\{a, b\}$-nonperiodic (and therefore injective) morphism and let

$M = (\beta(B)\Sigma^* \cap \Sigma^* \beta(B)) \cup \{\varepsilon\}$.

The following are true:

1. $\beta(A_0), \ldots, \beta(A_{k+1}), \beta(B)$ are primitive.
2. $M$ is a free monoid.
3. $\beta(C_0), \ldots, \beta(C_{k-1})$ are in the basis of $M$.
4. If $U \in M \setminus \{\varepsilon\}$ and $UV = VU$, then $V \in M$.

Proof.

1. The primitivity of the words $\beta(A_i)$ follows from Theorem 7. The word $\beta(B)$ is the image of 0011100 under the morphism defined by $0 \mapsto \beta(A_k)$, $1 \mapsto \beta(A_{k+1})$, and $\beta(A_k A_{k+1}) \neq \beta(A_{k+1} A_k)$ because $A_k A_{k+1} \neq A_{k+1} A_k$, so also the primitivity of $\beta(B)$ follows from Theorem 7.

2. We use Theorem 2. Clearly $M$ is a monoid. We have to show that if $U, V, W \in \Sigma^*$ and $U, VW, UV, W \in M$, then $V \in M$. If $V = \varepsilon$, then $V \in M$. If $|V| \geq |\beta(B)|$, then $VVW$ and thus also $V$ begins with $\beta(P)$, and $UVW$ and thus also $V$ ends with $\beta(P)$, so $V \in M$. If $0 < |V| < |\beta(B)|$, then we can write $U = X \beta(B), UV = Y \beta(B), UVW = X \beta(B)^2 Z$ for some words $X, Y, Z$ such that $|X| < |Y| < |X \beta(B)|$, so $\beta(B)$ is an internal factor of $\beta(B)^2$, which contradicts the primitivity of $\beta(P)$. Thus $M$ is a free monoid by Theorem 2.

3. Clearly $\beta(C_i) \in M$. If $\beta(C_i)$ is not in the basis for some $i \in \{0, \ldots, k - 1\}$, then it is a product of two nonempty elements of $\beta$ (so it has a factor $\beta(B^2)$) and thus also a factor $\beta(A_i^2)$ and we can write

$$\beta(C_i) = \beta(A_i^2 A_{k+1}^2 A_k^2 A_i A_{k+1}^2 A_k A_i^2 A_{k+1}^2 A_k^2) = U \beta(A_i^2) V.$$  \hspace{1cm} (8)

for some words $U, V$. Let $l = |\beta(A_i)|$. Note that $l = |\beta(A_j)|$ for all $j$. If $l$ divides $|U|$, then it follows from (8) that $|\beta(A_i)| = |\beta(A_{k+1})|$ or $|\beta(A_k)| = |\beta(A_i)|$, which contradicts the injectivity of $\beta$. If $l$ does not divide $|U|$, then it follows from (8) that $|\beta(A_k)|$ is an internal factor of $\beta(A_i^2)$, which contradicts the primitivity of $\beta(A_k)$. This proves the claim.
We can construct in polynomial time a system of constant-free word equations
\[ \Sigma_k \]
for all \( n \in \mathbb{Z}_+ \),
\[ \text{EqSat}(n, \star) \leq_p \text{EqSat}_{NC}^{\text{CF}}(2n + 2) \quad \text{and} \quad \text{EqSat}(\star, \star) \leq_p \text{EqSat}_{NC}^{\text{CF}}(\star, 2). \]

Proof. Let \( S \) be a system of word equations over \( (\Xi, \Sigma_k) \), where \( \Xi = \{x_1, \ldots, x_n\} \). Let \( a, b, y_1, \ldots, y_n \) be new variables not in \( \Xi \) and let \( \Xi' = \Xi \cup \{a, b, y_1, \ldots, y_n\} \). Let \( B, C_i, M \) be as in Lemma 15. Let us define a \( \Xi \)-preserving morphism
\[ \sigma : (\Xi \cup \Sigma_k)^* \rightarrow (\Xi \cup \{a, b\})^*, \ \sigma(i) = C_i \text{ for all } i \in \Sigma_k, \]
and a morphism
\[ \tau : \{a, b\}^* \rightarrow \Sigma_2^*, \ \tau(a) = 0, \ \tau(b) = 1. \]

We can construct in polynomial time a system of constant-free word equations
\[ S' = \{(\sigma(U), \sigma(V)) \mid (U, V) \in S\} \cup \{(x, By_i B, By_i B x_i) \mid i \in \{1, \ldots, n\}\}. \]
over \( (\Xi', \Sigma_2) \). To complete the proof of the theorem, we show that \( S' \) has an \( \{a, b\} \)-nonperiodic solution \( \beta \) if and only if \( S \) has a solution.

First, assume that \( S \) has a solution \( \alpha \). For all \( i \), if \( \sigma(\alpha(x_i)) = \varepsilon \), let \( Y_i = \varepsilon \), and otherwise let \( \sigma(\alpha(x_i)) = BY_i B \). Such words \( Y_i \) exist by the definition of \( \sigma \). We can define an \( \{a, b\} \)-nonperiodic \( \Sigma_2 \)-preserving morphism
\[ \beta : (\Xi' \cup \Sigma_2)^* \rightarrow \Sigma_2^*, \ \beta(x) = \tau(x) \text{ for all } x \in \{a, b\}, \]
\[ \beta(x_i) = \tau(\sigma(\alpha(x_i))) \text{ for all } i, \]
\[ \beta(y_i) = \tau(Y_i) \text{ for all } i, \]
and show that it is a solution of \( S' \). By using the definition of \( \beta \) and the fact that \( \alpha \) is \( \Sigma_k \)-preserving and \( \sigma \) is \( \Xi \)-preserving, we get
\[ \beta(\sigma(i)) = \tau(\sigma(i)) = \tau(\sigma(\alpha(i))) \text{ for all } i \in \Sigma_k, \]
\[ \beta(\sigma(x)) = \beta(x) = \tau(\sigma(\alpha(x))) \text{ for all } x \in \Xi. \] \( \quad (9) \)

For all \( (U, V) \in S \), from \( U, V \in (\Xi \cup \Sigma_k)^* \), \( (9) \), and \( \alpha(U) = \alpha(V) \), it follows that
\[ \beta(\sigma(U)) = \tau(\sigma(\alpha(U))) = \tau(\sigma(\alpha(V))) = \beta(\sigma(V)). \]

Thus \( \beta \) is a solution of \( (\sigma(U), \sigma(V)) \) for all \( (U, V) \in S \). We have \( \beta(x_i) = \varepsilon \) or \( \beta(x_i) = \tau(BY_i B) = \beta(By_i B) \) for all \( i \), so \( \beta \) is a solution of the other equations \( (x, By_i B, By_i B x_i) \) in \( S' \) as well.

Second, assume that \( S' \) has an \( \{a, b\} \)-nonperiodic solution \( \beta \). By Lemma 15, from \( \beta(x_i By_i B) = \beta(By_i B x_i) \) it follows that \( \beta(x_i) \in M \) for all \( i \). Again by Lemma 15, \( M \) is free and the words \( \beta(C_i) \) are in the basis of \( M \), so there exists an infinite alphabet \( \Gamma \) containing \( \Sigma_k \) and an injective morphism
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\[ \phi : M \to \Gamma^* \] such that \( \phi(\beta(C_i)) = i \) for all \( i \). We can define a \( \Sigma_k \)-preserving morphism

\[ \psi : \Gamma^* \to \Sigma_k^*, \psi(x) = \varepsilon \] for all \( x \in \Gamma \setminus \Sigma_k \)

and a morphism

\[ \alpha : (\Xi \cup \Sigma_k)^* \to \Sigma_k^*, \alpha = \psi \circ \phi \circ \beta \circ \sigma. \]

Then \( \alpha \) is well-defined because \( \beta(\sigma(x)) \in M \) for all \( x \in \Xi \cup \Sigma_k \), and \( \alpha \) is \( \Sigma_k \)-preserving because

\[ \alpha(i) = \psi(\phi(\beta(C_i))) = \psi(i) = i \]

for all \( i \in \Sigma_k \), and \( \alpha \) is a solution of \( S \) because from \( \beta(\sigma(U)) = \beta(\sigma(V)) \) it follows that

\[ \alpha(U) = \psi(\phi(\beta(\sigma(U)))) = \psi(\phi(\beta(\sigma(V)))) = \alpha(V) \]

for all \( (U, V) \in S \). ▶

Corollary 17. \( \text{EqSat}(*,*) \equiv_p \text{EqSat}_{NC}^F(*,*) \).

**Proof.** We proved in Theorem 16 that \( \text{EqSat}(*,*) \leq_p \text{EqSat}_{NC}^F(*,*) \). To prove the other direction, let \( S \) be a system of constant-free equations over \((\Xi, \Sigma_k), k \geq 2\), and \( x, y \in \Xi \). Let \( p, q, r \) be new variables not in \( \Xi \). It is easy to see that the system

\[ S' = S \cup \{(xy, p0q), (yx, p1r)\} \]

over \((\Xi \cup \{p, q, r\}, \Sigma_k)\) has a solution if and only if \( S \) has a \( \{x, y\}\)-nonperiodic solution: If \( \beta \) is a solution of \( S' \), then the restriction of \( \beta \) on \((\Xi \cup \Sigma_k)^*\) is a solution of \( S \), and it is \( \{x, y\}\)-nonperiodic because

\[ \beta(xy) = \beta(p)0\beta(q) \neq \beta(p)1\beta(r) = \beta(yx). \]

On the other hand, if \( \alpha \) is an \( \{x, y\}\)-nonperiodic solution of \( S \), then we can write \( \alpha(xy) = PaQ \) and \( \alpha(yx) = PbR \) for some words \( P, Q, R \) and distinct letters \( a, b \). Because \( S \) is constant-free, every morphism we get from \( \alpha \) by permuting the constant letters in the images of the variables is also an \( \{x, y\}\)-nonperiodic solution of \( S \), so we can assume that \( a = 0 \) and \( b = 1 \). Then we can extend \( \alpha \) to a solution \( \alpha' \) of \( S' \) by defining \( \alpha'(p) = P, \alpha'(q) = Q, \alpha'(r) = R \). This completes the proof. ▶

6 Conclusion

We have proved that the inclusion problem of nonerasing pattern languages is undecidable even in the case of constant-free patterns. We have also proved that the nonperiodic satisfiability problem of constant-free word equations is NP-hard, and the noncommuting satisfiability problem of constant-free word equations is polynomially equivalent to the general satisfiability problem of word equations.

The following questions remain open:

- Is the equivalence problem of erasing pattern languages decidable?
- Is the satisfiability problem of word equations in NP?
- For some fixed \( n \geq 3 \), can we prove that \( \text{EqSat}(n,*) \) is in \( P \) or \( NP \) or \( NP-hard \)?
There are also several smaller open questions raised by the new results:

- Can the numbers 2560 and 2562 in Corollary 12 be made significantly smaller? This would require either a rather different approach or improving the results in [4].
- Is EqSat(⋆,⋆) polynomial-time reducible to EqSat_{CP}(⋆,⋆)?
- In Theorem 16, we used \( n + 2 \) new variables. Would a constant number of new variables be sufficient?
- The satisfiability problem remains NP-hard for several restricted subfamilies of word equations. Can we prove NP-hardness results for some interesting subfamilies of constant-free equations?
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Abstract

Deciding bisimulation equivalence of two pushdown automata is one of the most fundamental problems in formal verification. Though Sénizergues established decidability of this problem in 1998, it has taken a long time to understand its complexity: the problem was proven to be non-elementary in 2013, and only recently, Jančar and Schmitz showed that it has an Ackermann upper bound. We improve the lower bound to Ackermann-hard, and thus close the complexity gap.

1 Introduction

In the area of formal verification, equivalence checking plays a central role in characterizing when two systems should be considered as the same. A classical equivalence is language equivalence, which asks if two processes recognize the same language. To characterize more refined behavioural relations, Milner proposed a fundamental equivalence called bisimulation equivalence (a.k.a. bisimilarity) [15]. Two processes are bisimilar to each other if every transition from one process can be simulated by the other one, and the resulting two processes keep in the same bisimilarity relation. If internal actions are allowed in a bisimulation step, we will get a more complicated equivalence called weak bisimilarity [15]. A seminal result proven in [1] shows that bisimulation equivalence is decidable for processes generated by context-free grammars, while the language equivalence between context-free grammars is well-known to be undecidable [6]. Extensive works followed up ever since, studying different equivalence relations on various infinite-state systems. See [13] for a survey.
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Pushdown automata (PDA) extend finite-state automata with a stack memory and can be used to model recursive programs naturally. Since PDA recognize the same language as context-free grammars [6], language equivalence is undecidable. The language equivalence of deterministic PDA (DPDA), raised by Ginsburg and Greibach in [5], was first proved to be decidable for the real-time subclass, i.e., DPDA without internal actions [17, 16]. The decidable result was extended to DPDA in Sénizergues’s remarkable work [23]. Observe that on DPDA, language equivalence coincides with weak bisimulation equivalence, which implies the decidability of weak bisimilarity for DPDA. Sénizergues later generalized the decidability result to weak bisimilarity of PDA with deterministic internal actions [22, 24]. An internal action is deterministic if there is no alternative. There are also quite a few works trying to simplify Sénizergues’s proof [27, 25, 26, 7, 8]. Stirling revisited the decidability proof for DPDA via a tableau system [27]. He also generalized the tableau system for PDA [26]. Another line of work is conducted by Jančar in the framework of first-order grammars (FOG) [7, 8]. FOG has very close relationship with PDA [4]. It can describe PDA with deterministic internal actions by collapsed graphs where all internal actions are absorbed.

Concerning the complexity issue of bisimilarity of PDA, the best known upper bound for the deterministic case (DPDA) is Tower [28, 9], while only P-hardness is known. For general PDA, Exptime-hardness was proven by Kučera and Mayr [14]. The Exptime-hardness even holds for a subclass of PDA, named BPA (Basic Process Algebra), of which the set of control states is a singleton [12]. The Exptime-hardness was further improved to non-elementary (Tower-hard actually) [2]. This non-elementary lower bound also holds for the normed subclass, where every PDA process can empty its stack. As for the upper bound for bisimilarity of PDA, little was known until very recently. Jančar and Schmitz gave an Ackermann algorithm in [10]. This upper bound is actually proven in the framework of FOG. It also matches the Ackermann-hard lower bound for bisimilarity of FOG [9].

Observe that FOG are equivalent to PDA with deterministic internal actions. Without internal actions, the Ackermann-hardness of FOG cannot be applied to PDA. Thus the best known lower-bound for bisimilarity of PDA is still Tower-hard.

Our Contribution. We show that bisimilarity of PDA is actually Ackermann-complete by improving the Tower-hard lower bound to Ackermann-hard. This is done by a reduction from the coverability problem of reset Petri net [19]. Moreover, our reduction also gives rise to a parametric complexity result, i.e., \(F_{d-1}\)-hardness if the number of control states \(d \geq 4\) is fixed. Our proof extends an early work by Jančar [9], where similar results for first-order grammars are established. We improve the reduction by avoiding \(\varepsilon\)-rules.

We summarize some mentioned results in Table 1 with our result presented in bold.

Further Comments. According to Table 1, the complexity classes of bisimilarity problems for PDA and first-order grammars happen to be the same. Thus one may wonder whether these two models are actually equal with respect to bisimilarity. The answer was known to be negative [3]. In this paper, we present a new proof which shows that pushdown automata are strictly weaker than first-order grammars as far as bisimilarity is considered. It also demonstrates why the reduction in [9] cannot be applied to real-time PDA directly.
**Organization.** The rest of the paper is organized as follows. Section 2 introduces the background knowledge and necessary notations. Section 3 establishes the Ackermann hardness for bisimilarity of PDA. Section 4 shows that PDA are strictly weaker than FOG considering bisimilarity. Section 5 concludes this paper.

## 2 Preliminaries

### 2.1 Pushdown Automata

**Definition 1** (PDA). A pushdown automaton $A = (Q, \Gamma, \Sigma, R)$ consists of
- a finite set of control states $Q$ ranged over by $r, p, q$;
- a finite set of stack symbols $\Gamma$ ranged over by $X, Y, Z$;
- a finite set of actions $\Sigma$ ranged over by $a, b, c, d, f$;
- a finite set of rules $R \subseteq Q \times \Gamma \times \Sigma \times \Lambda \times \Gamma^*$.

The set $\Sigma^*$ of words will be ranged over by $u, v, w$, and the set $\Gamma^*$ of finite strings of stack symbols will be ranged over by $\alpha, \beta$. We write $\alpha \beta$ (respectively $uv$) for the concatenation of $\alpha$ and $\beta$ (respectively $u$ and $v$). As usual, $|\alpha|$ and $|u|$ represent the length of $\alpha$ and $u$ respectively. For $n \in \mathbb{N}$, we use $a^n$ to denote $n$ consecutive actions $a$, and similarly for $X^n$. We write $pX \overset{a}{\rightarrow} qa \in R$ to mean $(p, X, a, q, \alpha) \in R$.

The syntax of a PDA process is $pX \overset{a}{\rightarrow} qa \in R$, where $p \in Q$ and $\alpha \in \Gamma^*$. The size of process $pX\alpha$, denoted by $|pX\alpha|$, is defined as its stack height $|\alpha|$. The set of PDA processes $P$ is ranged over by $P, Q$. The semantics of the PDA processes is defined by the following rule:

$$
\begin{align*}
    pX \overset{a}{\rightarrow} qa & \in R \\
pX\beta \overset{a}{\rightarrow} qa\beta & \quad (1)
\end{align*}
$$

If $w = a_1a_2 \ldots a_n$ with $a_i \in \Sigma$ $(i = 1, \ldots, n)$, then $P \overset{w}{\rightarrow} Q$ stands for $P \overset{a_1}{\rightarrow} P_1 \overset{a_2}{\rightarrow} \ldots P_{n-1} \overset{a_n}{\rightarrow} Q$ for some $P_1, P_2, \ldots, P_{n-1}$. A process $P$ is normed if $P \overset{w}{\rightarrow} p$ for some $w \in \Sigma^*$ and $p \in Q$, i.e., $P$ can empty its stack. A PDA $A$ is normed (denoted as nPDA) if every process defined in $A$ is normed.

**Definition 2** (Bisimulation). A binary relation $R \subseteq P \times P$ is a bisimulation if, for all $a \in \Sigma$, the following statements are valid:
1. whenever $(P, Q) \in R$ and $P \overset{a}{\rightarrow} P'$, then $Q \overset{a}{\rightarrow} Q'$ and $(P', Q') \in R$ for some $Q'$;
2. whenever $(P, Q) \in R$ and $Q \overset{a}{\rightarrow} Q'$, then $P \overset{a}{\rightarrow} P'$ and $(P', Q') \in R$ for some $P'$.

The largest bisimulation relation, denoted by $\sim$, is an equivalence relation called bisimulation equivalence or bisimilarity [15].

When silent actions are considered, we use a special symbol $\varepsilon$ to represent a silent action. Note that in Definition 1 we assume $\varepsilon \notin \Sigma$. PDA without silent actions are called real-time PDA. When silent actions are allowed, we will specify action set as $\Sigma_e = \Sigma \cup \{\varepsilon\}$. A rule of the form $PX \overset{a}{\rightarrow} qa$ is referred to as an $\varepsilon$-rule. For an $\varepsilon$-rule $PX \overset{\varepsilon}{\rightarrow} qa$, we say it is popping if $|\alpha| < 1$; it is pushing if $|\alpha| > 1$; it is deterministic if $P \overset{\varepsilon}{\rightarrow} q'\alpha$ implies $a = \varepsilon$, $q' = q$, and $\alpha' = \alpha$. We will write $\overset{\varepsilon}{\rightarrow}$ for the reflexive and transitive closure of $\overset{\varepsilon}{\rightarrow}$; and write $\overset{\varepsilon}{\rightarrow}$ for $\overset{\varepsilon}{\rightarrow}$ if $a \neq \varepsilon$.

**Definition 3** (Weak Bisimulation). A binary relation $R \subseteq P \times P$ is a weak bisimulation if, for all $a \in \Sigma_e$, the following statements are valid:
1. whenever $(P, Q) \in R$ and $P \overset{a}{\rightarrow} P'$, then $Q \overset{a}{\rightarrow} Q'$ and $(P', Q') \in R$ for some $Q'$;
2. whenever $(P, Q) \in R$ and $Q \overset{a}{\rightarrow} Q'$, then $P \overset{a}{\rightarrow} P'$ and $(P', Q') \in R$ for some $P'$.

The largest weak bisimulation relation, denoted by $\approx$ is called weak bisimilarity [15], and is also an equivalence relation.
Fast-Growing Complexity. We will use an ordinal-indexed hierarchy of “fast-growing” complexity classes defined in [18]. This hierarchy grows as \( F_1, F_2, F_3, \ldots, F_{\omega}, F_{\omega+1}, \ldots \) and allows the classification of many decision problems with a non-elementary complexity. Here \( F_3 = \text{TOWER} \) is the lowest non-elementary complexity class; \( \bigcup_{k \in N} F_k \) is the primitive-recursive complexity class; and \( F_{\omega} = \text{ACKERMANN} \) is the lowest non-primitive-recursive complexity class. A complexity class is closed under reduction functions from “lower” complexity class. For example, all classes starting from \( F_3 \) are closed under elementary reduction.

Bisimilarity Problem for PDA. We are interested in the bisimilarity problem for PDA defined as follows. Given a PDA \( A = (Q, \Gamma, \Sigma, R) \) and two process \( p_\alpha \) and \( q_\beta \), where \( p, q \in Q \) and \( \alpha, \beta \in \Gamma^* \), the bisimilarity problem asks if \( p_\alpha \sim q_\beta \).

Our main result stated as follows improves the previous Tower-hard lower bound [2].

\( \textbf{Theorem 4.} \) The bisimilarity problem for PDA is Ackermann-hard and is \( F_{d-1} \)-hard if the number of control states \( d \geq 4 \) is fixed.

Combining with Ackermann upper bound from [10], we have the following result.

\( \textbf{Corollary 5.} \) The bisimilarity problem for PDA is Ackermann-complete.

2.2 Bisimulation Game

Bisimulation equivalence has a nice game characterization called the bisimulation game.

Bisimulation Game. Given a pair of processes \((P_0, Q_0)\), a bisimulation game for \((P_0, Q_0)\) is played between Attacker and Defender. The game is played in rounds. In round \( i \), Attacker chooses a transition \( P_{i-1} \xrightarrow{a} P_i \) (resp. \( Q_{i-1} \xrightarrow{a} Q_i \)), then Defender chooses a transition with the same action \( Q_{i-1} \xrightarrow{a} Q_i \) (resp. \( P_{i-1} \xrightarrow{a} P_i \)). We use \((P_{i-1}, Q_{i-1}) \xrightarrow{a} (P_i, Q_i)\) to denote a round. Defender wins if it never gets stuck; otherwise Attacker wins. We say that one player has a winning strategy if it can always win no matter how the opponent plays. The following result is well known.

\( \textbf{Lemma 6.} \) \( P \sim Q \) if and only if Defender has a winning strategy in the bisimulation game for \((P, Q)\).

Macro Rules. Following [2], we introduce two kinds of macro rules to facilitate the design of bisimulation game and make our presentation concise.

\( \text{(1).} \) A macro rule \((pX, qY) \xrightarrow{\text{ATT}} (p_1\alpha_1, q_1\beta_1)\) denotes a pair of transitions:

\[ pX \xrightarrow{a} p_1\alpha_1 \quad qY \xrightarrow{a} q_1\beta_1 \]

Here action \( a \) is fresh. This macro rule favours Attacker. In a bisimulation game for \((pX, qY)\), if Attacker chooses transition \( pX \xrightarrow{a} p_1\alpha_1 \) (or \( qY \xrightarrow{a} q_1\beta_1 \)), then Defender is forced to choose transition \( qY \xrightarrow{a} q_1\beta_1 \) (or \( pX \xrightarrow{a} p_1\alpha_1 \)).

\( \text{(2).} \) A macro rule \((pX, qY) \xrightarrow{\text{DEF}} \{(p_1\alpha_1, q_1\beta_1), (p_2\alpha_2, q_2\beta_2)\}\) denotes a set of transitions:

\[ pX \xrightarrow{a_1} pZ_1 \quad pX \xrightarrow{a_1} pZ_2 \quad pX \xrightarrow{a_1} pZ_3 \]
\[ qY \xrightarrow{a_1} pZ_2 \quad qY \xrightarrow{a_1} pZ_3 \]
\[ pZ_1 \xrightarrow{a_2} p_1\alpha_1 \quad pZ_1 \xrightarrow{a_3} p_2\alpha_2 \quad pZ_2 \xrightarrow{a_2} p_1\alpha_1 \quad pZ_2 \xrightarrow{a_3} q_2\beta_2 \]
\[ pZ_3 \xrightarrow{a_2} q_1\beta_1 \quad pZ_3 \xrightarrow{a_3} p_2\alpha_2 \]
Here $a_1, a_2, a_3$ are fresh actions, and $Z_1, Z_2$ and $Z_3$ are fresh stack symbols. This macro rule favours Defender. It is powered by a useful technique called Defender’s forcing [11]. The state transition diagram of this macro rule is shown in Fig. 1. In a nutshell, with this macro rule, Defender can decide whether the game should continue with $(p_1 \alpha_1, q_1 \beta_1 \alpha)$ or $(p_2 \alpha_2, q_2 \beta_2 \alpha)$ in the bisimulation game for $(pX \alpha, qY \alpha)$.

Let us take a look at the development of the game for $(pX \alpha, qY \alpha)$.

1. If the game reaches a configuration with two identical processes, Defender wins immediately. Thus Attacker’s optimal choice in the first step is $pX \alpha \xrightarrow{a_1} pZ_1 \alpha$.
2. Then Defender can make a choice between $qY \alpha \xrightarrow{a_1} pZ_2 \alpha$ and $qY \alpha \xrightarrow{a_1} pZ_3 \alpha$. If Defender chooses transition $qY \alpha \xrightarrow{a_1} pZ_2 \alpha$, the game continues with $(pZ_1 \alpha, pZ_2 \alpha)$. If Defender chooses transition $qY \alpha \xrightarrow{a_1} pZ_3 \alpha$, the game continues with $(pZ_1 \alpha, pZ_3 \alpha)$.
3. In the case of $(pZ_1 \alpha, pZ_2 \alpha)$, Attacker is forced to choose action $a_3$, the game comes into $(p_2 \alpha_2 \alpha, q_2 \beta_2 \alpha)$. Similarly, in the case of $(pZ_1 \alpha, pZ_3 \alpha)$, Attacker is forced to choose action $a_2$ and the game reaches $(p_1 \alpha_1 \alpha, q_1 \beta_1 \alpha)$.

## 3 Lower Bound

We prove our main result by a reduction from the coverability problem of reset Petri net. We recall reset Petri net and its ACKERMANN-complete coverability problem in Section 3.1. We then construct an exponential time reduction in Section 3.2. Although the exponential time reduction suffices for our purpose, we revise it to a polynomial one in Section 3.3.

### 3.1 Reset Petri Net

**Reset Petri Net (RPN).** A reset Petri net is a tuple $N = (S, C, \delta)$ consists of

- a finite set of control states $S$ ranged over by $s, t$;
- a finite set of counters $C = \{c_1, c_2, \ldots, c_d\}$;
- a finite set of instructions $\delta \subseteq S \times O \times S$, where the set of operations $O$ consists of $\text{INC}(c_i)$, $\text{DEC}(c_i)$ and $\text{RESET}(c_i)$ for $i = 1, 2, \ldots, d$.

A configuration is a tuple $(s, n_1, \ldots, n_d)$ with $s \in S$ representing the current state, and $n_1, \ldots, n_d \in \mathbb{N}$ representing the current contents of the counters. If $(s, op, t) \in \delta$ then we have $(s, n_1, \ldots, n_d) \rightarrow (t, n'_1, \ldots, n'_d)$ in the following cases:

- $op = \text{INC}(c_i)$, $n'_i = n_i + 1$, and $n'_j = n_j$ for all $j \neq i$; or
- $op = \text{DEC}(c_i)$, $n_i > 0$, $n'_i = n_i - 1$, and $n'_j = n_j$ for all $j \neq i$; or
- $op = \text{RESET}(c_i)$, $n'_i = 0$, and $n'_j = n_j$ for all $j \neq i$. 
By $\to^*$ we denote the reflexive and transitive closure of $\to$. We define a partial order $\leq$ on the configurations of $N$:

$$(s, n_1, \ldots, n_d) \leq (t, m_1, \ldots, m_d)$$

if $s = t \land n_1 \leq m_1 \land \ldots \land n_d \leq m_d$.

We say $\sigma_2$ is coverable from $\sigma_1$ if there is some $\sigma$ such that $\sigma_1 \to^* \sigma$ and $\sigma \geq \sigma_2$.

**Coverability Problem of RPN.** Given a Reset Petri Net $N = (S, C, \delta)$, an initial configuration $\sigma_1$ and a final configuration $\sigma_2$, where the counters of $\sigma_1$ and $\sigma_2$ are given in binary, the coverability problem asks if $\sigma_2$ is coverable from $\sigma_1$.

We recall the following complexity result for coverability problem of RPN [19, 20, 21].

**Theorem 7.** The coverability problem of RPN is Ackermann-complete, and is $F_d$-complete if the number of counters $d \geq 3$ is fixed.

### 3.2 An Exponential Time Reduction

Given a RPN $N = (S, C, \delta)$, an initial configuration $\sigma_1$, and a final configuration $\sigma_2$, we will construct a PDA $A = (Q, \Gamma, \Sigma, R)$ and two processes $P, Q$ of $A$ in exponential time such that

$\sigma_2$ is coverable from $\sigma_1$ if and only if $P \not\sim Q$. ($\star$)

**Reduction Overview.** Our reduction encodes the run of $N$ from configuration $\sigma_1$ as a bisimulation game for $(P, Q)$. In the bisimulation game, Attacker aims to show that $\sigma_2$ is coverable from $\sigma_1$, while Defender aims to show the opposite.

In order to complete the reduction, we should pay attention to the following aspects.

- A configuration $\sigma'$ of $N$ corresponds to a game for $(P', Q')$ in the sense that the state and counter values of $\sigma'$ are both encoded on the stack of both $P'$ and $Q'$.

- To track the counters in the run from $\sigma$, the bisimulation game pushes every counter operation from the initial configuration on the stacks. Observe that the value of a counter of $N$ can never become negative. Our reduction will guarantee that Attacker can never cheat by decreasing a counter with value zero. This is fulfilled by Defender’s forcing. More specifically, for every $\text{DEC}(c_i)$ operation, Defender has the power to verify its validity by initiating what we shall call a zero check for $c_i$.

- If a configuration that covers $\sigma_2$ is reached, Attacker wins the game. In the reduction, we will introduce a special witness action $f$. When a configuration $\sigma \geq \sigma_2$ is reached, the game will finally come into some $(P', Q')$ where $P'$ can do action $f$ while $Q'$ cannot.

As mentioned earlier, the basic idea of our reduction follows from [9], where ACKERMANN-hardness is proven for the bisimilarity problem of first-order grammars. However, as what will become clear in Section 4, first-order grammars are strictly more powerful than PDA w.r.t. bisimilarity. Here we highlight the main differences between our reduction and the one in [9].

- The reduction in [9] records the increasing and decreasing operations of $d$ counters into $2d$ sub-processes (i.e. sub-terms in the terminology of first-order grammars). These sub-processes can work “in parallel” and be accessed without being interfered by each other. Zero check of a specific counter is achieved by skipping irrelevant sub-processes and comparing the relevant ones directly. Due to the sequential nature of stacks, this is beyond the reach of (real-time) PDA (see also Section 4). Instead, the increasing and
We start with encoding counters of $X$ subsequence then $K$ operations $X^\alpha = \text{Counter Encoding}$. For each coverability property in bisimulation games. rules for $A$ a final configuration. The Reduction. We fix a RPN time reduction. the coverability problem of RPN instead is to build a parametric lower bound under polynomial hardness result, a first parametric lower-bound for bisimilarity of PDA as well. The main reason that we choose the counter encoding and zero check trick into the reduction of [9], we can get the the control state reachability problem under exponential time reduction. Incorporating the configurations of RPN are given in binary, the coverability problem of RPN is equivalent to Remark 8. In [9], the ACKERMANN-hardness for bisimilarity of FOG is established by reduction from the control state reachability problem of RPN. When the counters in the configurations of RPN are given in binary, the coverability problem of RPN is equivalent to the control state reachability problem under exponential time reduction. Incorporating the counter encoding and zero check trick into the reduction of [9], we can get the ACKERMANN-hard lower bound for bisimilarity of PDA as well. The main reason that we choose the coverability problem of RPN instead is to build a parametric lower bound under polynomial time reduction.

The Reduction. We fix a RPN $N = (S, C, \delta)$, an initial configuration $\sigma_1 = (I_s, n_1, \ldots, n_d)$, a final configuration $\sigma_2 = (I_f, m_1, \ldots, m_d)$ in this subsection. The corresponding PDA $A = (Q, \Gamma, \Sigma, \rho)$ and two processes $P, Q$ are defined as follows.

1. We introduce $d + 1$ control states:
   $$Q \overset{\text{def}}{=} \{p, q_1, q_2, \ldots, q_d\}$$
   Here $q_1, q_2, \ldots, q_d$ correspond to $c_1, c_2, \ldots, c_d$ of $C$, respectively. The usage of state $p$ will become clear later.

2. To record the operations on counters in $C$, we introduce the following stack symbols:
   $$\Gamma_c \overset{\text{def}}{=} \{X_i^+, X_i^-, X_i^0 : i = 1, 2, \ldots, d\} \subseteq \Gamma$$
   Here $X_i^+$, $X_i^-$, and $X_i^0$ represent operations $\text{INC}(c_i)$, $\text{DEC}(c_i)$, and $\text{RESET}(c_i)$, respectively.

3. To record the states of $N$, for every state $s \in S$, we introduce a pair of stack symbols:
   $$\{Y_s, Y_s'\} \subseteq \Gamma$$

4. The two processes $P$ and $Q$ of the initial bisimulation game configuration are defined by
   $$P \overset{\text{def}}{=} pY_s(X_1^+)^{n_1} \cdots (X_d^+)^{n_d} \quad Q \overset{\text{def}}{=} pY_s'(X_1^+)^{n_1} \cdots (X_d^+)^{n_d}$$
   In the rest of this subsection, we will complete the definition of $A$ to validate property ($\ast$). We start with encoding counters of $N$ on the stacks of PDA processes. We then introduce rules for $A$ to manipulate counters and perform zero checks. Last we show how to verify the coverability property in bisimulation games.

Counter Encoding. For each $i = 1, 2, \ldots, d$, we introduce a function $\text{count}_i : \Gamma_c^+ \rightarrow \mathbb{Z}$. Let $\alpha = X_n X_{n-1} \ldots X_1 \in \Gamma_c^+$. Intuitively, $\text{count}_i(\alpha)$ computes the value of $c_i$ after a sequence of operations $X_1, X_2, \ldots, X_n$. More specifically, let $K_i$ be the largest index such that $X_{K_i} = X_i^0$, i.e., the leftmost occurrence of a reset operation of counter $c_i$. If $X_i^0$ does not appear in $\alpha$, then $K_i = 0$. Let $I_i$ and $D_i$ be the respective numbers of occurrences of $X_i^+$ and $X_i^-$ in the subsequence $X_n X_{n-1} \ldots X_{K_i+1}$ of $\alpha$. The function $\text{count}_i$ is defined by $\text{count}_i(\alpha) = I_i - D_i$.
Remark 9. Since the counters in reset Petri net cannot be negative, some strings, e.g. \( X_1^- X_1^+ \), are invalid. For simplicity, the functions \( \text{count}_i \) are defined on all strings in \( \Gamma^*_C \).

Example 10. \( \text{count}_1(X_2^+ X_2^0 X_2^+ X_1^-) = 0 \) and \( \text{count}_2(X_2^+ X_2^0 X_2^+ X_1^-) = 2 \).

We next introduce rules for counter manipulations. The PDA processes record every operation to the counters on their stacks. The trick here is to avoid invalid operations on counters. For example, at configuration \( (pY_1 X_2^+ X_1^-) \), the counter \( c_1 \) is zero and it is not supposed to push another \( X_1^- \). Here we use the Defender’s forcing technique to fulfill this goal. Defender has a chance to force Attacker to check whether a decrease operation is valid. If it is not valid, Defender can win the game.

Counter Manipulation. For each instruction \( I = (s, op, t) \) of \( N \), we introduce a set of PDA rules to \( \mathcal{R} \) for counter manipulations as follows.

- If \( op = \text{INC}(c_i) \), we introduce \( (pY, pY') \xrightarrow{\text{ATT}} (pY_1 X_2^+ pY_i') \).
- If \( op = \text{RESET}(c_i) \), we introduce \( (pY, pY') \xrightarrow{\text{ATT}} (pY_1 X_2^+ pY_i') \).
- If \( op = \text{DEC}(c_i) \), we introduce \( (pY, pY') \xrightarrow{\text{DEF}} \{ (pY_1 X_2^+, pY_i'). \} \).

We will make more comments on the decrease operation. The control states \( q_1, q_2, \ldots, q_d \) are mainly used to zero check the counters \( c_1, c_2, \ldots, c_d \), respectively. In the sequel, we will introduce some rules to ensure the correctness of zero checks as stated in the following lemma.

Lemma 11. \( q_1 \gamma \sim p \alpha \) if and only if \( \text{count}_1(\alpha) = 0 \), where \( \alpha \in \Gamma^*_C \).

By Lemma 11, if Attacker intends to do an invalid decrease operation on counter \( c_i \), Defender can force the game to the branch of \( (p, q_i) \) and win. If Attacker intends to do a valid decrease operation on counter \( c_i \), Defender would lose in the branch of \( (p, q_i) \). In that case, Defender will force the game to the branch of \( (p Y_1 X_2^+, p Y_i') \) and the game continues.

Zero Check. We introduce the following rules to ensure the correctness of zero check. For the sake of concision, we introduce another macro rule. Given \( w = a_1 a_2 \ldots a_n \), we use \( pX \xrightarrow{w} qa \) to stand for the sequence of transitions \( pX \xrightarrow{a_1} pX_1 \xrightarrow{a_2} \ldots \xrightarrow{a_n} pX_n \xrightarrow{a_n} qa \). Note that these macro rules do not introduce any new state. All the stack symbols introduced in these macro rules are fresh.

\[
\begin{align*}
pX & \xrightarrow{\text{pop}} p & \text{For } X \in \Gamma_C \\
q_i X_i^- & \xrightarrow{\text{pop}} q_i & \text{For } i = 1, 2, \ldots, d \\
q_i X_i^+ & \xrightarrow{\text{pop}} q_i & \text{For } i = 1, 2, \ldots, d \\
q_i X_0^0 & \xrightarrow{\text{pop}} p & \text{For } i = 1, 2, \ldots, d \\
q_i X & \xrightarrow{\text{pop}} q_i & \text{For } i = 1, 2, \ldots, d, \quad X \in \Gamma_C \setminus \{ X_i^+, X_i^-, X_i^0 \}
\end{align*}
\]

Proof of Lemma 11. Observe that the bisimilarity between \( q_1 \gamma \) and \( p \alpha \) only depends on the total numbers of consecutive actions \( \text{pop} \) from \( q_1 \gamma \) and \( p \alpha \). Process \( p \alpha \) can do action \( \text{pop} \) twice for every stack symbol. Process \( q_1 \gamma \) can do three \( \text{pop} \) actions for each \( X_i^+ \) and one \( \text{pop} \) action for each \( X_i^- \) before it meets the first \( X_i^0 \). Let \( I_i \) and \( D_i \) be the numbers of \( X_i^+ \) and \( X_i^- \) before it meets the first \( X_i^0 \). It follows that \( q_1 \gamma \sim p \alpha \) if and only if \( 3 I_i + D_i + 2(|\alpha| - I_i - D_i) = 2|\alpha| \).

Note that \( \text{count}_1(\alpha) = I_i - D_i \). Thus \( q_1 \gamma \sim p \alpha \) if and only if \( \text{count}_1(\alpha) = 0 \). ▶
Remark 12. The implementation of counters and their zero check mechanism is the main technical difference of our reduction from the one for first-order grammars [9]. The reduction in [9] compares the increasing and decreasing operations of a counter directly, by skipping non-relevant operations. As will be seen in Section 4, the ability to skip non-relevant operations also makes first-order grammars more powerful than PDA.

Coverability Check. When the game reaches \((pY_i, \alpha, pY'_i, \alpha)\), Attacker can initiate a coverability check. Then Defender will choose a counter \(c_i\) and check if \(\text{count}(\alpha) \geq m_i\). To this end, we introduce \(d + 1\) pairs of stack symbols \((Z_1, Z'_1), \ldots, (Z_{d+1}, Z'_{d+1})\) for counter choice. For each \(1 \leq i \leq d\), we introduce \(m_i + 1\) pairs of stack symbols \((Z_{i,0}, Z'_{i,0}), \ldots, (Z_{i,m_i}, Z'_{i,m_i})\) for coverability check of counter \(c_i\).

1. We first add rules to check coverability of a specific counter \(c_i\) \((1 \leq i \leq d)\). For the pair \((pZ_{i,n}, pZ'_{i,n})\), where \(0 \leq n \leq m_i\), we introduce the following rules.

\[
\begin{align*}
(pZ_{i,n}, pZ'_{i,n}) & \xrightarrow{\text{DEF}} \{ (pZ_{i,n-1}X_i, pZ'_{i,n-1}X_i), (p, q_i) \}; \\
pZ_{i,0} & \xrightarrow{f} p, \quad pZ'_{i,0} \xrightarrow{\text{pop}} p.
\end{align*}
\]

If \(\text{count}(\alpha) < m_i\), then by Defender’s forcing, Defender can push \(\text{count}(\alpha)\) number of \(X_i\) to the stack and the game reaches \((pZ_{i,0}, pZ'_{i,0})\), \((\beta, \alpha)\) where \(\gamma = (X_i^{\text{count}(\alpha)})\). By Lemma 11, Defender wins. If \(\text{count}(\alpha) \geq m_i\), Defender’s best strategy would lead the game into a configuration \((pZ_{i,0}^{\beta}, pZ'_{i,0}^{\beta}, \alpha)\) where \(\beta = (X_i^{m_i})\). Attacker wins since \(pZ_{i,0}^{\beta}, \alpha\) admits a fresh action \(f\), while \(pZ'_{i,0}^{\beta}, \alpha\) does not. As a result, we have the following lemma.

Lemma 13. \(pZ_{i,m}, \alpha \sim pZ'_{i,m}, \alpha\) if and only if \(\text{count}(\alpha) < m_i\), where \(\alpha \in \Gamma^*\).

2. We next introduce the following rules to help Defender pick a specific counter to perform coverability check.

\[
\begin{align*}
(pY_i, pY'_i) & \xrightarrow{\text{ATT}} (pZ_1, pZ'_1) \\
(pZ_i, pZ'_i) & \xrightarrow{\text{DEF}} \{ (pZ_{i,m_i}, pZ'_{i,m_i}), (pZ_{i+1}, pZ'_{i+1}) \} \quad \text{for } i = 1, 2, \ldots, d; \\
pZ_{d+1} & \xrightarrow{f} p, \quad pZ'_{d+1} \xrightarrow{\text{pop}} p.
\end{align*}
\]

Suppose that Attacker initiates a coverability check and the game reaches \((pZ_{i,\alpha}, pZ'_{i,\alpha})\). Defender can choose a specific counter to verify by Defender’s forcing. Indeed if \(\text{count}(\alpha) < m_i\) for some \(1 \leq i \leq d\), Defender can force the game to \((pZ_{i,m_i}, \alpha, pZ'_{i,m_i}, \alpha)\). By Lemma 13, Defender wins. If \(\text{count}(\alpha) \geq m_i\) for all \(1 \leq i \leq d\), then Defender’s best strategy is leading the game to configuration \((pZ_{d+1}, \alpha, pZ'_{d+1}, \alpha)\). Attacker wins via a fresh action \(f\).

Proposition 14. The coverability problem of RPN (with \(d\) counters) can be reduced to the complement of the bisimilarity problem for PDA (with \(d + 1\) states) in exponential time.

Proof. We construct the reduction as described in the section and prove the property \((\star)\).

(\(\Rightarrow\)). If \((t_f, m_1, \ldots, m_d)\) is coverable from \((t_s, n_1, \ldots, n_d)\), then there exists a configuration \((t_f, m'_1, \ldots, m'_d) \geq (t_f, m_1, \ldots, m_d)\), which is reachable from \((t_s, n_1, \ldots, n_d)\). We describe a winning strategy for Attacker. Attacker simply follows the path from \((t_s, n_1, \ldots, n_d)\) to \((t_f, m'_1, \ldots, m'_d)\). Since every decrease operation is valid, Defender will not ask for zero checks. The bisimilation game will reach \((pY_i, \alpha, pY'_i, \alpha)\) such that \(\text{count}(\alpha) = m'_i\) for each \(i \in \{1, 2, \ldots, d\}\). Attacker starts a coverability check and wins the game.
is not coverable from \((t_s, n_1, \ldots, n_d)\), we describe a winning strategy for Defender. Defender just follows what Attacker does and asks for zero check if Attacker tries to decrease a zero counter. Whenever the game reaches \((pY_t, \beta, pY'_t, \beta)\) for some \(\beta \in \Gamma^*\), there exists some \(i \in \{1, 2, \ldots, d\}\). If Attacker asks for a coverability check, then Defender can choose to verify the value of counter \(c_i\). By Lemma 13, Defender wins. If Attacker never initiates a coverability check, Defender also wins as it will never get stuck.

By Theorem 7 and Proposition 14, we have our main result Theorem 4. Observe that it is safe to introduce rules \(pY_s \xrightarrow{b_{pop}} p\) and \(pY'_s \xrightarrow{b_{pop}} p\) for every \(s \in S\) since these transitions will never be chosen by Attacker (or Attacker loses immediately). As a result, the PDA \(\mathcal{A}\) is normed and our lower bound can be generalized to the normed case.

**Corollary 15.** The bisimilarity problem of normed PDA is Ackermann-complete and is \(F_{d-1}\)-hard if the number of control states is \(d \geq 4\).

### 3.3 A Polynomial Time Reduction

Although an elementary reduction suffices for our purpose, we show that the exponential time reduction can be actually revised to be polynomial. There are two exponential factors in the reduction presented in Section 3.2: (i) the size of the initial configuration of the bisimulation game can be exponentially large; and (ii) the number of rules for coverability check can be exponentially many. We eliminate both by incorporating a binary representation of counters.

**Counter Binary Encoding.** Let \(m\) be the maximal number occurs in the initial and final configuration of \(\mathcal{N}\), and \(k\) the smallest number such that \(2^k \geq m\). For every counter \(c_i\), we introduce two new stack symbols \(X_{i,j}^+\) and \(X_{i,j}^-\) for each \(j \in \{0, 1, \ldots, k\}\). Intuitively, \(X_{i,j}^+\) (resp. \(X_{i,j}^-\)) represents \(2^j\) increasing (resp. decreasing) operations on counter \(c_i\). Stack symbol \(X_{i,j}^0\) is still used to represent operation \(\text{RESET}(c_i)\). We then replace the initial game configuration by this binary representation. The function \(\text{count}\), can also be revised easily by taking the binary representation into account. We omit the details.

**Example 16.** An initial RPN configuration \(\sigma_1 = (s, 6, 3)\) can be encoded by a game configuration \((pY_sX_{1,2}^+X_{1,1}^+X_{2,0}^-X_{2,1}+X_{2,0}^-)\).

We next revise the rules to make zero check and coverability check work.

**Zero Check.** We introduce new rules for \(X_{i,j}^+\) and \(X_{i,j}^-\) for zero check, where \(0 \leq j \leq k\).

\[
\begin{align*}
pX_{i,j}^+ \xrightarrow{b_{pop}b_{pop}} \ pX_{i,j-1}^+ \ldots X_{i,0}^+ & \quad pX_{i,0}^+ \xrightarrow{b_{pop}b_{pop}} p; \\
pX_{i,j}^- \xrightarrow{b_{pop}b_{pop}} pX_{i,j-1}^- \ldots X_{i,0}^- & \quad pX_{i,0}^- \xrightarrow{b_{pop}b_{pop}} p; \\
q_iX_{i,j}^+ \xrightarrow{b_{pop}b_{pop}b_{pop}} q_iX_{i,j-1}^+ \ldots X_{i,0}^+ & \quad q_iX_{i,0}^+ \xrightarrow{b_{pop}b_{pop}b_{pop}} q_i; \\
q_iX_{i,j}^- \xrightarrow{b_{pop}} q_iX_{i,j-1}^- \ldots X_{i,0}^- & \quad q_iX_{i,0}^- \xrightarrow{b_{pop}} q_i;
\end{align*}
\]

Note that besides the rules introduced above, we keep the rule \(q_iX_{i,0}^0 \xrightarrow{b_{pop}b_{pop}} p\) for \(i \in \{1, \ldots, d\}\). Lemma 11 is still valid and can be proved along the same line.
Coverability Check. Let \( m_i \) be the value of \( c_i \) in the final configuration \( \sigma_2 \) and \( k_i \) be the least number such that \( 2^{k_i} - 1 \geq m_i \). We replace the rules for \((pZ_{i,j}, pZ'_{i,j})\) \((0 \leq j \leq m_i)\) by

\[
\begin{align*}
(pZ_{i,m_i}, pZ'_{i,m_i}) &\xrightarrow{\text{AT}} (pW_{i,0}, \alpha, pW'_{i,0}, \beta), \\
(pW_{i,k_i}, pW'_{i,k_i}) &\xrightarrow{\text{AT}} (p, q_i);
\end{align*}
\]

\[
(pW_{i,j}, pW'_{i,j}) \overset{\text{DEF}}{=} \{(pW_{i,j+1}, X_{i,j}^-), (pW_{i,j+1}, X_{i,j}^+)\}, \\
(pW_{i,j+1}, pW'_{i,j+1})\}
\]

Here \( W_{i,0}, \ldots, W_{i,k_i} \) are new stack symbols for coverability check and \( \beta \) consists of the binary stack symbols introduced above such that \( \text{count}(\beta) = 2^{k_i} - m_i \).

We show that Lemma 13 still holds. Consider the bisimulation game for \((pZ_{i,m_i}, \alpha, pZ'_{i,m_i}, \alpha)\). Intuitively, the coverability check starts with increasing counter \( c_i \) with \( 2^{k_i} - m_i \). After that, Defender decreases \( c_i \) by a combination of \( k_i \) choices and the game reaches a configuration \((p\gamma, q, \gamma)\). If \( \text{count}(\alpha) < m_i \), Defender can pick \( \gamma \) such that \( \text{count}(\gamma) = 0 \). By Lemma 11, Defender wins. If \( \text{count}(\alpha) \geq m_i \), then \( \text{count}(\alpha) + (2^{k_i} - m_i) - (2^{k_i} - 1) > 0 \). The counter \( c_i \) can never be decreased to zero and Attacker wins.

4 Relative Expressiveness of PDA

First-order grammars have close relationship with pushdown automata [7, 9, 10], as they are equivalent to PDA with deterministic and popping \( \varepsilon \)-rules. More specifically, any process \( T \) definable in a first-order grammar can be encoded into a PDA process \( P \) with deterministic and popping \( \varepsilon \)-rules, and vice versa. The processes \( T \) and \( P \) are weakly bisimilar. In the real-time case, i.e., when no \( \varepsilon \)-rules is allowed, FOG have strictly richer behaviours than PDA. This can be proved by considering the transition graph of real-time PDA and PDA with deterministic \( \varepsilon \)-rules (see, e.g., [3], Proposition 5.8).

Nevertheless, to build better intuition for this result and also demonstrate why the original reduction in [9] cannot be directly applied to real-time PDA, we give another proof in this section to show that FOG are strictly stronger than PDA, as far as bisimilarity is considered.

To avoid introducing the definition of FOG, we construct a special PDA with deterministic and popping \( \varepsilon \)-rules and show that it can define a process which cannot be bisimulated by any real-time PDA process. The special PDA \( A \) contains the following rules:

\[
\begin{align*}
pX_0 \xrightarrow{a} pX, & \quad pX \xrightarrow{a} pXX, \quad pX \xrightarrow{b} pYX, \quad pY \xrightarrow{b} pYY; \\
pY \xrightarrow{\varepsilon} p_1 Y, & \quad pY \xrightarrow{\varepsilon} p_2 Y; \\
p_1 Y \xrightarrow{\varepsilon} p_1, & \quad p_1 X \xrightarrow{a} p_1, \quad p_2 Y \xrightarrow{b} p_2, \quad p_2 X \xrightarrow{\varepsilon} p_2.
\end{align*}
\]

Observe that \( pX_0 \) can do actions \( a^m b^n \) and record \( m \) and \( n \) by pushing \( Y^m X^n \) into stack. The popping \( \varepsilon \)-rules enable the process to recover the information of \( m \) or \( n \) immediately (via doing actions \( a^m \) after \( c \) or actions \( b^n \) after \( d \)). We will show that such \( \varepsilon \)-rules are necessary in the sense that no real-time PDA is weakly bisimilar to \( A \). Intuitively, any real-time PDA process, after executing actions \( a^m b^n \), cannot access both the information of \( m \) and \( n \) on the stack without undesired interference. The necessity of \( \varepsilon \)-rules is also the basic reason why the reduction in the hardness proof for first-order grammars [9] fails for real-time PDA.

**Proposition 17.** For any real-time PDA process \( O \), \( O \neq pX_0 \).

A direct consequence is that first-order grammars are strictly stronger that PDA. Indeed, following the transformation in [10], one can construct a process \( T \) in a first-order grammar such that (i) \( T \approx pX_0 \) and (ii) \( T \) has no \( \varepsilon \) transitions (the \( \varepsilon \) transitions are absorbed in FOG during transformation). As a result \( T \) cannot be related to any PDA process by bisimilarity.

**Corollary 18.** There exists a process \( T \) definable by a first-order grammar, such that for any real-time PDA process \( O \), \( O \neq T \).
We prove Proposition 17 in the rest of this section. To do that, we need a useful pumping property of pushdown automata. We say a transition sequence $\xi : P_1 \xrightarrow{a_1} P_1 \xrightarrow{a_2} \ldots \xrightarrow{a_k} P_k$ is non-sinking if $|P_i| \geq |P_0|$ for $1 \leq i \leq k$. Moreover, $\xi$ is pumpable if (i) $\xi$ is non-sinking and (ii) $P_0 = pZ\alpha$ and $P_k = pZ\beta\alpha$ for some $p \in Q$, $Z \in \Gamma$, $\alpha \in \Gamma^*$, and $\beta \in \Gamma^+$.

**Lemma 19.** Suppose that $P_0$ is a PDA process defined in $A = (Q, \Gamma, \Sigma, \mathcal{R})$ and it holds that $|\alpha| \leq 2$ for each $(p, X, a, q, \alpha) \in \mathcal{R}$. If there exists a transition sequence $\xi : P_0 \xrightarrow{a_1} P_1 \xrightarrow{a_2} \ldots \xrightarrow{a_k} P_k$ such that (i) $n \geq |P_0| \cdot |\Gamma| + 1$ and (ii) $P_i \not\sim P_j$ for any $i, j \in \{0, \ldots, k\}$, then $\xi$ contains a pumpable transition subsequence.

**Proof.** Let $\xi' : Q_0 \xrightarrow{b_1} Q_1 \xrightarrow{b_2} \ldots \xrightarrow{b_m} Q_m$ be a non-sinking transition sequence such that $Q_i \not\sim Q_j$ for all $i \neq j$. Denote by $\text{type}(\xi')$ the set of different pairs of state and top stack symbol that occur in $\xi'$. More specifically, $\text{type}(\xi') = \{(q, Z) : (q, Z) \in \xi'\}$. It is sufficient to prove the following property:

if $m \geq (|\text{type}(\xi')| + 1)^{\text{type}(\xi')} + 1$, then $\xi'$ contains a pumpable transition subsequence. (**) 

Our lemma is established by observing that $\xi$ contains a non-sinking subsequence $\xi'$ of length at least $(|Q| + 1)^{|Q| + 1}$. Suppose otherwise, then in less than $|P_0| \cdot (|Q| + 1)^{|Q| + 1}$ steps $P_0$ will reach a process $p' \in Q$. This contradicts with our assumption (i).

We next prove (**) by induction on $|\text{type}(\xi')|$. 

- $|\text{type}(\xi')| = 1$. It is trivial since $\xi'$ is pumpable.
- $|\text{type}(\xi')| = k + 1$. By assumption, $\xi'$ is of length at least $(k + 2)^{k + 2}$. Since $\xi'$ is non-sinking and any two processes in $\xi'$ are not equal, there are no more than $k$ other processes of the size $|Q_0|$. By removing these (shortest) processes, we get at most $k + 1$ transition subsequences. There must be a sequence (denoted as $\xi''$) of length at least $(k + 1)^{k + 1}$. By assumption of $A$, the stack height will increase at most by one in a transition. It follows that $\xi''$ is non-sinking. Let $Q_0 = qZ\alpha$. If $(q, Z) \in \text{type}(\xi'')$, say $Q_j = qZ\beta\alpha$, then $Q_0 \xrightarrow{b_1} \ldots \xrightarrow{b_j} Q_j$ is pumpable. Otherwise $|\text{type}(\xi'')| = k$. By induction hypothesis, $\xi''$ contains a pumpable transition subsequence.

We are ready to prove Proposition 17.

**Proof of Proposition 17.** Suppose otherwise and let $O$ be a process of a real-time PDA $B = (Q, \Gamma, \Sigma, \mathcal{R})$ and $O \approx pX_0$. W.l.o.g., we assume that $|\alpha| \leq 2$ for each $(p, X, q, \alpha) \in \mathcal{R}$. Let $N = |Q| + 1$ and $m \geq 1$. Consider the following transition sequence of $pX_0$

$$pX_0 \xrightarrow{a_0} pX_0 \xrightarrow{b_1} pYX_0 \xrightarrow{b_2} \ldots \xrightarrow{b_m} pY^nX_0. \quad (2)$$

Since $O \approx pX_0$ and $O$ is real-time, there exists $O_{m,i}$ ($0 \leq i \leq n$) such that

$$O \xrightarrow{a_0} O_{m,0} \xrightarrow{b_1} O_{m,1} \xrightarrow{b_2} \ldots \xrightarrow{b_n} O_{m,n} \quad (3)$$

and $O_{m,i} \approx pY^iX_0$ for $0 \leq i \leq n$. Observe that $pY^iX_0 \neq pY^jX_0$ ($i \neq j$). Hence $O_{m,i} \not\sim O_{m,j}$ ($i \neq j$). Let $n = |O_{m,0}|N^N$. By Lemma 19, we can find $q \in Q$ and $Z \in \Gamma$ such that

(i) $qZ\alpha = O_{m,s}$ and $qZ\beta\alpha = O_{m,t}$ for some $0 \leq s < t \leq n$, $\alpha \in \Gamma^*$ and $\beta \in \Gamma^+$; and

(ii) the transition subsequence of $O_{m,s} \xrightarrow{b_{s+1}} O_{m,s+1} \xrightarrow{b_{s+2}} \ldots \xrightarrow{b_t} O_{m,t}$ is pumpable.
Let $k = t - s$, we can repeat the pumpable transition sequence as many times as we want
\[
qZ\alpha \xrightarrow{b^k} qZ\beta\alpha \xrightarrow{b^k} qZ\beta\alpha \xrightarrow{b^k} \ldots
\]
(4)
As $qZ\alpha = O_{m,s} \approx pYsX^m$, the above sequence must be simulated by
\[
pYsX^m \xrightarrow{b^k} pYs+kiX^m \xrightarrow{b^k} pYs+2kiX^m \xrightarrow{b^k} \ldots
\]
(5)
such that $qZ\beta\alpha \approx pYs+kiX^m$ for $i \geq 0$.

For different $m$, we can have different transition sequences (4) and (5), possibly with different $s > 0$, $k > 0$, $q \in Q$, $Z \in \Gamma$, $\alpha \in \Gamma^*$ and $\beta \in \Gamma^+$. By the pigeonhole principle, there are two different numbers $1 \leq m_1 < m_2 \leq N$ so that $q$ and $Z$ are the same in transition sequence (4). Assume w.l.o.g. that $qZ\alpha_1 = O_{m_1,s_1} \approx pYs_1X^{m_1}$, $qZ\alpha_2 = O_{m_2,s_2} \approx pYs_2X^{m_2}$ and $qZ \xrightarrow{b^{s_1}} qZ\beta_1$ for some $s_1, s_2, k_1 > 0$, $\alpha_1, \alpha_2 \in \Gamma^*$ and $\beta_1 \in \Gamma^+$. The actions $O_{m_1,s_1} \xrightarrow{b^{k_1-N}} qZ\beta_1\alpha_1$ must be simulated by $pYs_1X^{m_1} \xrightarrow{b^{k_1-N}} pYs_1+k_1N^{m_1}$. Similarly $O_{m_2,s_2} \xrightarrow{b^{k_2-N}} qZ\beta_2\alpha_2$ must be simulated by $pYs_2X^{m_2} \xrightarrow{b^{k_2-N}} pYs_2+k_1N^{m_2}$. We also have that $pYs_1+k_1N^{m_1} \approx qZ\beta_1\alpha_1$ and $pYs_2+k_1N^{m_2} \approx qZ\beta_2\alpha_2$.

Consider the following transition sequence of $pYs_2+k_1N^{m_2}$
\[
pYs_2+k_1N^{m_2} \xrightarrow{c} pYs_2+k_1N^{m_2} \xrightarrow{c} pYs_2+k_1N^{m_2} \xrightarrow{a^{m+1}} pYs_2+k_1N^{m_2} \xrightarrow{a^{m+1}}
\]
(6)
It can be matched by $qZ\beta_1\alpha_2 \xrightarrow{a^{m+1}} P_1$ for some $P_1$. Since $qZ\beta_1\alpha_2$ is real-time and $N \geq m_1+1$, the actions $ca^{m+1}$ from $qZ\beta_1\alpha_2$ only depend on $qZ\beta_1\alpha_1$. Thus $qZ\beta_1\alpha_1 \xrightarrow{a^{m+1}} Q$ for some $Q$. This contradicts with $qZ\beta_1\alpha_1 \approx pYs_1+k_1N^{m_1}$, since after transition $pYs_1+k_1N^{m_1} \xrightarrow{c} pYs_1+k_1N^{m_1}$, the longest non-$\varepsilon$ action sequence is $a^{m_1}$.

5 Conclusion

In this paper, we show that the bisimilarity of PDA is ACKERMANN-hard. Combining with the result in [10], we can conclude that the bisimilarity of PDA is ACKERMANN-complete. The result can be generalized to normed PDA. Besides, we give another proof on that the so-called real-time pushdown processes are strictly weaker than first-order grammars. Our work answers the question proposed by Jančar and Schmitz in [10].

When the number of control states of PDA is fixed as $d \geq 4$, bisimilarity is $\mathbf{F}_{d-1}$-hard. An obvious open problem is to close the complexity gap with the $\mathbf{F}_{d+1}$ upper bound in [10].
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