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Abstract

In the Split Vertex Deletion (SVD) problem, the input is an \(n\)-vertex undirected graph \(G\) and a weight function \(w: V(G) \to \mathbb{N}\), and the objective is to find a minimum weight subset \(S\) of vertices such that \(G - S\) is a split graph (i.e., there is a bipartition of \(V(G - S) = C \uplus I\) such that \(C\) is a clique and \(I\) is an independent set in \(G - S\)). This problem is a special case of \(5\)-Hitting Set and consequently, there is a simple factor 5-approximation algorithm for this. On the negative side, it is easy to show that the problem does not admit a polynomial time \((2 - \delta)\)-approximation algorithm, for any fixed \(\delta > 0\), unless the Unique Games Conjecture fails.

We start by giving a simple quasipolynomial time \(n^{O(\log n)}\) factor 2-approximation algorithm for SVD using the notion of clique-independent set separating collection. Thus, on the one hand SVD admits a factor 2-approximation in quasipolynomial time, and on the other hand this approximation factor cannot be improved assuming UGC. It naturally leads to the following question: Can SVD be 2-approximated in polynomial time? In this work we almost close this gap and prove that for any \(\varepsilon > 0\), there is a \(n^{O(\log n)}\)-time \(2(1 + \varepsilon)\)-approximation algorithm.
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1 Introduction

The Hitting Set problem encompasses a large number of well studied problems in Computer Science. Here, the input is a family $F$ of sets over an $n$-element universe $U$ and a weight function $w: U \to \mathbb{N}$, and the objective is to compute a hitting set of minimum weight. A hitting set is a subset $S \subseteq U$ such that for any $F \in F$, $F \cap S \neq \emptyset$ and the weight of $S$ is $w(S) = \sum_{u \in S} w(u)$. This problem generalizes a number of other well studied problems in computer science, and consequently it is very hard to approximate: it can not be approximated within a factor $2^\log^{1+\epsilon}(n)$ in polynomial time, for any constant $c < 1/2$, unless SAT can be decided in slightly subexponential time, where $\delta_c(n) = 1/(\log \log n)^c$ [11]. A restricted version of this problem, is the $d$-Hitting Set problem, where $d \in \mathbb{N}$ and the cardinality of every set in $F$ is at most $d$. This problem also generalizes a number of well studied problems, and it admits a simple factor $d$-approximation algorithm: Solve the natural LP relaxation and select all elements whose corresponding variable in the LP is set to at least $1/d$. Unfortunately, this simple algorithm is likely to be the best possible. That is, assuming Unique Game Conjecture (UGC), there is no $c$-factor approximation algorithm for $d$-Hitting Set, for any $c < d$ in the general case [7].

A number of vertex deletion problems on graphs can be considered as special cases of $d$-Hitting Set, and it is of great interest to devise factor-$\alpha$ approximation algorithm for them where $\alpha < d$, or rule out any such algorithm. For example, in the Vertex Cover problem, the input is a graph $G$ and a weight function $w: V(G) \to \mathbb{N}$, and the objective is to find a subset of vertices of minimum weight that hits all edges in $G$. This is same as 2-Hitting Set, and assuming the Unique Games Conjecture we cannot do better than a factor-2 approximation in polynomial time. However, there are other examples of vertex deletion problems on graphs, that are special cases of $d$-Hitting Set, for which we can indeed do better than a factor-$d$ approximation. Consider the Cluster Vertex Deletion problem, where the input is a graph $G$ and a weight function $w: V(G) \to \mathbb{N}$, and the objective is to find a minimum weight subset $S$ of vertices such that $S$ is a cluster graph. Equivalently, $S$ hits all induced paths of length 3 in $G$. Hence, it is a special case of 3-Hitting Set and admits a simple 3-approximation algorithm. You et al. [13] showed that the unweighted version of Cluster Vertex Deletion admits a 5/2 approximation algorithm. Recently, this was improved to factor 9/4 by Fiorini et al. [5]. The problem also admits an approximation-preserving reduction from Vertex Cover and hence there is a lower bound of 2 on the approximation-factor assuming UGC [5]. Fiorini et al. [5] have conjectured that Cluster Vertex Deletion admits a 2-approximation algorithm. Another example is the Tournament Feedback Vertex Set (TFVS) problem, which is equivalent to hitting all directed triangles in a digraph. It is very well studied in the realm of approximation algorithms [3, 1, 10, 9], and very recently a 2-approximation algorithm was designed by Lokshantov et al. [9], matching the lower-bound under UGC [12]. Similarly, a number of such “implicit” $d$-Hitting Set problems are studied in Computer Science, and it is of great interest to settle their approximation complexity.

In this work we study another implicit $d$-Hitting Set problem called Split Vertex Deletion (SVD) (defined below). A subset $S$ of vertices in a graph $G$ is a split vertex deletion set if $G - S$ is a split graph (i.e., there is bipartition of $V(G - S) = C \uplus I$ such that $C$ is a clique and $I$ is an independent set in $G - S$).

<table>
<thead>
<tr>
<th>Split Vertex Deletion (SVD)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input:</strong> An undirected graph $G$ and a weight function $w: V(G) \to \mathbb{N}$.</td>
</tr>
<tr>
<td><strong>Output:</strong> A split vertex deletion set $S \subseteq V(G)$ of $G$ of the smallest weight (an optimum split vertex deletion set of $G$).</td>
</tr>
</tbody>
</table>
A graph $G$ is a split graph if and only if it does not contain $C_4, C_5$ and $2K_2$ as induced subgraphs in $G$ [6]. This implies that SVD is special case of 5-Hitting Set and hence it admits a simple 5-approximation algorithm. Furthermore, it is interesting to note that we can obtain a 2-approximation algorithm for SVD in time $n^{O(\log n)}$ using the notion of clique-independent set separating collection [4]. For a graph $G$, a clique-independent set separating collection is a family $C$ of vertex subsets of $V(G)$ such that for a clique $C$ and an independent set $I$ in $G$ such that $C \cap I = \emptyset$, there is subset $X$ in the collection $C$ such that $C \subseteq X$ and $I \subseteq V(G) \setminus X$. Thus, if there is a “small” clique-independent set separating collection, then we can enumerate such a collection $C$ and solve Vertex Cover of $\overline{C}[X]$ and $G - X$ for each $X \in C$. Notice that for any $X \in C$, the union of the two solutions of the two Vertex Cover instances on $\overline{C}[X]$ and $G - X$, respectively, is a solution to SVD. Moreover, the best $c$-approximation solutions over all choices of $X$, is a $c$-approximate solution of SVD. It is known that for any $n$-vertex graph, there is clique-independent set separating collection of size $n^{O(\log n)}$ and this can be enumerated in time linear in the size of the collection [4]. This along with a 2-approximation algorithm of Vertex Cover leads to an $n^{O(\log n)}$-time 2-approximation algorithm for SVD. There is also a simple approximation preserving reduction from Vertex Cover to SVD, which shows that we cannot improve upon factor 2-approximation algorithm, unless UGC fails. The reduction is as follows: Given an instance $(G, w)$ of Vertex Cover, we add a large complete graph $H$ of size $2|V(G)|$ into $G$ with weight of each vertex in $H$ to be $\max\{w(u) : u \in V(G)\}$. One can easily verify that this is an approximation preserving reduction.

Thus, on the one hand SVD admits a 2-approximation in quasipolynomial ($n^{O(\log n)}$) time, and on the other hand this approximation factor cannot be improved assuming UGC. It naturally leads to the following question: Can SVD be 2-approximated in polynomial time? This is precisely the question we address in this paper, and obtain the following result.

Theorem 1. Let $G$ be a graph on $n$ vertices, $w$ a weight function on $V(G)$ and let $\varepsilon > 0$ be a constant. Then there exists a randomized algorithm that runs in time $O(n^g(\varepsilon))$ and outputs $S \subseteq V(G)$ such that $G - S$ is a split graph and $w(S) \leq 2(1 + \varepsilon)w(OPT)$ with probability at least $1/2$. Here $OPT$ is a minimum weight split vertex deletion set of $G$, and $g(\varepsilon) = 6 + 8\log(80(1 + \frac{12}{2\varepsilon})) \cdot \log(\frac{1}{\varepsilon})/\log(4/3)$.

Overview of Theorem 1. At a very high level the algorithm described in Theorem 1 is inspired from the algorithm developed for factor 2-approximation algorithm for TFVS [9]. In TFVS knowing just one vertex is sufficient to completely split the instance into two independent sub-instances and thus leading to a natural divide and conquer scheme. However, in our case (SVD) the instances don’t become truly independent before every vertex is classified as either potential clique or potential independent set vertex. Classifying all the vertices requires several new ideas and insights in the problem. This classification could be vaguely viewed as a polynomial time algorithm that quickly navigates through sets in clique-independent set separating collection $C$, and almost reaches a correct partition.

Our algorithm in fact finds a $(2 + \varepsilon)$-factor approximate solution for a more general annotated variant of the problem, where the solution must obey certain additional constraints.

Annotated Split Vertex Deletion (A-SVD)

Input: An undirected graph $G$, a weight function $w : V(G) \rightarrow \mathbb{N}$, and a partition of $V(G)$ into three parts $V(G) = C \cup I \cup U$, where at most two of these parts may be empty.

Output: A set $S^* \subseteq V(G)$ of $G$ of the smallest weight such that $G - S^*$ is a split graph with a split partition $(C^*, I^*)$ where $C^* \subseteq (C \cup U)$ and $I^* \subseteq (I \cup U)$ hold.
A feasible solution to an instance \((G, w, (C, I, U))\) of Annotated Split Vertex Deletion is a split vertex deletion set \(S\) of \(G\) such that the split graph \(G - S\) has a split partition \((C', I')\) where no vertex in the specified set \(I\) goes to the split part \(C'\) and no vertex in the specified set \(C\) goes to the independent part \(I'\). Thus, each vertex in the set \(I\) is either deleted as part of \(S\) or ends up in the independent set \(I'\) in graph \(G - S\), and each vertex in \(C\) is either deleted or ends up in the clique \(C'\) in \(G - S\). There are no restrictions on where the vertices in the “unconstrained” set \(U\) may go. We call a feasible solution of A-SVD an annotated split vertex deletion set of the instance \((G, w, (C, I, U))\); the A-SVD problem asks for an optimum annotated split vertex deletion set of the input instance.

First we show that we can, in polynomial time, find 2-factor approximate solutions to A-SVD instances which are of the form \((G, w, (C, I, U))\) (Lemma 12). Let \((G, w, (C, I, U))\) be an instance of A-SVD, let \(OPT\) be an (unknown) optimum solution to \((G, w, (C, I, U))\), let \((C^* \subseteq (C \cup U), I^* \subseteq (I \cup U))\) be a split partition of \(G - OPT\), and let \(C^*_U = (C^* \cap U), I^*_U = (I^* \cap U)\). We show that if \(w(C^*_U \setminus \{c^*\}) \leq \frac{\epsilon \cdot w(OPT)}{2}\) holds for some \(c^* \in C^*_U\) or \(w(I^*_U \setminus \{i^*\}) \leq \frac{\epsilon \cdot w(OPT)}{2}\) holds for some \(i^* \in I^*_U\) then we can, in polynomial time, find a \((2 + \epsilon)\)-factor approximate solution to \((G, w, (C, I, U))\) (Lemma 16, Lemma 18). These constitute the base cases of our algorithm. It is not difficult to see that moving a vertex \(x \in C^*_U\) to the set \(C\) and moving a vertex \(y \in I^*_U\) to the set \(I\) are approximation-preserving transformations.

At a high level, our algorithm starts with an arbitrary instance \((G, w, (C, I, U))\) of A-SVD, correctly identifies – with a constant probability of success – a good fraction of vertices which belong to the sets \(C^*_U\) or \(I^*_U\), and moves these vertices to the sets \(C\) or \(I\), respectively. It then recurses on the resulting instance, till it reaches one of the base cases described above.

We now briefly and informally outline how our algorithm identifies vertices as belonging to \(C^*_U\) or \(I^*_U\). Consider the bipartite subgraph \(H\) of \(G\) induced by the pair \((C^*_U, I^*_U)\). Define the weight of an edge to be the product of the weights of its two end-points, and suppose the total weight of edges in \(H\) is at least half the maximum possible weight. Then each of a constant fraction (by weight) of the vertices in \(I^*_U\) has a constant fraction (by weight) of \(C^*_U\) in its neighborhood (Lemma 4). If we can identify one of these special vertices of \(I^*_U\) then we can safely move all its neighbors in \(U\) to the set \(C\) while reducing the weight of \(C^*_U\) by a constant fraction. The catch, of course, is that we have no idea what the set \(I^*_U\) is.

To get around this, we find an approximate solution \(X\) of the Split Vertex Deletion instance defined by the induced subgraph \(G[U]\). Let \((C_X, I_X)\) be a split partition of \(G - X\). We show that we can, in polynomial time and with constant probability, sample a vertex from the set \(X \cup (I_X \setminus C^*_U)\) (Lemma 26). We further show that the weight of \(X \cup (I_X \setminus C^*_U)\) is at most a constant multiple of the weight of \(I^*_U\) (Lemma 22). So if \(I^*_U \subseteq (X \cup (I_X \setminus C^*_U))\) holds then we can, with good probability, sample a vertex from the set \(I^*_U\). The hard part is when this condition does not hold. We show using a series of lemmas (summarized in Lemma 25) that we can, even in this case, sample a vertex from one of the two sets \(C^*_U, I^*_U\) with constant probability. A symmetric analysis applies when the total weight of non-edges across \((C^*_U, I^*_U)\) is at least half the maximum possible weight.

## 2 Preliminaries

We use \(\uplus\) to denote the disjoint union of sets. Moreover, when we write \(X \uplus Y\) we implicitly assert that the sets \(X\) and \(Y\) are disjoint. We use \(V(G)\) (respectively, \(E(G)\)) to denote the vertex set (respectively, the edge set) of graph \(G\). For a subset \(S \subseteq V(G)\) of vertices of \(G\) we use \(G[S]\) to denote the subgraph of \(G\) induced by \(S\) and \(G - S\) to denote the subgraph of \(G\) obtained by deleting all vertices in \(S\) (and their incident edges) from \(G\). A non-edge in
a graph \( G \) is any 2-subset \( \{x, y\} \subseteq V(G) \) of vertices such that \( xy \) is not an edge in \( G \). For the sake of brevity we use the notation \( xy \) to denote a non-edge \( \{x, y\} \). For a finite set \( U \), weight function \( w : U \to \mathbb{N} \), and subset \( X \subseteq U \) we use \( w_X \) to denote the weight function \( w \) restricted to the subset \( X \), and \( w(X) \) to denote the sum \( \sum_{x \in X} w(x) \) of weights of all the elements in \( X \). For the sake of brevity we drop the subscript \( X \) from the expression \( w_X \) when there is no risk of ambiguity.

The operation of sampling (or picking) proportionately at random from \( U \) according to the weight function \( w \) chooses one element from \( U \), where each element \( x \in U \) is chosen with probability \( w(x)/w(U) \). We use \( \mathcal{G} \) to denote the complement of a graph \( G \), defined as follows: The vertex set of \( \mathcal{G} \) is \( V(G) \). For every two vertices \( \{u, v\} \subseteq V(G) \) there is an edge \( uv \) in \( \mathcal{G} \) if and only if \( uv \) is not an edge in graph \( G \). A vertex cover of graph \( G \) is any subset \( S \subseteq V(G) \) of its vertex set such that the graph \( G - S \) has no edges. A clique in graph \( G \) is any non-empty subset \( S \subseteq V(G) \) of its vertex set such that (i) \( |S| = 1 \), or (ii) if \(|S| \geq 2\) then for every two vertices \( u, v \) in \( S \), the edge \( uv \) is present in graph \( G \).

**Observation 2.** For an undirected graph \( G \) and any \( S \subseteq V(G) \), the vertex set \( V(G) \setminus S \) is a clique in \( G \) if and only if \( S \) is a vertex cover of the complement graph \( \mathcal{G} \).

For a graph \( G \) and two disjoint vertex subsets \( X, Y \subseteq V(G) \) \( : \ X \cap Y = \emptyset \) the bipartite subgraph of \( G \) induced by the pair \( (X, Y) \) has vertex set \( X \cup Y \) and edge set \( \{xy \mid x \in X, y \in Y, xy \in E(G)\} \). Note that the bipartite subgraph of \( G \) induced by the pair \( (X, Y) \) is not necessarily identical to the subgraph \( G[X \cup Y] \) induced by the subset \( X \cup Y \), and is defined even if the induced subgraph \( G[X \cup Y] \) is not bipartite. For a bipartite graph \( H \) with vertex bipartition \( V(H) = V_1 \uplus V_2 \) we define \( \overline{E(H)} = \{v_1v_2 \mid v_1 \in V_1, v_2 \in V_2, v_1v_2 \notin E\} \) to be the set of all non-edges of \( H \) with one end in \( V_1 \) and the other end in \( V_2 \). Further, for a weight function \( w : V(H) \to \mathbb{N} \) defined on the vertex set of a bipartite graph \( H \) we define the weight of its edge set to be \( w(\overline{E(H)}) = \sum_{v_1v_2 \in \overline{E(H)}} (w(v_1) \cdot w(v_2)) \) and the weight of its set of non-edges to be \( w(\overline{E(H)}) = \sum_{v_1v_2 \in \overline{E(H)}} (w(v_1) \cdot w(v_2)) \).

**Definition 3.** Let \( G \) be an undirected graph and \( w : V(G) \to \mathbb{N} \) a weight function. Let \( X, Y \) be two disjoint vertex subsets of \( G \) and let \( H \) be the bipartite subgraph of \( G \) induced by the pair \( (X, Y) \). Let \( w(E(H)) \) and \( w(\overline{E(H)}) \) be defined as above. We say that \((X, Y)\) is a heavy pair if \( w(E(H)) \geq \frac{w(X) \cdot w(Y)}{2} \) holds, and is a light pair if \( w(\overline{E(H)}) \geq \frac{w(X) \cdot w(Y)}{2} \) holds.

**Lemma 4 (\(
\bullet
\)).** ¹ Let \( H = (V, E) \) be a bipartite graph, let \( V = V_1 \uplus V_2 \) be a bipartition of \( H \), and let \( w : V(H) \to \mathbb{N} \) be a weight function. Then \((V_1, V_2)\) is either a heavy pair or a light pair. Moreover,

1. Suppose \((V_1, V_2)\) is a heavy pair, and let \( X = \{x \in V_1 \mid w(N(x)) \geq \frac{w(V_2)}{4}\} \) be the set of all vertices \( x \) in the set \( V_1 \) such that the total weight of the neighborhood of \( x \) in the set \( V_2 \) is at least one-fourth the total weight of the set \( V_2 \). Then \( w(X) > \frac{w(V_1)}{4} \).

2. Suppose \((V_1, V_2)\) is a light pair, and let \( Y = \{y \in V_1 \mid w(V_2 \setminus N(y)) \geq \frac{w(V_2)}{4}\} \) be the set of all vertices \( y \) in the set \( V_1 \) such that the total weight of the non-neighbors of \( y \) in the set \( V_2 \) is at least one-fourth the total weight of the set \( V_2 \). Then \( w(Y) > \frac{w(V_1)}{4} \).

For a graph \( G \) given together with a weight function \( w : V(G) \to \mathbb{N} \), an optimum vertex cover of \( G \) is any vertex cover of \( G \) with the least total weight.

¹ Proofs of statements labeled with a \( \bullet \) will appear in the full version of the paper.
Theorem 5 ([2]). There is an algorithm which, given an instance \((G,w)\) of \textsc{Weighted Vertex Cover} as input, runs in \(O(|E(G)|)\) time and outputs a vertex cover \(S\) of \(G\) whose weight is at most twice the weight of an optimum vertex cover of \(G\).

3 The Algorithm

Let \((G,w)\) be an instance of \textsc{Split Vertex Deletion}. Since deleting vertices conserves the property of being a split graph one can safely add zero-weight vertices to any split vertex deletion set. So we assume without loss of generality that \(w(v) \geq 1\) holds for every \(v \in V(G)\). \textsc{Split Vertex Deletion} is \(NP\)-complete by the meta-result of Lewis and Yannakakis [8], and has a simple 5-factor approximation algorithm based on the Local Ratio Technique.

Theorem 6 (\(\clubsuit\)). There is a deterministic algorithm which, given an instance \((G,w)\) of \textsc{SVD}, runs in \(O(|V(G)|^{6})\) time and outputs a split vertex deletion set \(S \subseteq V(G)\) of \(G\) such that \(w(S) \leq 5 \cdot w(OPT)\) where \(OPT\) is an optimum split vertex deletion set of \(G\).

We describe a randomized polynomial-time algorithm which outputs a \((2 + \varepsilon)\)-factor approximate solution for this problem for any fixed \(\varepsilon > 0\).

Note that in an instance \((G,w,(C,I,U))\) of \textsc{Annotated Split Vertex Deletion} the set \(C\) is not necessarily a clique, nor is \(I\) necessarily an independent set in \(G\). But we have the following.

Observation 7. Let \(S\) be a feasible solution of an \(A\)-\textsc{SVD} instance \((G,w,(C,I,U))\) and let \((C',I')\) be a split partition of \(G - S\) where \(C' \subseteq (C \cup U)\) and \(I' \subseteq (I \cup U)\) hold. Then \(C \setminus S \subseteq C'\) and \(I \setminus S \subseteq I'\) hold. Hence \(C \setminus S\) is a clique in \(G\) and \(I \setminus S\) is an independent set in \(G\).

From Observations 2 and 7 we get

Corollary 8. Let \(S\) be a feasible solution of an \(A\)-\textsc{SVD} instance \((G,w,(C,I,U))\). Let \(VC_C\) be an optimum solution of the \textsc{WVC} instance \((G[C],w)\) and let \(VC_I\) be an optimum solution of the \textsc{WVC} instance \((G[I],w)\). Then \(w(VC_C) \leq w(S \cap C)\) and \(w(VC_I) \leq w(S \cap I)\) hold.

\(A\)-\textsc{SVD} is clearly a generalization of \textsc{SVD}: Given an instance \((G,w)\) of \textsc{SVD}, construct the instance \((G,w,(C = \emptyset,I = \emptyset,U = V(G)))\) of \(A\)-\textsc{SVD}. Every split vertex deletion set of graph \(G\) is a feasible solution of the \(A\)-\textsc{SVD} instance, and every annotated split vertex deletion set of \((G,w,(\emptyset,\emptyset,V(G)))\) is a split vertex deletion set of graph \(G\). It follows that for any constant \(c\), a \(c\)-factor approximate solution to the \(A\)-\textsc{SVD} instance is a \(c\)-factor approximate solution to the \(A\)-\textsc{SVD} instance as well.

We can find feasible solutions to an \(A\)-\textsc{SVD} instance \((G,w,(C,I,U))\) by computing vertex covers for certain pairs of subgraphs derived from \(G\).

Observation 9 (\(\heartsuit\)). Let \((G,w,(C,I,U))\) be an instance of \(A\)-\textsc{SVD}.
1. Let \(V_1\) be a vertex cover of the graph \(G[I \cup U]\) and let \(V_2\) be a vertex cover of the graph \(G[C]\). Then \(V_1 \cup V_2\) is a feasible solution to \((G,w,(C,I,U))\).
2. Let \(V_3\) be a vertex cover of the graph \(G[I]\) and let \(V_4\) be a vertex cover of the graph \(G[C] \cup U\). Then \(V_3 \cup V_4\) is a feasible solution to \((G,w,(C,I,U))\).
Then the set "unconstrained" set $(I^* \cap I, U^*)$ is an optimum solution to the instance $((G, w), (C, I, U))$. Let $V_1$ be a vertex cover of the graph $G[I \cup \{u\}]$ and let $V_2$ be a vertex cover of the graph $G[C \cup \{u\}]$. Then $V_1 \uplus V_2$ is a feasible solution to $(G, w, (C, I, U))$.

2. Let $V_3$ be a vertex cover of the graph $G[I \cup \{u\}]$ and let $V_4$ be a vertex cover of the graph $G[C \cup \{u\}]$. Then $V_3 \uplus V_4$ is a feasible solution to $(G, w, (C, I, U))$.

Observation 9 has some interesting consequences. For instance, it implies that when the "unconstrained" set $U$ in an A-SVD instance is empty, an optimum solution to the A-SVD instance corresponds to optimum solutions of two Weighted Vertex Cover instances derived from the A-SVD instance in a natural fashion.

**Lemma 11.** Let $S^*$ be an optimum solution to an A-SVD instance $(G, w, (C, I, U))$. Then the set $(S^* \cap I)$ is an optimum solution to the WVC instance $(G[I], w)$, and the set $(S^* \cap C)$ is an optimum solution to the WVC instance $(G[C], w)$.

This in turn implies that given an A-SVD instance in which the unconstrained set $U$ is empty, we can find a 2-factor approximate solution to the instance in polynomial time.

**Lemma 12.** There is a deterministic algorithm that finds a 2-factor approximate solution to an A-SVD instance that is of the form $(G, w, (C, I, U))$, in $O(|E(G)|)$ time.

This idea generalizes as follows. Let $OPT$ be an optimum solution to an A-SVD instance $(G, w, (C, I, U))$. Suppose the split graph $G - OPT$ has a split partition $(C^*, I^*)$ such that vertices from the unconstrained set $U$ contribute a small weight to either the clique $C^*$ or the independent set $I^*$. Then a variant of the algorithm in the proof of Lemma 12 yields a small-factor approximate solution to the instance, in polynomial time. We state this formally in Lemma 16 below, for which we need some notation (see Figure 1).

**Definition 13.** Let $(G, w, (C, I, U))$ be an instance of A-SVD, and let $\epsilon \geq 0$ be a constant. Let $OPT \subseteq V(G)$ be an optimum solution of $(G, w, (C, I, U))$ and let $(C^*, I^*)$ be a split partition of the split graph $G^* = (G - OPT)$ such that $C^* \subseteq (C \cup U)$ and $I^* \subseteq (I \cup U)$ hold. Let $C^*_U = (C^* \cap U)$ be the set of vertices from the unconstrained set $U$ which become part of the clique $C^*$ and let $I^*_U = (I^* \cap U)$ be the set of vertices from $U$ which become part of the independent set $I^*$ in $G^*$. Let $U_{OPT} = (U \cap OPT)$, $C_{OPT} = (C \cap OPT)$ and $I_{OPT} = (I \cap OPT)$.
Further, let \( X \) be a 5-factor approximate solution of the Split Vertex Deletion instance \((G[U], w_U)\) defined by the induced subgraph \(G[U]\), and let \((C_X, I_X)\) be a split partition of the split graph \(G[U] - X\).

\[\textbf{Remark 14.}\] Given an instance \((G, w, (C, I, U))\) of A-SVD we can, using Theorem 6, compute such a set \(X\) and partition \((C_X, I_X)\) in polynomial time.

\[\textbf{Observation 15 (\(\spadesuit\)).}\] Let \((G, w, (C, I, U)), X, I_X, C_X, I_U, C_U\) be as in Definition 13. Then both \(|I_U \setminus (X \cup (I_X \setminus C_U))|\) \(\leq 1\) and \(|C_U \setminus (X \cup (C_X \setminus I_U))|\) \(\leq 1\) hold.

\[\textbf{Lemma 16 (\(\spadesuit\)).}\] Let \((G, w, (C, I, U)), \varepsilon, \text{OPT}, C_U^*, I_U^*\) be as in Definition 13. Let \(S_1\) be a \(2\)-factor approximate solution for the WVC instance \((G[I \cup U], w)\) and \(S_2\) a \(2\)-factor approximate solution for the WVC instance \((G[C], w)\). Let \(S_{12} = (S_1 \cup S_2)\). Let \(S_3\) be a \(2\)-factor approximate solution for the WVC instance \((G[C \cup U], w)\) and \(S_4\) a \(2\)-factor approximate solution for the WVC instance \((G[I], w)\). Let \(S_{34} = (S_3 \cup S_4)\). Then the sets \(S_{12}\) and \(S_{34}\) can be computed in \(O(|E(G)|)\) time. Further,

1. If \(w(C_U^*) \leq \frac{\varepsilon w(\text{OPT})}{2}\) holds then the set \(S_{12}\) is a \((2 + \varepsilon)\)-factor approximate solution for the Annotated Split Vertex Deletion instance \((G, w, (C, I, U))\).

2. If \(w(I_U^*) \leq \frac{\varepsilon w(\text{OPT})}{2}\) holds then the set \(S_{34}\) is a \((2 + \varepsilon)\)-factor approximate solution for the Annotated Split Vertex Deletion instance \((G, w, (C, I, U))\).

\[\textbf{Remark 17.}\] Note that these two cases are neither exclusive nor exhaustive.

By repeatedly applying the procedure in the proof of Lemma 16 and taking the minimum, we can find a \((2 + \varepsilon)\)-factor approximate solution in polynomial time even in the more general case where there is at most one “heavy” vertex in \(C_U^*\) or \(I_U^*\) that

\[\textbf{Lemma 18 (\(\spadesuit\)).}\] Let \((G, w, (C, I, U)), \varepsilon, \text{OPT}, C_U^*, I_U^*\) be as in Definition 13. For each vertex \(u \in U\) let \(S_u^1\) be a \(2\)-factor approximate solution for the WVC instance \((G[I \cup (U \setminus \{u\})], w)\), and let \(S_u^2\) be a \(2\)-factor approximate solution for the WVC instance \((G[C \cup \{u\}], w)\), and let \(S_{12}^u = S_u^1 \cup S_u^2\). Let \(S_u^3\) be a \(2\)-factor approximate solution for the WVC instance \((G[C \cup (U \setminus \{u\})], w)\), let \(S_u^4\) be a \(2\)-factor approximate solution for the WVC instance \((G[I \cup \{u\}], w)\), and let \(S_{34}^u = S_u^3 \cup S_u^4\). Finally, let \(S^u\) be a set of the form \(S_{12}^u\) of the minimum weight and let \(S^\dagger\) be the set of the form \(S_{34}^u\) of the minimum weight, both minima taken over all vertices \(u \in U\).

The sets \(S^\dagger\) and \(S^\dagger\) can be computed in \(O(|V(G)| \cdot |E(G)|)\) time. Further,

1. If \(w(C_U^* \setminus \{c^*\}) \leq \frac{\varepsilon w(\text{OPT})}{2}\) holds for some vertex \(c^* \in C_U^*\), then the set \(S^\dagger\) is a \((2 + \varepsilon)\)-factor approximate solution for the A-SVD instance \((G, w, (C, I, U))\).

2. If \(w(I_U^* \setminus \{i^*\}) \leq \frac{\varepsilon w(\text{OPT})}{2}\) holds for some vertex \(i^* \in I_U^*\), then the set \(S^\dagger\) is a \((2 + \varepsilon)\)-factor approximate solution for the A-SVD instance \((G, w, (C, I, U))\).

\[\textbf{Remark 19.}\] Note that these two cases are neither exclusive nor exhaustive.

\[\textbf{Definition 20.}\] Let \((G, w, (C, I, U)), \varepsilon, \text{OPT}, C^*, I^*, C_U^*, I_U^*\) be as in Definition 13. We say that \((G, w, (C, I, U))\) is an easy instance if \(U = \emptyset\) holds, or if at least one of the following holds: (i) \(w(C_U^*) \leq \frac{\varepsilon w(\text{OPT})}{2}\), (ii) \(w(I_U^*) \leq \frac{\varepsilon w(\text{OPT})}{2}\), (iii) \(w(C_U^* \setminus \{c^*\}) \leq \frac{\varepsilon w(\text{OPT})}{2}\) holds for some vertex \(c^* \in C_U^*\), (iv) \(w(I_U^* \setminus \{i^*\}) \leq \frac{\varepsilon w(\text{OPT})}{2}\) holds for some vertex \(i^* \in I_U^*\). We say that \((G, w, (C, I, U))\) is a hard instance otherwise.

From Lemma 12, Lemma 16 and Lemma 18 we get

\[\textbf{Corollary 21.}\] There is an algorithm which, given an easy instance \((G, w, (C, I, U))\) of A-SVD and a constant \(\varepsilon > 0\) as input, computes a \((2 + \varepsilon)\)-factor approximate solution for \((G, w, (C, I, U))\) in deterministic polynomial time.
Lemma 22. Let \((G, w, (C, I, U))\) be a hard instance of A-SVD and let \(\varepsilon, C_U^*, I_U^*, X, I_X, C_X\) be as in Definition 13. Then the following hold:

1. \(w(X \cup (I_X \setminus C_U^*)) < (1 + \frac{12}{7}) \cdot w(I_U^*)\)
2. \(w(X \cup (C_X \setminus I_U^*)) < (1 + \frac{12}{7}) \cdot w(C_U^*)\)

Recall the notion of heavy and light pairs from Definition 3.

Lemma 23. Let \((G, w, (C, I, U))\) be a hard instance of A-SVD and let \(\varepsilon, OPT, C^*, I^*, C_U^*, I_U^*\) be as in Definition 13. Suppose \((I_U^*, C_U^*)\) is a heavy pair. Let \(I^\circ = \{v \in I_U^* : w(N(v) \cap C_U^*) \geq \frac{w(C_U^*)}{4}\}\) be the set of vertices in \(I_U^*\) which have a “heavy” neighborhood in \(C_U^*\), and let \(i^\circ\) be a heaviest vertex in \(I^\circ\), i.e. a vertex of maximum weight. Let \(C^\circ = \{v \in C_U^* : w(I_U^* \setminus \{i^\circ\}) \cdot (N(v) \cap I_U^*) \geq \frac{w(I_U^* \setminus \{i^\circ\})}{4}\}\) be the set of vertices in \(C_U^*\) which have a “heavy” neighbor in the subset \(I_U^* \setminus \{i^\circ\}\), and let \(c^\circ\) be a heaviest vertex in \(C^\circ\). Let \(I^\circ = \{v \in (I_U^* \setminus \{i^\circ\}) : w(N(v) \cap (C_U^* \setminus \{c^\circ\})) \geq \frac{w(C_U^*)}{4}\}\) be the set of vertices in \(I_U^* \setminus \{i^\circ\}\) which have a “heavy” neighborhood in \(C_U^* \setminus \{c^\circ\}\), and let \(C^\circ = \{v \in (C_U^* \setminus \{c^\circ\}) : w(I_U^* \setminus \{i^\circ\}) \cdot (N(v) \cap I_U^*) \geq \frac{w(C_U^*)}{4}\}\) be the set of vertices in \((C_U^* \setminus \{c^\circ\})\) which have a “heavy” non-neighborhood in \(I_U^* \setminus \{i^\circ\}\).

Then at least one of the following statements holds:

1a) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C_U^*)\) yields a vertex \(v \in I^\circ\) with probability at least \(1/(20(1 + \frac{12}{7}))\).
1b) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C_U^*)\) yields a vertex \(v \in I^\circ\) with probability at least \(1/(4(1 + \frac{12}{7}))\).
2a) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I_U^*)\) yields a vertex \(v \in C^\circ\) with probability at least \(1/(4(1 + \frac{12}{7}))\).
2b) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I_U^*)\) yields a vertex \(v \in C^\circ\) with probability at least \(1/(20(1 + \frac{12}{7}))\).

Lemma 24. Let \((G, w, (C, I, U))\) be a hard instance of A-SVD and let \(\varepsilon, OPT, C^*, I^*, C_U^*, I_U^*\) be as in Definition 13. Suppose \((I_U^*, C_U^*)\) is a light pair. Let \(C^l = \{v \in C_U^* : w(I_U^* \setminus (N(v) \cap I_U^*)) \geq \frac{w(I_U^*)}{4}\}\) be the set of vertices in \(C_U^*\) which have a “heavy” non-neighborhood in \(I_U^*\), and let \(c^l\) be a heaviest vertex in \(C^l\). Let \(I^l = \{v \in I_U^* : w(N(v) \cap (C_U^* \setminus \{c^l\})) \geq \frac{w(C_U^*)}{4}\}\) be the set of vertices in \(I_U^*\) which have a “heavy” neighborhood in the subset \(C_U^* \setminus \{c^l\}\), and let \(i^l\) be a heaviest vertex in \(I^l\). Let \(C^l = \{v \in (C_U^* \setminus \{c^l\}) : w((I_U^* \setminus \{i^l\}) \cdot (N(v) \cap I_U^*)) \geq \frac{w(C_U^*)}{4}\}\) be the set of vertices in \((C_U^* \setminus \{c^l\})\) which have a “heavy” non-neighborhood in \((I_U^* \setminus \{i^l\})\), and let \(I^l = \{v \in (I_U^* \setminus \{i^l\}) : w(N(v) \cap (C_U^* \setminus \{c^l\})) \geq \frac{w(C_U^*)}{4}\}\) be the set of vertices in \((I_U^* \setminus \{i^l\})\) which have a “heavy” neighborhood in \((I_U^* \setminus \{i^l\})\).

Then at least one of the following statements is true.

1a) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I_U^*)\) yields a vertex \(v \in C^l\) with probability at least \(1/(20(1 + \frac{12}{7}))\), or
1b) Picking a vertex proportionately at random from the set \(X \cup (C_X \setminus I_U^*)\) yields a vertex \(v \in C^l\) with probability at least \(1/(4(1 + \frac{12}{7}))\).
2a) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C_U^*)\) yields a vertex \(v \in I^l\) with probability at least \(1/(20(1 + \frac{12}{7}))\), or
2b) Picking a vertex proportionately at random from the set \(X \cup (I_X \setminus C_U^*)\) yields a vertex \(v \in I^l\) with probability at least \(1/(4(1 + \frac{12}{7}))\).

From Lemma 23 and Lemma 24 we get
Lemma 25. Let \((G, w, (C, I, U))\) be a hard instance of \(A\)-SVD and let \(\varepsilon, OPT, C^*, I^*, C_U^*, I_U^*\) be as in Definition 13. Then one of the following statements is true.

1a) Picking a vertex proportionately at random from \(X \cup (I_X \setminus C_U^*)\) yields a vertex from \(\{v \in I_U^* \mid w(N(v) \cap C^*_U) \geq \frac{w(I_U^*)}{4}\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\).

1b) Picking a vertex proportionately at random from \(X \cup (I_X \setminus C_H^*)\) yields a vertex from \(\{v \in I_U^* \mid w(N(v) \cap (C^*_H \setminus \{v^*\})) \geq \frac{w(I_U^*)}{4}\} \cap \{v^*\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\), for some vertex \(v^* \in C_H^*\).

2a) Picking a vertex proportionately at random from \(X \cup (C_X \setminus I_U^*)\) yields a vertex from \(\{v \in C_U^* \mid w(I_U^* \setminus N(v)) \geq \frac{w(I_U^*)}{4}\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\).

2b) Picking a vertex proportionately at random from \(X \cup (C_X \setminus I_U^*)\) yields a vertex from \(\{v \in C_U^* \mid w(I_U^* \setminus \{v^*\}) \cap N(v) \geq \frac{w(I_U^*)}{4}\} \cap \{v^*\}\) with probability at least \(1/20(1 + \frac{12}{\varepsilon})\), for some vertex \(v^* \in I_U^*\).

Proof. From Lemma 4 we get that \((I_U^*, C_H^*)\) is either a heavy pair or a light pair. If \((I_U^*, C_H^*)\) is a heavy pair then Lemma 23 applies, and at least one of the four options of that lemma holds. Option (1a) of Lemma 23 implies option (1a) of the current lemma. Option (1b) of Lemma 23 implies option (1b) of the current lemma. Options (2a) and (2b) of Lemma 23 both imply option (2b) of the current lemma.

If \((I_U^*, C_H^*)\) is a light pair then Lemma 24 applies, and at least one of the four options of that lemma holds. Option (1a) of Lemma 24 implies option (2a) of the current lemma. Option (1b) of Lemma 24 implies option (2b) of the current lemma. Options (2a) and (2b) of Lemma 24 both imply option (1b) of the current lemma.

Thus in every case, one of the four options of the current lemma holds.

Lemma 26 (\(4\)). Let \((G, w, (C, I, U))\) be a hard instance of \(A\)-SVD and let \(\varepsilon, OPT, C^*, I^*, C_U^*, I_U^*\) be as in Definition 13.

1. There is a randomized polynomial-time algorithm which, given \((G, w, (C, I, U))\) as input, picks a vertex proportionately at random from the set \(X \cup (I_X \setminus C_U^*)\) with probability at least \(\frac{1}{2}\). That is, the algorithm runs in polynomial time and outputs a vertex \(v\), and the following hold with probability at least \(\frac{1}{2}\): (i) \(v \in X \cup (I_X \setminus C_U^*)\), and (ii) for any \(x \in (X \cup (I_X \setminus C_U^*))\), \(Pr[v = x] = w(x)/w(X \cup (I_X \setminus C_U^*))\).

2. There is a randomized polynomial-time algorithm which, given \((G, w, (C, I, U))\) as input, picks a vertex proportionately at random from the set \(X \cup (C_X \setminus I_U^*)\) with probability at least \(\frac{1}{2}\). That is, the algorithm runs in polynomial time and outputs a vertex \(v\), and the following hold with probability at least \(\frac{1}{2}\): (i) \(v \in X \cup (C_X \setminus I_U^*)\), and (ii) for any \(x \in (X \cup (C_X \setminus I_U^*))\), \(Pr[v = x] = w(x)/w(X \cup (C_X \setminus I_U^*))\).

3.1 Polynomally Bounded Weights

Let us first consider instances \((G, w)\) of SVD which have polynomially bounded weights.

Let \(n = |V(G)|\). Recall that \(w(v) \geq 1\) holds for each vertex \(v\) of \(G\). We say that the weight function \(w\) is polynomially bounded if, in addition, \(\sum_{v \in V(G)} w(v) \leq c_1 n^{c_0}\) holds for every \(v \in V(G)\) and some constants \(c_0, c_1\). For such instances we have the following theorem.

Theorem 27. There exists a randomized algorithm that given a graph \(G\), a polynomially bounded weight function \(w\) on \(V(G)\) and \(\varepsilon > 0\), runs in time \(O(n^{f(\varepsilon)})\) and outputs \(S \subseteq V(G)\) such that \(G - S\) is a split graph and \(w(S) \leq (2 + \varepsilon)w(OPT)\) with probability at least \(1/2\), where \(OPT\) is a minimum weight split vertex deletion set of \(G\). Here, \(f(\varepsilon) = 6 + \log(80(1 + \frac{12}{\varepsilon})) \cdot 4c_0 \log(c_1)/\log(4/3)\), where \(c_0, c_1\) are constants such that \(w(V(G)) \leq c_1 \cdot n^{c_0}\).
Algorithm 1 Approximation algorithm for the case of polynomially bounded weights.

Input: An instance \((G, w, (C, I, U))\) of A-SVD, a tuples \((\beta_C^1, \beta_C^2, \beta_I^1, \beta_I^2)\) and \(\varepsilon > 0\).
Output: A \((2 + \varepsilon)\)-factor approximate solution to \((G, w, (C, I, U))\).

1: procedure ASVD-APPROX\((G, w, (C, I, U)), \varepsilon, \beta_C^1, \beta_C^2, \beta_I^1, \beta_I^2)\)
2:     if \(U = \emptyset\) then
3:         Compute a 2-approximation \(S\) using Lemma 12
4:         return \(S\)
5:     end if
6:     \(X \leftarrow 5\)-approximate solution to \((G[U], w)\) from Theorem 6
7:     \(I_X, C_X \leftarrow\) the independent set and the clique in the split partition of \(G[U] - X\).
8:     Compute the sets \(S_{12}\) and \(S_{34}\) as described in Lemma 16.
9:     Compute the sets \(S^I\) and \(S^\dagger\) as described in Lemma 18.
10:    if \(\beta_C^1 \geq 0\) and \(\beta_C^2 \geq 0\) and \(\beta_I^1 \geq 0\) and \(\beta_I^2 \geq 0\) then
11:       for all \(j \in \{1, 2, \ldots, b(\varepsilon)\}\) do
12:           Sample a vertex \(v_I\) proportionally at random from the set \(X \cup (I_X \setminus C^\dagger_X)\)
using Lemma 26.
13:       \(Z_C \leftarrow N(v_I) \cap U\).
14:       \(C' \leftarrow C \cup Z_C\)
15:       \(U' \leftarrow U \setminus Z_C\)
16:       \(S_{C,j}^C \leftarrow\) ASVD-APPROX\((G, w, (C', I, U')), \varepsilon, \beta_C^1, \beta_C^2 - 1, \beta_I^1, \beta_I^2\) \(\varepsilon, \beta_C^1, \beta_C^2 - 1, \beta_I^1, \beta_I^2\)
17:       \(S_{C,j}^I \leftarrow\) ASVD-APPROX\((G, w, (C', I, U')), \varepsilon, \beta_C^1, \beta_C^2 - 1, \beta_I^1, \beta_I^2 - 1\)
18:       \(S_{j,1} \leftarrow\) ASVD-APPROX\((G, w, (C, I', U')), \varepsilon, \beta_C^1, \beta_C^2, \beta_I^1 - 1, \beta_I^2\)
19:    \(\text{end for}\)
20:    else
21:       for all \(j \in \{1, 2, \ldots, b(\varepsilon)\}\) do
22:           \(S_{C,j}^C, S_{C,j}^I \leftarrow V(G), V(G), V(G)\)
23:       \(\text{end for}\)
24:    \(\text{else}\)
25:    \(\text{end if}\)
26:    \(S \leftarrow\) a min weight set in \(\bigcup_{j=1,2,\ldots,b(\varepsilon)} \{S_{C,j}^C, S_{C,j}^I, S_{j,1}, S_{j,2}\} \cup \{S_{12}, S_{34}, S^I, S^\dagger\}\).
28:    \(\text{return} \ S\)
29: \(\text{end procedure}\)

Proof. Let us fix an optimum solution \(OPT\) to \((G, w)\). We treat the instance \((G, w)\) of SVD as an instance \((G, w, (C = \emptyset, I = \emptyset, U = V(G)))\) of A-SVD, and apply Algorithm 1 to it, along with the given value of \(\varepsilon\) and four integers \(\beta_C^1, \beta_C^2, \beta_I^1, \beta_I^2\) each set to \([\log_{4/3}(w(V(G)))]\). Note that, as \(w\) is polynomially bounded, we have \(w(V(G)) \leq c_1 n^{c_2}\) for some constants \(c_0, c_1\), and hence \(\beta' \geq c_2 \log(n)\) for every \(\beta' \in \{\beta_C^1, \beta_C^2, \beta_I^1, \beta_I^2\}\) where \(c_2\) is a constant. We will show that the value \(\beta = 1 + \beta_C^1 + \beta_C^2 + \beta_I^1 + \beta_I^2 \leq 1 + 4c_2 \log(n)\) is an upper-bound on the depth of the recursion tree of Algorithm 1, and that in each recursive call this value drops by 1. Hence the depth of recursion is bounded by \(\beta\). Each recursive call is made on more constrained sub-instances of A-SVD where the underlying graph \(G\), weight function \(w\),
and the value of \( \varepsilon \) remain fixed. When one of \( \{ \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I \} \) falls to \(-1\), we argue that the current instance must be an easy instance (see Definition 20), assuming all the recursive calls leading the current call were "good" (as defined below). During its run the algorithm also computes a \( 5 \)-approximate solution \( X \) to \((G[U], w)\) using Theorem 6; let \((I_X, C_X)\) be a fixed split partition of \( G[U] - X \). We have a split partition \((C^*, I^*)\) of \( G - OPT \) and we define \( I^*_U = I^* \cap U, C^*_U = C^* \cap U \). These sets, introduced in Definition 13, play an important role in Algorithm 1 and its analysis.

To argue the correctness of Algorithm 1, we require the following definition. An invocation \( \text{ASVD-APPROX}(G, w, (C, I, U), \varepsilon, \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I) \) is \textit{good} if the following conditions are true:

1. \( \beta_1^C \geq \log_{4/3}(w(C_U^*)) \),
2. \( \beta_2^C \geq \log_{4/3}(w(C_U^* \setminus \{ c \} )) \) for some \( c \in C_U^* \),
3. \( \beta_1^I \geq \log_{4/3}(w(I_U^*)) \), and
4. \( \beta_2^I \geq \log_{4/3}(w(I_U^* \setminus \{ i \} )) \) for some \( i \in I_U^* \).

Note that the definitions of \( C_U^* \) and \( I_U^* \) depend only on \((G, w, (C, I, U))\) and on the optimum solution \( OPT \) that was fixed at the beginning. These sets are hypothetical and unknown, and we can’t directly test if an invocation of Algorithm 1 is a good invocation. However, observe that in the initial call, \( U = V(G) \) and we set each of \( \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I \) to \( \lfloor \log_{4/3}(w(V(G))) \rfloor \), and hence the initial invocation is good. We will argue that if the current invocation is good and the instance of A-SVD is a hard instance (see Definition 20), then each recursive call made by the algorithm is good with a constant probability (which depends on \( \varepsilon \)). Then (via an induction) we argue that a good recursive call will return a \((2 + \varepsilon)\)-approximate solution with probability at least \( \frac{1}{2} \), and hence with constant probability we obtain a \((2 + \varepsilon)\)-approximate solution from a recursive call. To boost the probability of success to \( \frac{1}{2} \), we need to repeat this process constantly many times, so we make constantly many recursive calls. Finally, to bound the running time, we argue that the depth of the recursion tree is bounded by \( \beta = O(\log n) \), and we make constantly many recursive calls in each invocation of the algorithm. So the total number of calls made to this algorithm, which is upper-bounded by the size of the recursion tree, is \( n^{O(1)} \). This means that in polynomial time, with probability at least \( 1/2 \), we obtain a \((2 + \varepsilon)\)-approximate solution to \((G, w)\). Let us now present these arguments formally.

Let us recall the optimum solution \( OPT \) to \((G, w)\) that was fixed at the beginning. We say that an instance \((G, w, (C, I, U))\) is a \textit{nice instance} if the solution \( OPT \) is also an optimum solution to this A-SVD instance. This means that a split partition \((C^*, I^*)\) of \( G - OPT \) satisfies, \( C^* \cap I = \emptyset \) and \( I^* \cap C = \emptyset \). Note that this condition is trivially satisfied at the beginning for the starting instance \((G, w, (C = \emptyset, I = \emptyset, U = V(G))\). Let us consider an invocation of Algorithm 1 on a nice instance of \((G, w, (C, I, U))\) with polynomially bounded weight function \( w \) and \( \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I \) such that it is a good invocation. Let \( S \) denote the solution returned by it. We will show that \( S \) is a \((2 + \varepsilon)\)-approximate solution with probability at least \( \frac{1}{2} \), by an induction on \( |U| \). Suppose that \( |U| = 0 \), i.e. \( U = \emptyset \). Then Lemma 12 ensures that \( S \) is a \((2 + \varepsilon)\)-approximate solution. This forms the base case of our induction on \( |U| \).

Now suppose that \( |U| > 0 \), and we have two cases depending on whether \((G, w, (C, I, U))\) is an easy instance or not. If it is an easy instance, then either the premise of Lemma 16 or the premise of Lemma 18 holds. Hence, one of \( S_{12}, S_{34}, S_1, S_2 \) is a \((2 + \varepsilon)\)-approximation to \((G, w, (C, I, U))\). Moreover, we claim that if any one of \( \beta_1^C, \beta_2^C, \beta_1^I, \beta_2^I \) drops to \(-1\), then the instance \((G, w, (C, I, U))\) is an easy instance. Consider the case when \( \beta_2^C = -1 \). Then \( \log_{4/3}(w(C_U^* \setminus \{ c \} )) = -1 \) for some \( c \in C_U^* \). This means \( w(C_U^* \setminus \{ c \} ) < 3/4 \), and since \( w(v) \geq 1 \) for every \( v \in V(G) \), it must be the case that \( C_U^* = \{ c \} \). Hence, the premise of Lemma 18 holds and we obtain a \((2 + \varepsilon)\)-approximate solution for \((G, w, (C, I, U))\). Similar
arguments apply to the other cases, i.e. when \( \beta_1^C = -1 \), or \( \beta_1^I = -1 \) or \( \beta_2^I = -1 \), and we can obtain a \((2 + \epsilon)\)-approximation in all these cases. Therefore, in all these cases \( S \) is a \((2 + \epsilon)\)-approximation to \((G, w, (C, I, U))\).

Now, consider the case when the given instance is a hard instance, i.e. \( U \neq \emptyset \) and the premises of Lemma 16 and Lemma 18 don’t hold. In this case \( \beta_1^C, \beta_1^I, \beta_2^I, \beta_2^I \geq 0 \). Recall that \( X \) is a 5-approximate solution to SVD in the subgraph \( G[U] \), and hence \( w(X) \leq 5 \cdot w(OPT) \).

We will make recursive calls on instances of A-SVD of the form \((G, w, (C', I', U'))\) such that \( C \subseteq C' \), \( I \subseteq I' \) and \( U' \subseteq U \). Suppose that \((G, w, (C', I', U'))\) is a nice instance. Then by the induction hypothesis, as \( |U'| < |U| \), we can assume that Algorithm 1 returns a \((2 + \epsilon)\)-approximate solution \( \hat{S} \) to this instance with probability at least 1/2. This is an approximation to the current instance as well:

\[ \text{Claim 28.} \quad \hat{S} \text{ is a (2 + } \epsilon)\text{-approximate solution to } (G, w, (C, I, U)) \]

Proof. Observe that, since \( \hat{S} \) is feasible solution to the nice instance \((G, w, (C', I', U'))\), there is a split partition \((C_S', I_S') \) of \( G - \hat{S} \) such that \( C' \cap I_S = \emptyset \) and \( I' \cap C_S = \emptyset \). Therefore, we have \( C \cap I_S = \emptyset \) and \( I \cap C_S = \emptyset \), i.e. \( \hat{S} \) is a feasible solution to \((G, w, (C, I, U))\). Since \( w(\hat{S}) \leq (2 + \epsilon)w(OPT) \), the claim is true.

Let us now consider the recursive calls made by the algorithm for each \( j \in \{1, 2, \ldots, b(\epsilon) = \lceil 80(1 + \frac{12}{\epsilon^2}) \rceil \} \), and argue that with a constant probability (depending on \( \epsilon \)) we can obtain a \((2 + \epsilon)\)-approximation to the given instance. In each recursive call, one of \( \beta_1^C, \beta_1^I, \beta_2^I, \beta_2^I \) drops by exactly 1. Let us fix \( j \in \{1, 2, \ldots, b(\epsilon)\} \) and consider the two vertices \( v_I, v_C \) sampled using Lemma 26. Since \((G, w, (C, I, U))\) is a hard instance, the following hold:

1. With probability at least 1/2, \( v_I \in X \cup (I_X \setminus C_I') \), and for any \( x \in (X \cup (I_X \setminus C_I')) \),
   \[ P[v_I = x] = w(x)/w(X \cup (I_X \setminus C_I')) \]

2. With probability at least 1/2, \( v_C \in X \cup (C_X \setminus I_C') \), and for any \( x \in (X \cup (C_X \setminus I_C')) \),
   \[ P[v_C = x] = w(x)/w(X \cup (C_X \setminus I_C')) \]

By the induction hypothesis, any good invocation ASVD-APPROX\((G, w, (C', I', U'), \epsilon, \beta_1^C, \beta_1^I, \beta_2^I, \beta_2^I)\) where \((G, w, (C', I', U'))\) is a nice instance and \( |U'| < |U| \) holds, returns a \((2 + \epsilon)\)-approximate solution to \((G, w, (C', I', U'))\) with probability at least \( \frac{1}{2} \). We now have four cases, depending on which of the four statements in Lemma 25 is true for \((G, w, (C, I, U))\).

In each case we will argue that with constant probability, we make a good recursive call on a nice instance and obtain a \((2 + \epsilon)\)-approximate solution from it.

(i) Suppose that statement (1a) of Lemma 25 is true. That is, picking a vertex proportionally at random from \( X \cup (I_X \setminus C_I') \) yields a vertex from \( \{v \in I_U': w(N(v) \cap C_{U'}) \geq \frac{w(C_{U'})}{4} \} \) with probability at least 1/20(1 + \( \frac{12}{\epsilon^2} \)). Then \( v_I \in \{v \in I_U': w(N(v) \cap C_{U'}) \geq \frac{w(C_{U'})}{4} \} \) with probability at least 1/40(1 + \( \frac{12}{\epsilon^2} \)). As \( v_I \in I_U' \), every vertex in \( Z_C = N(v_I) \cap U \) must either be in \( OPT_U \) or in \( C_{U'} \). Furthermore, \( w(Z_C \cap C_{U'}) \geq \frac{w(C_{U'})}{4} \). Let \( U' = U \setminus Z_C, C' = C \cup Z_C \) and consider the invocation ASVD-APPROX\((G, w, (C', I', U'), \epsilon, \beta_1^C, \beta_1^I, \beta_2^I, \beta_2^I)\). Let us argue that it is a good invocation. By definition \( C_{U'} = C' \cap U' \) satisfies \( w(C_{U'}) \leq \frac{1}{4}w(C_{U'}) \). Therefore, as \( \beta_2^I \geq \log_4(3)w(C_{U'}) \), we have \( \beta_2^I - 1 \geq \log_4(3)w(C_{U'}) \). Furthermore, observe that \( \beta_2^C \geq \log_4(3)w(C_{U'}) \setminus \{c^*\} \) and \( I, \beta_1', \beta_2^I \) remain unchanged.

Hence, assuming that the current invocation is good, this is also invocation. Let us argue that \((G, w, (C', I', U'))\) is a nice instance, i.e. \( OPT \) is an optimum solution to it. Towards this, recall that \( C' = C \cup Z_C \) where \( Z_C = N(v_I) \cap U \) and \( v_I \in I_U' \subseteq I' \). Hence, every vertex in \( Z_C \) is either in \( OPT \) or in \( C^* \), i.e. \( Z_C \cap I^* = \emptyset \). Since \( OPT \) is feasible for \((G, w, (C, I, U))\) we have that \( C \cap I^* = \emptyset \). Therefore, \( C' \cap I^* = (C \cup Z_C) \cap I^* = \emptyset \), and hence \( OPT \) is a feasible solution for \((G, w, (C', I', U'))\). Finally, as any feasible
Therefore, if \( \beta \) is an optimum solution to \( G, w, (C', I, U') \), and this event happens with probability at least \( 1/80(1 + \frac{12}{c}) \). Note that \( \beta^* \) drops by 1 in the recursive call.

(ii) Suppose that statement (1b) of Lemma 25 is true. That is, picking a vertex proportionally at random from \( X \) and then for any arbitrary \( v \), we have \( \log_{4/3}(w(\hat{C})) \leq \log_{4/3}(w(C^* \setminus \{e^*\})) \leq \beta^*_2 - 1 \). Therefore, \( C^* = \hat{C} \), and note that \( C^* \setminus \{e^*\} \) is also unchanged. Hence, this invocation is good. Next, as in the previous case, we can argue that \( G, w, (C', I, U) \) is a nice instance. Then, as \( |U'| < |U| \), by the induction hypothesis the invocation returns a \((2 + \epsilon)\)-approximate solution \( S^C_{j,2} \) to \( (G, w, (C', I, U')) \) with probability at least 1/2. By Claim 28, \( S^C_{j,2} \) is a \((2 + \epsilon)\)-approximate solution to \( (G, w, (C, I, U)) \). Hence, we obtain a solution \( S^C_{j,j} \) that is a \((2 + \epsilon)\)-approximate solution to \( (G, w, (C, I, U)) \), and this event happens with probability at least 1/80(1 + \( \frac{12}{c} \)). Note that \( \beta^*_2 \) drops by 1 in recursive call made here.

(iii) Suppose that statement (2a) of Lemma 25 is true. This case is symmetric to Case-(i) above, where the arguments are made with respect to \( v_C \) and \( \epsilon \). Here \( v_C = (v \in C_1 \setminus \Delta_s) \). We consider the instance \( G, w, (C, I, U) \) where \( Z_I = U \setminus \Delta_s \) and \( U' = U \setminus \Delta_s \). We can argue that this invocation is good and the instance \( (G, w, (C, I, U')) \) is nice. Then, as \( |U'| < |U| \), by the induction hypothesis, the invocation returns a \((2 + \epsilon)\)-approximate solution to \( (G, w, (C', I, U')) \) with probability at least 1/2. Let \( S^C_{j,1} \) denote this solution, and we argue that it is also a \((2 + \epsilon)\)-approximate solution to \( (G, w, (C, I, U)) \). In conclusion, we obtain a solution \( S^C_{j,1} \) that is a \((2 + \epsilon)\)-approximate solution to \( (G, w, (C, I, U)) \), and this event happens with probability at least 1/80(1 + \( \frac{12}{c} \)). Note that \( \beta^*_2 \) drops by 1 in recursive call made here.

(iv) Suppose that statement (2b) of Lemma 25 is true. This case is symmetric to Case-(ii) above. Here we have a vertex \( v_C \) and \( \epsilon \). We make a recursive call ASVD-APPROX \((G, w, (C, I, U')) \), \( \epsilon \), \( \beta^*_2 \), \( \beta^*_3 \), \( \beta^*_3 - 1 \), where \( I' = I \cup Z_I, U' = U \setminus Z_I \) and \( Z_I = U \setminus \Delta_s \). We make a recursive call ASVD-APPROX \((G, w, (C', I, U')) \), \( \epsilon \), \( \beta^*_2 \), \( \beta^*_2 \), \( \beta^*_3 - 1 \), where \( I' = I \cup Z_I, U' = U \setminus Z_I \) and \( Z_I = U \setminus \Delta_s \). Here, we obtain a solution \( S^C_{j,2} \) that is a \((2 + \epsilon)\)-approximate solution to \( (G, w, (C, I, U)) \), and this event happens with probability at least 1/80(1 + \( \frac{12}{c} \)). Note that \( \beta^*_2 \) drops by 1 in recursive call made here.

Therefore, if \( (G, w, (C, I, U)) \) is a hard instance, then for each \( j \in \{1, 2, \ldots, b(e)\} \), one of \( S^C_{j,1}, S^C_{j,2}, S^C_{j,j}, S^C_{j,j} \) is a \((2 + \epsilon)\)-approximate solution to \( (G, w, (C, I, U)) \), and this event happens with probability at least 1/80(1 + \( \frac{12}{c} \)). Note that the recursive calls made for any two distinct \( j, j' \in \{1, 2, \ldots, b(e)\} \) are independent.
events. Therefore, by setting \( b(\varepsilon) = [80(1 + \frac{12}{\varepsilon})] \), we obtain that with probability at least 1/2 there exists \( j \in \{1, 2, \ldots, b(\varepsilon)\} \) such that one of \( S_{f,1}^{C}, S_{f,2}^{C}, S_{f,1}^{I}, S_{f,2}^{I} \) is a \((2 + \varepsilon)\)-approximate solution to \((G, w, (C, I, U))\).

Finally, let us bound the running time of this algorithm. Towards this, we must bound the total number of calls made to Algorithm 1, when run on an instance \((G, w)\) with polynomially bounded weights. Observe that, we start with an instance \((G, w, (C = \emptyset, I = \emptyset, U = V(G)))\) of A-SVD along with \( \beta_{C}^{1}, \beta_{C}^{2}, \beta_{I}^{1}, \beta_{I}^{2} \) set to \([\log_{4/3}(w(V(G)))] = c_{2} \log(n)\) for some constant \( c_{2} \). Then, for each instance \((G, w, (C, I, U))\), we make \( b(\varepsilon) \) recursive calls and at least one of \( \beta_{C}^{1}, \beta_{C}^{2}, \beta_{I}^{1}, \beta_{I}^{2} \) drops by 1 in each of these calls. Additionally \( U \) drops to a strict subset in each of these calls. Hence in a finite number of steps, either \( U \) becomes empty, or one of \( \beta_{C}^{1}, \beta_{C}^{2}, \beta_{I}^{1}, \beta_{I}^{2} \) becomes equal to \(-1\), and we reach an easy instance. Observe that this must happen at some point before the depth of recursion exceeds \( \beta = 1 + 4c_{2} \log(n) \).

Hence, the number of recursive calls made for the instance \((G, w)\) is upper bounded by \( b(\varepsilon)^{\beta} = O(n^{h(\varepsilon)})\) where \( h(\varepsilon) = \log(80(1 + \frac{12}{\varepsilon})) \cdot 4c_{0} \log(c_{1}) / \log(4/3) \). Recall that \( c_{0}, c_{1} \) are constants such that \( w(V(G)) \leq c_{1} \cdot n^{c_{0}} \). Observe that in each recursive call, we spend \( O(n^{\beta}) \) time (excluding the recursive calls). Hence the total running time is upper-bounded by \( n^{f(\varepsilon)} \) where \( f(\varepsilon) = 6 + \log(80(1 + \frac{12}{\varepsilon})) \cdot 4c_{0} \log(c_{1}) / \log(4/3) \). Alternately, this bound on the running time can be obtained from the Master Theorem.

### 3.2 General Weight Functions

In this section, we extend Theorem 27 to instances of SVD with general weight function. In particular we show that given an instance with general weights, we can construct an instance with polynomially-bounded weights such that an approximate solution to the new instance can be lifted back to the original instance.

**Lemma 29.** Let \((G, w)\) be an instance of SVD, and \( \varepsilon > 0 \) be a constant. Then we can construct another instance \((G', w')\) of SVD such that \( G' \) is a subgraph of \( G \) and given any \( \alpha \)-approximate solution to \((G', w')\) where \( \alpha \leq 5 \), we can obtain an \((\alpha + \varepsilon)\)-approximate solution to \((G, w)\). Moreover, the weight function \( w' \) is polynomially bounded, and \( w'(V(G')) \leq \frac{30n^{2}}{\varepsilon} \).

We have the following corollary of Theorem 27 and Lemma 29.

**Theorem 30.** There exists a randomized algorithm that given a graph \( G \), a weight function \( w \) on \( V(G) \) and \( \varepsilon > 0 \), runs in time \( O(n^{h(\varepsilon)}) \) and outputs \( S \subseteq V(G) \) such that \( G - S \) is a split graph and \( w(S) \leq 2(1 + \varepsilon)w(OPT) \) with probability at least 1/2, where \( OPT \) is a minimum weight split vertex deletion set of \( G \). Here, \( h(\varepsilon) = 6 + 8 \log(80(1 + \frac{12}{\varepsilon})) \cdot \log(\frac{40}{\varepsilon}) / \log(4/3) \).

**Proof.** Given the instance \((G, w)\) and \( \varepsilon \), we apply Lemma 29 and obtain an instance \((G', w')\), where \( w'(V(G')) \leq \frac{30n^{2}}{\varepsilon} \). We then apply Theorem 27 to \((G', w')\) and \( \varepsilon \) and obtain a solution \( S' \) to it. This algorithm runs in time \( |V(G')|^{g(\varepsilon)} \leq \frac{n^{h(\varepsilon)}}{h(\varepsilon)} \), where \( g(\varepsilon) = 6 + 8 \log(80(1 + \frac{12}{\varepsilon})) \cdot \log(\frac{40}{\varepsilon}) / \log(4/3) \), and with probability at least 1/2 \( S' \) is a \((2 + \varepsilon)\)-approximate solution to \((G', w')\). Then by Lemma 29, \( S' \) can be lifted to a \( (2(1+\varepsilon))\)-approximate solution \( S \) to \((G, w)\).

## 4 Conclusion

One of the natural open question is to obtain a polynomial time 2-approximation algorithm for SVD and match the lower bound obtained under UGC. It will be interesting to find other implicit d-Hitting SET problems and find its correct “approximation complexity”. Towards this we restate the conjecture of Fiorini et al. [5] about a concrete implicit 3-Hitting SET problem: there is a 2-approximation algorithm for Cluster Vertex Deletion matching the lower bound under UCG.
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