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Abstract
Guillotine separability of rectangles has recently gained prominence in combinatorial optimization, computational geometry, and combinatorics. Consider a given large stock unit (say glass or wood) and we need to cut out a set of required rectangles from it. Many cutting technologies allow only end-to-end cuts called guillotine cuts. Guillotine cuts occur in stages. Each stage consists of either only vertical cuts or only horizontal cuts. In $k$-stage packing, the number of cuts to obtain each rectangle from the initial packing is at most $k$ (plus an additional trimming step to separate the rectangle itself from a waste area). Pach and Tardos [20] studied the following question: Given a set of $n$ axis-parallel rectangles (in the weighted case, each rectangle has an associated weight), cut out as many rectangles (resp. weights) as possible using a sequence of guillotine cuts. They provide a guillotine cutting sequence that recovers $\frac{1}{2 \log n}$-fraction of rectangles (resp. weights). Abed et al. [1] claimed that a guillotine cutting sequence can recover a constant fraction for axis-parallel squares. They also conjectured that for any set of rectangles, there exists a sequence of axis-parallel guillotine cuts that recovers a constant fraction of rectangles. This conjecture, if true, would yield a combinatorial $O(1)$-approximation for Maximum Independent Set of Rectangles (MISR), a long-standing open problem. We show the conjecture is not true, if we only allow $o(\log \log n)$ stages (resp. $o(\log n/\log \log n)$-stages for the weighted case). On the positive side, we show a simple $O(n \log n)$-time 2-stage cut sequence that recovers $1/(1 + \log n)$-fraction of rectangles. We improve the extraction of squares by showing that $1/40$-fraction (resp. $1/160$ in the weighted case) of squares can be recovered using guillotine cuts. We also show $O(1)$-fraction of rectangles, even in the weighted case, can be recovered for many special cases of rectangles, e.g. fat (bounded width/height), $\delta$-large (large in one of the dimensions), etc. We show that this implies $O(1)$-factor approximation for Maximum Weighted Independent Set of Rectangles, the weighted version of MISR, for these classes of rectangles.
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1 Introduction

Cutting stock problem is a well-studied problem in combinatorial optimization, starting from the seminal work of Gilmore and Gomory [13]. Specially, the 2-D variant has received a lot of attention due to its application in practice [14, 27]. In these problems, we need to cut out some required geometric objects under some constraints, from a large source material such as glass, rubber, metal, wood or cloth. One special constraint, guillotine cut (end-to-end cut) emerges naturally from the design of cutting machines. Starting from the initial source material (piece), in each step such a cutting sequence takes one of the available pieces and finds an end-to-end cut along a straight line to divide it into two smaller pieces. Ultimately, each of the required objects corresponds to one of the final pieces. These cuts are simple to program due to column generation techniques [10, 26]. Due to lower cost and simple usability, we find many real-world applications of guillotine cuts, such as in crepe-rubber mill [23], glass industry [22], and paper cutting [19].

The problem has also been studied extensively from theoretical viewpoint. Urrutia [25] asked the following question: Given a family of pairwise disjoint compact convex sets on a sheet of glass, is it true that one can always separate out a constant fraction of them using a guillotine cutting sequence? Pach and Tardos [20] answered the question in negative for line segments. They provided a family of \( n \) straight line segments where at most \( O(n \log^{1/2} n) \) line segments can be separated using guillotine cuts. However, they showed that one can always cut out a constant fraction of the input objects, if all objects have roughly the same size (contains a circle of radius \( r_1 \) and contained within a circle of radius \( r_2 \), for \( r_2 \geq r_1 > 0 \)).

For any family of \( n \) pairwise disjoint compact convex sets (resp. line segments) in the plane, one can always separate \( \Omega(n^{1/3}) \) (resp. \( \Omega(n^{1/2}) \)) of members using guillotine cuts. For any family of \( n \) pairwise disjoint compact convex sets (resp. line segments) in the plane, one can always separate \( \Omega(n^{1/3}) \) (resp. \( \Omega(n^{1/2}) \)) of members.

In this paper, we focus on guillotine separability of rectangles and squares. Given a set of \( n \) pairwise disjoint axis-parallel open rectangles \( R := \{ R_1, R_2, \ldots, R_n \} \) embedded on a square \([0, N] \times [0, N]\), our goal is to separate as many rectangles as possible by a sequence of axis-parallel guillotine cuts. Pach and Tardos [20] showed that \( \Omega(n/ \log n) \) rectangles can be separated using guillotine cuts. Abed et al. [1] studied the problem for squares. They claimed a guillotine cutting sequence that recovers \( 1/81 \)-fraction of any set of axis-parallel squares and made the following conjecture:

\[ \text{Conjecture 1 ([1]). For any set of } n \text{ non-overlapping axis-parallel rectangles there is a guillotine cutting sequence with only axis-parallel cuts separating } \Omega(n) \text{ of them.} \]

Furthermore, they extend the problem to the weighted case in which each rectangle \( R_i \) has an associated weight \( p_i \in \mathbb{Q} \) and the goal is to separate a subset of rectangles using guillotine cuts such that the total profit of separated rectangles is maximized. For this weighted version for squares, they claimed recovery of \( 4/729 \)-fraction of squares, and a \( 1/2^O(d) \)-fraction in the weighted case in \( d \)-dimensions (where objects are hypercubes). They also showed that a proof of Conjecture 1 will imply an \( O(1) \)-approximation for maximum independent set of rectangles (MISR), a notoriously difficult NP-hard problem [2, 8]. In maximum weighted independent set of rectangles (MWISR), we are given a set of possibly overlapping axis-parallel rectangles (with associated profit) and the goal to compute a non-overlapping subset of maximum profit. MISR is the cardinality variant, i.e., when all rectangles have equal profit. This connection between MISR and guillotine separability has made the guillotine separability to rise into prominence in recent years [18].
Guillotine cutting for rectangles can also be viewed as a packing problem where all rectangles are packed in such a way that all of them can be cut out using a guillotine cutting sequence. Gilmore and Gomory [13] initiated systematic study of guillotine packing by \(k\)-stage packing, where each stage consists of either horizontal or vertical guillotine cuts (but not both). Geometric packing problems are a classical well-studied area in approximation algorithms [9, 15]. In 2-D geometric knapsack problem (2GK) [16], we are given a set of rectangular items (with associated profit) and unit square knapsack, and the goal is to pack a subset of items into the knapsack maximizing the total profit. This problem is strongly NP-hard [17], even for squares with unit profit. The present-best approximation ratio is 1.89 [12]. In 2-D strip packing problem (2SP) [11], we are given a set of rectangular items and fixed-width unbounded-height strip, and the goal is to pack all the items into the strip such that the height of the strip is minimized. Kenyon and Rémila gave an APTAS for the problem [14] using a 3-stage packing. In 2-D bin packing problem (2BP), we are given a set of rectangular items and unit square bins, and the goal is to pack all the items into minimum number of bins. The problem is APX-hard [3] and the present best approximation ratio is 1.405 [4].

All these problems have been studied under \(k\)-stage packing [21]. Abed et al. [1] have studied 2GK under guillotine cuts and have given a QPTAS for the cardinality case with quasi-polynomially bounded input. Caprara [6] obtained a 2-stage \(T_\infty(\approx 1.691)\)-approximation for 2BP, and conjectured that the worst-case asymptotic ratio between the optimal 2-stage 2BP and optimal general 2BP is 3/2. Later, Caprara et al. [7] gave an APTAS for 2-stage 2BP and 2-stage 2SP. Afterwards, Bansal et al. [5] showed an APTAS for guillotine 2BP. Seiden and Woeginger [24] gave an APTAS for guillotine 2SP. Both the APTAS for guillotine 2BP and guillotine 2SP are based on the fact that general guillotine 2BP or guillotine 2SP can be approximated arbitrary well by \(O(1)\)-stage packing, and such \(O(1)\)-stage packing can be found efficiently. Bansal et al. [4] conjectured the worst-case asymptotic ratio between the best guillotine 2BP and the best general 2BP is 4/3. This conjecture, if true, along with APTAS for guillotine packing [5], will imply a \((4/3 + \varepsilon)\)-approximation for 2BP.

### 1.1 Our contributions

We obtain improved guillotine separability for many classes of rectangles. We show a simple \(O(n \log n)\)-time algorithm that recovers \(1/(\log n + 1)\)-fraction of rectangles. The recursive algorithm of [20] can recover \(1/(2 \log n)\)-fraction of rectangles, but can also take \(\Omega(\log n)\)-stages in the worst case, whereas our algorithm takes only 2-stages. We define multi-level lines called poles to partition the rectangles into guillotine separable classes and used this technique to recover a constant fraction of rectangles for many classes (see Section 5). Using ternary partitions we show a slightly improved bound of \(n/\log_3(n + 2)\). We then show that unlike other packing problems (such as 2BP or 2SP), in our problem any guillotine packing can not be approximated arbitrary well by \(O(1)\)-stages. In particular, we show:

- **Theorem 2.** Any guillotine cutting algorithm with a constant number of stages can recover at most \(O\left(\frac{\log \log n}{\log n}\right)\) fraction of total weight. In order to recover a constant fraction of weight we require \(\Omega\left(\frac{\log n}{\log \log n}\right)\) stages.

- **Theorem 3.** Any guillotine cutting algorithm with a constant number of stages can extract at most \(O\left(\frac{1}{\log \log n}\right)\) fraction of total rectangles. In order to extract a constant fraction of rectangles, we require \(\Omega(\log \log n)\) number of stages.
For the case of squares, we found bugs in [1]. We could fix them by loosing additional multiplicative factor. Then using a more involved sampling and exploiting structural properties of guillotine cuts, we obtain further improvement. These structural properties might find usage in related guillotine packing problems.

> **Theorem 4.** For axis-parallel squares, always there exists a guillotine cutting sequence that recovers $1/40$ (resp. $1/160$ in the weighted case)-fraction.

We also show that $O(1)$-fraction of rectangles can be recovered for many special classes of rectangles, such as (a) Fat: when for each rectangle the ratio of width and height is in $[1/\beta, \beta]$, for some constant $\beta$. Fat objects generalize squares and are well-studied [20], (b) $\delta$-large: when each rectangle has either width $\geq \delta N$ or height $\geq \delta N$. These rectangles are well-studied in the context of MISR [2], (c) part-similar, (d) anti-laminar (see Section 5). We also show that if $1/c$-fraction of weight can be recovered for a class of rectangles, then we obtain an $O(n^5)$-time $c$-approximation for MWISR. Thus obtaining $O(1)$-approximation for MWISR for the above classes of rectangles.

1.2 Organization of the paper

Section 2 describes some building blocks and known results used in this article. Section 3 gives improved guillotine separability of squares. Section 4 describes algorithms and hardness for rectangles. Section 5 studies several special classes of rectangles and obtains constant factor extraction for them. Due to space constraints, some proofs are deferred to the full version.

2 Preliminaries

Let $\mathbb{Z}^+$ (resp. $\mathbb{Z}^\geq 0$) be the set of positive (resp. nonnegative) integers. Let us define $[n] := \{1, 2, \ldots, n\}$ and $[n]_0 := \{0, 1, 2, \ldots, n\}$, for $n \in \mathbb{Z}^+$. We are given a set of axis-parallel nonoverlapping rectangles $\mathcal{R} := \{R_1, R_2, \ldots, R_n\}$ embedded in a box $K := [0, N] \times [0, N]$. Each rectangle $R_i \in \mathcal{R}$ has width $w_i$, height $h_i$, and bottom-left corner at $(x_i, y_i)$. Thus rectangle $R_i$ is defined by the region $R(i) := [x_i, x_i + w_i] \times [y_i, y_i + h_i]$, where $x_i \geq 0, y_i \geq 0, x_i + w_i \leq N, y_i + h_i \leq N$. For any two input rectangles $R_i, R_j (j \neq i)$, we have $R(i) \cap R(j) = \emptyset$. Rectangle $R_i$ has an associated weight $p_i$. In the unweighted case, all rectangles have the same (unit) weight.

2.1 Guillotine separability

> **Definition 5 (Piece).** A piece is an axis-aligned rectangular region with axis-parallel rectangles $\mathcal{R}$ embedded on it.

> **Definition 6 (Guillotine cut).** A guillotine cut for a piece $P$ is an end-to-end axis-parallel cut along a straight line $\ell$ dividing the piece into two (rectangular) subpieces $P_1$ and $P_2$.

We define a stage of guillotine cuts as a set of end to end, equal, axis-parallel cuts separating piece $P$ into further sub-pieces. Cuts in alternate stages alternate between vertical (parallel to $y$-axis) and horizontal (parallel to $x$-axis) cuts.

A guillotine cutting strategy is represented by two types of trees.

> **Definition 7 (Guillotine binary tree).** A guillotine binary tree for a set of rectangles $\mathcal{R}$ is a binary tree $T_B$ where each non-leaf node $v \in V(T_B)$ is equipped with a piece $P_v$ and the straight line $\ell_v$ corresponding to the cut such that cutting $P_v$ along the straight line $\ell_v$ gives us
Definition 8 (Guillotine stage tree). A guillotine stage cutting strategy for a set of rectangles \( \mathcal{R} \) is represented by a guillotine stage tree \( T_S \) where each non-leaf node \( v \in V(T_S) \) is equipped with a piece \( P_v \) and the set of straight lines \( \mathcal{L}_v \) corresponding to the stage of the cut such that cutting \( P_v \) along the straight lines in \( \mathcal{L}_v \) gives us subpieces \( P_{v_1}, P_{v_2}, \ldots, P_{v_i} \), where \( v_1, v_2, \ldots, v_i \) are the children of \( v \). For each non-leaf node \( v \in V(T_S) \), let \( \text{cutrec}(v) \) (resp. \( \text{cutwt}(v) \)) denote the number (resp. total weight) of rectangles cut by lines in \( \mathcal{L}_v \). A guillotine cutting strategy has \( k \)-stages if the tree \( T_S \) has height \( k \).

We say that \( T_B \) (resp. \( T_S \)) separates a set of rectangles \( \mathcal{R} \) if \( \text{cutrec}(v) = 0 \) for all \( v \in V(T_B) \) (resp. \( T_S \)).

Definition 9 (\( k \)-good cut). A cut \( \ell_v \) cutting \( P_v \) is a \( k \)-good cut, if it intersects at most \( k \) rectangles and each side contains at least one rectangle completely.

Definition 10 ((\( k, c \))-good cut). For any piece \( P \) having at least \( 2c \) rectangles, a \( (k, c) \)-good cut is a cut which cuts at most \( k \) rectangle and also has at least \( c \) rectangles on both sides.

Definition 11 (Extraction factor). A guillotine cutting strategy is said to have an extraction factor \( f \) if it separates \( f \)-fraction of rectangles (resp. weight).

2.2 Grid sampling for squares

Here we briefly discuss grid sampling from [1] (but modify slightly to fix the bugs) when all input rectangles in \( \mathcal{R} \) are squares. Let \( \text{len}(i) \) be the side length of square \( R_i \). Abed et al. [1] introduced a collection of (multi-level) grid lines to do a four step sampling to show that a constant fraction of squares are guillotine separable. First, we define these gridlines and related notions as they constitute an important component in our proofs too. A square \( R_i \in \mathcal{R} \) is said to be at level-\( i \) if \( \text{len}(i) \in \left( \frac{2N}{2^{i+1}}, \frac{N}{2^{i+1}} \right] \). We independently pick random numbers \( \bar{x}, \bar{y} \in [0, N) \) to define a random shift for drawing the grid. The vertical grid lines at level-\( i \) are drawn at \( \bar{x}, \bar{x} + \frac{N}{2^i}, \bar{x} + \frac{2N}{2^i}, \cdots \). Similarly, the horizontal grid lines at level-\( i \) are drawn at \( \bar{y}, \bar{y} + \frac{N}{2^i}, \bar{y} + \frac{2N}{2^i}, \cdots \). (Note that the coordinates mentioned for the vertical and horizontal grid lines are taken modulo \( N \)). Grid cells circumscribed by successive grid lines at level-\( (i - 1) \) are said to be at level-\( i \). Thus the level-\( i \) grid cells are square regions of size \( \frac{2N}{2^i} \times \frac{2N}{2^i} \). Hence, if a level-\( j \) square is completely contained within a level-\( i \) grid cell, then \( i \leq j + 1 \). Note that higher the level, more fine grained the grid is, and smaller the grid cells and squares are.

![Figure 1](https://example.com/f1.png) Different types of packing: (a), (b), (c) are guillotine packing, while (d) is not.
In the first step of sampling, we pick squares from either even levels or odd levels, randomly. Let \( \mathcal{R}_0 \) be the set of squares remaining afterwards. Then \( \mathbb{P}[R \in \mathcal{R}_0] = 1/2. \)

In the second step of sampling, a square \( R \in \mathcal{R}_0 \) is removed if it intersects with grid lines in the level below it, i.e., any level-\(i\) (\(i \geq 1\)) square \( R \) is removed if it intersects a gridline of level \(0, \ldots, i - 1\). Let \( \mathcal{R}_1 \) be the set of squares that remained after this step.

**Lemma 12** ([1]). A level-\(i\) square \( R \in \mathcal{R}_0 \) of side length \( \text{len}(R) \in \left( \frac{N}{2^{2i+1}}, \frac{N}{2^i} \right) \) remains in \( \mathcal{R}_1 \) with probability \((1 - \mu_R)^2 \geq 1/4\), where \( \mu_R = \text{len}(R) \cdot 2^{i-1}/N \).

In the third sampling step, the squares in \( \mathcal{R}_1 \) are sampled to obtain \( \mathcal{R}_2 \) so that each level-\(i\) grid cell contains at most one square of level-\(i\). Let \( \mathcal{R}_i \) denote the subset of level-\(i\) squares contained within a grid cell \( C \) at level-\(i\). We sample each \( R \in \mathcal{R}_i \) with probability \((1 - \mu_R)^2 \cdot M_C)^{-1}\) for \( M_C = \sum_{s \in \mathcal{R}_i} (1 - \mu_s)^{-2}\). Let \( \mathcal{R}_2 \) be the set of squares remaining after this process. Then the probability that a level-\(i\) square \( R \) remains in \( \mathcal{R}_2 \) is: \( \mathbb{P}[R \in \mathcal{R}_2 | R \in \mathcal{R}_1] \cdot \mathbb{P}[R \in \mathcal{R}_1 | R \in \mathcal{R}_0] \cdot \mathbb{P}[R \in \mathcal{R}_0] = \frac{1}{2} \cdot (1 - \mu_R)^2 \cdot \frac{1}{2} = 1/(2 \cdot M_C) \)

In the fourth step, squares in \( \mathcal{R}_2 \) are sampled further to obtain a guillotine separable set.

**Definition 13** (\(\varepsilon\)-guillotine sampling). An \(\varepsilon\)-guillotine sampling for objects \(\mathcal{O}\) is a distribution \(\mathcal{D}: \mathcal{O} \rightarrow [0, 1]\) such that any object \(r \in \mathcal{O}\) is sampled by \(\mathcal{D}\) with probability at least \(\varepsilon\) and each subset in the support of \(\mathcal{D}\) is guillotine separable.

**Lemma 14** ([1]). For any set of objects \(\mathcal{O}\), the following two statements are equivalent:

(i) there is an \(\varepsilon\)-guillotine sampling for \(\mathcal{O}\),

(ii) for any \(w: \mathcal{O} \rightarrow \mathbb{Z}_{\geq 0}\), there is a guillotine separable subset \(\mathcal{O'} \subseteq \mathcal{O}\) with \(w(\mathcal{O'}) \geq \varepsilon \cdot w(\mathcal{O})\).

Let \(\text{level}(R)\) be the level of square \(R\). For a level-\(i\) square \(R\), let \(\text{cell}(R)\) be the level-\(i\) gridcell containing \(R\). We say that two squares \(R, S\) are conflicting if either \(R\) overlaps the boundary of \(\text{cell}(S)\) or \(S\) overlaps the boundary of \(\text{cell}(R)\). Note that if \(R\) overlaps the boundary of \(\text{cell}(S)\), then \(\text{level}(R) < \text{level}(S)\). A conflict graph \(\mathcal{H}\) encodes the conflict structures between squares, where the vertex set \(V(\mathcal{H})\) corresponds to the squares in \(\mathcal{R}\), and there is an edge between squares \(R, S\) if and only if \(R, S\) are conflicting.

**Lemma 15** ([1]). For an independent set \(I \subseteq V(\mathcal{H})\), \(\{R\}_{R \in I}\) are guillotine separable.

Let \(\mathcal{H}\) be the conflict graph defined by the squares in \(\mathcal{R}_2\). If \(\mathcal{H}\) is \(\chi\)-colorable, then we obtain a guillotine separable set of size at least \(|\mathcal{R}_2|/\chi\). Abed et al. [1] showed that \(\mathcal{H}\) is 9-colorable and showed \(M_C \leq 81/4\). This shows \(\pi(2/M_C) \geq \pi(2/81)\)-fraction of squares are guillotine separable. For the unweighted case, they claimed an improved bound of 1/81, by exploiting the structure of the tree representing the binary cutting strategy. However, there are bugs in both the proofs of weighted and unweighted cases.

### 3 Improved guillotine separability of squares

In this subsection, we prove extraction for unweighted and weighted squares to be \(\frac{1}{16}\) and \(\frac{1}{125}\), respectively. First we prove the following structural property to showing 5-colorability of conflict graph \(\mathcal{H}\). We say that a set of squares cover the edges of a level-\(l\) grid cell if the level-\(l\) cell has at least one level-\(l\) square inside it and every square in the set intersects at least one of the edges of the grid cell.

**Lemma 16.** The edges of any level-\(l\) grid cell can be covered by at most 4 squares after the second sampling.
Proof. Other than squares covering the corners, there can not be any squares on the edges because any square on the edge has to be of level $l - 1$ because it intersects a level $l - 1$ grid line. But since by first sampling we picked either odd or even parity levels the square on the edge has to be of level $l - 2$ which implies that the side of this square exceeds the side length of the level-$l$ grid cell.

Lemma 17. The conflict graph $H$ is 5-colorable.

Proof. Using similar proof as in [1], we prove this by induction on the number of vertices (squares). The base case (when there is only one square) is obvious. When there are at least two squares, consider the smallest square and the squares adjacent to it in the graph $H$. By Lemma 16, the vertex corresponding to smallest square has degree at most 4. Now assuming the graph without this vertex is 5-colorable, we can add this vertex and color it with one of the available 5-colors because the degree of this vertex is at most four. So inductively it is proven that the graph $H$ is 5-colorable.

From Lemma 15, the squares representing any independent set of graph $H$ are guillotine separable. The first three (modified) steps of sampling selects every square with probability at least $\varepsilon = 2/81$. Now by sampling the five independent sets from $H$, uniformly at random, we obtain a set of squares which is $\varepsilon$-guillotine samplable for $\varepsilon = \frac{2}{81} \cdot \frac{1}{5} = 2/405$. From Lemma 14, we obtain extraction factor of $2/405$.

3.1 Further improvement in the unweighted case

We can see that the initial set of squares were sampled thrice after picking a parity of levels and drawing a random grid so that no square of level-$l$ was intersected by a grid line of level less than $l$ and every level-$l$ grid cell has at most one square of level-$l$ inside it. We shall do the third sampling a bit differently. After we draw random grid lines and remove all the squares intersected by grid lines of level lower than that of the square, we now allow up to 6 squares inside a grid cell. Let the set of squares that remained after the first sampling be $R_1$. If the length of a square $R \in R$ be $\text{len}(R) \in (N/2^{i+1}, N/2^i]$, then the probability that this square stays in $R_1$ is $(1 - \mu_R)^2$ where $\mu_R = \text{len}(R) \cdot 2^{i-1}/N$. Let $|C|$ denote the number of squares in cell $C$. Now for the third sampling let us sample each square from a cell $C$ with a probability $\min(6,|C|)^2$ for $M_C = \sum_{R \in C} \frac{1}{(1-\mu_R)^2}$. Let the set of squares that remained after this third sampling be $R'$. Now the probability that a square remains in $R'$ after the third sampling can be written as:

$$
\Pr[R \in R_0] \cdot \Pr[R \in R_1 | R \in R_0] \cdot \Pr[R \in R_2 | R \in R_1] = \frac{1}{2} \cdot (1 - \mu_R)^2 \cdot \left( \frac{\min(6,|C|)}{(1-\mu_R)^2 M_C} \right) = \frac{1}{2} \cdot \frac{\min(6,|C|)}{M_C}.
$$

Claim 18. $M_C/\min(6,|C|) \leq 4$

Proof. Let us find the maximum possible value of $\sum_{R \in C} \frac{1}{(1-\mu_R)^2 \cdot \min(6,|C|)}$ with $\mu_R \in (1/4, 1/2]$.

As $\text{len}(R) > \text{len}(C)/4$, we have $|C| \leq 9$. As the sum of the areas of squares in $C$ is less than that of the area of $C$, we have $\sum_{R \in C} \mu_R^2 \leq 1$. For the case when $|C| \leq 6$, we have the function above is maximized for a given $|C|$ when all $\mu_R$ are equal. Thus a simple calculation gives that the maximum occurs when $|C| = 9$ and the value of the summation is equal to $81/24 < 4$.

Therefore, at the end of this sampling, each square is left with probability at least $1/8$. Now we consider further properties of guillotine cuts to obtain a better guillotine separable set.
Definition 19 (T-cut). A T-cut is constituted by two axis-parallel line segments \( \ell_A \) and \( \ell_B \) such that one of the end points of \( \ell_B \) lies on \( \ell_A \) and \( \ell_A \perp \ell_B \).

A set of rectangles is said to be intersected by a T-cut if each rectangle in the set has a non-empty intersection with the T-cut. The following observations will be helpful in proving the existence of good cuts.

Observation 20. Any set of rectangles intersected by a T-cut is guillotine separable.

Proof. W.l.o.g. assume in the T-cut \( \ell_B \) is vertical and the bottom endpoint is lying on horizontal line segment \( \ell_A \). Consider the cut along the bottom edge of the topmost rectangle that is intersected by \( \ell_B \). If this line is a guillotine cut then we are done, otherwise consider the line aligned with the edge of the rectangle that got intersected first by this line. This has to be a guillotine cut otherwise will contradict our assumption about the top most rectangle.

Observation 21. If there are at most 3 rectangles in a piece, they are guillotine separable.

Proof. If there are no axis-parallel line intersecting at least two rectangles, the rectangles are guillotine separable by guillotine cuts along the edges of rectangles. Otherwise, if there exists such a line \( \ell \), we can extend a perpendicular line segment to \( \ell \) that intersects the third remaining rectangle. This will form a T-cut and the proof follows from Observation 21.

Observation 22. If there are at most \( n \) (\( \leq 6 \)) rectangles in a piece, then we can separate at least \( n - 1 \) squares by a sequence of guillotine cuts.

Proof. W.l.o.g. assume that there is no 0-good cut in the piece.

Case 1: There is a 1-good cut \( \ell \). Let \( R \) be the square intersected by \( \ell \). If there are at most three rectangles on both sides of this cut then we can extract all rectangles, except the one cut by \( \ell \), due to Observation 21. The other case is when there is one rectangle on one side and four on the other side. If those four rectangles are guillotine separable then we are done. Otherwise, w.l.o.g. assume \( \ell \) is vertical and these four rectangles are on the right side of \( \ell \) and a single rectangles \( R' \) is on the left side of \( \ell \). Let \( \ell_1 \) be the line aligned with the right edge of \( R' \). Then \( \ell_1 \) should intersect \( R \) as there are no 0-good cuts. W.l.o.g. assume \( R \) lies above \( R' \). Let \( \ell_2 \) be the line aligned with the bottom edge of \( R \) and \( \ell_3 \) be the line aligned with the left most edge of the first rectangle (from the left) that \( \ell_2 \) intersects. We can see that \( \ell_2 \) is again a 1-good cut and cut along \( \ell_3 \) after cutting along \( \ell_3 \) is a 0-good cut. These two cuts seperated the piece into three parts with atmost three rectangles in each sub-piece by cutting atmost one rectangle. By Observation 21 we are done.

Case 2: There is no 1-good cut in the piece. Let \( \ell_1 \) be the line aligned with the left most right edge of the rectangles. This line has at least two rectangles on it as there is no 1-good cut. If we have at least four rectangles intersected by \( \ell_1 \) then we are done because we can form a T-cut with all rectangles except possibly one rectangles and by Observation 20 we can extract all of them. Now consider if we have exactly three rectangles on \( \ell_1 \). Then consider the line \( \ell_2 \) that is aligned with the bottom edge of the top most rectangle on \( \ell_1 \). This line should have at least two rectangles on it by our assumption which will again lead to a T containing five rectangles and we are done. Now suppose \( \ell_1 \) has exactly two rectangles on it and \( \ell_2 \) also has exactly two rectangles on it. Let \( \ell_3 \) be the line aligned with the left edge of the first rectangle intersected by \( \ell_2 \). For \( \ell_3 \) to also intersect two rectangles, one of the rectangles have to be the lower rectangle that \( \ell_1 \) intersects. However this implies that the cut along the top edge of the bottom rectangle on \( \ell_1 \) is a 1-good cut which is a contradiction.
Observation 23. If there are at most 10 rectangles, then there exists a $(4, 1)$-good cut.

Proof. Consider the median cut that has almost equal number of rectangles on each side and let the line corresponding to the cut be $\ell_1$. Suppose if the cut has at least six rectangles on it then any cut separating these rectangles cuts at most four rectangles and hence is a $(4, 1)$ good cut. If $\ell_1$ cuts at most four then it itself is a $(4, 1)$ good cut. The only case is when it has exactly five rectangles on it. Consider every cut separating these five rectangles. If none of these cuts are $(4, 1)$-good cuts then every cut has to intersect all other remaining rectangles. This implies that there is one guillotine stage cut separating all the five rectangles on $\ell_1$ from the rest. ▶

Observation 24. If there are at most 12 squares with level less than $l$ in a piece $P$ and at least 7 squares lie on a grid line of level-$(l−1)$ then there exists a $(6, 2)$-good cut in $P$.

Proof. W.l.o.g. assume that the level-$(l−1)$ gridline $\ell_h$ that is intersecting at least 7 squares, is horizontal. Consider the leftmost level-$(l−1)$ vertical line $\ell_v$ with at least 2 squares on its left. We now prove that $\ell_v$ is a $(6, 2)$-good cut. Note that this vertical line can cut at most 6 squares because there are a total of at most 12 squares. Let $\ell_v'$ be the vertical line of level-$(l−1)$ that is immediately to the left of $\ell_v$. Then $\ell_v'$ can have at most 1 square to the left of it by definition of line $\ell_v$. We know that there can be at most 1 square of level < $l$ in the space between $\ell_v$ and $\ell_v'$. Thus there are at most 3 squares to the left of line $\ell_v$. Therefore, we obtain $\ell_v$ to be a $(6, 2)$-good cut. ▶
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(a) Different classes of squares after sampling in the unweighted case.

(b) Different third sampling for weighted case (squares with diagonal, horizontal, full, and no shading belong to classes $X, Y, Z, W$, respectively).

Lemma 25. Using the new sampling scheme, every sampled instance in the piece (and the following subpieces) admits either a $(4, 1)$-good cut or a $(6, 2)$-good cut.

Proof. For contradiction, assume that there are no $(4, 1)$ and $(6, 2)$-good cuts. Let $P'$ be the considered piece. Now there are two cases:

Case 1: $P'$ has at least 13 squares. Label the largest 13 squares as $R_1, R_2, \ldots, R_{12}, R_{13}$ in non-increasing order of size. Consider the grid cell $C_{13}$ of square $R_{13}$ (say, of level $l$). Let the left, right, top and bottom grid lines forming the edges of $C_{13}$ be $\ell_a, \ell_b, \ell_c, \ell_d$, respectively (see Figure 2a). Let us also label the set of squares that are intersected by $\ell_a, \ell_b, \ell_c, \ell_d$ as $A, B, C, D$, respectively. Also let us label the set of squares lying completely to the left
of line $\ell_a$ as $W$, right of line $\ell_b$ as $X$, above line $\ell_c$ as $Y$, and below line $\ell_d$ as $Z$. We observe that at least one of the sets $W, X, Y, Z$ are non-empty because there can be at most six squares inside $C_{13}$ after the sampling, and at most four squares are in the set $(A \cup B \cup C \cup D) \setminus (W \cup X \cup Y \cup Z)$ (squares intersecting the edges of the cell). W.l.o.g., let the largest non-empty set be $W$.

First, we consider the case when $|W| = 1$. As we don’t have (4, 1)-good cuts, $\ell_a$ intersects at least 5 squares. So, $|Y \cup Z| \geq 2$. However, $|Y|, |Z| \leq |W|$. Hence, $|Y| = 1$ and $|Z| = 1$. Then both the lines $\ell_c$ and $\ell_d$ should intersect 5 squares each. Which implies $|X| \geq 2$ which is a contradiction to our assumption that $|W| = 1$ is the largest among $|W|, |X|, |Y|, |Z|$. Now we consider the case when $|W| \geq 2$. If there is any square on the right of $\ell_a$ other than $R_{13}$ then consider $\ell_a$ can not intersect $\leq 6$ squares, as then we obtain a (6, 2)-good cut. On the other hand if it intersects at least 7 squares, then from Observation 24 we have a (6, 2) good cut which is a contradiction. So let us consider the case when there are no squares on the right of $\ell_a$ except $R_{13}$. As there are no (4, 1)-good cuts, $\ell_a$ should intersect at least 5 squares. Since we have at least 5 squares on $\ell_a$, $|Y \cup Z| \geq 2$. W.l.o.g let us assume $|Y| \geq 1$. Then it implies again that there have to be at least 5 squares on line $\ell_a$ and all these squares are on or to the left of line $\ell_a$. Using similar arguments as in proof of Observation 24, let $\ell_p$ be the left most level-($l-1$) vertical grid line that has at least two squares on its left. Note that $\ell_p \neq \ell_a$ and thus has at least two squares on its right. Then $\ell_p$ must intersect $\geq 7$ squares as there are no (6, 2)-good cuts. However, then by observation 24, we will again have a (6, 2)-good cut, giving a contradiction.

Case 2: $P'$ has at most 12 squares. Consider any two squares and draw a line $\ell_1$ that separates both these squares. The number of squares lying on this line have to be at least 5 by our assumption that there is no (4, 1)-good cut. Now draw a line $\ell_2$ perpendicular to $\ell_1$ which has at least two squares on both its sides out of the 5 squares that were lying on $\ell_1$. The line $\ell_2$ should have at least 7 squares on it to avoid being the (6, 2)-good cut. Now consider the line $\ell_3$ perpendicular to $\ell_2$ that has at least 2 squares on each side of $\ell_3$ out of the 7 squares lying on $\ell_2$. Line $\ell_3$ also should have at least 7 squares lying on it by the previous argument. Two perpendicular lines each having 7 squares lying on them guarantee a total of at least 13 squares in total. This is a contradiction.

Using these observations and several other properties of guillotine cuts, we show existence of good cuts in the sample instance.

\textbf{Theorem 26.} Given a set of $n$ squares obtained after the sampling, we can find a subset of at least $n/40$ squares that are guillotine separable.

\textbf{Proof.} Using Lemma 25, we define a guillotine cutting sequence on a piece using only (4, 1) and (6, 2)-good cuts until each subpiece has 6 or fewer rectangles. Then if the subpiece has 4, 5 or 6 rectangles and is not guillotine separable, we use Observation 22 to separate them, cutting at most one rectangle. This whole cutting strategy can be represented by a binary tree with internal nodes storing the number of squares that were killed by the cut. Each leaf node contains guillotine separable squares. Let $f_1, f_2$ be the number of leaf nodes containing one square and greater than one square, respectively. By the property of binary tree we know that the number of internal nodes is $f_1 + f_2 - 1$. Let $v_i$ be a leaf node and $v_j$ be its parent node. Now if $v_i$ has one square in it and $v_j$ corresponds to a (4, 1)-good cut, then $v_j$ has at most 4 squares in it. If $v_i$ was obtained using Observation 22 then its parent node $v_j$ again has only one square in it. Now assume that there is an internal node $v_a$ which has two leaf children $v_b, v_c$, and both $v_b$ and $v_c$ have exactly one square in each of them. Then as $v_a$ can have at most four squares, the three nodes $v_a, v_b, v_c$ have at most six squares in
total. By our assumption then we would have used the strategy as defined in Observation 22. This gives a contradiction. Thus every internal node can have at most one leaf child which has 1 square in it. This observation tells us that there are at least \( f_1 \) internal nodes each of which correspond to at most 4 squares. The maximum number of rectangles killed is at most \( 4f_1 + 6(f_2 - 1) \) and at least \( f_1 + 2f_2 \) squares are extracted. So the fraction of squares that are saved is at least \( \frac{f_1 + 2f_2}{4f_1 + 6(f_2 - 1)} \geq \frac{1}{5} \). This implies an overall extraction factor of \( \frac{1}{8} \cdot \frac{1}{5} = \frac{1}{40} \). ◀

### 3.2 Further improvement in the weighted case

From Claim 18, The probability for a square to survive after the second sampling is at least \( 1/8 \). Now we will divide these squares into four groups and select a group uniformly at random. Every level-\( l \) grid cell contains at most six squares of level-\( l \) due to the property of second sampling. Now, consider a particular cell \( C \), then assume \( \ell_v, \ell_h \) be the vertical line and the horizontal line, respectively, that bisect the cell (see Figure 2b). Note that \( \ell_v \) (resp. \( \ell_h \)) belongs to the vertical (resp. horizontal) gridlines of level-\( l \). Now we define four sets. Let \( W_C \) be the set of squares in \( C \) that does not intersect either of \( \ell_v, \ell_h \); \( X_C \) be the set of squares in \( C \) that intersects only \( \ell_v \), but not \( \ell_h \); \( Y_C \) be the set of squares in \( C \) that intersects only \( \ell_h \), but not \( \ell_v \); and \( Z_C \) be the set of squares in \( C \) that intersects both \( \ell_v \) and \( \ell_h \). Let \( W \) (resp. \( X, Y, Z \)) be the set of all squares of type \( W_C \) for all cells \( C \) in the grid decomposition. We select one of these sets \( W, X, Y, Z \) uniformly at random. Let \( R_3 \) be the squares that survive. Then each square will survive with probability \( \geq \frac{1}{8} \times \frac{1}{5} = \frac{1}{40} \).

Now we will look at the conflict graph \( H \) of \( R_3 \) and prove that the independent sets of \( H \) are actually guillotine separable.

**Lemma 27.** The independent set of squares obtained from the conflict graph \( H \) as defined above, is guillotine separable

**Proof.** Let \( P \) be a piece obtained from such sampling as defined above. We will show the existence of a guillotine cut that does not cut any of the squares in \( P \). Iteratively, this will show guillotine separability of all rectangles embedded on \( P \). If we only have one square in our piece, then we are done. So let us assume that we have at least two squares. Now consider the two squares with the lowest levels. Let the squares be \( R_1 \) and \( R_2 \) and the levels to which they belong are \( l_1 \) and \( l_2 \), respectively. There are two cases:

**Case 1:** \( l_1 = l_2 \). Then we have two subcases. In subcase \( (a) \), they belong to different grid cells. Then we can separate them by cutting along one of the grid lines coinciding with one of the edges of grid cells containing one of the two considered squares. This line does not cut any of the other squares because the level of this line is lesser than every square in the piece (by definition of \( R_1 \) and \( R_2 \)). Now let us apply this cutting procedure as long as we have a set of squares having the lowest level and are in different grid cells. At the end, we should obtain a piece in which the lowest level squares are either of different levels or they belong to the same level and same cell.

In subcase \( (b) \), they belong to the same grid cell. As sampling \( S \) gives at most one square per grid cell, \( R_1, R_2 \) belong to one of the groups among \( W, X \) or \( Y \). But we can then separate any two squares from the same group along one of the level-\( l \) grid lines. This level-\( l \) line does not intersect any of the squares in this piece as we do not have any level-\( l \) squares outside this cell. By the first sampling, this line can not intersect any higher level squares.

**Case 2:** \( l_1 \neq l_2 \). Then we can cut along the grid line coinciding with the edges of grid cell of the second largest square. This does not cut any of the smaller squares by definition of the first sampling. Also this line does not intersect the largest square by the definition of independent set in conflict graph. ◀
Now we are ready to prove the final theorem of this section.

**Theorem 28.** Given a set of axis-parallel weighted squares embedded in a plane, there is always a guillotine cutting sequence that recovers \( \frac{1}{160} \) fraction of weights.

**Proof.** As the smallest square can have at most four neighbors after the first sampling step, inductively we can show the conflict graph to be 5-colorable. Hence, from Lemma 27 we can conclude that any set of weighted squares is \( \varepsilon \)-guillotine sampleable for \( \varepsilon = \frac{1}{160} \times \frac{1}{5} \).

**4 Extraction of rectangles**

Using standard techniques from [1], we can assume that all rectangles are embedded in a \( 2n \times 2n \) rectangular box with all corners of rectangles having integral coordinates in \([2n \cup 0] \times [2n \cup 0]\). When we refer to the width or height of these rectangles we refer to the width or height of those rectangles in this embedding. W.l.o.g. assume that \( \log n \in \mathbb{Z} \). Let us define some horizontal lines called poles and give an attribute to each rectangle called level. A set of poles at level- \( i \) is defined as equally spaced horizontal lines with \( y \)-coordinates \( \left\{ \frac{(2k+1) \times n}{2^i} - 1 \middle| k \in [2^i - 1] \cup 0 \right\} \). A level-0 line has \( y \)-coordinate either 0 or \( 2n \). The level of a rectangle is defined as the smallest level \( i \) such that some pole at level \( i \) intersects the rectangle. The union of all poles from levels 1 to \( i \) divides the plane into \( 2^i \) equal partitions which we will call as the grid-partition of level \( i \). Let \( R_i \) be the set of rectangles present in \( i \)'th level for \( i \in [\log n \cup 0] \). Further, assume that \( \alpha_i = |R_i| \).

Now we will use poles to show that we can partition all the input rectangles into \( \log n + 1 \) groups such that the embedding of rectangles in each group is guillotine separable.

**Theorem 29.** Given a set of rectangles (possibly weighted) \( \mathcal{R} \) embedded in a square, \( \frac{1}{\log n + 1} \) fraction of total rectangles (resp., weight) can be extracted using 2-stage cuts.

**Proof.** Rectangles in \( R_i \) are 2-stage separable, for any \( i \in [\log n + 1] \). The first stage consists of cuts along the poles of level \( \leq i - 1 \). These cuts divide the plain into \( 2^i \) equal partitions without cutting rectangles in \( R_i \). In each of the partitions, all rectangles are intersected by a pole of level- \( i \) and thus no vertical line within a partition can intersect two rectangles. Hence, the second stage can separate all rectangles by vertical cuts. As \( R_i \)'s partition \( \mathcal{R} \), taking \( R_i \) with the maximum cardinality (resp. weight) gives extraction factor of \( \frac{1}{\log n + 1} \).

Using a \( \kappa \)-ary partition, we can gain even further.

**Lemma 30.** We can extract \( n/\log_3(n + 2) \) rectangles by a series of guillotine cuts.

**Proof.** We prove this by induction on \( n \). The base case is trivial. Consider a \( T \)-cut partitioning the plane into three parts with almost equal number of rectangles on each part. Suppose the number of rectangles on the \( T \) is greater than \( \frac{n}{\log_3(n + 2)} \), then we can just extract all of it using Observation 20. Otherwise, by induction on each of the small parts we can extract \( \frac{n - \frac{n}{\log_3(n + 2)}}{\log_3(n + 2)} - 1 \) rectangles.

For general rectangles, we will show that we can not obtain much better extraction factor using \( O(1) \)-stage cuts. However, in Section 5, we use poling arguments to obtain \( O(1) \)-extraction factor for many special cases of rectangles.
4.1 Hardness for $k$-stage algorithms in weighted case

In this section, we will prove Theorem 2.

Definition 31 ([1]). A $k \times k$ unit square skew-grid is defined as a set of $k^2$ unit squares arranged in $k$ rows and $k$ columns numbered from bottom to top and left to right, respectively. With the bottom left coordinates of the square belonging to $i^{th}$ row and $j^{th}$ column as $(j + i \cdot \varepsilon, i - j \cdot \varepsilon)$ for $i,j \in [(k-1)\cup 0]$ and $\varepsilon \leq \frac{1}{k}$. A square in $i^{th}$ row and $j^{th}$ column is said to have location $(i,j)$. The gaps formed by four adjacent squares are called holes. Those holes that are formed by the four squares with location $(i,i)$, $(i+1,i+1)$, $(i+1,i)$, $(i,i+1)$ for $i \in [0 \leq [(k-2)\cup 0]$ are called diagonal holes and they are indexed by $i$.

Observation 32. Let $S$ be a $k \times k$ square skew-grid. Consider a set of $p \in [(k-1)\cup 0]$ vertical lines passing through different diagonal holes of $S$ partitioning the plane into $p+1$ sub-pieces and in each of these pieces consider some horizontal lines through different diagonal holes (each hole has at most one line passing through it) with total number of horizontal lines $q \in [(k-1)\cup 0]$. This set of $p+q$ lines intersect a total of at least $k \cdot p + q$ squares.

Proof. We can see that every vertical line through $j^{th}$ diagonal hole intersects all squares with location $(i,j)$, $j \leq i$ and $(i,j+1)$, $i \leq j$. So all the $p$ vertical lines intersect a total of $p \cdot k$ squares and none of these squares have location $(i,i)$. Every horizontal line through $j^{th}$ diagonal hole intersects the square with location $(j,j)$, which gives a total of $q$ diagonal squares that get intersected by the horizontal lines.

Definition 33. A level-$\alpha$ $k \times k$ square skew-grid (see Figure 3) is defined as a $k \times k$ square skew-grid with each of the $k-1$ diagonal holes having a level-$(\alpha-1)$ $k \times k$ skew-grid in it scaled appropriately to fit inside it. A level-0 square skew-grid is defined to be empty. We also say that a square belongs to level-$i$ if it is among the largest squares in the level-$i$ $k \times k$ square skew-grid that it is contained in.

Now we show that for level-$\alpha$ $k \times k$ square skew-grid extraction factor is bounded based on the number of stages used. We assign weights uniformly to squares of same level so that the total weight of each level is $1$. This implies the overall weight of this instance is $\alpha$.

Theorem 34. Let $f_c(\alpha)$ be the best extraction factor for any $c$-stage extraction algorithm for level-$\alpha$ $k \times k$ square skew-grid instance. Then, $f_c(\alpha) \leq \frac{\alpha}{k} + c - 1$. 
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Proof. We prove it by induction on \( c + \alpha \). As we can extract at most one square out of \( k \) in each column by slicing vertically, we have \( f_1(\alpha) \leq \alpha/k \) and \( f_s(1) \leq 1 \). Thus for \( c = 1 \) and \( (c \geq 2 \) and \( \alpha = 1 \), the claim is true. This proves the base case: \( c + \alpha = 2 \). Let us prove the inductive step from \( c + \alpha \) to \( c + \alpha + 1 \). Let us assume that for every \( c, \alpha \) with \( c + \alpha \leq s \), the bound on \( f_c(\alpha) \) is true. Now we will prove this for every \( (c, \alpha + 1) \) with \( c + \alpha = s \).

Consider the best \( c \)-stage maximum weight extraction cutting sequence for a level-(\( \alpha + 1 \)) instance. On every diagonal hole of it, a cutting sequence of stage \( \leq c \) is induced. So considering an \( (\alpha + 1) \)-stage configuration, suppose that the number of holes on which an \( i \)-stage cutting \( (i \leq c) \) is induced is \( h_i \). One observation is that the function \( f_c(\alpha) \) is monotonic for a fixed \( \alpha \) (extraction factor should be non-decreasing by increasing stages). Thus using Observation 32,

\[
f_c(\alpha + 1) \leq \frac{k^2 - k \times h_c - h_{c-1}}{k^2} + \sum_{i=1}^{c} \frac{h_i}{k-1} \times f_i(\alpha)
\]

(1)

\[
\leq \frac{k^2 - k \times h_c - h_{c-1}}{k^2} + \sum_{i=1}^{c} \frac{h_i}{k-1} \times \left( \frac{\alpha + i - 1}{\alpha} \right)
\]

(2)

\[
\leq 1 + h_c \times \left( \frac{\alpha + c - 1}{\alpha} \right) + \sum_{i=1}^{c-1} h_i \times \left( \frac{\alpha + c - 2}{\alpha} \right)
\]

(3)

\[
\leq 1 + h_c \times \left( \frac{\alpha + c - 1}{\alpha} \right) + (k - 1 - h_c) \times \left( \frac{\alpha + c - 2}{\alpha} \right)
\]

(4)

\[
\leq 1 + h_c \times \left( \frac{1}{k(k-1)} \right) + \frac{\alpha - 1}{k} + c - 2 - \frac{k - 1}{k^2}
\]

(5)

\[
\leq \frac{\alpha + 1}{k} + c - 1
\]

(6)

The first term in RHS of (1) is the maximum total weight of level-\( \alpha \) squares that can be extracted, following from Observation 32. The second summation term in (1) is the total weight extracted through the \( i \)-th stage cutting sequence induced on the diagonal holes over all \( i \in [c] \). In (2) we can substitute \( \frac{\alpha + i - 1}{\alpha} \) in place of \( f_i(\alpha) \) by inductive assumption. We get (3) from (2) by rearranging terms and replacing \( i \) for all \( i \in [c-1] \) by \( c - 1 \). Since \( \sum_{i=1}^{c-1} h_i \leq k - 1 \) and also \( \left( \frac{\alpha + c - 2}{\alpha} \right) \geq 0 \), we can replace \( \sum_{i=1}^{c-1} h_i \) by \( k - 1 - h_c \) in (3).

Observation 35. The total number of squares \( n \) in a level-\( \alpha \) \( k \times k \) square skew-grid is \( k^2 \sum_{i=0}^{\alpha-1} (k-1)^i \). It follows that \( (k-1)^{\alpha+1} \leq n \leq k^{\alpha+1} \).

So it follows from the result that the maximum extraction fraction using any \( c \)-stage algorithm is \( f_c(\alpha)/\alpha \leq 1/k + (c - 1)/\alpha \) which can be bounded by \( n^{-\frac{\alpha+1}{\alpha+1}} \), using Observation 35.

Taking \( \alpha = \frac{\log n}{\log \log n} - 1 \), we get the total extraction factor as \( 1/\log n + \frac{\log \log n}{\log \log n \cdot \log \log n} \).

This concludes the proof of Theorem 2. Note that this does not disprove Conjecture 1 for \( \Omega(n) \) stages as this instance already admits \( O(1) \) extraction factor for \( \Omega(n) \) stages.

For the unweighted case (Theorem 3), a more involved analysis shows that any guillotine cutting algorithm with a constant number of stages can extract at most \( O(\frac{1}{\log \log n}) \) fraction of total rectangles. See Section A.1 for the proof of Theorem 3.

We also consider guillotine separability of \( d \)-dimensional axis parallel disjoint hyper cubes. The proof of the following theorem is deferred to the full version.

Theorem 36. There exist a family of \( d \)-dimensional axis parallel disjoint hyper cubes for which the guillotine extraction factor is asymptotically upper bounded by \( \frac{1}{2(d-1)} \).
5 Constant extraction-factor for special classes

Figure 4 special cases.

First, let us show a connection between the weighted case of guillotine separability of rectangles and MWISR (see Section B.1 for details).

▶ Theorem 37. If there is a guillotine extraction algorithm which guarantees at least $1/\alpha$ fraction of the total weight, then we have a $O(\alpha)$ approximation algorithm for the MWISR problem that runs with running time $O(n^5)$.

Now we show $\Omega(1)$-extraction factor for special classes of rectangles. Using Theorem 37, we obtain $O(1)$-approximation for MISR (also MWISR, except for the balanced instance) for these classes. For omitted proofs of this section, see Appendix B.

5.1 Fat rectangles

A rectangle $i$ is fat if $\max(w_i, h_i) \leq \beta$, where $\beta$ is a constant (see Figure 4a). We divide the rectangles into two sets: (i) $w \geq h$ and (ii) $w \leq h$, and pick the one with maximum weight. W.l.o.g assume this to be the former set. We generalize the grid sampling techniques for squares and randomly pick a size class modulo $(\log \beta + 2)$ among widths and modulo 2 among heights. Then we exploit properties of this sampling to extract a constant fraction.

▶ Lemma 38. If a piece has $n$ rectangles with $\max(w_i, h_i) \leq \beta$, $\beta \geq 1$, then there is a guillotine cutting strategy with extraction factor $\frac{1}{1584}\cdot(\log \beta + 2)$.

5.2 $\delta$-large rectangles

A rectangle $i$ is $\delta$-large if either $w_i \geq \delta N$ or $h_i \geq \delta N$, where $0 < \delta < 1$ (see Figure 4b). By using the poles that we have defined in Section 4, we obtain $O(1)$ extraction factor.

▶ Lemma 39. Given an embedding of a set of $\delta$-large rectangles in an $N \times N$ square, we can extract $1/(\log(1/\delta) + 1)$ fraction of rectangles (resp. weights) using 2-stage cuts.

5.3 Part-similar instance

An instance is part-similar if $\min(\max(h_i, w_i), \min(w_i, h_i)) = \gamma$, where $\gamma$ is a constant, i.e., rectangles have either similar width or similar height (see Figure 4c). Using random position for poles, we find an interesting relation between the level of pole a rectangle belongs to and the size class of rectangle along the dimension perpendicular to the pole. This bounds the range of poles that any rectangle can belong to and we extract from one of the levels in that range.

▶ Lemma 40. Given a set of rectangles with $\min(\max(h_i, w_i), \min(w_i, h_i)) = \gamma$, there exists a 2-stage guillotine cutting sequence with extraction factor $\frac{1}{2^{2\times(\lfloor \log \gamma \rfloor + 3)}}$. 
On Guillotine Separability of Squares and Rectangles

5.4 Balanced instance

Balanced instances are instances where in any sub-piece with \( k \) rectangles, there exists a cut that cuts \( c(k) \) rectangles (\( c(k) \) should be either \( \Omega(k) \) or \( O(k^{1-\varepsilon}) \), where \( 0 < \varepsilon < 1 \)), dividing the remaining rectangles in a balanced way such that the ratio of number of rectangles on both sides is at most a constant \( r \geq 1 \). We show a constant factor \( O(1) \)-extraction factor for these instances. This instance includes many probable candidates for worst-case examples, including the skew-grid (see Figure 5a).

▶ Lemma 41. For a fixed \( \alpha = 1 + \frac{1}{r}, r \geq 1, 0 \leq \varepsilon < 1, 0 < f \), if a configuration has the property that for every large sub-piece of \( k \) rectangles, there is a cut that cuts either at least \( k \cdot f_1 \) rectangles or at most \( k^{1-\varepsilon} \cdot f \) rectangles and also divide rectangles into two sets such that the ratio of number of rectangles on the two sides is at most \( r \), then we can extract \( n \cdot f_1 \) fraction of rectangles for \( f_1 = e^{-\frac{\alpha \varepsilon}{1-\alpha \varepsilon}} \cdot \frac{\alpha \varepsilon}{1-\alpha \varepsilon}, f \leq \alpha \varepsilon \).

5.5 Anti-laminar instance

A rectangle \( i \) is said to be \( x \)-contained (resp. \( y \)-contained) in another rectangle \( j \) if \( x_i < x_j < x_i + w_i < x_j + w_j \) (resp. \( y_j < y_i < y_j + h_i < y_i + h_j \)). A set of rectangles is said to be \( x \)-containment free (resp. \( y \)-containment free) if no rectangle is \( x \)-contained (resp. \( y \)-contained) in another. A set of rectangles is anti-laminar if it is either \( x \)-containment free or \( y \)-containment free (see Figure 5b).

▶ Lemma 42. For an anti-laminar instance, we always have an extraction factor \( 1/2 \).

6 Conclusion

We have made progress towards understanding guillotine separability of rectangles. We showed that Pach-Tardos conjecture is not true, even for squares, if we use \( o(\log \log n) \)-stages. However, if we allow \( \Omega(n) \) stages, even with general rectangles we were unable to find any instance where we can not recover more than \( n/2 \) rectangles. The balanced instance (see Figure 5a) or its variants are probable candidates for such hard instances. However, we showed that we can still separate a constant fraction of rectangles from these instances. It is interesting to obtain guillotine separability of even \( (\log \log n/\log n) \)-fraction of rectangles. This will give an \( O(n^2) \)-time algorithms for MWISR, matching the present best approximation guarantee. Apart from the existential questions, an interesting problem is to find a polynomial-time \( O(1) \)-approximation algorithm to recover rectangles through a sequence of guillotine cuts.
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A Omitted proofs from Section 4

A.1 Hardness for small stage algorithms in unweighted case

Here we prove Theorem 3.

Lemma 43. Let \( E_c(\alpha) \) be the maximum total number of squares that can be extracted using a \( c \)-stage cutting sequence on a level \( \alpha \) configuration. Let \( f_c(\alpha) = E_c(\alpha) \cdot 2^{-2^k+n} \). Then
\[
f_c(\alpha) \leq c - 1 + \sum_{i=1}^{\alpha} (2^{-2^a+b+i} + 2^{-2^a+b+1-i})
\]

Proof. We prove it by induction on \( c + \alpha \). Let us prove some boundary cases first and use inductive step to cover all the cases. For the case when \( c = 1 \), it is clear that
\[
E_1(\alpha) = (2^{2^a+b} + 1) \times (2^{2^a+b+1} + 1) \times (2^{2^a+b+2} + 1) \times \cdots \times (2^{2^a+b+k-1} + 1) \times (2^{2^a+b+k} + 1) \times (2^{2^a+b+k+1} + 1) \times \cdots \times (2^{2^a+b+k+n-1} + 1) \times (2^{2^a+b+k+n} + 1)
\]
which gives
\[
f_1(\alpha) = \sum_{i=1}^{\alpha} (2^{-2^a+b+i} + 2^{-2^a+b+1-i})
\]
which satisfies the bound we assumed. Now for the case when \( c \geq 2, \alpha = 1 \) we have
\[
f_c(1) = E_c(1) \times 2^{-2^a+b} \leq 2^{-2^a+b} \times \left( \frac{(2^a + 1)^2}{2} + 2^a + 1 \right) \leq 1
\]

By using the upper bound given in Lemma 43 and the fact that \( k \geq 2 \), we get the above bound which also satisfies the bound for \( f_c(\alpha) \) we assumed. We have proved the base case when \( c + \alpha = 2 \). Let us assume for every \( c, \alpha \) with \( c + \alpha \leq s \) the bound on \( f_c(\alpha) \) is true. Let us prove that for every \( (c, \alpha + 1) \) with \( c + \alpha = s \) the bound on \( f_c(\alpha + 1) \) is true ( \( h_i \) is defined similarly as in the weighted case).
\[
E_c(\alpha + 1) \leq \left( 2^{2^a+b} + 1 \right)^2 - h_c \times (2^{2^a+b} + 1) - h_{c-1} + \sum_{i=1}^{c} h_i \times E_i(\alpha)
\]
\[
\Rightarrow f_c(\alpha + 1) \leq c - 1 + \sum_{i=1}^{\alpha+1} (2^{-2^a+b+i} + 2^{-2^a+b+1-i})
\]
The inequality (9) is obtained similarly as in the weighted case. We obtain (10) by using the inductive assumptions and some simple algebraic manipulations. □
Now we also have that the total number of squares \( n = 2^{2n+k} \times \sum_{i=1}^{\alpha} (1 + 2^{2k+1})^2 \). This gives the extraction fraction \( E_n(\alpha)/n = f_\alpha(\alpha)/\sum_{i=1}^{\alpha} (1 + 2^{2k+1})^2 \leq c - 1 + \sum_{i=1}^{\alpha} (2^{2n+k+1} + 2^{2n+k+1})^2 \leq c/\alpha \) (because the numerator is \( c < c \) and denominator \( > \alpha \)). Now in order to get a good upper bound we need to minimize \( c/\alpha \) for fixed \( n, c \) which means we need to maximize \( \alpha \) for fixed \( n \). which happens when \( k = 2 \). So \( n = \alpha \cdot 2^{2n} \).

Thus \( \alpha \) is in the order of log \( \log n \) and the upper bound \( c/\alpha \) in the order of \( c/\log \log n \).

Which says we need at least order \( \log \log n \) number of stages for any algorithm to guarantee a constant extraction factor even for squares case. Strangely the results we got say that using constant stages we cannot guarantee better than \( \frac{\log n}{\log \log n} \) and \( \log n \) factors for the weighted and unweighted cases, respectively, which matches the best-known approximation ratios for MISR.

## B Omitted proofs from Section 5

### B.1 Connection between MWISR and weighted guillotine problem

In this subsection we prove Theorem 37. Note that Abed et al. [1] already showed a similar connection between MISR and the unweighted guillotine problem. We build on their approach to build a dynamic program to handle the weighted case.

We are given a set of \( n \) axis-parallel rectangles. We can assume that the corners of rectangles have integer coordinates in the range \( \{0, \ldots, 2n\} \) and w.l.o.g no two rectangles are exactly coinciding (if such a case exists just consider the rectangle with the largest weight). Consider a piece \( P \) out of \( O(n^4) \) such pieces possible in integer plane \( [0, 2n] \times [0, 2n] \).

If \( P \) has no rectangle completely lying inside, we take the solution to be an empty set.

If \( P = R \) (plane exactly coincides rectangle \( R \)), we take the maximum of the below two cases:

- **Case 1:** Consider solution for \( P \) to be only \( R \) and discard all other rectangles inside \( R \).
- **Case 2:** Discard \( R \) and consider all rectangles inside \( R \). Try all possibilities of dividing \( P \) into two smaller pieces using a horizontal or vertical guillotine cut such that the horizontal/vertical coordinates of this cut is an integer. Consider one such cut and let \( P_1 \neq \emptyset \neq P_2 \) denote the resulting pieces. The DP looks up the solutions for the cells representing \( P_1 \) and \( P_2 \) and combines them to a solution for \( P \). It selects the cut yielding the optimal total profit from the resulting two subproblems. Let us define two tables \( DPG[i][j][k][l] \) and \( RECT[k][l][k][l] \). Where \( DPG[i][j][k][l] \) stores the maximum weight guillotine separable independent set of rectangles in the piece having bottom left coordinates \((k, l)\) and top right coordinates \((k + i, l + j)\) and \( RECT[k][l][k][l] \) stores the weight of the rectangle in the input having bottom left and top right coordinates \((k_1, l_1)\) and \((k_2, l_2)\) respectively if such a rectangle is present else it stores zero otherwise.

\[
DPG[i][j][k][l] = \max_{1 \leq s \leq l} \left( \max_{1 \leq s \leq j-1} (DPG[i][s][k][l] + DPG[i][j - s][k + s][l]), \right.
\]

\[
\left. \max_{1 \leq s \leq l-1} (DPG[s][j][k][l] + DPG[i - s][j][k + s][l]), RECT[k][l][k + i][l + j] \right).
\]

With constraints \( 1 \leq i \leq 2n, 1 \leq j \leq 2n, 0 \leq k \leq 2n - i, 0 \leq l \leq 2n - j \).

This DP gives an \( O(n^5) \) time algorithm and returns the maximum weight guillotine separable independent set of rectangles.

### B.2 Fat rectangles

We prove proof of Lemma 38. Let us consider objects that have bounded \( \frac{w}{h} \leq \beta, \frac{h}{w} \leq \beta, \beta \geq 1 \) for any rectangle in \( R \). Previously, a square of side length \( \ell \in (\frac{N}{2}, \frac{N}{3}] \) is said to belong to level \( i \). Now similarly, for a rectangle with width \( w \) and height \( h \), we say that its width
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We can define the conflict graph weights to extract we can use. The expected number (or weight) of rectangles that remain until now are \( \frac{1}{\Delta} \). Suppose the rectangle intersects the horizontal level \( j \leq i \), since \( \beta \geq \frac{h}{w} > \frac{2^{i-1}}{2^{j-1}} \), we have \( j \leq i < j + 1 + \log \beta \). Now consider all the width classes and select all the classes that are congruent to some random \( r \) \in \([0, \log \beta + 1]\) modulo \((2 + \log \beta)\). Also randomly select either even or odd classes from the height class. The expected number (or weight) of rectangles that remain until now are \( \frac{1}{\tau(2 + \log \beta)} \). To this set of rectangles let us apply the sampling procedures that we applied for squares. In the first sampling, we remove all those rectangles that are intersected by vertical lines of level less than that of its width or horizontal lines of level less than that of its height. Which guarantees an expected number of \( \frac{1}{\beta} \) number of rectangles that remained after our first two sampling procedures. In the next sampling procedure, we define a cell for a rectangle of level \((i, j)\) (let us say for now informally that the level of a rectangle is (width class, height class) as the rectangle formed by the two pair of vertical and horizontal level \( i - 1 \) and level \( j - 1 \) lines that contain this rectangle. We want every cell of a rectangle to have at most one rectangle with level \((i, j)\). It is an important observation that any rectangle with \( i' < i \) or \( j' < j \) cannot stay inside a level \((i, j)\) cell, because \( i' < i \) implies \( i' \leq i - (2 + \log \beta) \leq i - 2 \), which implies the width of this rectangle exceeds that of the cell. And \( j' < j \) implies that \( j' \leq j - 2 \), which exceeds the height of the cell. A bug arises in the second sampling mentioned in [1] because a cell of level \( i \) can have a level \( i - 1 \) square inside it which causes problems in all the results that follow. Since there can be at most \( 9 \) rectangles of level \((i, j)\) inside a level \((i, j)\) cell. We select a square randomly. The total expected weight (resp. number) of squares that remain after the previous sampling is \( \frac{1}{\Delta} \). After these samplings we have an important property that we can use.

**Observation 46.** If a rectangle of level \((i', j')\) intersects one of the grid lines of a level \((i, j)\) rectangle then \( i' + j' < i + j \).

**Proof.** Suppose the rectangle intersects the horizontal level \( j - 1 \) line then we have \( j' \leq j - 1 \leq i - 1 \) and \( i' < j' + \log \beta + 1 \leq i + \log \beta \), which implies \( i' \leq i \), which then implies \( i' + j' < i + j \). Suppose the rectangles intersects the vertical \( i - 1 \) level lines then we have \( i' \leq i - 1 \), which implies \( i' \leq i - 2 - \log \beta < j - 1 \) and \( j' \leq i' \leq i - 2 - \log \beta < j - 1 \), which then implies \( i' + j' < i + j \). We can also see that the total number of rectangles that can intersect the boundary of this cell can be at most \( 10 \) (4 in corners, 0 on vertical edges because \( j' < j - 1 \), 3 each on horizontal edges).

We can define the conflict graph \( H \) same as defined for squares and it is easy to see that \( H \) is 11 colorable. And also if we think \( i + j \) as the level of a rectangle now it also follows similarly that independent set of \( H \) is guillotine separable. So combining all of this gives a \( \frac{1}{1584 \log \beta + 2} \) extraction algorithm. Even when we have bounded \( \frac{h_{\text{max}}}{w_{\text{min}}} \) or \( \frac{h_{\text{min}}}{w_{\text{min}}} \) we can extract \( O\left(\frac{1}{\log \beta}\right) \) where \( \beta \) is the bound using the same grid sampling techniques. However, we will solve that problem with a different technique in the later subsection.

### B.3 \( \delta \)-large rectangles

Now we prove Lemma 39.

**Proof.** All rectangles will be intersected by some poles of level \( \leq \lceil \log(1/\delta) \rceil \). Similar to proof of Theorem 29, we can select the level with the maximum number of rectangles (resp. weights) to extract \( n/(\log(1/\delta) + 1) \) rectangles (resp. weights) using 2-stages of cuts. ◀
B.4 Part-similar instance

Here we prove Lemma 40.

Proof. Let us define the size classes for a rectangles based on their height. A rectangle belongs to size class \( i \) if its height is in the range \( (\frac{2n}{2^i}, \frac{2n}{2^{i+1}}) \) for \( i \in [\log 2n \cup 0] \).

Now let us choose a random \( y \in [2n \cup 0] \) uniformly and shift all the horizontal poles by \( y \) wrapping up appropriately. Let us delete all the rectangles that are intersected by a pole of level less than its size class. The probability that a rectangle stays after this sampling is at least 1/2. Which implies that there exists a \( y \) such that more than half of the rectangles are not intersected by a line with level lesser than their size classes. Now if an object has height \( > \frac{N}{2^i} \) then it has to belong to level \( \leq i + 1 \). This implies that after the random sampling, every rectangle from size class \( i \) belongs to level \( i \) or \( i + 1 \). Suppose we have a set of rectangles with \( \frac{h_{\text{max}}}{h_{\text{min}}} = \gamma \). Let all the rectangles after the sampling be distributed over levels \([\alpha, \alpha + c - 1]\). The minimum size difference between any two rectangles in levels \( \alpha \) and \( \alpha + c - 1 \) is \( 2^{c-3} \). So \( \gamma > 2^{c-3} \) gives \( e \leq [\log \gamma] + 3 \). This guarantees a level with at least \( 2^{\alpha}([\log \gamma] + 3) \) rectangles.

B.5 Balanced instance

Lemma 47. For an instance of \( n \) rectangles, if in any sub-piece with \( k \) rectangles we have a cut that cuts at most \( c(k) \) rectangles dividing the remaining rectangles in a balanced way such that the number of rectangles on both sides has ratio at most \( r \geq 1 \), then we have an extraction factor \( f(n) \geq n \cdot e^{-\frac{\alpha}{n^{\frac{1}{\epsilon}}}} \sum_{i=1}^{\log n} \frac{n}{i^{\alpha}} \), where \( \alpha = 1 + \frac{1}{\epsilon} \) (note that in this result \( c(k) \) can be any function).

Let us start with a simpler case where any sub-configuration obtained after few cuts has a \( O(\sqrt{p}) \) cut that divides the number of rectangles on each side almost equally, where \( p \) is the number of rectangles in that sub-configuration. Let \( f(n) = n/g(n) \) be the number of rectangles that can be extracted by simply cutting using the available \( O(\sqrt{n}) \) cut. We have \( f(n) \geq 2 \cdot f((n-\sqrt{n})/2) \). This implies \( g(n) \leq \left( \frac{n-n/\sqrt{n}}{n-\sqrt{n}} \right) \cdot g\left( \frac{n-n/\sqrt{n}}{2} \right) \) (since \( g(n) \) is a non decreasing function). We have base cases \( g(p) = 1, p \leq 3 \). Using the above inequality recursively, we obtain the upper bound for \( g(2^k) \) as \( \prod_{i=1}^{k} (1 - 2^{-1/2})^{-1} = e^{-\sum_{i=1}^{k} \log(1-2^{-i/2})} \).

Using \( 1-1/x \leq \log(x) \) for \( x \geq 0 \), we obtain \( g(2^k) \leq e^{\sum_{i=1}^{k} \frac{1}{1+1/2}} \leq e^{\sum_{i=1}^{k} \frac{1}{1+1/2}} \leq e^{\sqrt{2}+4} \). So \( f(n) \geq n/e^{3\sqrt{2}+4} \).

Now we state the proof of Lemma 47, a more general case.

Proof. In balanced instance, in any sub-configuration with \( k \) rectangles we always have a cut which cuts at most \( c(k) \) and divides the remaining rectangles in a balanced way such the number of rectangles on both sides are in some \( r : 1 \) ratio with \( r \geq 1 \). Then we have \( f(n) \geq f\left( \frac{n}{1+r} \cdot (n-c(n)) \right) + f\left( \frac{1}{1+r} \cdot (c-c(n)) \right) \). This after replacing \( f(n) \) with \( n/g(n) \) gives \( f(n) \geq \frac{n}{g(n)} \geq \left( \frac{1}{1+r} \right) \left( \frac{n-c(n)}{n} \right) + \frac{1}{g(1+r)} \left( \frac{c-c(n)}{n} \right) \). Now using the fact that the function \( g(n) \) is non decreasing, we obtain \( g(n) \leq \left( 1 - \frac{c(n)}{n} \right)^{-1} \cdot g\left( \frac{n}{1+r} \right) \). Taking \( \alpha = 1 + 1/r \) and applying the inequality recursively, we get that \( g(n) \leq e^{-\frac{\alpha}{n^{\frac{1}{\epsilon}}}} \sum_{i=1}^{\log n} \frac{n}{i^{\alpha}} \). Whenever \( c(n) = O(n^{1-\epsilon}) \) and \( \alpha = 1 + \frac{1}{\epsilon} \) is constant, the value of \( g(n) \) is bounded by a constant. For \( c(n) = n^{1-\epsilon} \) we get \( f(n) \geq n \cdot e^{-\frac{\alpha}{n^{\frac{1}{\epsilon}}}} \). This implies we can always extract a constant fraction of the number of rectangles. \( \bigcirc \)
The proof of Lemma 41 follows from the proof of Lemma 47. Using Lemma 47, we can extract a constant fraction of items if \( c(k) \) is either \( \Omega(k) \) or \( O(k^{1-\varepsilon}) \). The idea is that if \( c(k) \) is \( \Omega(k) \) then we can extract all the rectangles that are cut and this is already a constant fraction. If \( c(k) \) is \( O(k^{1-\varepsilon}) \) then we can cut and recurse into the subpieces.

### B.6 Anti-laminar instance

Intuitively, a set of rectangles is anti-laminar, if along one of the axes, the intervals formed by projecting the rectangles on that axis have the property that no interval is completely inside another. First we show the proof of Lemma 48.

**Lemma 48.** Let \( I \) be a set of \( n \) intervals on the x-axis such that no two intervals are completely contained inside each other. Let \( \{p_1, \ldots, p_{2n}\} \) be the endpoints of intervals in \( I \). Then we can distribute weight \( n \) to the intervals \((p_i, p_{i+1})\) for \( i \in [2n-1] \) such that each interval in \( I \) gets weight 1.

**Proof.** Let us prove this by induction on the number of intervals. This is obviously true when there is only one interval. Let us sort the intervals by increasing value of the left end point and label them \( 1, \ldots, k+1 \). Suppose the claim is true until \( n = k \). Then for \( n = k + 1 \) we can assume that the first interval intersects the second interval w.l.o.g (otherwise we can assign weights for intervals other than the first interval and assign unit weight to the first interval which completes the inductive step) and consider the left end point of second interval. Consider the \( k \) intervals to the right of this point and assign weights so that all this \( k \) intervals have the same weights. Now since the second interval is not contained in the first interval, the right end point of the second interval is to the right of the right end point of the first interval. We can just assign the weight contained in the region from the right end point of first interval to the right end point of second interval in the region from the left end point of the first interval to the left endpoint of the second interval. Which makes the weight of first interval equal to that of the second and hence this gives equal weight to all the intervals. We can also observe that this is impossible when an interval is contained in another interval. ◀

**Lemma 49** *(Restatement of Lemma 13 in [1]).* For a set of rectangles with equal width (or height) there exists a guillotine cutting strategy that separates at least \( 1/2 \) of the weight.

Now we are ready to prove of Lemma 42.

**Proof.** Without loss of generality let us suppose that the projection of rectangles on x-axis satisfies the no containment property. By Lemma 48, we can assign weights to intervals on x-axis such that the total weight inside each interval is same. Now if we scale each strip associated with the intervals with a scaling factor equal to its weight then we get another set of rectangles where each rectangle has the same width. Now by lemma 49 we can separate 1/2 the total weight of the given set of rectangles. ◀