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Abstract

Whether one or multiple hardware execution units are activated (i.e. CPU cores), invalid resource sharing, notably due to simultaneous accesses, proves to be problematic as it can yield to unexpected runtime behaviors with negative implications such as security or safety issues. The growing interest for off-the-shelf multi-core architectures in sensitive applications motivates the need for safe resources sharing. If critical sections are a well-known solution from imperative and non-temporized programming models, they fail to provide safety guarantees. By leveraging the time-triggered programming model, this paper aims at enforcing that identified critical windows of computations can never be simultaneously executed. We achieve this result by determining, before an application is compiled, the exact dates during which a task accesses a shared resource, which enables the off-line validation of non-simultaneity constraints.
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Resources sharing is a topic of particular interest, notably in safety-critical real-time research, which is challenging for multi-core architectures. These systems are usually bound to stringent timing constraints: failure to perform a computation within a well-specified time interval contributes to the system failure [16]. As failure is not an option, industrials usually rely on a strategy of time provisioning, where predefined slices of time are dedicated to computations, with an additional safety margin. For example, this concept is described as a system of time frames in the ARINC-653P1 specification, which is used in the avionic industry [11].

Determining a strict upper bound of the computation time is known as the Worst-Case Execution Time (WCET) problem: the execution times of a sequence of computations may vary between multiple runs. This variability of execution times is caused by multiple factors, such as the hardware implementation [30, 13], the physical environment in which the hardware operates or the implementation of the software and the interactions software-hardware [32].

To reduce the development and production costs of their systems, as well as the time-to-market, industrials usually rely on commercially available Components Off-The-Shelf (COTS) instead of designing and manufacturing their own hardware [6]. Hardware COTS are produced by a different industry that targets a wider audience. As a result, most architectures are designed in order to minimize average execution times, rather than worst-case execution times. In addition to time-interferences induced by a single core, simultaneous accesses to a same hardware resource (e.g. the shared memory or a peripheral) made by multiple cores causes the hardware to arbitrate these concurrent accesses and to serialize them, effectively introducing additional time-interferences [31]. It is estimated that the current WCET analysis techniques would yield the WCET to be multiplied by a value close to the number of cores activated [24, 22, 8]. Such pessimistic estimates lead to over-constrained systems, wasting computing resources, causing higher development and production costs with an unnecessarily increased power consumption.

**Contributions.** This paper proposes a technique for safe multi-core systems design that is based on an offline temporal partitioning. It allows a system designer to specify windows of computations that shall never be executed simultaneously. Such property would be of great importance for safety-critical avionics systems [1, 29]. After reviewing related work in Section 2, we detail the model of computation our work is based on in Section 3. We then improve this model in Section 4 to express simultaneity, and in Section 5 we devise state-of-the-art algorithms to verify that non-simultaneity constraints always hold. An illustrative proof-of-concept is then provided in Section 6 before we conclude in Section 7.

## 2 Related Work

As summarized in [28], resources sharing can either be limited or avoided by design to ensure the absence of interferences, or controlled during the execution of the system through dedicated services. We advocate for the first proposition, however other interesting research has been conducted in different directions and are worth mentioning.

### 2.1 Hardware Design

In this paper, we focus only on off-the-shelf processors because they are intensively used by industrials. However, it should be noted that hardware solutions have been devised, notably with PRET machines [13] or the MERASA project [30], with the goal to design specific
hardware that are better suited towards time-sensitive applications. For example, Reineke et al. [26] have designed a DRAM controller that aims at eliminating contention for shared resources.

### 2.2 Runtime Mitigations

Mancuso et al. [20] have proposed the Single Core Equivalence framework, that can be applied on COTS platforms to partition shared resources and, as a result dynamically provide isolation between the different cores. To achieve this goal, the authors rely mainly on three techniques: colored cache lockdown [19], MemGuard [34] and PALLOC [33]. These have been implemented on a Linux kernel and are well suited for dynamic systems by assigning portions of cache to tasks, regulating memory bandwidth and allocating memory pages based on the affinity of DRAM banks with tasks. Bak et al. [5] build on the PREM model of execution [23] by taking advantage of predictable intervals that distinguish memory and execution phases. Memory phases are dedicated to access shared memories, while execution phases shall not (by contract) access these. This allows to dynamically schedule tasks so two memory phases do not execute simultaneously, effectively removing sources of inter-core interferences. If these approaches effectively contribute to improving resources sharing, they do not provide strict design guarantees, because the resolution of resources sharing is determined at runtime.

### 2.3 Time-Division Multiplexing

Time-Division Multiplexing (TDM) has been extensively studied because of its inherent predictability and improved composability [16, 4]. Because immutable time slices are statically reserved in TDM, this time-division scheme presents the downside to cause underutilization of resources [14]. This is however a useful safety guarantee for safety-critical systems, because it offers greater failure detection capabilities [15].

TDM are enforced at run-time by an execution model, which usually consists in a tasks scheduler based on a source of time. Because they are difficult to build by hand, multiple solutions have been devised to generate them. Boniol et al. [9] propose an approach in which they instantiate a scheduling plan in which time slices are dedicated either to access the shared memory or to execute code that does not use shared resources. Their system is generated from a model of the hardware and a static analysis of WCET. Similar works have been conducted by Becker et al. [7].

David et al. [12], Chabrol et al. [10] and Lemerre et al. [18] rely on a model of computation that can be instantiated to express temporal constraints. From instances of this model of computation, data configuring an execution model are produced. This execution model ensures that the specified temporal constraints are enforced at run-time. This model has been formalized as a time-constrained automata [17]. It has also been explicitly used by Jan et al. [15] to automatically generate a TDM scheme allowing the control of a real-time network bus from communication specifications that were expressed in the model of computation. Our contribution follows the same path, by improving their model of computation with non-simultaneity semantics; effectively enabling to design critical sections driven by the time-triggered paradigm. It differs from critical sections used in imperative and non-temporized programming models [25] in that the dates at which each critical section start and end are precisely known at compile-time, offering additional safety properties, such as the guaranteed absence of deadlocks.
3 Time-Constrained Automata

The model proposed in this paper is based on the model of computation formalized by Lemerre et al: *time-constrained automata* [17]. We extend it later in Section 4.2, but we start by explaining briefly its foundations. This formalism defines a block as a sequence of computations that are time-bounded by at least one of the following constraints:

- *after* that indicates that a block may only start from a given date; and
- *before* that indicates that a block must end before a given date.

They respectively define the *earliest start date* and *deadline* of a batch of blocks, with homogeneous time units. Such automata are formalized as directed graphs, where arcs represent the blocks and nodes represent the temporal constraints that are applied to the arcs joining them (hence constraining the blocks). A node may carry both constraints, but only one constraint for each type. Therefore, three types of time-constrained node exist. They can either be a representation of:

- a single *after* constraint, denoted by $\triangleright$, which can be seen in Figure 1 as the node $S$.
- a single *before* constraint, usually denoted by $\triangleleft$, but not represented in this paper as it is never used as the sole constraint of a node;
- both a *before* and an *after* constraints, denoted by $\blacklozenge$, which can be seen in Figure 1 as the nodes $A$, $B$, $C$ and $D$. This particular node is named *synchronization*.

▶ **Definition 1** (Trivial time-constrained automaton). A time-constrained automaton is trivial if and only if every node of the automaton has exactly one output arc. Otherwise, the automaton is said non-trivial.

There exist several graph simplification techniques that allow to detect impossible graphs or to remove redundant constraints. They are formally defined in the original paper, and we only assume their existence and that graphs can possibly be re-written to a simpler form or proved impossible. In the following of this paper, we assume that all time-constrained automata are valid and reduced to their most simplified form.

An interesting application of time-constrained automata is the ability to derive execution models (*i.e.* scheduling schemes) that preserves the temporal constraints that bound computation blocks. The ability to transform a mathematical model to a concrete result that can be embedded on a hardware target asserted our choice to build on top of this model. The authors of the original paper designed and implemented a variation of the EDF (Earliest Deadline First) algorithm, called *EDF-dyn*, which has been proved optimal for time-constrained sequences of blocks on single processors. However, our approach is not limited to one specific scheduling algorithm, since verification algorithms are applied on the model of computation, and not on the model of execution.
System Model

The model of computation we propose is based on time-constrained automata described in Section 3. We insist on the separation of model of computation that embodies the design space and the model of execution that embodies the run-time of the designed application on a specific execution platform (e.g. an embedded COTS system).

4.1 Non-Simultaneity as a Design Constraint

In this paper, we define the simultaneity as applied to windows of computations that execute within a known and bounded time span. Simultaneity between two windows of computations describes that their execution may overlap in time.

In Section 2.3, it has been shown that scheduling plans implementing critical sections driven by the time-triggered paradigm can be generated from constraints deduced from characteristics of the system. In approaches that do not rely on a model of computation, there is no guarantee that a feasible schedule exists, because simultaneity is yet another parameter involved in scheduling algorithms. In such cases, it is necessary to tweak multiple parameters of the scheduling algorithm to hope for a viable solution to be found. This process is not guaranteed to converge towards a solution.

Considering a model of computation during the design phase that is implemented by a model of execution allows to divide the global scheduling problem into independent ones. As the model of computation deals with temporal constraints, simultaneity can be verified regardless of the actual execution times of the tasks. If the application does not respect these new design constraints, then only the original design has to be modified. On the contrary, if such errors were detected later, fixing them would jeopardize the whole application: both its design and implementation.

To the best of our knowledge, there exist no methodology in time-triggered resource sharing that allows to model simultaneity as an explicit design constraint integrated to a model of computation. We think that addressing this early in the design phase contributes to safer and more robust multi-core applications.

4.2 Augmenting Time-Constrained Automata

This paper claims to add a new semantic to time-constrained automata, which is detailed in this section.

Temporal transitions. Let a clock be a structure that causes the global time to advance; a time-constrained automaton is bound to exactly one clock. We define a temporal transition as the ordered set of blocks encompassed within exactly one after and one before constraints. It is associated with the time span of the computations, which corresponds to the time difference between the deadline (carried by the before constraint) and the earliest start date (carried by the after constraint). This time span, denoted by \( t \) may only be strictly positive and is expressed as a finite number of clock ticks. As such, a temporal transition is formally written as the time interval \( \tau + t \). The time span can be omitted for brevity; in this case a temporal transition is only denoted by its name (e.g. \( \tau \)).

Isochronous Time-Constrained Automata. Let us consider time-constrained automata where every sequence of blocks is bounded by exactly one after and one before constraints. They are composed of an entry node and a connected graph of synchronization nodes, in
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(a) Non-trivial time-constrained automata with each temporal transition is bounded by a before and an after node.

(b) Isochronous equivalent of the automaton in Figure 2a.

Figure 2 Representations of a non-trivial time-constrained automaton (Figure 2a) and its isochronous equivalent (Figure 2b). From the start node $S$, only one temporal transition is allowed: $\tau_0$, which is performed in one clock tick. After $A$ is reached, either $B$ or $C$ is reachable, respectively through $\tau_1$ in one tick and $\tau_2$ in two ticks. $A$ is then activated from either $B$ or $C$ in one tick through either $\tau_3$ or $\tau_4$, depending on the previous transition. This behavior is then infinitely repeated.

which each node has at least one output arc. As a result, there exists at least one cycle in this graph. The entry node is an after node, which represents the unique entry point of the automaton. It is connected to the graph of synchronization nodes by at least one output arc, and it accepts no input arc. Such automata can be made isochronous by splitting each temporal transition into a sequence of successive transitions of unitary length, such that the sum of lengths of the resulting transitions equals the time span of the original transition. In the underlying graphical representations, these additional nodes are denoted by . We define such automata as isochronous time-constrained automata. Figure 2 illustrates how the non-trivial time-constrained automaton with labeled temporal transitions shown in Figure 2a can be represented as an isochronous time-constrained automaton in Figure 2b.

Time-Constrained Applications. A time-constrained application is defined as a fixed set of isochronous time-constrained automata that share a same unique base clock. More specifically, at each clock tick a new temporal transition is simultaneously completed by all the automata that compose the application: because they share the same clock, they are synchronous. A software implementation of time-constrained applications is required to implement bound multi-processing: each task described by an isochronous time-constrained automaton must be statically assigned to one execution unit (i.e. a CPU core).

An application is associated with a set of exclusion groups, an exclusion group being a fixed set of temporal transitions that shall not overlap in time. These are specified by the designer of the application after a preliminary analysis. The property that temporal transitions of a given exclusion group do not overlap in time is a safety property (“bad things do not happen during execution of a program” [2]). For a given exclusion group, this property must be verified on the result of the composition of every automata that has at least one temporal transition belonging to this exclusion group.

Exclusion groups model the non-simultaneity within a system. When part of a set, they translate the requirement that the simultaneous execution of their associated windows of computation is forbidden.
Example of time-constrained application composed of two trivial isochronous time-constrained automata $A$ and $B$ respectively allocated to cores $c_A$ and $c_B$ such that $c_A \neq c_B$. The temporal transitions $\tau_A$, $\tau_B$, $\tau_B$, and $\tau_B$ shall not overlap in time.

Figure 4 Infinite “unfolding” of automata $A$ (above) and $B$ (below). It hints towards a periodic pattern where temporal transition in the exclusion group $G = \{\tau_A, \tau_B, \tau_B\}$ cannot overlap in time, because of the temporal specification of $A$ and $B$.

4.3 Example

Figure 3 shows an example of a simple time-constrained application that consists in two trivial time-constrained automata $A$ and $B$ that are allocated to two different CPU cores. Each automaton defines its own set of temporal transitions: $\tau_A$, $\tau_B$, $\tau_B$, and $\tau_B$ for $A$ and $\tau_B$, $\tau_B$, and $\tau_B$ for $B$. One exclusion group is arbitrarily defined here: $G = \{\tau_A, \tau_B, \tau_B\}$; these temporal transitions shall not overlap in time.

In this example, the temporal design of automata $A$ and $B$ allows for the exclusion group $G$ to hold: since isochronous time-constrained automata within a time-constrained application are synchronous and since temporal transitions are isochronous, one can observe that when $A$ runs $\tau_A$, $B$ simultaneously runs either $\tau_B$ or $\tau_B$, but never $\tau_B$ nor $\tau_B$. This is illustrated by Figure 4, which shows that “unfolding” $A$ and $B$ hints towards thinking that temporal transitions listed in the exclusion group $G$ cannot overlap in time. In the next section, we show how this problem can be automatically verified.

5 Validating the simultaneity constraints

We have introduced in Section 4 the notions of time-constrained applications and of exclusion groups, that specify the property that the temporal transitions they contain must not execute simultaneously. In this section, we propose algorithms that verify this property.

5.1 Formalization of the problem

Time-constrained automata may exhibit an infinite possibility of temporal behaviors, because a task embodying the software implementation of an automaton virtually does not have an upper bound of running time. The dates at which a transition can be activated may result from all the infinite possible sequences of these cycles. As an illustration of this complexity, Figure 5 shows all the possible temporal behaviors of the time-constrained automaton shown in Figure 2b between clock ticks zero and seven.

Because a time-constrained application is composed of isochronous time-constrained automata and because they all share the same clock, they are also synchronous. As a result, each clock tick causes a temporal transition to be activated in each automata. This implies
that a temporal transition can be activated for a possibly infinite set of dates, where a date is represented by a natural number. For example, in Figure 3a, \( \tau_{A_0} \) can only be activated at date zero, whereas \( \tau_{A_1} \) can be activated for all dates that are odd. An isochronous time-constrained automaton can therefore be understood as a finite automaton, where:

- each state but the initial one can be marked as accepting;
- the increment of time, associated to all the temporal transitions can be seen as the symbol of a unary alphabet (isochronous property);
- the set of dates at which a state can be reached is given by set of the lengths of the words that lead to this state. Note that this set may be infinite, if the state is included in a cycle.

The set of dates at which a state can be reached can therefore be expressed as the regular language over a unary alphabet accepted by the automaton where only this state is marked as accepting. It is known that each regular unary language can be represented as the union of a finite number of arithmetic progressions of the form \( \{c + dk \mid k \in \mathbb{N}\} \) where \( c \) and \( d \) are positive constants specifying their offset and period [27]. They can also be written as the pair \((c, d)\).

Temporal transitions that originate from a state are reachable at this set of dates. Therefore, the set of dates at which a temporal transition can be activated is the union of set of dates at which their respective states are reachable.

5.2 Determination of dates of reachability for every transitions

Notations. Let a unary, non-deterministic finite automaton (UNFA) \( A \) with \( n \geq 2 \) states and \( m \) transitions, such that \( A = (Q, \delta, I, F) \) where \( Q \) is the finite set of states (\(|Q| = n\)), \( \delta \subseteq Q \times Q \) is a transition relation, \( I \subseteq Q \) is the set of initial states of the automaton and \( F \subseteq Q \) is the set of accepting states. Using the notations defined in [27], \( q \xrightarrow{x} q' \) denotes that there exist a path of length \( x \) from \( q \in Q \) to \( q' \in Q \). On a UNFA, a path of length \( x \) can be seen as a word \( x \); as such, a word of length \( x \) is accepted by \( A \) if there exists a path of length \( x \) from \( q_i \in I \) to \( q_f \in F \), and the language \( \mathcal{L}(A) \) accepted by \( A \) is the set of all the words accepted by \( A \).

Expressing \( \mathcal{L}(A) \). Sawa proposes in [27] the algorithm \textsc{UNFA-Arith-Progressions} that processes a UNFA \( A \) to construct a finite set of arithmetic progressions \( \mathcal{R} \) describing the language \( \mathcal{L}(A) \), with a space complexity in \( O(n + m) \) and a time complexity in \( O(n^2(n + m)) \).
Applied to isochronous time-constrained automata, the result of this algorithm consists in the exhaustive set of dates at which a given state can be reached. The essence of the algorithm relies on expressing a path $\alpha$ from $q_i \in I$ to $q_f \in F$ via $q \in Q$ so that $q_i \xrightarrow{c_1} q \xrightarrow{c_2} q_f$. If $q$ belongs to a cycle of length $d$, then the length of $\alpha$ can be expressed as the pair $(c_1 + c_2, d)$; otherwise it is simply $(c_1 + c_2, 0)$. As such, $R = R_1 \cup R_2$ with $|R_1| \leq n^2$ and $|R_2| \leq n$. $R_1$ contains every word of length $x < n^2$ written $(x, 0)$ whereas $R_2$ contains all the other words of $L(A)$ (with $x \geq n^2$) expressed as arithmetic progressions (at most $n$).

Tailoring the algorithm. Running the algorithm unmodified for each of the $n - 1$ states that can be marked as accepting would yield a total time complexity of $O(n^3(n + m))$. We propose a modified version of this algorithm to specifically determine the set of reachability dates of temporal transitions without degrading the time complexity:

- For $q \in Q$, the value $sl(q)$ is defined as the length of the shortest loop that can be done in $q$. If $q$ is not part of a loop, then $sl(q)$ is undefined.

- A state $q$ is called important if $q$ belongs to a nontrivial strongly connected component $C$ (implying that $sl(q)$ is defined) and the value $sl(q)$ is minimal for all states in $C$.

- The sets $S_i$ are computed so each set contains all states reachable from the initial state $s$ by $i$ steps: $S_i = \{ q \in Q : s \xrightarrow{c} q \} \text{ for } i \in [0, n^2)$.

- Let $Imp$ the set of important states of $A$.

- Let $Q_{imp} = S_{n-1} \cap Imp$ the important states that can be reached after exactly $n - 1$ steps from the initial state $s$.

- Let $D = \{ sl(q) | q \in Q_{imp} \}$ the set of the shortest loop lengths among the important states in $Q_{imp}$.

- Since there is only one initial state $s$ to isochronous time-constrained automata, $I$ can be written as $I = \{ s \}$.

- We re-define $F$ as the set of states that can be marked as accepting. By definition, $F = Q \setminus \{ s \}$.

- We define $T_q$ the set of temporal transitions that can be activated at state $q$, that is the outgoing vertices.

From the definition of isochronous time-constrained automata, we can propose a new formulation of the set $R_1$, such that $R_1 = \{ (i, 0) | i \in [1, n^2) \}$. This allows to build a first set of dates at which states are reachable. In this case, we can re-use this formula to determine an initial set of dates for each temporal transition $D_{1, r}$ as shown in Algorithm 1. Because the original formula excludes the initial state, we add that the transitions reachable from the initial state are all reachable at date zero (by definition). We just associate the temporal transitions activated at a state $q$ with the date at which $q$ is reached. This is possible because each state is associated with a date.

The second set of dates $R_2$ is built around the sets $T_i$ that contain all states from which some final state can be reached by $i$ steps. They are defined as in Equation (1). Then the pair $(c' + n - 1, d)$ is added to $R_2$ for $c' \in [n^2 - 2n, n^2 - n - 1]$ and each $d \in D$ such that $c' \geq n^2 - n - d$, if there exists some $q \in Q_{imp}$ with $sl(q) = d$ such that $q \in T_{c'}$.

$$T_i = \{ q \in Q | \exists q_f \in F : q \xrightarrow{i} q_f \} \text{ for } i \in [0, n^2 - n - 1]$$  \hspace{1cm} (1)

A consequence of this formulation in the original algorithm is that the different temporal transitions leading to $q_f \in F$ are entangled in the construction of the sets $T_i$ in Equation (1).

\footnote{The initial state cannot be reached from another state}
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Algorithm 1 Construction of the first set of dates $D_{1,\tau}$ that contains dates at which each temporal transition $\tau$ is activated.

```
for $\tau \in T$ do
  $D_{1,\tau} = \{(0,0)\}$
for $i \in [1,n^2)$ do
  for $q \in S_i$ do
    for $\tau \in T_q$ do
      $D_{1,\tau} = D_{1,\tau} \cup \{(i,0)\}$
```

To preserve dates specific to temporal transitions, we can instead propose the creation of the sets that discriminate temporal transitions, as written in Equation (2).

$$T_{i,q_f} = \{ q \in Q : q \xrightarrow{i} q_f \} \text{ for } i \in [0,n^2 - n - 1] \text{ and } q_f \in F$$

Algorithm 2 Construction of the second set of dates $D_{2,\tau}$ that contains dates at which each temporal transition $\tau$ is activated.

```
for $q \in Q_{imp}$ do
  for $c' \in [n^2 - 2n, n^2 - n - 1]$ do
    for $q_f \in F$ do
      if $q \in T_{c',q_f}$ and $c' \geq n^2 - n - sl(q)$ then
        for $\tau \in T_{q_f}$ do
          $D_{2,\tau} = D_{2,\tau} \cup \{(c' + n - 1, sl(q))\}$
```

Special case of trivial time-constrained automata. The structure of trivial time-constrained automata allows major simplifications of this algorithm. The dates at which a state can be reached can be written as a single arithmetic progression. If we consider the graph representation of the automaton, nodes that are not part of a cycle can be written as $(i,0)$ where $i$ can be trivially found by exploring the automaton until the node is reached. Nodes that are part of a cycle can be written as $(c,d)$ where $c$ is the first date at which the node is reached and $d$ is the length of the loop. For example, in Figure 3a, dates at which the temporal transition $\tau_{A_1}$ is activated are $\{1 + 2k | k \in \mathbb{N}\}$. Similarly, they are $\{2 + 2k | k \in \mathbb{N}\}$ for $\tau_{A_2}$ and $\{0\}$ for $\tau_{A_0}$. 

5.3 Intersection of dates

We have shown earlier how to compute the set of dates $D_\tau$ at which each temporal transition $\tau$ is activated. This set can be defined as a union of:

- singletons; and
- arithmetic progressions expressed as $\{c + dk | k \in \mathbb{N}\}$.

For a given exclusion group $G$, verifying that the intersection of the dates that characterize temporal transitions belonging to different automata is empty is equivalent to verify the safety property that temporal transitions within $G$ cannot overlap in time, and as a result cannot be executed simultaneously. We now show the conditions that apply on two dates $D_a$ and $D_b$ for them to intersect. Different techniques may be used depending on whether $D_a$ and $D_b$ represent constants or arithmetic progressions.

Intersection of dates for two constants: let $D_a = h_a$ and $D_b = h_b$ two constant dates. In this trivial case, they share a date in common if and only if $h_a = h_b$.

Intersection of dates for arithmetic progressions: let $D_a = \{c_a + d_a k | k \in \mathbb{N}\}$ and $D_b = \{c_b + d_b k | k \in \mathbb{N}\}$ two arithmetic progressions. Their intersection is not empty if and only if the following linear diophantine equation has a solution: $\alpha x + \beta y = \gamma$ for $x \in \mathbb{Z}$ and $y \in \mathbb{Z}$, with $\alpha = d_a$, $\beta = -d_b$ and $\gamma = c_b - c_a$. Linear diophantine equations are well-known structures that have been extensively studied; the problem of testing the existence of solutions as well as finding them has long been solved [3]. This linear diophantine equation admits a solution in $\mathbb{Z}^2$ if and only if the greatest common denominator of $\alpha$ and $\beta$ divides $\gamma$. If this equation has no solution then the intersection of $D_a$ and $D_b$ is empty. Otherwise, if there exists a solution in $\mathbb{Z}^2$ then $D_a$ and $D_b$ have in common an infinite set of dates since for any solution $(x_0, y_0)$ of the equation, the set of solutions $\{(x_0 + d_b k, y_0 + d_a k) | k \in \mathbb{Z}\}$ can always be built (this set of solutions in $\mathbb{Z}^2$ contains an infinite number of pairs where both members are natural integers).

Intersection of dates for a constant and an arithmetic progression: if $D_a = \{h_a\}$ is a singleton and $D_b = \{c_b + d_b k | k \in \mathbb{N}\}$ is an infinite set representing an arithmetic progression, they may intersect at most once, if $D_a \subset D_b$, that is when they exist $x \in \mathbb{N}$ such that $h_a = c_b + d_b x$. We find that this is true when $h_a \geq c_b$ and $d_b$ divides $h_a - c_b$.

6 Proof of Concept

Implementation and Reproducibility. The model defined in Section 4 has been integrated to the ASTERIOS suite, developed by the Krono-Safe company. It relies on a programming model detailed by Methni et al. in [21] to instantiate a model of computation, in which support for simultaneity has been added. The algorithms presented in Section 5 and the method to validate the intersection of dates have been implemented in a standalone executable that has been open-sourced\(^2\) under the Apache-2.0 license. It takes as inputs a specification of the different tasks that compose an application with the list of exclusion groups to be checked, and generates a report containing the dates at which each temporal transition can be activated, as well as a graphical representation of the time-constrained application and either the validation of exclusion groups or a counter-example. The proof-of-concept in this section is based on the open-source version.

\(^2\) https://github.com/krono-safe/mcti-detect/
Sharing resources between two parallel tasks. For this illustrative proof-of-concept, let’s consider a simple application that uses two non-trivial tasks $E$ and $G$, each implanted on a different CPU core. The requirements of this application impose they exchange data through a shared resource (e.g. shared memory). In this specific use case, we assume the temporal constraints are fixed: nodes cannot be added nor removed. When considering an incremental design, this may not be the case. The end goal is to guarantee that accesses to the shared resources are performed during temporal transitions that never overlap in time. The occurrence of unwanted simultaneous accesses may result in data corruption (e.g. the two tasks write at the same memory address) or in increased execution times caused by additional contention.

**Exposing an invalid design.** A first design can be seen in Figure 6, which represents a time-constrained application composed of two non-trivial tasks where accesses to the shared resource are performed during the temporal transitions $E_2$, $E_4$, $E_6$, $E_{11}$, $G_3$, $G_6$, $G_8$ and $G_{14}$. However, we find that temporal transitions $E_{11}$ and $G_6$ may overlap in time, as shown in Table 1. This small example showcases that checking for absence of simultaneity is not a trivial process and highlights the importance of automated validation.

**Towards a safe design.** If the design in Figure 6 does not guarantee safe resources sharing, it is possible to try other design candidates. If the functional requirements of the application allow it, the shared resource could be accessed from $G_5$ and $G_{15}$ and the retrieved data made available to $G_6$. This modified design is checked as in Figure 7 and the new set of temporal
transitions that access the shared resource ($E_2$, $E_4$, $E_6$, $E_{11}$, $G_3$, $G_5$, $G_8$, $G_{14}$ and $G_{15}$) have been found to never overlap in time. Implementing such design removes entire classes of problems that could comprise data integrity or negatively impact execution times, while allowing for a better use of overall computing resources.

7 Conclusion and Perspectives

We have presented a model of computation based on time-constrained automata, that can be used to express non-simultaneity as a design constraint in a model of computation. This allows to express a safety property over parallel systems, which, if verified, ensures that litigious sequences of computations can never run simultaneously. Designing such systems with non-simultaneity as a constraint from the ground-up is believed to bring significant safety benefits, notably for safety-critical real-time systems. We have then shown that this safety property could be automatically verified, with reasonable complexity, by standalone and open-sourced algorithms that extend the state of the art. As for future work, it would be interesting to propose more advanced techniques to help the designer to interactively explore the traces leading to a violation of its design constraints, for a more efficient convergence towards a safe design. It seems also important to explore techniques to determine the sources of time-interferences when they occur.
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