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Abstract
Program semantics is traditionally concerned with program equivalence. However, in fields like approximate, incremental and probabilistic computation, it is often useful to describe to which extent two programs behave in a similar, although non equivalent way. This has motivated the study of program (pseudo)metrics, which have found widespread applications, e.g. in differential privacy. In this paper we show that the standard metric on real numbers can be lifted to higher-order types in a novel way, yielding a metric semantics of the simply typed lambda-calculus in which types are interpreted as quantale-valued partial metric spaces. Using such metrics we define a class of higher-order denotational models, called diameter space models, that provide a quantitative semantics of approximate program transformations. Noticeably, the distances between objects of higher-types are elements of functional, thus non-numerical, quantales. This allows us to model contextual reasoning about arbitrary functions, thus deviating from classic metric semantics.
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1 Introduction

In program semantics one is usually interested in capturing notions of behavioral equivalence between programs. However, in several fields like approximate [34], incremental [10, 2] and probabilistic [13] computation, it is often more useful to be able to describe to which extent two programs behave in a similar, although non equivalent way, so that one can measure the change in the result produced by replacing one program by the other one.

This idea has motivated much literature on program (pseudo)metrics [4, 41, 5, 19, 6, 13, 11, 14, 21], that is, on semantics in which types are endowed with a notion of distance measuring the differences in their behaviors. This approach has found widespread applications, for example in differential privacy [35, 3, 7], where one is interested in measuring the sensitivity of a program, i.e. its capacity to amplify changes in its inputs, and in the study of probabilistic processes [16, 43, 11, 42].

Recent literature [44, 32] has highlighted the importance of contextuality to reason about program similarity: many common situations require to measure the error produced by a transformation of the form \( C[t] \sim C[u] \), which replaces a program \( t \) by \( u \) within a context \( C[ ] \), as a function of the mismatch between \( t \) and \( u \) and of the sensitivity of the context \( C[ ] \) itself. For instance, the error produced by replacing the program \( \lambda x.\sin(x) \) by the identity function \( \lambda x.x \) in a given context \( C \) will be highly sensitive to how close to 0 these functions are...
evaluated in C. Similar cases of contextual reasoning can be found in many areas of computer science: for example in techniques from numerical analysis (e.g. the Gauss-Newton method), in which a computationally intensive function is replaced by its Taylor’s expansion around some given point, or in approximate computing techniques like loop perforation [38], in which a compiler can be asked to skip a certain number of iterations of a loop in a program.

The Problem of Coupling Program Metrics with Higher-Order Types. While several frameworks for contextual reasoning have been developed in recent years [35, 20, 5, 44, 32], these approaches suggest that describing program similarity for a fully higher-order language in terms of program metrics still constitutes a major challenge.

In particular, when considering higher-order languages with a type Real for real numbers, it is not clear how to lift the standard metric on Real to higher-order types, e.g. to Real → Real, so that the distances between higher-order programs are measured in a contextual way.

A standard solution is to take the sup-distance, that is, to let, for f, g : Real → Real, d(f, g) = sup{d(f(r), g(r)) | r ∈ Real}. This solution works well in models in which programs are interpreted as non-expansive or Lipschitz-continuous maps [25, 5]. However such models are not cartesian-closed¹, so they do not account for the simply-typed lambda-calculus in its full generality, but only for linear or sub-exponential variations of it (such as Fuzz [35, 20, 5]). Also, it has been shown [13] that in a probabilistic setting the non-linearity of higher-order programs has the effect of trivialising metrics, that is, of forcing distances to be either 0 or 1, hence collapsing program distances onto usual notions of program equivalence. Most importantly, even if one restricts to a sub-exponential language, the sup-distance is inadequate to account for contextual transformations as the replacement of λx.sin(x) by λx.x around 0, as the sup-distance between these two programs is infinite (see Fig. 3).

On the other side of the coin, other approaches like [44, 32] are fully contextual and higher-order, but provide, at best, only weak approximations of a standard notion of metric. Nonetheless, these approaches introduce the idea, which we retain here, that program differences must be taken as being themselves some kind of programs, relating errors in input with errors in output, and that accordingly, programs should be split in two different classes: exact programs, computing mappings from well-defined inputs to well-defined outputs, and approximate programs, mapping errors in the input to errors in the output.

Diameter Spaces. In this paper we introduce a new semantic framework to reason about program similarity and approximate program transformations based on a class of higher-order denotational models that we call diameter space models. Compared to existing higher-order frameworks, the main novelty of these models is that program similarities are measured by associating each simple type with a generalized partial metric space, yielding a lifting of the standard metric on Real to higher-order types.

Generalized partial metric spaces are a well-investigated class of metric spaces that has been widely applied in program semantics [8, 9, 33, 37, 36, 23]. Such spaces generalize standard metric spaces in that distances need not be real numbers, but can be functions or any other type of object that lives in a suitable quantale [25], and self-distances d(x, x) need not be 0 (which leads to a stronger triangular inequality: d(x, y) + d(z, z) ≤ d(x, z) + d(z, y)).

In our models a higher-order type A is interpreted as a 4-tuple (|A|, [A], ⟨A⟩, δ_A) called a diameter space, where |A| is a set of exact values, [A] ⊆ P(|A|) is a complete lattice of approximate values, ⟨A⟩ is a quantale, and δ_A : [A] → ⟨A⟩ is a function, called diameter.

¹ In fact, cartesian closed categories of metric spaces and non-expansive functions do exist [19, 12], but, to our knowledge, none of these categories contains the real numbers with the standard metric.
In differential logical relations the distance between two functions \( f, g : \mathbb{R} \to \mathbb{R} \), computed at \( (x, \varepsilon) \) is the maximum between 
\[
\delta_1 = \max\{d(f(x), g(y)) : y \in [x - \varepsilon, x + \varepsilon]\} \quad \text{and} \quad \delta_2 = \max\{d(g(x), f(y)) : y \in [x - \varepsilon, x + \varepsilon]\}.
\]

\[\text{Figure 1} \quad \text{Differential logical relations do not yield partial metrics.}\]

which provides a quantitative measure of approximate values. The map \( \delta_A \) generalizes some properties of the diameter function of the standard metric on real numbers. In particular, just like the distance between two real numbers can be described as the diameter of the smallest interval containing them, the map \( \delta_A \) yields a generalized partial metric \( d_A : |A| \times |A| \to |A| \) in which the distance between two exact values of \( A \) is measured as the diameter of the smallest approximate value containing them, i.e. \( d_A(x, y) = \delta_A(x \lor y) \).

Measuring Distances between Programs of Functional Type. A primary source of inspiration for our approach is the recent work by Dal Lago, Gavazzo and Yoshimizu on differential logical relations [32]. This is a semantical framework for higher-order languages in which a type is interpreted as a set \( X \) endowed with a kind of metric structure expressed by a ternary relation \( \rho \subseteq X \times Q \times X \), where \( Q \) is an arbitrary quantale. To our knowledge, this is the first place were the idea of varying the quantales in which distances are measured is introduced as a key ingredient to obtain a cartesian closed category.

However, although such a relation \( \rho \) induces a distance function \( d_\rho(x, y) = \sup\{\varepsilon \mid \rho(x, \varepsilon, y)\} \), this function is not a (partial) metric. We can show this fact with a simple example: in this model the distance between two programs \( f, g : \text{Real} \to \text{Real} \) is taken in the quantale of functions from \( \mathbb{R} \times \mathbb{R}^\geq \) to \( \mathbb{R}^\geq \): intuitively, \( d(f, g) \) associates a closed interval \([x - \varepsilon, x + \varepsilon]\) (corresponding to the pair \((x, \varepsilon)\)) with the smallest distance \( \delta \) such that \([f(x) - \delta, f(x) + \delta]\) and \([g(x) - \delta, g(x) + \delta]\) both contain the images of \([x - \varepsilon, x + \varepsilon]\) through \( g \) and \( f \) respectively (see Fig. 1a). Then, as shown in Fig. 1b, by letting \( \delta = d(g, g)(x, \varepsilon) \), we have that \( d(g, g) \) sends the interval \( I = [x - \varepsilon, x + \varepsilon] \) onto the interval \([g(x) - \delta, g(x) + \delta]\), which has diameter \( 2\delta \), while the image of \( I \) has diameter \( \delta \), making the triangular law of partial metrics fail.

By contrast, in our model, the distance between two programs \( f, g : \text{Real} \to \text{Real} \) lives in the quantale of monotone maps from approximate values of \( \text{Real} \) (i.e. closed intervals) to positive reals. More precisely, this distance is the function that maps a closed interval \( a \) to the diameter of the smallest interval containing both \( f(a) \) and \( g(a) \). This notion of distance does satisfy all the axioms of a partial metric, as illustrated in Fig. 2. Observe that we no longer depict the “center” of the interval \([x - \varepsilon, x + \varepsilon]\), and that the triangular inequality works because in summing \( d(f, g) \) and \( d(g, h) \) the self-distance \( d(g, g) \) is counted twice.
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Note that the distance of $f$ from itself, which needs not be (constantly) 0, provides a measure of the sensitivity of $f$, since it associates each interval $a$ with the size of the interval $f(a)$ spanned by $f$ on $a$ (a similar feature is present in differential logical relations).

The use of partial metrics with functional distances yields a rich and expressive framework to reason about contextual transformations. For instance, we can express the closeness of $\lambda x. \sin(x)$ and $\lambda x. x$ around 0 by the fact that their distance, applied to a small interval $[-\epsilon, \epsilon]$ around 0, is very close to the self-distance of $\lambda x. \sin(x)$ on the same interval (as illustrated in Fig. 3). Moreover, the triangular inequality of partial metrics can be used to infer new bounds from previously established ones in a compositional way.

Diameter Space over a Cartesian Closed Category. Our approach was devised primarily to account for transformations in higher-order languages designed for real analysis computation (like e.g. Real PCF [18]). However, diameter spaces can be constructed starting from any higher-order programming language with a reasonable denotational semantics. In fact, for any cartesian closed category $C$, we can construct a cartesian lax-closed category $\text{Diam}(C)$, whose morphisms can be seen as approximate versions of the morphisms of $C$. The “lax” preservation of the cartesian closed structure reflects the fact that, by composing approximations in a higher-order setting, also their error rates compose (typically, approximating non $\beta$-normal $\lambda$-terms will lead to higher error-rates than approximating their $\beta$-normal forms).

The generality of our construction shows in particular that our partial metric semantics requires no restrictions (e.g. Lipschitz-continuity) on morphisms, and adapts well to the model one starts with: for instance, the category $\text{Diam}(\text{Set})$ contains a partial metric on the set of all set-theoretic functions from $\mathbb{R}$ to $\mathbb{R}$, while the categories $\text{Diam}(\text{Eff})$ (where $\text{Eff}$ is the effective topos [27]) and $\text{Diam}(\text{Scott})$ show that our approach scales well to a more computability-minded setting.

2 Generalized Partial Metric Spaces

Partial metric spaces were introduced in the early nineties as a variant of metric spaces in which self-distances can be non-zero. Such spaces have attracted much attention in program semantics [8, 9, 33, 37, 36, 26, 23], due to their compatibility with standard constructions from both domain theory (since their topology is $T_0$) and usual metric topology (e.g. Cauchy sequences, completeness, Banach-fixed point theorem) [8, 33]. Generalized partial metric spaces, i.e. partial metric spaces whose metric takes values over an arbitrary quantale [25], are well-investigated too [29, 28].
In this paper we will only be concerned with partial metrics taking values over a commutative integral quantale [25], of which we recall the definition below.

**Definition 1.** A commutative integral quantale is a triple $(Q, +, \leq)$ where:

- $(Q, \leq)$ is a complete lattice,
- $(Q, +)$ is a commutative monoid,
- $+$ commutes with arbitrary infs,
- the least element of $Q$ is neutral for $+$.

For readability, we have we have reversed the ordering with respect to the conventional definition, so that for example, $([0, \infty], +, \leq)$ is a commutative integral quantale whose least element is 0 (as opposed to “$([0, \infty], +, \geq)$ is a commutative integral quantale whose largest element is 0”, which is what we would get with the usual definition). It is straightforward to check that for all commutative integral quantales $Q, R$, the product monoid $Q \times R$ equipped with the product ordering is also a commutative integral quantale. In addition, for all posets $X$, the set of monotone functions from $X$ to $Q$, equipped with the pointwise monoid operation and the pointwise ordering, is also a commutative integral quantale. Another example of commutative integral quantale is given by the lattice of ideals of any commutative ring, with the product of ideals as the monoid operation.

We recall now the definition of a generalized partial metric space:

**Definition 2.** A generalized partial metric space (in short, GPMS) is the data of a set $X$, a commutative integral quantale $Q$ and a function $d : X \times X \to Q$ such that:

- for all $x, y \in X$, $d(x, x) \leq d(x, y)$,
- for all $x, y \in X$, if $d(x, x) = d(x, y) = d(y, y)$, then $x = y$,
- for all $x, y \in X$, $d(x, y) = d(y, x)$,
- for all $x, y, z \in X$, $d(x, z) + d(y, y) \leq d(x, y) + d(y, z)$.

For every metric space $(X, d)$, the structure $(X, ([0, \infty], +, \leq), d)$ is a GPMS. As is well-known [8], any real-valued GPMS $(X, [0, \infty], d)$ induces a metric $d^*$ by letting

$$d^*(x, y) = 2d(x, y) - d(x, x) - d(y, y) \quad (\ast)$$

For a more telling and somewhat archetypal example, take any set $X$ and consider the set $X^{\leq\omega}$ of all sequences of elements of $X$ indexed by an ordinal less than or equal to $\omega$. For all such sequences $s, t$, let $d(s, t) = 2^{-n} \in [0, \infty]$, where $n$ is the length of the largest common prefix to $s$ and $t$: one can check that $(X^{\leq\omega}, [0, \infty], d)$ is indeed a generalized partial metric space. In fact, if we interpret the prefixes of a sequence as pieces of partial information, then we have $d(s, s) = d(s, t)$ if and only if $t$ is a refinement of $s$ (i.e. if it contains more information), and $d(s, s) = 0$ if and only if $s$ is total (i.e. if it cannot be refined).

One can check that for all partial metric spaces $(X, Q, d_X)$ and $(Y, R, d_Y)$, $(X \times Y, Q \times R, d_{X \times Y})$ is a generalized partial metric space, where $d_{X \times Y}((x_1, y_1), (x_2, y_2)) = (d_X(x_1, x_2), d_Y(y_1, y_2)))$. However, in general, it is not clear how one should define a partial metric on a function space. In Section 3.2 we introduce a construction to obtain partial metric spaces on function spaces by generalizing some properties of the standard diameter function on sets of real numbers.

### 3 Approximate Programs for the Simply-Typed $\lambda$-Calculus over Real

To illustrate our construction, we start from a relatively concrete example: we consider a simply-typed lambda calculus with a base type $\text{Real}$ and primitives for real numbers, and we follow the plan outlined in the introduction, which yields for each simple type a notion of
approximate value, approximate function, diameter and distance between programs. Most definitions are straightforward and intuitive: the interesting, not immediately obvious point is that our construction does yield a partial metric on each type.

Simple types are defined as follows: \( \text{Real} \) is a simple type; if \( A \) and \( B \) are simple types, then \( A \rightarrow B \) and \( A \times B \) are simple types. For all \( n > 0 \), we fix a set \( F_n \) of functions from \( \mathbb{R}^n \) to \( \mathbb{R} \). We consider the usual Curry-style simply-typed \( \lambda \)-calculus over the types defined above (the left and right projection are denoted by \( \pi_L : A \times B \rightarrow A \) and \( \pi_R : A \times B \rightarrow B \) respectively, and the constructor for pairs by \( (-,-) \)), enriched with the following constants: for all \( r \in \mathbb{R} \), a constant \( r : \text{Real} \); for all \( n > 0 \) and all \( f \in F_n \), a constant \( f : \text{Real} \rightarrow \ldots \rightarrow \text{Real} \rightarrow \text{Real} \). We call this calculus \( \text{STAC}(F_n) \), and its terms are simply called terms. We write \( t[x_1 := u_1, \ldots, x_n := u_n] \) to denote the simultaneous substitution of \( u_1, \ldots, u_n \) for \( x_1, \ldots, x_n \) in \( t \). For all types \( A \), we denote by \( \Lambda_A \) the set of closed terms of type \( A \). The relation of \( \beta \)-reduction is enriched with the following rule, extended to all contexts: for all \( n > 0 \), \( f \in F_n \), and \( r_1, \ldots, r_n \in \mathbb{R} \), \( f r_1 \ldots r_n \rightarrow_\beta s \), where \( s = f(r_1, \ldots, r_n) \). By standard arguments \([1]\), this calculus has the properties of subject reduction, confluence and strong normalisation.

**Remark 3.** The class of real-valued functions which can be computed in \( \text{STAC}(F_n) \) depends on the choice we make for \( F_n \). With suitable choices (see for instance \([40, 17, 18]\)) one can obtain that all programs of type \( \text{Real} \rightarrow \text{Real} \) compute continuous functions\(^2\), that all such programs are integrable over closed intervals, or that all such programs are continuously differentiable.

In addition to the usual notion of \( \beta \)-equivalence between terms of \( \text{STAC}(F_n) \), we will exploit also a stronger equivalence: given two closed terms \( t, u \) of type \( A \), we say that \( t \) and \( u \) are observationally equivalent and write \( t \approx_A u \) if for all terms \( C \) such that \( x : A \vdash C : \text{Real} \) is derivable, \( C[x := t] \) is \( \beta \)-equivalent to \( C[x := u] \) (which amounts to saying that they both \( \beta \)-reduce to the same real number). It is clear that observational equivalence is a congruence and that two \( \beta \)-equivalent terms are always observationally equivalent.

### 3.1 Approximate Values and Approximate Programs

The first step of our construction for \( \text{STAC}(F_n) \) is to associate to each simple type \( A \) a set \([A]\) whose elements are certain sets of programs of type \( A \) that we call approximate values of type \( A \). A closed term \( t \in \Lambda_A \) represents a program with return type \( A \) and no parameters, so an approximate value can be thought of as a specification of a program with return type \( A \) and no parameters up to a certain degree of error or approximation.

For each simple type \( A \), the set of approximate values \([A] \subseteq \mathcal{P}(\Lambda_A)\) is defined inductively as follows:

\[
\begin{align*}
[A] &= \{ \{ t \in \Lambda_A | \exists r \in I, t \rightarrow_\beta^* r \} | I \subseteq \mathbb{R} \text{ is a compact interval or } \emptyset \text{ or } \mathbb{R} \}, \\
[A \times B] &= \{ a \times b | a \in [A], b \in [B] \}, \text{where } a \times b = \{ t \in \Lambda_{A \times B} | \pi_L t \in a \text{ and } \pi_R t \in b \}, \\
[A \rightarrow B] &= \{ \{ t \in \Lambda_{A \rightarrow B} | \forall u \in \Lambda_A, t u \in I(u) \} | I : \Lambda_A \rightarrow [B] \}.
\end{align*}
\]

The approximate values of type \( \text{Real} \) are sets of closed programs of type \( \text{Real} \) which essentially coincide with the compact intervals of \( \mathbb{R} \), plus the empty set and \( \mathbb{R} \) itself. An approximate value in \([A \times B]\) is a “rectangle” \( a \times b \), with \( a \in [A] \) and \( b \in [B] \), while an approximate value in \([A \rightarrow B]\) is uniquely determined by a function \( I \) from closed terms \( u \in \Lambda_A \) to approximate values \( I(u) \in [B] \).

\(^2\) Note that for this to be possible, \( F_n \) cannot contain the identity function over \( \text{Real} \).
(a) $\lambda x. \sin(x+1)$ is in $[\lambda x. \sin(x)+1, \lambda x. \cos(x)+1]_{\text{real} \rightarrow \text{Real}}$.  

(b) $\varepsilon = (\partial(u \circ \partial(t))([-1, 1]))$ is bigger than $\delta = \partial(u \circ t)([-1, 1]) = [r, r]$.  

**Figure 4** Examples of functional approximate values and of approximate programs.

For example, any two terms $t, u \in \Lambda_{\text{real}}$ with normal forms $q, r \in \mathbb{R}$ induce an approximate value $[t, u]_{\text{Real}} = \{ v \in \Lambda_{\text{Real}} \mid v \rightarrow^* s \land (q \leq s \land q \geq s \geq r) \}$ of type $\text{Real}$. Similarly, any two terms $t, u \in \Lambda_{\text{real} \rightarrow \text{Real}}$ induce an approximate value $[t, u]_{\text{Real} \rightarrow \text{Real}} = \{ v \in \Lambda_{\text{Real} \rightarrow \text{Real}} \mid \forall r \in \Lambda_{\text{Real}} \forall v \in [tr, ur]_{\text{Real}} \}$. For instance, if $t = \lambda x. \sin(x) + 1$ and $u = \lambda x. \cos(x) - 1$, then $[t, u]_{\text{Real} \rightarrow \text{Real}}$ contains all closed terms corresponding to maps oscillating between $\sin(x) + 1$ and $\cos(x) + 1$ (e.g. the program $\lambda x. \sin(x) + 1$, as illustrated in Fig. 4a).

For all $A$, the set $[A]$ is a subset of $\mathcal{P}(\Lambda_A)$ closed under arbitrary intersections. We deduce that $[A]$ has arbitrary meets (given by intersections) and arbitrary joins $\bigwedge_{a \in I} a = \bigcap \{ a \in [A] \mid \forall i \in I \ a_i \subseteq a \}$, and thus $[A]$ is a complete lattice. In particular, for all $t \in \Lambda_A$, there is a least element of $[A]$ that contains $t$, which will be denoted by $\overline{t}$. One can check that $\overline{t} = \overline{\overline{t}}$ if and only if $t \equiv_A u$.

Monotone functions from approximate values to approximate values represent approximate programs. They behave like a model of the simply-typed $\lambda$-calculus in a weak sense, namely:

- for all monotone functions $\vec{\alpha} \mapsto c[\vec{\alpha}] : [A_1] \times \ldots \times [A_n] \rightarrow [B] \rightarrow [C]$ and $\vec{\alpha} \mapsto b[\vec{\alpha}] : [A_1] \times \ldots \times [A_n] \rightarrow [C]$, we can define a monotone function $\vec{\alpha} \mapsto (c[\vec{\alpha}] b[\vec{\alpha}]) = \sup \{ c[\vec{\alpha}] b[\vec{\alpha}] \mid v \in c[\vec{\alpha}], u \in b[\vec{\alpha}] \} : [A_1] \times \ldots \times [A_n] \rightarrow [C]$,

- for all monotone functions $\vec{\alpha} \mapsto c[\vec{\alpha}] : [A_1] \times \ldots \times [A_n] \rightarrow [C]$ and all $i \leq n$, we can define a monotone function $(\alpha_i)_{i \neq q} \mapsto (\lambda \alpha_i. c[\vec{\alpha}]) = \{ v \in \Lambda_{A_i \rightarrow C} \mid \forall t_i \in \Lambda_{A_i}, \forall t_i \in c[\alpha_1, \ldots, \alpha_i, \ldots, \alpha_n] \} : \prod_{i \neq q} [A_i] \rightarrow [A_i \rightarrow C]$,

and these two constructions are weakly compatible with $\beta$-reduction and $\eta$-expansion:

**Proposition 4.** For all monotone functions $(\vec{\alpha}, \beta) \mapsto c[\vec{\alpha}, \beta] : [A_1] \times \ldots \times [A_n] \times [B] \rightarrow [C]$ and $\vec{\alpha} \mapsto b[\vec{\alpha}] : [A_1] \times \ldots \times [A_n] \rightarrow [B]$, $(\vec{\alpha} \mapsto (\lambda \beta. c[\vec{\alpha}, \beta]) b[\vec{\alpha}]) \leq (\vec{\alpha} \mapsto c[\vec{\alpha}, b[\vec{\alpha}]]),$ and for all monotone functions $\vec{\alpha} \mapsto d[\vec{\alpha}] : [A_1] \times \ldots \times [A_n] \rightarrow [B \rightarrow C]$, $(\vec{\alpha} \mapsto \lambda \beta. d[\vec{\alpha}] \beta) \geq (\vec{\alpha} \mapsto d[\vec{\alpha}])$, where functions are ordered by pointwise inclusion. In other words, on approximate programs, $\beta$-reduction and $\eta$-expansion discard information, and conversely $\beta$-expansion and $\eta$-reduction recover some information.

**Proof.** Without loss of generality, we can assume $n = 0$. Let $v \in \lambda \beta. c[\beta]$ and $u \in b$. By definition, $t u \in c[\overline{\overline{t}}]$, so $\overline{\overline{t}} \subseteq c[\overline{\overline{t}}] \subseteq c[b]$. Therefore, $(\lambda \beta. c[\beta]) b \subseteq b$. Let $v \in d$. For all $u \in \Lambda_B$, by definition, $v u \in d[\overline{\overline{t}}]$. Therefore, $v \in \lambda \beta. d[\beta]$.  

Beyond theoretical aspects (which will be made clearer in Section 5) Proposition 4 is also important in practice because it implies that if we compute an approximation of a program from approximations of its parts and then simplify the resulting approximate program using $\beta$-reduction and $\eta$-expansion, what we obtain is still a valid approximation of the original program.
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We can define a weak embedding from terms into approximate programs, by mapping each term to its tightest approximation: for all terms $t$ such that $a_1 : A_1, \ldots, a_n : A_n \vdash t : B$, we define a monotone function $\partial(t) : [A_1] \times \cdots \times [A_n] \to [B]$ by $\partial(t)(a_1, \ldots, a_n) = \sup\{tu_1, \ldots, u_n | u_1 \in a_1, \ldots, u_n \in a_n\}$.

**Remark 5.** The map $\partial$ is constant on classes of observational equivalence, and one can check that it is is weakly compatible with the constructions of the $\lambda$-calculus, in particular:

- $\partial((a_1)(a_1, \ldots, a_n)) = a_i$,
- $\partial((tu)(a_1, \ldots, a_n)) \subseteq \partial(t)(a_1, \ldots, a_n) \partial(u)(a_1, \ldots, a_n)$,
- $\partial((\lambda\beta.t)(a_1, \ldots, a_n)) \subseteq \lambda\beta. \partial(t)(\beta, a_1, \ldots, a_n)$.

This map $\partial(t)$ can be taken as a measure of the sensitivity of $t$, as it maps an interval $a$, that is a quantifiably uncertain input, to a quantifiably uncertain output $\partial(t)(a)$. For instance, if we take the term $t[x] = \sin(x) + 1$ above, then $\partial(t) : [\text{Real}] \to [\text{Real}]$ sends the interval $[-\pi, \pi]_{\text{Real}}$ into $[0, 2]_{\text{Real}}$.

**Remark 6.** When composing two maps $\partial(t)$ and $\partial(u)$, we might obtain a worse approximation than by computing $\partial(t[u/x])$ directly. For instance, let $t[x]$ and $u[x]$ be, respectively, the discontinuous and Gaussian functions illustrated in Fig. 4b. If $a$ is the interval $[-1, +1]$, then $\partial(t)(a) = [-1, 1]$, and since $u[x := -1] = u[x := 1] \simeq_\beta r$ for some $0 < r < 1$, we deduce that $\partial(u)(\partial(t)(a)) = [-1, 1] \supseteq [r, r] = \partial(t[u/x](a))$.

### 3.2 A Partial Metric on Each Type

So far, we have associated each type $A$ of $\mathcal{ST}\lambda\mathcal{C}(\mathcal{F}_n)$ with a complete lattice $[A] \subseteq P(\Lambda_A)$ of approximate values of type $A$, and each typed program $t : A \to B$ with an approximate program $\partial(t)$ (in fact, a monotone function) from approximate values of type $A$ to approximate values of type $B$. We will now exploit this structure to define, for each type $A$ of $\mathcal{ST}\lambda\mathcal{C}(\mathcal{F}_n)$, a partial metric on the closed (exact) programs of type $A$.

The first step is to define, for every simple type $A$, a commutative integral quantale $(\mathbb{Q}[A], \leq_A, +_A)$ of distances of type $A$:

- $(\mathbb{Q}[\text{Real}], \leq_{\text{Real}}, +_{\text{Real}}) = ([0, \infty], \leq, +)$,
- $\mathbb{Q}[A \times B] = \mathbb{Q}[A] \times \mathbb{Q}[B]$,
- $\mathbb{Q}[A \to B] = \text{Poset}(\mathbb{Q}[A], \mathbb{Q}[B])$.

where, for two posets $Q, R$, $\text{Poset}(Q, R)$ denotes the set of monotone functions from $Q$ to $R$. Observe that the quantale $\mathbb{Q}[A \to B]$ is a set of functions over the approximate values of $A$.

For all simple types $A$, we now define a distance function $d_A : \Lambda_A \times \Lambda_A \to \mathbb{Q}[A]$:

- $d_{\text{Real}}(r, s) = |r - s|$, where $r, s$ are the unique elements of $\mathbb{R}$ such that $t \mapsto r$ and $u \mapsto s$,
- $d_{A \times B}(t, u) = (d_A(\pi_L t, \pi_L u), d_B(\pi_R t, \pi_R u))$,
- $d_{A \to B}(t, u) = a \mapsto \sup \{d_B(rv, sw) | r, s \in \{t, u\}, v, w \in a\}$.

It would be tempting to define $d_{A \to B}(t, u)(a)$ simply as $\sup \{d_B(tv, uw) | v, w \in a\}$, but then the axiom “$d_{A \to B}(t, u) \leq d_A(\pi_L t, \pi_L u)$” of partial metric spaces would fail.

The maps $d_A$ are clearly compatible with observational equivalence (i.e. if $a \approx_A a'$ and $b \approx_b b'$, then $d_A(a, b) = d_A(a', b')$).

Our objective is now to prove that $(\Lambda_A/ \approx_A, \mathbb{Q}[A], d_A)$ is a generalized partial metric space. To this end, we define for all simple types $A$ a monotone diameter function $\delta_A : \mathbb{Q}[A] \to \mathbb{Q}[A]$ by $\delta_A(a) = \sup \{d_A(t, u) | t, u \in a\}$. The key to our objective will be to prove that $\delta_A$ is submodular on intersecting approximate values (henceforth, quasi-sub-modular – see Proposition 7): this generalizes the fact that, on the (real-valued) metric space $\mathbb{R}$, the diameter is modular over intersecting closed intervals (see Fig. 5).
The diameter function is modular over intersecting real intervals: \( \text{diam}(a \cup b) + \text{diam}(a \cap b) = \text{diam}(a) + \text{diam}(b) \) for all \( a, b \in \mathbb{R} \) such that \( a \cap b \neq \emptyset \). This property is at the heart of our generalization of diameters. Observe that this property fails when \( a \cap b = \emptyset \).

First, one can check that for all \( t, u \in \Lambda_A \), \( \delta_A(T \lor \emptyset) = d_A(t, u) \), and that:

- \( \delta_{\text{Real}}(a) = \sup\{s - r \mid s, r \in \mathbb{R} \text{ such that } s, r \in a\} \)
- \( \delta_{a \times b}(p) = (\sup\{\frac{p}{2} \mid t \in p\} \delta_B(\sup\{\frac{p}{2} \mid t \in p\}) \)
- \( \delta_{A \rightarrow B}(b) = a \rightarrow \delta_B(\sup\{\frac{p}{2} \mid t \in a, v \in b\}) \)

This leads then to the following:

**Proposition 7** (\( \delta_A \) is quasi-sub-modular). For all simple types \( A \) and all \( a, b \in [A] \) such that \( a \cap b \neq \emptyset \), \( \delta(a \cap b) + \delta(a \cup b) \leq \delta(a) + \delta(b) \).

**Proof.** We proceed by induction on types.

Let \( a, b \in [\text{Real}] \) such that \( a \cap b \neq \emptyset \). Let \( I = \{ r \in \mathbb{R} \mid r \in a\} \) and \( J = \{ s \in \mathbb{R} \mid s \in b\} \): then \( I \) (respectively, \( J, I \cap J, I \cup J \)) is either \( \mathbb{R} \) or a non-empty compact interval of \( \mathbb{R} \), and its length in the usual sense is equal to \( \delta_{\text{Real}}(a) \) (respectively, \( \delta_{\text{Real}}(b), \delta_{\text{Real}}(a \cap b), \delta_{\text{Real}}(a \cup b) \) ). Note that the only reason we know that \( I \cup J \) is an interval is because \( a \cap b \neq \emptyset \) implies \( I \cap J \neq \emptyset \). The length of an interval of \( \mathbb{R} \) is equal to its Lebesgue measure, therefore length\( (I \cap J) + \text{length}(I \cup J) = \text{length}(I) + \text{length}(J) \), so \( \delta_{\text{Real}}(a \cap b) + \delta_{\text{Real}}(a \cup b) = \delta_{\text{Real}}(a) + \delta_{\text{Real}}(b) \).

Let \( a, b \in [A] \times [B] \) such that \( a \cap b \neq \emptyset \). For all \( c \in [A] \times [B] \), let \( c_L = \sup\{\frac{p}{2} \mid t \in c\} \) and \( c_R = \sup\{\frac{p}{2} \mid t \in c\} \). One can check that \( (a \cap b)_L = a_L \cap b_L, (a \cap b)_R = a_R \cap b_R \), \( (a \cap b)_L = a_L \lor b_L \) and \( (a \cap b)_R = a_R \lor b_R \), so \( \delta(a \cap b) + \delta(a \cup b) = (\delta(a_L \cap b_L) + \delta(a_R \cap b_R)) \leq (\delta(a_L) + \delta(b_L)) \). Let \( f, g \in [A \rightarrow B] \) and \( a \in [A] \). For all \( h \in [A \rightarrow B] \), let \( h_a = \sup\{\frac{p}{2} \mid h \in 2 \} \). One can check that \( (f \land g) a \subseteq (fa) \land (ga) \) and \( (fa) \land (ga) = (fa \lor (ga)) \). As a result, \( \delta((f \land g) a) \leq \delta((fa) \land (ga)) \). It is well-known [39] that any function \( \delta : L \rightarrow [0, \infty] \) on a lattice \( L \) that is monotone and sub-modular induces a pseudo-metric \( d : L \times L \rightarrow [0, \infty] \) by letting \( d^*(a, b) = 2\delta(a \lor b) - \delta(a) - \delta(b) \). In fact, one can decompose this construction: first, one defines a partial pseudometric \( d \) on \( L \) by \( d(a, b) = \delta(a \lor b) \), and then \( d^* \) is just the distance given by equation (*); \( d^*(a, b) = 2d(a, b) - d(a, a) - d(b, b) \). We can use this way of reasoning to establish that the maps \( d_A \) are indeed partial metrics:

**Corollary 8.** For all simple types \( A \), \( (\Lambda_A/\approx_A, [A], d_A) \) is a generalized partial metric space, that is to say:

1. For all \( t, u \in \Lambda_A \), \( d_A(t, t) \leq d_A(t, u) \),
2. For all \( t, u \in \Lambda_A \), if \( d_A(t, t) = d_A(t, u) = d_A(u, u) \), then \( t \approx_A u \),
3. For all \( t, u \in \Lambda_A \), \( d_A(t, u) = d_A(u, t) \),
4. For all \( t, u, v \in \Lambda_A \), \( d_A(t, v) + d_A(u, u) \leq d_A(t, u) + d_A(u, v) \).
As mentioned above, for all \( t, u \in \Lambda_A \), \( d_A(t, u) = \delta_A(\bar{t} \lor \bar{u}) \), which immediately gives point 3. Since \( \delta_A \) is monotone and \( \bar{t} \lor \bar{t} \leq \bar{t} \lor \bar{u} \), we also get point 1.

One can check (by induction on types) that the restriction of \( \delta_A \) to the ideal generated by the \( \bar{t} \) (for \( t \in \Lambda_A \)) is strictly monotone. Therefore, if \( d_A(t, t) = d_A(t, u) = d_A(u, u) \), i.e. \( \delta_A(\bar{t}) = \delta_A(\bar{t} \lor \bar{u}) = \delta_A(\bar{u}) \), then \( \bar{t} \lor \bar{t} = \bar{t} \lor \bar{u} = \bar{u} \), so \( t \approx A u \).

The triangular inequality is an immediate consequence of the quasi-sub-modularity of \( \delta_A \):
\[
d(t, v) + d(u, u) = \delta((\bar{t} \lor \bar{v}) \lor (\bar{u} \lor \bar{u})) \leq \delta((\bar{t} \lor \bar{v}) \lor (\bar{v} \lor \bar{u})) + \delta((\bar{u} \lor \bar{v}) \lor (\bar{u} \lor \bar{u})) \leq \delta(\bar{t} \lor \bar{v}) + \delta(\bar{v} \lor \bar{u}) = d(t, u) + d(u, v).
\]

## 4 Computing Program Distances using Partial Metrics

In the previous section we showed how to associate each simple type \( A \) with a partial metric \( d_A \) over the closed terms of type \( A \). We now illustrate through a few basic examples how the higher-order and metric features of this semantics can be used to formalize contextual reasoning about program differences.

To make our examples more realistic, we will consider some natural extensions of \( ST\Lambda C(F) \). It is not difficult to see that all constructions from Section 3 still work if we add to \( ST\Lambda C(F) \) some new base types. For example, we can add to our language a type \( \text{Nat} \) for natural numbers, indicating for each \( n \in \mathbb{N} \), the corresponding normal forms of \( \text{Nat} \) as \( n \). A natural choice is to let \( \llbracket \text{Nat} \rrbracket = \{ \{ t \mid \exists n \in \mathbb{N} \text{ } t \rightarrow n \} \mid \text{ a finite subset of } \mathbb{N} \text{ or } a = \mathbb{N} \} \), \( \llbracket \text{Nat} \rrbracket = [0, \infty] \) and \( d_{\text{Nat}}(t, u) = |n - m| \), where \( t \rightarrow_n^k n \) and \( u \rightarrow_n^k m \).

Moreover, our constructions scale well also to extensions of \( ST\Lambda C(F) \) obtained by adding new program constructors, as soon as these do not compromise the existence and uniqueness of normal forms (since the fact that closed programs of type \( \text{Real} \) have a normal form plays an important role to define \( \llbracket \text{Real} \rrbracket \)). For instance, if we suppose that all programs of type \( \text{Real} \rightarrow \text{Real} \) in \( ST\Lambda C(F) \) are either differentiable or integrable (see Remark 3), we can consider extension of \( ST\Lambda C(F) \) with differential or integral operators, as in \( \text{Real PCF} [17, 18] \). We start with a classical example from approximate computing that we adapt from [44].

### Example 9 (Loop perforation).

We work in the extension of \( ST\Lambda C(F) \) with a type \( \text{Nat} \). We discuss a transformation that replaces a program \( t \) which performs \( n \) iterations by a program which only performs the iterations 0, \( k \), 2\( k \), 3\( k \), \ldots, each repeated \( k \) times.

Suppose \( t : (A \times A \rightarrow A) \rightarrow \text{Nat} \rightarrow (A \rightarrow A) \rightarrow A \), for \( n \geq 1 \), is a term such that \( \text{thn} f \) computes the \( n \)-times iteration of \( h \) as follows: \( \text{th0} f = h(f(0), f(0)) \) and \( \text{th}(n + 1) f = h(\text{thn} f, f(n + 1)) \). Let \( \text{Perf}^k(t) \), the \( k \)-th perforation of \( t \), be the program \( (\text{Perf}^k(t) h)n f = t(\lambda x. (k^x) x) [n] k (\lambda x. f(x * k)) \), where \( [n] k \) indicates the least \( m \leq n \) such that \( m \) is divisible by \( k \), and \( x * k \) is the multiplication of \( x \) by \( k \).

To compute the distance \( d_A(v_n, w_n) \) between \( v_n = \text{thn} f \) and its perforation \( w_n = \text{Perf}^k(t) h n f \) we can reason as follows:

i. \( v_n \) performs \( n \) iterations while \( w_n \) performs \( k [n] k \leq n \) iterations, and we can compute \( d_A(v_n, w_n) = d_A(v_n, k [n] k) \) as the diameter of \( \partial(t) \partial(h)([n] k, n) \partial f \).

ii. If \( n \) is divisible by \( k \), then for \( i \leq n \), at the \( i \)-th iteration of \( v_n \), the function \( f \) is applied to \( i \), while at the \( i \)-th iteration of \( w_n, f \) is applied to \( [i] k \). Now, the error of replacing \( f i \) by \( f [j] k \), with \( i, j \) in some \( a \in \llbracket \text{Nat} \rrbracket \), is accounted for by the approximate program \( c[y] = \partial(f)(y - k) \), where \( y - k = y \lor \{ u - k \mid u \in y \} \). We deduce then that \( d_A(v_n, w_n) \) is bounded by the diameter of \( \partial(t) \partial(h)(\lambda y. c[y]) \).

iii. From the fact that \( w_n = w(k [n] k) \) and the triangular inequality of the partial metric \( d_A \) we deduce \( d_A(v_n, w_n) = d_A(v_n, w(k [n] k)) \leq d_A(v_n, v(k [n] k)) + d_A(v(k [n] k), w(k [n] k)) - d_A(v(k [n] k), v(k [n] k)) \).
From facts i.-iii. we deduce an explicit bound for \( d_A(v_n, w_n) \) in terms of \( \partial(t), \partial(f) \) and \( n \):
\[
d_A(v_n, w_n) \leq \delta_A(\partial(t)\partial(h)(k\lfloor n \rfloor_k, n\lfloor n \rfloor_n)\partial(f)) + \delta_A(\partial(t)\partial(h)(\lambda y.\partial(f)(y - k))) - \psi_A(\partial(t)\partial(h)(\lambda y.\partial(f))).
\]

We now show how the partial metric semantics can be used to reason about basic approximation techniques from numerical analysis.

**Example 10 (Taylor approximation).** We assume that all programs of type \( \text{Real} \to \text{Real} \) in \( \text{STLC}(\mathcal{F}_n) \) are differentiable and that for all \( n \), program \( t : \text{Real} \to \text{Real} \) and real number \( r \), we can define a term \( T^n(t, r) : \text{Real} \to \text{Real} \) computing the \( n \)-th truncated Taylor polynomial of \( t \) at \( r \). The distance \( d_{\text{Real} \to \text{Real}}(t, T^n(t, 0)) \) is the map associating an interval \( a \) with the diameter of the smallest interval containing the image of \( a \) under both \( t \) and \( T^n(t, 0) \). This value will approximately converge to the self-distance of \( t \) when \( a \) is a small interval of 0, and will tend to diverge when \( a \) contains points which are far enough from 0.

For example, if \( t \) is the function \( t = \lambda x.\sin(x) \), and \( a \) is an interval of 0, then using standard analytic reasoning we can compute a bound \( d_{\text{Real} \to \text{Real}}(t, T^n(t, 0))(a) \) which tends to 0 as the diameter of \( a \) tends to 0.

Observe that if, instead, we used the sup-distance \( d_{\text{sup}}(t, u) = \sup\{d_{\text{Real}}(tr, ur) \mid r \in \Lambda_{\text{Real}}\} \), then we could not reason as above, since the sup-distance between \( \lambda x.\sin(x) \) and its truncated Taylor polynomials is infinite.

**Example 11 (Integral approximation).** We now assume that all functions in \( \mathcal{F}_n \) are integrable and that we have (see [18]) at our disposal a program \( \lambda f.x.l_{[0,x]}(f) : (\text{Real} \to \text{Real}) \to \text{Real} \) such that \( l_{[0,x]}(t) \) computes (a precise enough approximation of) the definite integral \( \int_0^x t \ dx \). In many contexts we might prefer to replace the expensive computation of \( l_{[0,x]}(t) \) by the (more economical but less precise) computation of a finite Riemann sum \( R^n_{[0,x]}(t) = \sum_{i=1}^n (tx_i) \cdot |r|/n \), where \( x_i = i \cdot |r|/n \).

Suppose now that, in order to approximate the integral of some computationally expensive program \( t \) on \( [0, r] \), we replace \( t \) by some more efficient program \( u \) which, over \( [0, r] \), is very close to \( t \). Let \( \varepsilon_t(r) \) indicate the distance between the true integral of \( t \) over \( [0, r] \) and \( R^n_{[0,x]}(t) \), and moreover let \( \eta_{t,u}(r) \) be the diameter of \( \delta(t)([0, r]) \cup \delta(u)([0, r]) \).

Using the metric structure of \( \text{Real} \) we can then bound the error we incur by replacing the true integral of \( t \) with \( R^n_{[0,x]}(t) \). In fact, by standard calculation we can compute the bound \( d_{\text{Real}}(R^n_{[0,x]}(t), R^n_{[0,x]}(u)) \leq d_{\text{Real}}(t, u)([0, r]) \cdot |r| = \eta_{t,u}(r) \cdot |r| \). Then, using the triangular inequality of the standard metric on \( \text{Real} \) we deduce
\[
d_{\text{Real}}(l_{[0,r]}(t), R^n_{[0,r]}(u)) \leq d_{\text{Real}}(l_{[0,r]}(t), R^n_{[0,r]}(t)) + d_{\text{Real}}(R^n_{[0,r]}(t), R^n_{[0,r]}(u)) \]
\[
\leq \varepsilon_t(r) + \eta_{t,u}(r) \cdot |r|
\]
Using the partial metric on \( \text{Real} \to \text{Real} \), we can also derive a bound expressing how much the error above is sensitive to changes of \( r \). First, using standard analytic techniques (under suitable assumptions for \( t \) and its derivatives) one can find a program \( v : \text{Real} \to \text{Real} \) such that \( vr \) computes an upper bound for \( \varepsilon_t(r) \). Then, using the triangular inequality of the partial metric on \( \text{Real} \to \text{Real} \) we deduce, for all interval \( a \), the following bound:
\[
d_{\text{Real} \to \text{Real}}(\lambda x.l_{[0,x]}(t), \lambda x.R^n_{[0,x]}(u))(a)
\[
\leq d_{\text{Real} \to \text{Real}}(\lambda x.l_{[0,x]}(t), \lambda x.R^n_{[0,x]}(t))(a) + d_{\text{Real} \to \text{Real}}(\lambda x.R^n_{[0,x]}(t), \lambda x.R^n_{[0,x]}(u))(a)
\]
\[
- d_{\text{Real} \to \text{Real}}(\lambda x.R^n_{[0,x]}(t), \lambda x.R^n_{[0,x]}(t))(a)
\]
\[
\leq d_{\text{Real} \to \text{Real}}(v, v)(a) + (d_{\text{Real} \to \text{Real}}(t, u)(a) - d_{\text{Real} \to \text{Real}}(t, t)(a)) \cdot \delta_{\text{Real}}(a)
\]
5 Diameter Space Models Over a Cartesian Closed Category

The examples from the last section relied on the fact that our partial metric semantics scales well to extensions of \( \mathrm{ST}\lambda\xi(F_n) \) with new base types and new program constructors. In this section we justify this fact in more general terms. In fact, we show that the constructions from Section 3 can be reproduced starting from any model of the simply-typed \( \lambda \)-calculus.

First, we need a suitable notion of model of the simply-typed \( \lambda \)-calculus to start with. Traditionally, one uses cartesian closed categories: cartesian categories where, for all objects \( A \), the functor \( A \times - \) has a right adjoint (the exponential functor). However, since many usual examples are in fact poset-enriched categories (e.g. Scott domains and continuous functions, coherent spaces and stable functions), and since any (locally small) category can be poset-enriched by using equality as the ordering, we will consider instead cartesian closed poset-enriched categories. To give a counterpart to Proposition 4, we also need a notion of “weak” model of the simply-typed \( \lambda \)-calculus: since poset-enriched categories are a particular case of 2-categories (with a unique 2-arrow from \( f \) to \( g \) if and only if \( f \leq g \)), we follow Hilken [24] and consider cartesian categories where, for all objects \( A \), the functor \( A \times - \) has a lax right adjoint (the lax-exponential functor).

Products and exponentials, when they exist, are necessarily unique up to unique isomorphism: thus, traditionally, a cartesian closed category is defined as a category in which all finite products and exponentials exist, rather than a category equipped with products and exponentials (i.e. it is a category with a given property, rather than a category with additional structure). However, this is not the case for lax exponentials, so for consistency we will adopt the “structure” picture in both cases. Adapting Hilken’s definitions [24] to the simpler case of poset-enriched categories, we obtain:

**Definition 12.** Let \((C, \times, 1)\) be a cartesian poset-enriched category. An exponential (respectively, a lax-exponential) on \( C \) is the data of a map \( \text{exp} \) from \( \text{Ob}(C \times C) \) to \( \text{Ob}(C) \) and two families of monotone maps \( (\text{ev}_{W,X,Y} : C(W, \text{exp}(X,Y)) \to C(W \times X,Y)) \) and \( (\lambda_{W,X,Y} : C(W \times X,Y) \to C(W, \text{exp}(X,Y))) \) such that:

- \( \text{ev}_{W,X,Y} \) and \( \lambda_{W,X,Y} \) are natural with respect to \( W \),
- for all \( g \in C(W \times X,Y) \), \( \text{ev}(\lambda(g)) = g \) (respectively, \( \text{ev}(\lambda(g)) \leq g \)),
- for all \( f \in C(W, \text{exp}(X,Y)) \), \( f = \lambda(\text{ev}(f)) \) (respectively, \( f \leq \lambda(\text{ev}(f)) \)).

One can check that this definition makes exp a functor (respectively, a lax-functor from \( \text{Ob}(C^0 \times C) \) to \( \text{Ob}(C) \) (with \( \text{exp}(f,g) \) defined as \( \lambda(g \circ \text{ev}(\text{id}) \circ (\text{id} \times f)) \)). In addition, this definition implies that \( \text{ev} \) and \( \lambda \) are natural, in the sense that \( \text{ev}(\lambda(\alpha,\beta) \circ f \circ \gamma) = \beta \circ \text{ev}(f) \circ (\gamma \times \alpha) \) and \( \text{exp}(\alpha,\beta) \circ \lambda(g) \circ \gamma = \lambda(\beta \circ g \circ (\gamma \times \alpha)) \) (respectively, lax-natural [24], in the sense that \( \text{ev}(\lambda(\alpha,\beta) \circ f \circ \gamma) \leq \beta \circ \text{ev}(f) \circ (\gamma \times \alpha) \) and \( \text{exp}(\alpha,\beta) \circ \lambda(g) \circ \gamma \leq \lambda(\beta \circ g \circ (\gamma \times \alpha)) \)).

For the rest of this section, we fix a cartesian poset-enriched category \((C, \times, 1)\) (we denote by \((-,-)\) the pairing transformation and by \( \pi_L \) and \( \pi_R \) the projections) and an exponential \( \text{exp}, \text{ev}, \lambda \) on \( C \). The morphisms of this category represent exact programs, so they play the role of the terms from Section 3.

**Definition 13.** A \( C \)-diameter space \( A \) is the data of

- an object \( |A| \) of \( C \). The poset \( \text{C}(1, |A|) \) will be denoted by \( \Lambda_A \);
- a set \([A]\) of downwards-closed subsets of \( \Lambda_A \) that is closed under arbitrary intersections. In particular, \([A]\) is a complete lattice whose meet is given by intersection, and for all \( t \in \Lambda_A \), there is a least element of \([A]\) that contains \( t \), which will be denoted by \( \bar{t} \);
- a commutative integral quantale \((|A|, +, \leq)\);
a monotone function \( \delta_A : [A] \rightarrow [A] \) such that
\[
\forall a, b \in [A] \text{ s.t. } a \land b \neq \emptyset, \quad \delta(a \land b) + \delta(a \lor b) \leq \delta(a) + \delta(b),
\]
and such that for all \( t, u \in \Lambda_A \), if \( \delta_A(t) = \delta_A(t \lor \pi) \), then \( t = t \lor \pi \).

The role of the condition \( a \land b \neq \emptyset \) is illustrated by Fig. 5.

Example 14. If \( C \) is the category whose objects are the simple types from Section 3 and whose morphisms are the (open) terms modulo \( \beta \)-equivalence, then for all simple types \( A \), \( (A, [A], \{A\}, \delta_A) \) defines a \( C \)-diameter space.

Following Section 3, for all \( C \)-diameter spaces \( A \) and \( B \), we define a \( C \)-diameter space \( A \times B \) such that \( |A \times B| = |A| \times |B| \) and a \( C \)-diameter space \( \exp(A, B) \) such that \( |\exp(A, B)| = \exp(|A|, |B|) \):
\[
|A \times B| = \{a \times b \mid a \in [A], b \in [B]\},
\]
where \( a \times b = \{t \in C(1, |A| \times |B|) \mid \pi_L \circ t \in a \text{ and } \pi_R \circ t \in b\} \),
\[
|\exp(A, B)| = \{t \in C(1, \{|A| \times |B|\}) \mid \forall u \in \Lambda_A, \quad ev(t) \circ u \in I(u) \mid I \in \text{Poset}(\Lambda_A, \{|B|\})\},
\]
\[
\delta_{\exp(A, B)} \circ (\lambda \circ (a \times b)) = \lambda \circ (\sup \{ev(v) \circ t \mid t \in a, v \in c\}) .
\]

We need a counterpart to Proposition 4. As explained above, we obtain this by organizing the \( C \)-diameter spaces as a cartesian poset-enriched category with a lax-exponential. First, we need to define a notion of morphisms between two \( C \)-diameter spaces \( A \) and \( B \) (which represent approximate programs). By analogy with Section 3, these will be monotone functions from \( [A] \) to \( [B] \); however, in order to actually obtain a cartesian category (which was not an issue in Section 3), we will need to add an extra condition:

\[\text{Definition 15. We denote by } \text{Diam}(C) \text{ the poset-enriched category defined as follows:} \]
\[\text{the objects of } \text{Diam}(C) \text{ are the } C \text{-diameter spaces,} \]
\[\text{for all } C \text{-diameter spaces } A \text{ and } B, \quad \text{Diam}(C)(A, B) \text{ is the set of all monotone functions } \varphi : [A] \rightarrow [B] \text{ such that there exists } f \in C(|A|, |B|) \text{ such that for all } t \in \Lambda_A, \quad f \circ t \in \varphi(\{e\}) \text{ (ordered by pointwise inclusion).} \]

One can check that the operation \( \times \) defined above on \( C \)-diameter spaces is a cartesian product in \( \text{Diam}(C) \). In addition, one can check that there exists in \( \text{Diam}(C) \) a terminal object \( 1_{\text{Diam}(C)} \) such that \( [1_{\text{Diam}(C)}] = 1_C \). In other words, \( \text{Diam}(C) \) is cartesian. Here too, we denote by \( - \times - \) the pairing transformation and by \( \pi_L \) and \( \pi_R \) the projections.

Now, following Section 3, we can complete the definition of the lax-exponential: let \( A, B, C \) be \( C \)-diameter spaces,
\[\text{for all } \varphi \in \text{Diam}(C)(A, \exp(B, C)), \text{ we define } ev_{A, B, C}(\varphi) \in \text{Diam}(C)(A \times B, C) \text{ by } \]
\[ev_{A, B, C}(\varphi)(p) = \sup \{ev(v) \circ u \mid v \in \varphi(\pi_L(p)), u \in \pi_R(p)\} ,\]
\[\text{for all } \psi \in \text{Diam}(C)(A \times B, C), \text{ we define } \lambda_{A, B, C}(\psi) \in \text{Diam}(C)(A, \exp(B, C)) \text{ by } \]
\[\lambda_{A, B, C}(\psi)(a) = \{v \in \Lambda_{\exp(B, C)} \mid \forall u \in \Lambda_B, \quad ev(v) \circ u \in \psi(a \times \pi)\} .\]

\[\text{Proposition 16. The triple } (\exp, ev, \lambda) \text{ is a lax-exponential on } \text{Diam}(C). \]

Proof. Naturality with respect to \( A \) is immediate.

Let \( p = a \times b \in [A \times B] \). For all \( v \in \lambda(\psi)(a) \) and \( u \in b \), by definition \( ev(v) \circ u \in \psi(a \times \pi) \subseteq \psi(p) \). Therefore, \( ev(\lambda(\psi))(p) \subseteq p \).

Let \( a \in [A] \) and \( v \in \psi(a) \). For all \( u \in \Lambda_B \), by definition, \( ev(v) \circ u \in \lambda(\varphi)(a \times \pi) \), so \( v \in \lambda(\psi)(\varphi)(a) \).


As in Section 3, we can find a kind of weak embedding from $C$ to $\text{Diam}(C)$. Namely, for all $C$-diameter spaces $A$ and $B$, we define a monotone map $\partial : \mathcal{C}(|A|, |B|) \to \text{Diam}(C)(A, B)$ by $\partial(f)(a) = \sup\{|t| \mid t \in f(a)\}$. The following compatibility result is immediate and offers a counterpart to Remark 6:

**Proposition 17.** For all $C$-diameter spaces $A, B, C$, all $f \in \mathcal{C}(|A|, |B|)$ and all $g \in \mathcal{C}(|B|, |C|)$, $\partial(g \circ f) \leq \partial(g) \circ \partial(f)$. In addition, $\partial(\text{id}_{|A|}) = \text{id}_A$.

One way to reformulate this result is that $\partial$ induces an oplaw-funcntor from the category with the same objects as $\text{Diam}(C)$ and the same morphisms as $C$, to $\text{Diam}(C)$.

One can check that $\partial$ preserves products, in the sense that $\partial((f, g)) = (\partial(f), \partial(g))$, $\partial(\pi_L) = \pi_L$ and $\partial(\pi_R) = \pi_R$. In addition $\partial$ is weakly compatible with the exponential, which corresponds to Remark 5:

**Proposition 18.** Let $A, B, C$ be $C$-diameter spaces,

- for all $f \in \mathcal{C}(|A|, \exp(|B|, |C|))$, $\partial(\text{ev}(f)) \leq \text{ev}(\partial(f))$,
- for all $g \in \mathcal{C}(|A| \times |B|, |C|)$, $\partial(\text{ev}(g)) \leq \text{ev}(\partial(g))$.

Finally, following Section 3, for all $C$-diameter spaces $A$ and all $t, u \in \Lambda_A$, we write $t \approx_A u$ if $t = u$. In addition, we define a function $d_A : \Lambda_A \times \Lambda_A \to \{A\}$ by $d_A(t, u) = \partial(t \vee u)$. Then the same arguments as in Corollary 8 show that:

**Proposition 19.** For all $C$-diameter spaces $A$, $(\Lambda_A/ \approx_A, \{A\}, d_A)$ is a generalized partial metric space.

One can check that what is described in Section 3 is indeed an instance of this construction. Here are a couple more examples:

**Example 20.** We can take $C = \text{Set}$ (with the morphisms ordered by equality): $\text{Diam}(\text{Set})$ contains an object $\text{Real}_{\text{Set}}$ that represents the real numbers with their standard metric and the compact intervals (plus $\emptyset$ and $\mathbb{R}$) as approximate values, namely $|\text{Real}_{\text{Set}}| = \mathbb{R}$, $\mathcal{C}_{\text{Real}_{\text{Set}}} = \{\text{the compact intervals, } \emptyset, \mathbb{R}\}$, $\mathcal{C} = [0, \infty]$ and $\partial_{\text{Real}_{\text{Set}}}(I) = \text{length}(I)$.

In this case, $\mathcal{C}_{\text{Real}_{\text{Set}}}$ is the set of all functions from $\mathbb{R}$ to $\mathbb{R}$, so $d_{\text{Real}_{\text{Set}}}$ defines a partial metric on all such functions.

**Example 21.** We can take $C = \text{Eff}$, the effective topos [27]: $\text{Eff}$ contains an object $\mathbb{R}_{\text{Eff}}$ of recursive reals, and we can define an object $\text{Real}_{\text{Eff}}$ in $\text{Diam}(\text{Eff})$ by $|\text{Real}_{\text{Eff}}| = \mathbb{R}_{\text{Eff}}$, $\mathcal{C}_{\text{Real}_{\text{Eff}}} = \{I \subseteq \mathbb{R}_{\text{Eff}} \mid I \in \mathcal{C}_{\text{Real}_{\text{Set}}}, \mathcal{C} = [0, \infty] \text{ and } \partial_{\text{Real}_{\text{Eff}}}(I) = \text{length}(I)\}$.

In this case, $\mathcal{C}_{\text{Real}_{\text{Eff}}}$ is the set of all recursive functions from $\mathbb{R}_{\text{Eff}}$ to $\mathbb{R}_{\text{Eff}}$, so $d_{\text{Real}_{\text{Eff}}}$ defines a partial metric on all such functions.

**Example 22.** We can take $C = \text{Scott}$, the poset-enriched category of Scott domains and continuous functions. It contains an object representing the reals: $\mathbb{R}_{\text{Scott}} = (\mathbb{R} \cup \{\perp\}, \subseteq)$, with $r \subseteq s$ iff $r = s$ or $r = \perp$. Again, we can define in $\text{Diam}(\text{Scott})$ an object $\text{Real}_{\text{Scott}}$ that represents the real numbers with their standard metric, and this defines a partial metric on $\mathcal{C}_{\text{Real}_{\text{Scott}}}$, the set of all Scott continuous functions from $\mathbb{R}_{\text{Scott}}$ to $\mathbb{R}_{\text{Scott}}$, which are essentially the partial functions from $\mathbb{R}$ to $\mathbb{R}$.

### 6 Conclusions

**Related Work.** As stated in the introduction, differential logical relations [32] are a primary source of inspiration for our approach. A related, but more syntactic approach to approximate program transformations is that of Westbrook and Chauduri [44], who use a System F-based
type system with a type of real numbers and an explicit distinction between exact and approximate programs. Most examples of contextual reasoning from [44] can be reformulated in our framework (as the case of loop perforation discussed in Section 4).

The literature on program pseudo-metrics is vast. A major distinction can be made between those approaches in which metrics account for extensional aspects of programs (like ours), and approaches in which metrics are used to characterize more intensional aspects. To the first family belong all metric models developed for reasoning about differential privacy [35, 3, 7], probabilistic computation [13, 14] and co-inductive models [16, 43, 11, 42]. To the second class belong approaches like [19] which recovers the Scott model of PCF through a ultrametric semantics, and most models based on partial metric spaces [9, 33], which rely on a correspondence between continuous Scott domains and the $T_0$ topology of partial metrics.

From a more mathematical viewpoint, [12] discusses a characterization of exponentiable GPMS, showing that no such category can both be cartesian closed and contain the standard metric on $\mathbb{R}$. This result seems to add further evidence of the necessity of considering metrics over varying quantales in order to model higher-order languages. Finally, the elegant categorical approach to GPMS based on quantaloid-enriched categories from [26] seems to provide the relevant structure to develop explicit typing rules for our approximate programs.

**Future Work.** The approach we presented lends itself to further extensions and generalizations. First, we would like to investigate the interpretation of more type constructions than those of $\mathsf{ST\lambda}_C(F_n)$ (e.g. coproducts, recursive types, effects). Moreover, we would like to explore the possibility of exploiting the structure of the category $\mathbf{Diam}(\mathcal{C})$ to construct new and more refined notions of approximations. For example (we work in $\mathbf{Diam}(\mathbf{Set})$ for simplicity), starting from the “standard” set of approximate values $\mathcal{I}$ on $\mathbb{R}^{X \times X}$ (with elements of $\mathcal{I}$ being families of compact intervals $U_{x,x'} \subseteq \mathbb{R}$ indexed by elements of $X$ and $X'$), one can define a new family $\Delta^* \mathcal{I}$ of approximate values for $\mathbb{R}^X$ by “pulling back” the exact map $\Delta : \mathbb{R}^X \to \mathbb{R}^{X \times X}$ defined by $\Delta f(x,x') = f(x') - f(x)$, i.e. letting $\Delta^* \mathcal{I} = \{ \Delta^{-1}(a) \mid a \in \mathcal{I} \}$. The new approximate values then correspond to sets of functions $f \in \mathbb{R}^X$ with a controlled variation, that is, such that $f(x') - f(x)$ is bounded by some family of intervals $U_{x,x'} \in \mathcal{I}$.

Another interesting research direction concerns probabilistic extensions of $\mathsf{ST\lambda}_C(F_n)$. Probabilistic metrics [15, 30, 13, 14] have been the object of much research in recent years, due to the relevance of metric reasoning in some areas of computer science in which probabilistic computation plays a key role (e.g. in cryptography [22] and machine learning [31]). A convenient starting point seems to be the recent generalization of probabilistic (generalized) metric spaces to the partial metric case [23].

---
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