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#### Abstract

One of the most fundamental problems in computer science is the reachability problem: Given a directed graph and two vertices $s$ and $t$, can $s$ reach $t$ via a path? We revisit existing techniques and combine them with new approaches to support a large portion of reachability queries in constant time using a linear-sized reachability index. Our new algorithm $0^{\prime}$ Reach can be easily combined with previously developed solutions for the problem or run standalone.

In a detailed experimental study, we compare a variety of algorithms with respect to their index-building and query times as well as their memory footprint on a diverse set of instances. Our experiments indicate that the query performance often depends strongly not only on the type of graph, but also on the result, i.e., reachable or unreachable. Furthermore, we show that previous algorithms are significantly sped up when combined with our new approach in almost all scenarios. Surprisingly, due to cache effects, a higher investment in space doesn't necessarily pay off: Reachability queries can often be answered even faster than single memory accesses in a precomputed full reachability matrix.
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## 1 Introduction

Graphs are used to model problem settings of various different disciplines. A natural question that arises frequently is whether one vertex of the graph can reach another vertex via a path of directed edges. Reachability finds application in a wide variety of fields, such as program and dataflow analysis [24, 25], user-input dependence analysis [27], XML query processing [34], and more [40]. Another prominent example is the Semantic Web which is composed of RDF/OWL data. These are often very huge graphs with rich content. Here, reachability queries are often necessary to deduce relationships among the objects.

There are two straightforward solutions to the reachability problem: The first is to answer each query individually with a graph traversal algorithm, such as breadth-first search (BFS) or depth-first search (DFS), in worst-case $\mathcal{O}(m+n)$ time and $\mathcal{O}(n)$ space. Secondly, we can
precompute a full all-pairs reachability matrix in an initialization step and answer all ensuing queries in worst-case constant time. In return, this approach suffers from a space complexity of $\mathcal{O}\left(n^{2}\right)$ and an initialization time of $\mathcal{O}(n \cdot m)$ using the Floyd-Warshall algorithm [7, 35, 6] or starting a graph traversal at each vertex in turn. Alternatively, the initialization step can be performed in $\mathcal{O}\left(n^{\omega}\right)$ via fast matrix multiplication, where $\mathcal{O}\left(n^{\omega}\right)$ is the time required to multiply two $n \times n$ matrices $(2 \leq \omega<2.38$ [20]). With increasing graph size, however, both the initialization time and space complexity of this approach become impractical. We therefore strive for alternative algorithms which decrease these complexities whilst still providing fast query lookups.

Contribution. In this paper, we study a variety of approaches that are able to support fast reachability queries. All of these algorithms perform some kind of preprocessing on the graph and then use the collected data to answer reachability queries in a timely manner. Based on simple observations, we provide a new algorithm, $0^{\prime}$ Reach, that can improve the query time for a wide range of cases over state-of-the-art reachability algorithms at the expense of some additional precomputation time and space or be run standalone. Furthermore, we show that previous algorithms are significantly sped up when combined with our new approach in almost all scenarios. In addition, we show that the expected query performance of various algorithms does not only depend on the type of graph, but also on the ratio of successful queries, i.e., with result reachable. Surprisingly, through cache effects and a significantly smaller memory footprint, especially unsuccessful reachability queries can be answered faster than single memory accesses in a precomputed reachability matrix.

## 2 Preliminaries

Terms and Definitions. Let $G=(V, E)$ be a simple directed graph with vertex set $V$ and edge set $E \subseteq V \times V$. As usual, $n=|V|$ and $m=|E|$. An edge $(u, v)$ is said to be outgoing at $u$ and incoming at $v$, and $u$ and $v$ are called adjacent. The out-degree $\operatorname{deg}^{+}(u)$ (in-degree $\left.\operatorname{deg}^{-}(u)\right)$ of a vertex $u$ is its number of outgoing (incoming) edges. A vertex without incoming (outgoing) edges is called a source $(\operatorname{sink})$. The out-neighborhood $\mathbf{N}^{+}(v)$ (in-neighborhood $\left.\mathrm{N}^{-}(v)\right)$ of a vertex $u$ is the set of all vertices $v$ such that $(u, v) \in E((v, u) \in E)$. The reverse of an edge $(u, v)$ is an edge $(v, u)=(u, v)^{\mathrm{R}}$. The reverse $G^{\mathrm{R}}$ of a graph $G$ is obtained by keeping the vertices of $G$, but substituting each edge $(u, v) \in E$ by its reverse, i.e., $G^{\mathrm{R}}=\left(V, E^{\mathrm{R}}\right)$.

A sequence of vertices $s=v_{0} \rightarrow \cdots \rightarrow v_{k}=t, k \geq 0$, such that for each pair of consecutive vertices $v_{i} \rightarrow v_{i+1},\left(v_{i}, v_{i+1}\right) \in E$, is called an $s$ - $t$ path. If such a path exists, $s$ is said to reach $t$ and we write $s \rightarrow^{*} t$ for short, and $s \nrightarrow^{*} t$ otherwise. The out-reachability $\mathrm{R}^{+}(u)=\left\{v \mid u \rightarrow^{*} v\right\}$ (in-reachability $\mathrm{R}^{-}(u)=\left\{v \mid v \rightarrow^{*} u\right\}$ ) of a vertex $u \in V$ is the set of all vertices that $u$ can reach (that can reach $u$ ).

A weakly connected component (WCC) of $G$ is a maximal set of vertices $C \subseteq V$ such that $\forall u, v \in C: u \rightarrow^{*} v$ in $G=\left(V, E \cup E^{\mathrm{R}}\right)$, i.e., also using the reverse of edges. Note that if two vertices $u, v$ reside in different WCCs, then $u \nrightarrow^{*} v$ and $v \nrightarrow^{*} u$. A strongly connected component (SCC) of $G$ denotes a maximal set of vertices $S \subseteq V$ such that $\forall u, v \in S: u \rightarrow^{*} v \wedge v \rightarrow^{*} u$ in $G$. Contracting each SCC $S$ of $G$ to a single vertex $v_{S}$, called its representative, while preserving edges between different SCCs as edges between their corresponding representatives, yields the condensation $G^{\mathrm{C}}$ of $G$. We denote the SCC a vertex $v \in V$ belongs to by $\mathcal{S}(v)$. A directed graph $G$ is strongly connected if it only has a single SCC and acyclic if each SCC is a singleton, i.e., if $G$ has $n$ SCCs. Observe that $G$ and
$G^{\mathrm{R}}$ have exactly the same WCCs and SCCs and that $G^{\mathrm{C}}$ is a directed acyclic graph (DAG). Weakly connected components of a graph can be computed in $\mathcal{O}(n+m)$ time, e.g., via a breadth-first search that ignores edge directions. The strongly connected components of a graph can be computed in linear time [29] as well.

A topological ordering $\tau: V \rightarrow \mathbb{N}_{0}$ of a DAG $G$ is a total ordering of its vertices such that $\forall(u, v) \in E: \tau(u)<\tau(v)$. Note that the topological ordering of $G$ isn't necessarily unique, i.e., there can be multiple different topological orderings. For a vertex $u \in V$, the forward topological level $\mathcal{F}(u)=\min _{\tau} \tau(u)$, i.e., the minimum value of $\tau(u)$ among all topological orderings $\tau$ of $G$. Consequently, $\mathcal{F}(u)=0$ if and only if $u$ is a source. The backward topological level $\mathcal{B}(u)$ of $u \in V$ is the topological level of $u$ with respect to $G^{\mathrm{R}}$ and $\mathcal{B}(u)=0$ if and only if $u$ is a sink. A topological ordering as well as the forward and backward topological levels can be computed in linear time $[19,30,6]$, see also Sect. 4 .

A reachability query $\operatorname{QuERY}(s, t)$ for a pair of vertices $s, t \in V$ is called positive and answered with true if $s \rightarrow^{*} t$, and otherwise negative and answered with false. Trivially, $\operatorname{QUERy}(v, v)$ is always true, which is why we only consider non-trivial queries between distinct vertices $s \neq t \in V$ from here on. Let $\mathcal{P}(\mathcal{N})$ denote the set of all positive (negative) non-trivial queries of $G$, i.e., the set of all $(s, t) \in V \times V, s \neq t$, such that $\operatorname{QuEry}(s, t)$ is positive (negative). The reachability $\rho$ in $G$ is the ratio of positive queries among all non-trivial queries, i.e., $\rho=\frac{|\mathcal{P}|}{n(n-1)}$. Note, that due to the restriction to non-trivial queries ${ }^{1}$, $0 \leq \rho \leq 1$. The Reachability problem, studied in this paper, consists in answering a sequence of reachability queries for arbitrary pairs of vertices on a given input graph $G$.

Basic Observations. With respect to processing a reachability $\operatorname{QUERY}(s, t)$ in a graph $G$ for an arbitrary pair of vertices $s \neq t \in V$, the following basic observations are immediate and have partially also been noted elsewhere [22]:
(B1) If $s$ is a sink or $t$ is a source, then $s \nrightarrow^{*} t$.
(B2) If $s$ and $t$ belong to different WCCs of $G$, then $s \nrightarrow^{*} t$.
(B3) If $s$ and $t$ belong to the same SCC of $G$, then $s \rightarrow^{*} t$.
(B4) If $\tau(\mathcal{S}(t))<\tau(\mathcal{S}(s))$ for any topological ordering $\tau$ of $G^{\mathrm{C}}$, then $s \nrightarrow^{*} t$.
As mentioned above, the precomputations necessary for Observations (B2) and (B3) can be performed in $\mathcal{O}(n+m)$ time. Note, however, that Observations (B3) and (B4) together are equivalent to asking whether $s \rightarrow^{*} t$ : If $s \rightarrow^{*} t$ and $\mathcal{S}(s) \neq \mathcal{S}(t)$, then for every topological ordering $\tau, \tau(\mathcal{S}(s))<\tau(\mathcal{S}(t))$. Otherwise, if $s \nrightarrow^{*} t$, a topological ordering $\tau$ with $\tau(\mathcal{S}(t))<\tau(\mathcal{S}(s))$ can be computed by topologically sorting $G^{\mathrm{C}} \cup\{(\mathcal{S}(t), \mathcal{S}(s))\}$. Hence, the precomputations necessary for Observation (B4) would require solving the Reachability problem for all pairs of vertices already. Furthermore, a DAG can have exponentially many different topological orderings. In consequence, weaker forms are employed, such as the following [38, 39, 22] (see also Sect. 4):
(B5) If $\mathcal{F}(\mathcal{S}(t))<\mathcal{F}(\mathcal{S}(s))$ w.r.t. $G^{\mathrm{C}}$, then $s \nrightarrow \boldsymbol{*}^{*} t$.
(B6) If $\mathcal{B}\left(\mathcal{S}(s)<\mathcal{B}(\mathcal{S}(t))\right.$ w. r.t. $G^{\mathrm{C}}$, then $s \nrightarrow^{*} t$.

Assumptions. Following the convention introduced in preceding work [38, 39, 3, 22] (cf. Sect. 3), we only consider Reachability on DAGs from here on and implicitly assume that the condensation, if necessary, has already been computed and Observation (B3) has been applied. For better readability, we also drop the use of $\mathcal{S}(\cdot)$.

[^0]Table 1 Time and space complexity of reachability algorithms. Parameters: $k_{\mathrm{IP}}$ : \#permutations, $h_{\mathrm{IP}}$ : \#vertices with precomputed $\mathrm{R}^{+}(\cdot), s_{\mathrm{BFL}}$ : size of Bloom filter (bits), $\rho$ : reachability in $G$, $d$ : \#topological orderings, $k$ : \#supportive vertices, $p$ : \#candidates per supportive vertex.

| Algorithm | Initialization Time | Index Size (Byte) | Queries: Time | Space |
| :---: | :---: | :---: | :---: | :---: |
| BFS/DFS | $\mathcal{O}(1)$ | 0 | $\mathcal{O}(n+m)$ | $\mathcal{O}(n)$ |
| Full matrix | $\mathcal{O}(n \cdot(n+m))$ | $n^{2} / 8$ | $\mathcal{O}(1)$ | $\mathcal{O}(1)$ |
| PPL [37] | $\mathcal{O}(n \log n+m)$ | $\mathcal{O}(n \log n)$ | $\mathcal{O}(\log n)$ | $\mathcal{O}(\log n)$ |
| PReaCH [22] | $\mathcal{O}(m+n \log n)$ | $56 n$ | $\mathcal{O}(1) / \mathcal{O}(n+m)$ | $\mathcal{O}(n)$ |
| $\operatorname{IP}\left(k_{\text {IP }}, h_{\text {IP }}\right)$ [36] | $\mathcal{O}\left(\left(k_{\text {IP }}+h_{\text {IP }}\right)(n+m)\right)$ | $\mathcal{O}\left(\left(k_{\text {IP }}+h_{\text {IP }}\right) n\right)$ | $\mathcal{O}\left(k_{\text {IP }}\right) / \mathcal{O}\left(k_{\text {IP }} \cdot n \cdot \rho^{2}\right)$ | $\mathcal{O}(n)$ |
| $\operatorname{BFL}\left(s_{\text {BFL }}\right)$ [28] | $\mathcal{O}\left(s_{\mathrm{BFL}} \cdot(n+m)\right)$ | $2\left\lceil\frac{S_{\text {BFL }}}{8}\right\rceil n$ | $\mathcal{O}\left(s_{\mathrm{BFL}}\right) / \mathcal{O}\left(s_{\mathrm{BFL}} \cdot n+m\right)$ | $\mathcal{O}(n)$ |
| $0^{\prime} \operatorname{Reach}(d, k, p)$ (Sect. 4) | $\mathcal{O}((d+k p)(n+m))$ | $\left(12+12 d+2\left\lceil\frac{k}{8}\right\rceil\right) n$ | $\mathcal{O}(k+d+1) / \mathcal{O}(n+m)$ | $\mathcal{O}(n)$ |

## 3 Related Work

A large amount of research on reachability indices has been conducted. Existing approaches can roughly be put into three categories: compression of transitive closure [14, 13, 2, 34, 15, 32], hop-labeling-based algorithms $[5,4,26,37,16]$, as well as pruned search $[18,31,38,39,22$, $33,36,28]$. As Merz and Sanders [22] noted, the first category gives very good query times for small networks, but doesn't scale very well to large networks (which is the focus of this work). Therefore, we do not consider approaches based on this technique more closely. Hop labeling algorithms typically build paths from labels that are stored for each vertex. For example in 2-hop labeling, each vertex stores two sets containing vertices it can reach in the given graph as well as in the reverse graph. A query can then be reduced to the set intersection problem. Pruned-search-based approaches precompute information to speed up queries by pruning the search.

Due to its volume, it is impossible to compare against all previous work. We mostly follow the methodology of Merz and Sanders [22] and focus on five recent techniques. The two most recent hop-labeling-based approaches are TF [3] and PPL [37]. In the pruned search category, the three most recent approaches are PReaCH [22], IP [36], and BFL [28]. We now go into more detail:

TF. The work by Cheng et al. [3] uses a data structure called topological folding. On the condensation DAG, the authors define a topological structure that is obtained by recursively folding the structure in half each time. Using this topological structure, the authors create labels that help to quickly answer reachability queries.

PPL. Yano et al. [37] use pruned landmark labeling and pruned path labeling as labels for their reachability queries. In general, the method follows the 2-hop labeling technique mentioned above, which stores sets of vertices for each vertex $v$ and reduces queries to the set intersection problem. Their techniques are able to reduce the size of the stored labels and hence to improve query time and space consumption.

PReaCH. Merz and Sanders [22] apply the approach of contraction hierarchies (CHs) [9, 10] known from shortest-path queries to the reachability problem. The method first tries to answer queries by using pruning and precomputed information such as topological levels (Observation (B5) and (B6)). It adopts and improves techniques from GRAIL [38, 39] for that task, which is distinctly outperformed by PReaCH in the subsequent experiments. Should these techniques not answer the query, PReaCH instead performs a bidirectional breadth-first search (BFS) using the computed hierarchy, i.e., for a $\operatorname{QUERY}(s, t)$ the BFS only considers neighboring vertices with larger topological level and along the CH . The overall approach is simple and guarantees linear space and near linear preprocessing time.

IP. Wei et al. [36] use a randomized labeling approach by applying independent permutations on the labels. Contrary to other labeling approaches, IP checks for set-containment instead of set-intersection. Therefore, IP tries to answer negative queries by checking for at least one vertex that it is contained in only one of the two sets, where each set can consist of at most $k_{\text {IP }}$ vertices. If this test fails, IP checks another label, which contains precomputed reachability information from the $h_{\text {IP }}$ vertices with largest out-degree, and otherwise falls back to depth-first-search (DFS).

BFL. Su et al. [28] propose a labeling method which is based on IP, but additionally uses Bloom filters for storing and comparing labels, which are then used to answer negative queries. As parameters, BFL accepts $s_{\mathrm{BFL}}$ and $d_{\mathrm{BFL}}$, where $s_{\mathrm{BFL}}$ denotes the length of the Bloom filters stored for each vertex and $d_{\mathrm{BFL}}$ controls the false positive rate. By default, $d_{\mathrm{BFL}}=10 \cdot s_{\mathrm{BFL}}$.

Table 1 subsumes the time and space complexities of the new algorithm 0'Reach that we introduce in Sect. 4 as well as all algorithms mentioned in this paper except for TF, where the expressions describing the theoretical complexities are bulky and quite complex themselves.

## 4 O'Reach: Faster Reachability via Observations

In this section we propose our new algorithm 0'Reach, which is based on a set of simple, yet powerful observations that enable us to answer a large proportion of reachability queries in constant time and brings together techniques from both hop labeling and pruned search. Unlike regular hop-labeling-approaches, however, its initialization time is linear. As a further plus, our algorithm is configurable via multiple parameters and extremely space-efficient with an index of only 38 n Byte in the most space-saving configuration that could handle all instances used in Sect. 5 and uses all features.

Overview. The hop labeling technique used in our algorithm is inspired by a recent result for experimentally faster reachability queries in a dynamic graph by Hanauer et al. [11]. The idea here is to speed up reachability queries based on a selected set of so-called supportive vertices, for which complete out- and in-reachability is maintained explicitly. This information is used in three simple observations, which allow to answer matching queries in constant time. In our algorithm, we transfer this idea to the static setting. We further increase the ratio of queries answerable in constant time by a new perspective on topological orderings and their conflation with depth-first search, which provides additional reachability information and further increases the ratio of queries answerable in constant time. In case that we cannot answer a query via an observation, we fall back to either a pruning bidirectional breadth-first search or one of the existing algorithms.

In the following, we switch the order and first discuss topological orderings in depth, followed by our adaptation of supportive vertices. For both parts, consider a reachability $\operatorname{Query}(s, t)$ for two vertices $s, t \in V$ with $s \neq t$.

### 4.1 Extended Topological Orderings

Taking up on the observation that topological orderings can be used to answer a reachability query decisively negative, we first investigate how Observation (B4) can be used most effectively in practice. Before we dive deeper into this subject, let us briefly review some facts concerning topological orderings and reachability in general.

- Theorem 1. Let $\mathcal{N}(\tau) \subseteq \mathcal{N}$ denote the set of negative queries a topological ordering $\tau$ can answer, i.e., the set of all $(s, t) \in \mathcal{N}$ such that $\tau(t)<\tau(s)$, and let $\rho^{-}(\tau)=\mathcal{N}(\tau) / \mathcal{N}$ be the answerable negative query ratio.
(i) The reachability in any $D A G$ is at most $50 \%$. In this case, the topological ordering is unique.
(ii) Any topological ordering $\tau$ witnesses the non-reachability between exactly $50 \%$ of all pairs of distinct vertices. Therefore, $\rho^{-}(\tau) \geq 50 \%$.
(iii) Every topological ordering of the same DAG can answer the same ratio of all negative queries via Observation (B4), i.e., for two topological orderings $\tau, \tau^{\prime}: \rho^{-}(\tau)=\rho^{-}\left(\tau^{\prime}\right)$.
(iv) For two different topological orderings $\tau \neq \tau^{\prime}$ of a $D A G, \mathcal{N}(\tau) \neq \mathcal{N}\left(\tau^{\prime}\right)$.

Proof. Let $G$ be a directed acyclic graph (DAG).
(i) As $G$ is acyclic, there is at least one topological ordering $\tau$ of $G$. Then, for every edge $(u, v)$ of $G, \tau(u)<\tau(v)$, which implies that each vertex $u$ can reach at most all those vertices $w \neq u$ with $\tau(u)<\tau(w)$. Consequently, a vertex $u$ with $\tau(u)=i$ can reach at most $n-i-1$ other vertices (note that $i \geq 0$ ). Thus, the reachability in $G$ is at most $\frac{1}{n(n-1)} \sum_{i=0}^{n-1}(n-i-1)=\frac{1}{n(n-1)} \sum_{j=0}^{n-1} j=\frac{n(n-1)}{n(n-1) \cdot 2}=\frac{1}{2}$. Conversely, assume that the reachability in $G$ is $\frac{1}{2}$. Then, each vertex $u$ with $\tau(u)=i$ reaches exactly all $n-i-1$ other vertices ordered after it, which implies that there exists no other topological ordering $\tau^{\prime}$ with $\tau^{\prime}(u)>\tau(u)$. By induction on $i$, the topological ordering of $G$ is unique.
(ii) Let $\tau$ be an arbitrary topological ordering of $G$. Then, each vertex $u$ with $\tau(u)=i$ can certainly reach those vertices $v$ with $\tau(v)<\tau(u)$. Hence, $\tau$ witnesses the non-reachability of exactly $\sum_{i=1}^{n-1} i=\frac{n(n-1)}{2}$ pairs of distinct vertices.
(iii) As Observation (B4) corresponds exactly to the non-reachability between those pairs of vertices witnessed by the topological ordering, the claim follows directly from (ii).
(iv) As $\tau \neq \tau^{\prime}$, there is at least one $i \in \mathbb{N}_{0}$ such that $\tau(u)=i=\tau^{\prime}(v)$ and $u \neq v$. Let $j=\tau(v)$. If $j>i$, the number of non-reachabilities from $v$ to another vertex witnessed by $\tau$ exceeds the number of those witnessed by $\tau^{\prime}$, and falls behind it otherwise. In both cases, the difference in numbers immediately implies a difference in the set of vertex pairs, which proves the claim.
In consequence, it is pointless to look for one particularly good topological ordering. Instead, to get the most out of Observation (B4), we need topological orderings whose sets of answerable negative queries differ greatly, such that their union covers a large fraction of $\mathcal{N}$. Note that both forward and backward topological levels each represent the set of topological orderings that can be obtained by ordering the vertices in blocks grouped by their level and arbitrarily permuting the vertices in each block. Different algorithms [19, 29, 6] for computing a topological ordering in linear time have been proposed over the years, with Kahn's algorithm [19] in combination with a queue being one that always yields a topological ordering represented by forward topological levels. We therefore complement the forward and backward topological levels by stack-based approaches, as in Kahn's algorithm [19] in combination with a stack or Tarjan's DFS-based algorithm [29] for computing the SCCs of a graph, which as a by-product also yields a topological ordering of the condensation. To diversify the set of answerable negative queries further, we additionally randomize the order in which vertices are processed in case of ties and also compute topological orderings on the reverse graph, in analogy to backward topological levels.

We next show how, with a small extension, the stack-based topological orderings mentioned above can be used to additionally answer positive queries. To keep the description concise, we concentrate on Tarjan's algorithm [29] in the following and reduce it to the part relevant for obtaining a topological ordering of a DAG. In short, the algorithm starts a depth-first
(a)

```
procedure ExtendedTopSort \((G=(V, E), S)\)
    for all \(v \in V\) do \(v\).visited \(\leftarrow\) false
    \(i \leftarrow n-1 ; \quad\) initialize \(\tau, \tau_{H}, \tau_{X}\) empty
    for all \(s \in S\) in random order do \(\operatorname{Visit}(s)\)
    procedure \(\operatorname{VISIT}(v)\)
        if \(v\).visited then return
        \(v\).visited \(\leftarrow\) true \(; \quad \tau_{H}(v) \leftarrow i ; \quad \tau_{X}(v) \leftarrow i\)
        for \(u \in \mathbf{N}^{+}(v)\) in random order do
            \(\operatorname{VISIT}(u) ; \quad \tau_{X}(v) \leftarrow \max \left(\tau_{X}(v), \tau_{X}(u)\right)\)
        \(\tau(v) \leftarrow i ; \quad i \leftarrow i-1\)
    return \(\tau, \tau_{H}, \tau_{X}\)
```

(b)



Figure 1 (a): Extended Topological Sorting. (b): Three extended topological orderings of two graphs: The labels correspond to the order in the start set $S$. If the label is empty, the vertex need not be in $S$ or can have any larger number. The brackets to the left show the range $\left[\tau(v), \tau_{H}(v)\right]$, the braces to the right the range $\left[\tau(v), \tau_{X}(v)\right]$.
search at an arbitrary vertex $s \in S$, where $S \subseteq V$ is a given set of vertices to start from. Whenever it visits a vertex $v$, it marks $v$ as visited and recursively visits all unvisited vertices in its out-neighborhood. On return, it prepends $v$ to the topological ordering. A loop over $S=V$ ensures that all vertices are visited. Note that although the vertices are visited in DFS order, the topological ordering is different from a DFS numbering as it is constructed "from back to front" and corresponds to a reverse sorting according to what is also called finishing time of each vertex.

To answer positive queries, we exploit the invariant that when visiting a vertex $v$, all yet unvisited vertices reachable from $v$ will be prepended to the topological ordering prior to $v$ being prepended. Consequently, $v$ can certainly reach all vertices in the topological ordering between $v$ and, exclusively, the vertex $w$ that was at the front of the topological ordering when $v$ was visited. Let $x$ denote the vertex preceding $w$ in the final topological ordering, i.e., the vertex with the largest index that was reached recursively from $v$. For a topological ordering $\tau$ constructed in this way, we call $\tau(x)$ the high index of $v$ and denote it with $\tau_{H}(v)$. Furthermore, $v$ may be able to also reach $w$ and vertices beyond, which occurs if $v \rightarrow^{*} y$ for some vertex $y$, but $y$ had already been visited earlier. We therefore additionally track the max index, the largest index of any vertex that $v$ can reach, and denote it with $\tau_{X}(v)$. Figure 1a shows how to compute an extended topological ordering with both high and max indices in pseudo code and highlights our extensions. Compared to Tarjan's original version [29], the running time remains unaffected by our modifications and is still in $\mathcal{O}(n+m)$.

Note that neither max nor high indices yield an ordering of $V$ : Every vertex that is visited recursively starting from $v$ and before vertex $x$ with $\tau(x)=\tau_{H}(v)$, inclusively, has the same high index as $v$, and the high index of each vertex in a graph consisting of a single path, e.g., would be $n-1$. In particular, neither max nor high index form a DFS numbering and also differ in definition and use from the DFS finishing times $\hat{\phi}$ used in PReaCH, where a vertex $v$ can certainly reach vertices with DFS number up to $\hat{\phi}$ and certainly none beyond. Conversely, $v$ may be able to also reach vertices with smaller DFS number than its own, which cannot occur in a topological ordering.

If ExtendedTopSort is run on the reverse graph, it yields a topological ordering $\tau^{\prime}$ and high and max indices $\tau_{H}^{\prime}$ and $\tau_{X}^{\prime}$, such that reversing $\tau^{\prime}$ yields again a topological ordering $\tau$ of the original graph. Furthermore, $\tau_{L}(v):=n-1-\tau_{H}^{\prime}(v)$ is a low index for each vertex $v$, which denotes the smallest index of a vertex in $\tau$ that can certainly reach $v$, i.e., the out-reachability of $v$ is replaced by in-reachability. Analogously, $\tau_{N}(v):=n-1-\tau_{X}^{\prime}(v)$ is a $\min$ index in $\tau$ and no vertex $u$ with $\tau(u)<\tau_{N}(v)$ can reach $v$.

The following observations show how such an extended topological ordering $\tau$ can be used to answer both positive and negative reachability queries:

```
(T1) If \(\tau(s) \leq \tau(t) \leq \tau_{H}(s)\), then \(s \rightarrow^{*} t\). (T4) If \(\tau_{L}(t) \leq \tau(s) \leq \tau(t)\), then \(s \rightarrow^{*} t\).
(T2) If \(\tau(t)>\tau_{X}(s)\), then \(s \nrightarrow \rightarrow^{*} t\).
(T5) If \(\tau(s)<\tau_{N}(t)\), then \(s \nrightarrow \rightarrow^{*} t\).
(T3) If \(\tau(t)=\tau_{X}(s)\), then \(s \rightarrow^{*} t\).
(T6) If \(\tau(s)=\tau_{N}(t)\), then \(s \rightarrow^{*} t\).
```

Recall that by definition, $\tau(s) \leq \tau_{H}(s) \leq \tau_{X}(s)$ and $\tau_{N}(t) \leq \tau_{L}(t) \leq \tau(t)$. Figure 1b depicts three examples for extended topological orderings. In contrast to negative queries, not every extended topological ordering is equally effective in answering positive queries, and it can be arbitrarily bad, as shown in the extremes on the left (worst) and at the center (best) of Figure 1b:

- Theorem 2. Let $\mathcal{P}(\tau) \subseteq \mathcal{P}$ be the set of positive queries an extended topological ordering $\tau$ can answer and let $\rho^{+}(\tau)=\mathcal{P}(\tau) / \mathcal{P}$ be the answerable positive query ratio. Then, $0 \leq$ $\rho^{+}(\tau) \leq 1$.

Instead, the effectiveness of an extended topological ordering depends positively on the size of the ranges $\left[\tau(v), \tau_{H}(v)\right]$ and $\left[\tau_{L}(v), \tau(v)\right]$, and negatively on $\left[\tau_{H}(v), \tau_{X}(v)\right]$ and $\left[\tau_{N}(v), \tau_{L}(v)\right]$ which in turn depend on the recursion depths during construction and the order of recursive calls. The former two can be maximized if the first, non-recursive call to Visit in line 4 in ExtendedTopSort always has a source as its argument, i.e., if the algorithm's parameter $S$ corresponds to the set of all sources. Clearly, this still guarantees that every vertex is visited.

In addition to the forward and backward topological levels, O'Reach thus computes a set of $d$ extended topological orderings starting from sources, where $d$ is a tuning parameter, and $d / 2$ of them are obtained via the reverse graph. It then applies Observation (B4) as well as Observations (T1)-(T6) to all extended topological orderings.

### 4.2 Supportive Vertices

We now show how to apply and improve the idea of supportive vertices in the static setting. A vertex $v$ is supportive if the set of vertices that $v$ can reach and that can reach $v, R^{+}(v)$ and $R^{-}(v)$, respectively, have been precomputed and membership queries can be performed in sublinear time. We can then answer reachability queries using the following simple observations [11]:
(S1) If $s \in R^{-}(v)$ and $t \in R^{+}(v)$ for any $v \in V$, then $s \rightarrow^{*} t$.
(S2) If $s \in R^{+}(v)$ and $t \notin R^{+}(v)$ for any $v \in V$, then $s \nrightarrow^{*} t$.
(S3) If $s \notin R^{-}(v)$ and $t \in R^{-}(v)$ for any $v \in V$, then $s \nrightarrow^{*} t$.
To apply these observations, our algorithm selects a set of $k$ supportive vertices during the initialization phase. In contrast to the original use scenario in the dynamic setting, where the graph changes over time and it is difficult to choose "good" supportive vertices that can help to answer many queries, the static setting leaves room for further optimizations here: With respect to Observation (S1), we consider a supportive vertex $v$ " good" if $\left|R^{+}(v)\right| \cdot\left|R^{-}(v)\right|$ is large as it maximizes the possibility that $s \in R^{-}(v) \wedge t \in R^{+}(v)$. With respect to Observation (S2) and (S3), we expect a "good" supportive vertex to have out- or in-reachability sets, respectively, of size close to $\frac{n}{2}$, i.e., when $\left|R^{+}(v)\right| \cdot\left|V \backslash R^{+}(v)\right|$ or $\left|R^{-}(v)\right| \cdot\left|V \backslash R^{-}(v)\right|$, respectively, are maximal. Furthermore, to increase total coverage and avoid redundancy, the set of queries $\operatorname{QUERY}(s, t)$ covered by two different supportive vertices should ideally overlap as little as possible.

O'Reach takes a parameter $k$ specifying the number of supportive vertices to pick. Intuitively speaking, we expect vertices in the topological "mid-levels" to be better candidates than those at the ends, as their out- and in-reachabilities (or non-reachabilities) are likely
to be more balanced. Furthermore, if all vertices on one forward (backward) level $i$ were supportive, then every $\operatorname{QUERY}(s, t)$ with $\mathcal{F}(s)<i<\mathcal{F}(t)(\mathcal{B}(t)<i<\mathcal{B}(s))$ could be answered using only Observation (S1). As finding a "perfect" set of supportive vertices is computationally expensive and we strive for linear preprocessing time, we experimentally evaluated different strategies for the selection process. Due to page limits, we only describe the most successful one: A forward (backward) level $i$ is called central, if $\frac{1}{5} L_{\max } \leq i \leq \frac{4}{5} L_{\max }$, where $L_{\text {max }}$ is the maximum topological level. A level $i$ is called slim if there at most $h$ vertices having this level, where $h$ is a parameter to $0^{\prime}$ Reach. We first compute a set of candidates of size at most $k \cdot p$ that contains all vertices on slim forward or backward levels, arbitrarily discarding vertices as soon as the threshold $k \cdot p$ is reached. $p$ is another parameter to 0 'Reach and together with $k$ controls the size of the candidate set. If the threshold is not reached, we fill up the set of candidates by picking the missing number of vertices uniformly at random from all other vertices whose forward level is central. In the next step, the out- and in-reachabilities of all candidates are obtained and the $k$ vertices $v$ with largest $\left|R^{+}(v)\right| \cdot\left|R^{-}(v)\right|$ are chosen as supportive vertices. This strategy primarily optimizes for Observation (S1), but worked better in experiments than strategies that additionally tried to optimize for Observation (S2) and (S3). The time complexity of this process is in $\mathcal{O}(k p(n+m)+k p \log (k p))$.

We remark that this is a general-purpose approach that has shown to work well across different types of instance, albeit possibly at the expense of an increased initialization time. It seems natural that more specialized routines for different graph classes can improve both running time and coverage.

### 4.3 The Complete Algorithm

Given a graph $G$ and a sequence of queries $Q$, we summarize in the following how 0'Reach proceeds. During initialization, it performs the following steps:

Step 1: Compute the WCCs
Step 2: Compute forward/backward topological levels
Step 3: Obtain $d$ random extended topological orderings
Step 4: Pick $k$ supportive vertices, compute $\mathbf{R}^{+}(\cdot)$ and $\mathbf{R}^{-}(\cdot)$
Steps 1 and 2 run in linear time. As shown in Sect. 4.1 and Sect. 4.2, the same applies to Steps 3 and 4, assuming that all parameters are constants. The required space is linear for all steps. The reachability index consists of the following information for each vertex $v$ : one integer for the WCC, one integer each for $\mathcal{F}(v)$ and $\mathcal{B}(v)$, three integers for each of the $d$ extended topological orderings $\tau\left(\tau(v), \tau_{H}(v) / \tau_{L}(v), \tau_{X}(v) / \tau_{N}(v)\right)$, two bits for each of the $k$ supportive vertices, indicating its reachability to/from $v$. For graphs with $n \leq 2^{32}, 4$ Byte per integer suffice. Furthermore, we group the bits encoding the reachabilities to and from the supportive vertices, respectively, and represent them each by one suitably sized integer, e.g., using uint8_t ( 8 bit), for $k \leq 8$ supportive vertices. As the smallest integer has at least 8 bit on most architectures, we store $12+12 \mathrm{~d}+2 \cdot\left\lceil\frac{\mathrm{k}}{8}\right\rceil$ Byte per vertex.

For each query $\operatorname{QuERy}(s, t)$, $0^{\prime}$ Reach tries to answer it using one of the observations in the order given below, which on the one hand has been optimized by some preliminary experiments on a small subset of benchmark instances (see Sect. 5 for details) and on the other hand strives for a fair alternation between "positive" and "negative" observations to avoid overfitting. Note that all observation-based tests run in constant time. As soon as one of them can answer the query affirmatively, the result is returned immediately. A test leading to a positive or negative answer is marked as O or $\bullet$, respectively.

Test 1: $0 s=t$ ?
Test 2: - topological levels (B5), (B6)
Test 3: $\circ k$ supportive vertices, positive ( S 1 )
Test 4: ○○○ first topological ordering (B4), (T1), (T2), (T3)
Test 5: - $k$ supportive vertices, negative (S2), (S3)
Test 6: ○- O remaining $d-1$ topological orderings (B4), (T1)/(T4), (T2)/(T5), (T3)/(T6)
Test 7: - different WCCs (B2)
Observe that the tests for Observation (S1), (S2), and (S3) can each be implemented easily using boolean logic, which allows for a concurrent test of all supports whose reachability information is encoded in one accordingly-sized integer: For Observation (S1), it suffices to test whether $r^{-}(s) \wedge r^{+}(t)>0$, and $r^{+}(s) \wedge \neg r^{+}(t)>0$ and $\neg r^{-}(s) \wedge r^{-}(t)>0$ for Observations (S2) and (S3), where $r^{+}$and $r^{-}$hold the respective forward and backward reachability information in the same order for all supports. Each test hence requires at most one comparison of two integers plus at most two elementary bit operations. Also note that Observation (B1) is implicitly tested by Observations (B5) and (B6). Using the data structure described above, our algorithm requires at most one memory transfer for $s$ and one for $t$ for each $\operatorname{QUERy}(s, t)$ that is answerable by one of the observations. Note that there are more observations that allow to identify a negative query than a positive query, which is why we expect a more pronounced speedup for the former. However, as stated in Theorem 1, the reachability in DAGs is always less than $50 \%$, which justifies a bias towards an optimization for negative queries.

If the query can not be answered using any of these tests, we instead fall back to either another algorithm or a bidirectional BFS with pruning, which uses these tests for each newly encountered vertex $v$ in a subquery $\operatorname{Query}(v, t)$ (forward step) or $\operatorname{Query}(s, v)$ (backward step). If a subquery can be answered decisively positive by a test, the bidirectional BFS can immediately answer $\operatorname{QUERY}(s, t)$ positively. Otherwise, if a subquery is answered decisively negative by a test, the encountered vertex $v$ is no longer considered (pruning step). If the subquery could not be answered by a test, the vertex $v$ is added to the queue as in a regular (bidirectional) BFS.

## 5 Experimental Evaluation

We evaluated our new algorithm D'Reach as a preprocessor to various recent state-of-the-art algorithms listed below against running these algorithms on their own. Furthermore, we use as an additional fallback solution the pruned bidirectional BFS (pBiBFS). Our experimental study follows the methodology in [22] and comprises the algorithms PPL [37], TF [3], PReaCH [22], IP [36], and BFL [28]. Moreover, our evaluation is the first that directly relates IP and BFL to PReaCH and studies the performance of IP and BFL separately for successful (positive) and unsuccessful (negative) reachability queries. For reasons of comparison, we also assess the query performance of a full reachability matrix by computing the transitive closure of the input graph entirely during initialization, storing it in a matrix using 1 bit per pair of vertices, and answering each query by a single memory lookup. We refer to this algorithm simply as Matrix. As the reachability in DAGs is small and cache locality can influence lookup times, we also experimented with various hash set implementations. However, none was faster or more memory-efficient than Matrix.

Setup and Methodology. We implemented $0^{\prime}$ Reach in $\mathrm{C}++14^{2}$ with pBiBFS as built-in fallback strategy. For $\mathrm{PPL}^{3}, \mathrm{TF}^{3}, \mathrm{PReaCH}^{4}, \mathrm{IP}^{5}$, and $\mathrm{BFL}^{6}$ we used the original C++ implementation in each case. All source code was compiled with GCC 7.5.0 and full optimization (-03). The experiments were run on a Linux machine under Ubuntu 18.04 with kernel 4.15 on four AMD Opteron 6174 CPUs clocked at 2.2 GHz with 512 kB and 6 MB L 2 and L3 cache, respectively and 12 cores per CPU. Overall, the machine has 48 cores and a total of 256 GB of RAM. Unless indicated otherwise, each experiment was run sequentially and exclusively on one processor and its local memory. As non-local memory accesses incur a much higher cost, an exception to this rule was only made for Matrix, where we would otherwise have been able to only run twelve instead of 29 instances. We also parallelized the initialization phase for Matrix, where the transitive closure is computed, using 48 threads. However, all queries were processed sequentially.

To counteract artifacts of measurement and accuracy, we ran each algorithm five times on each instance and in general use the median for the evaluation. As O'Reach uses randomization during initialization, we instead report the average running time over five different seeds. For IP and BFL, which are randomized in the same way, but don't accept a seed, we just give the average over five repetitions. We note that also taking the median instead or increasing the number of repetitions or seeds does not change the overall picture.

Instances. To facilitate comparability, we adopt the instances used in the papers introducing PReaCH [22] and TF [3], which overlap with those used to evaluate IP [36] and BFL [28], and which are available either from the GRAIL code repository ${ }^{7}$ or the Stanford Network Analysis Platform SNAP [21]. Furthermore, we extended the set of benchmark graphs by further instance sizes and Delaunay graphs. Table 2 provides a short overview on the left side, more details are available in the full version [12]. As we only consider DAGs, all instances are condensations of their respective originals, if they were not acyclic already. We also adopt the grouping of the instances as in $[39,22]$ and provide only a short description of the different sets in the following.

Kronecker: These instances were generated by the RMAT generator for the Graph500 benchmark [23] and oriented acyclically from smaller to larger node ID. The name encodes the number of vertices $2^{i}$ as kron_logni. Random: Graphs generated according to the Erdős-Renyí model $G(n, m)$ and oriented acyclically from smaller to larger node ID. The name encodes $n=2^{i}$ and $m=2^{j}$ as randni-j. Delaunay: Delaunay graphs from the 10 th DIMACS Challenge [1, 8]. delaunay_ni is a Delaunay triangulation of $2^{i}$ random points in the unit square. Large real: Introduced in [39], these instances represent citation networks (citeseer.scc, citeseerx, cit-Patents), a taxonomy graph (go-uniprot), as well as excerpts from the RDF graph of a protein database (uniprotm22, uniprotm100, uniprotm150). Small real dense: Among these instances, introduced in [17], are again citation networks (arXiv, pubmed_sub, citeseer_sub), a taxonomy graph (go_sub), as well as one obtained from a semantic knowledge database (yago_sub). Small real sparse: These instances were introduced in [18] and represent XML documents (xmark, nasa), metabolic networks (amaze, kegg) or originate from pathway and genome databases (all others). SNAP: The e-mail network graph

[^1]Table 2 Left: Instance sizes (read $/ 10^{3}$ : in thousands), density, and reachability. Right: Median initialization time in ms over five repetitions. Highlighted results are the overall best.

| Instance | $n / 10^{3}$ | $m / 10^{3}$ | $\frac{m}{n}$ | $\rho \%$ | O'Reach | PReaCH | PPL | TF | IP (s) | IP (d) | BFL (s) | BFL (d) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| kron_logn12 | 4.1 | 117.0 | 28.55 | 27.4760 | 451.0 | 13.5 | 56.5 | 46555.2 | 22.6 | 53.0 | 2.0 | 4.0 |
| kron_logn16 | 65.5 | 2456.1 | 37.48 | 21.2187 | 13045.7 | 602.4 | 1869.5 |  | 685.5 | 1283.0 | 88.8 | 118.3 |
| kron_logn17 | 131.1 | 5114.0 | 39.02 | 19.4544 | 31835.0 | 1425.8 | 4268.9 |  | 1611.7 | 2897.9 | 228.1 | 288.1 |
| kron_logn20 | 1048.6 | 44619.4 | 42.55 | 5.8195 | 380698.0 | 20791.9 | 62836.0 |  | 22788.2 | 37103.7 | 3301.1 | 3999.0 |
| kron_logn21 | 2097.2 | 91040.9 | 43.41 | 1.2150 | 812416.0 | 46559.0 | 151870.0 |  | 49988.1 | 79226.0 | 7513.1 | 9014.9 |
| randn20-21 | 1048.6 | 2097.2 | 2.00 | 0.0012 | 4272.7 | 2878.3 | 11579.3 | 11615.8 | 2434.7 | 2635.1 | 626.1 | 677.2 |
| randn20-22 | 1048.6 | 4194.3 | 4.00 | 0.0352 | 5706.9 | 4459.6 | 43761.5 | 47679.2 | 3364.6 | 3704.3 | 892.0 | 976.9 |
| randn20-23 | 1048.6 | 8388.6 | 8.00 | 1.9067 | 13724.7 | 7128.3 | 9348510.0 |  | 4830.2 | 5311.5 | 1287.7 | 1449.3 |
| randn23-24 | 8388.6 | 16777.2 | 2.00 | 0.0001 | 46043.5 | 28959.1 | 132570.0 | 122270.0 | 24566.7 | 25906.9 | 6094.8 | 6580.6 |
| randn23-25 | 8388.6 | 33554.4 | 4.00 | 0.0044 | 61206.2 | 45573.7 | 413684.0 | 465300.0 | 34145.7 | 36815.0 | 8964.7 | 9715.1 |
| delaunay_n15 | 32.8 | 98.3 | 3.00 | 0.4380 | 104.4 | 38.9 | 174.2 | 602.1 | 42.5 | 55.3 | 7.0 | 9.0 |
| delaunay_n20 | 1048.6 | 3145.7 | 3.00 | 0.0093 | 2816.5 | 1788.4 | 9350.5 | 24563.9 | 2339.1 | 2785.1 | 299.8 | 351.5 |
| delaunay_n22 | 4194.3 | 12582.9 | 3.00 | 0.0020 | 11402.7 | 7363.9 | 38674.1 | 108297.0 | 10106.6 | 11911.6 | 1203.1 | 1394.5 |
| citeseer.scc | 693.9 | 312.3 | 0.45 | 0.0002 | 865.9 | 503.4 | 1185.3 | 1579.7 | 602.5 | 613.4 | 107.0 | 122.5 |
| citeseerx | 6540.4 | 15011.3 | 2.30 | 0.1367 | 90695.8 | 12545.7 | 73061.0 | 145773.0 | 11208.0 | 11807.4 | 2349.2 | 2700.0 |
| cit-Patents | 3774.8 | 16518.9 | 4.38 | 0.0409 | 22358.6 | 15989.7 | 393412.0 | 342680.0 | 13098.4 | 14384.0 | 2905.4 | 3210.1 |
| go_uniprot | 6968.0 | 34769.3 | 4.99 | 0.0004 | 28270.0 | 11858.8 | 34660.6 | 90942.4 | 11935.8 | 13381.6 | 3137.0 | 3701.2 |
| uniprotenc_22m | 1595.4 | 1595.4 | 1.00 | 0.0001 | 2802.5 | 714.8 | 2762.0 | 3446.0 | 1322.6 | 1313.7 | 147.8 | 189.3 |
| uniprotenc_100m | 16087.3 | 16087.3 | 1.00 | 0.0000 | 39539.9 | 10420.6 | 30967.4 | 59660.2 | 16089.1 | 16194.7 | 2169.6 | 2639.2 |
| uniprotenc_150m | 25037.6 | 25037.6 | 1.00 | 0.0000 | 65983.9 | 17612.9 | 50254.7 | 86052.0 | 26453.4 | 26730.9 | 3830.4 | 4548.6 |
| go_sub | 6.8 | 13.4 | 1.97 | 0.2258 | 10.4 | 4.0 | 16.6 | 37.6 | 5.0 | 6.2 | 1.0 | 1.0 |
| pubmed_sub | 9.0 | 40.0 | 4.45 | 0.6458 | 19.4 | 9.1 | 31.3 | 101.5 | 8.9 | 10.8 | 2.0 | 3.0 |
| yago_sub | 6.6 | 42.4 | 6.38 | 0.1506 | 12.5 | 6.0 | 18.9 | 61.5 | 7.5 | 10.4 | 1.1 | 2.0 |
| citeseer_sub | 10.7 | 44.3 | 4.13 | 0.3672 | 25.3 | 11.3 | 48.4 | 131.9 | 11.8 | 15.3 | 2.3 | 3.0 |
| arXiv - | 6.0 | 66.7 | 11.12 | 15.4643 | 223.2 | 9.7 | 60.8 | 10008.7 | 14.9 | 26.3 | 2.0 | 3.0 |
| amaze | 3.7 | 3.6 | 0.97 | 17.2337 | 12.0 | 1.2 | 5.3 | 25.9 | 2.2 | 2.4 | 0.0 | 0.4 |
| kegg | 3.6 | 4.4 | 1.22 | 20.1636 | 16.3 | 1.4 | 6.8 | 18.3 | 2.7 | 2.8 | 0.3 | 0.5 |
| nasa | 5.6 | 6.5 | 1.17 | 0.5284 | 7.0 | 2.4 | 11.6 | 27.3 | 3.3 | 3.8 | 1.0 | 1.0 |
| xmark | 6.1 | 7.1 | 1.16 | 1.4513 | 10.7 | 2.3 | 12.9 | 24.2 | 3.9 | 4.3 | 1.0 | 1.0 |
| vchocyc | 9.5 | 10.3 | 1.09 | 0.1517 | 12.0 | 2.9 | 13.4 | 53.7 | 5.4 | 5.9 | 1.0 | 1.0 |
| mtbrv | 9.6 | 10.4 | 1.09 | 0.1511 | 11.1 | 3.0 | 13.7 | 24.0 | 5.4 | 6.0 | 1.0 | 1.0 |
| anthra | 12.5 | 13.1 | 1.05 | 0.0951 | 15.4 | 3.8 | 18.3 | 62.5 | 7.1 | 7.8 | 1.0 | 1.0 |
| ecoo | 12.6 | 13.4 | 1.06 | 0.1088 | 15.9 | 3.9 | 18.8 | 41.4 | 7.4 | 8.0 | 1.0 | 1.0 |
| agrocyc | 12.7 | 13.4 | 1.06 | 0.1060 | 16.1 | 3.9 | 19.1 | 48.1 | 7.4 | 8.1 | 1.0 | 1.0 |
| human | 38.8 | 39.6 | 1.02 | 0.0231 | 49.1 | 13.5 | 56.5 | 104.1 | 23.7 | 25.8 | 3.0 | 4.0 |
| p2p-Gnutella31 | 48.4 | 55.3 | 1.14 | 0.7725 | 120.6 | 28.4 | 89.2 | 52.3 | 43.8 | 44.5 | 5.0 | 7.0 |
| email-EuAll | 230.8 | 223.0 | 0.97 | 5.0732 | 945.2 | 115.3 | 340.5 | 241.3 | 170.1 | 171.4 | 24.8 | 32.0 |
| web-Google | 371.8 | 517.8 | 1.39 | 14.8090 | 5783.6 | 369.3 | 928.1 | 918.4 | 452.6 | 472.0 | 73.8 | 88.0 |
| soc-LiveJournal1 | 970.3 | 1024.1 | 1.06 | 5.3781 | 3663.5 | 739.6 | 2086.3 | 1827.9 | 1160.5 | 1181.4 | 142.3 | 173.0 |
| wiki-Talk | 2281.9 | 2311.6 | 1.01 | 0.8117 | 6347.0 | 1492.1 | 4317.8 | 2715.4 | 2597.7 | 2620.7 | 269.9 | 343.5 |

(email-EuAll), peer-to-peer network (p2p-Gnutella31), social network (soc-LiveJournal1), web graph (web-Google), as well as the communication network (wiki-Talk) are part of SNAP and were first used in [3].

Queries. Following the methodology of [22], we generated three sets of 100000 queries each: positive, negative, and random. Each set consists of random queries, which were generated by picking two vertices uniformly at random and filtering out negative or positive queries for the positive and negative query sets, respectively. The fourth query set, mixed, is a randomly shuffled union of all queries from positive and negative and hence contains 200000 pairs of vertices. As the order of the queries within each set had an observable effect on the running time due to caching effects and memory layout, we randomly shuffled every query set five times and used a different permutation for each repetition of an experiment to ensure equal conditions for all algorithms.

### 5.1 Experimental Results

We ran 0 'Reach with $k=16$ supportive vertices, picked from 1200 candidates ( $p=75$, $h=8)$ and $d=4$ extended topological orderings. We ran IP with the two configurations used also by the authors [36] and refer to the resulting algorithms as IP (s) (sparse, $h_{\mathrm{IP}}=k_{\mathrm{IP}}=2$ )

Table 3 Average query time per algorithm and query set.

| Query set | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{pBiBFS} \end{gathered}$ | PReaCH | $\begin{gathered} 0 \quad \mathrm{R}+ \\ \text { PReaCH } \end{gathered}$ | PPL | $\begin{gathered} O^{\prime} R+ \\ \text { PPL } \end{gathered}$ | IP (s) | $\begin{aligned} & O^{\prime} R+ \\ & I P(s) \end{aligned}$ | IP (d) | $\begin{aligned} & O^{\prime} R+ \\ & \operatorname{IP}(d) \end{aligned}$ | BFL (s) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~s}) \end{gathered}$ | BFL (d) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~d}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| random | 3.523 | 1.596 | 1.483 | 0.271 | 0.149 | 12.865 | 11.193 | 9.778 | 8.516 | 6.645 | 5.073 | 5.063 | 3.361 |
| mixed | 19.964 | 6.351 | 6.102 | 0.352 | 0.258 | 80.572 | 73.625 | 60.352 | 56.433 | 32.456 | 28.496 | 22.002 | 17.541 |
| positive | 37.554 | 11.508 | 11.069 | 0.399 | 0.345 | 156.016 | 145.532 | 118.835 | 109.014 | 62.338 | 54.329 | 42.632 | 33.699 |
| negative | 2.382 | 1.188 | 1.154 | 0.260 | 0.149 | 5.342 | 5.059 | 3.727 | 3.793 | 2.496 | 2.506 | 1.345 | 1.358 |

and IP (d) (dense, $h_{\text {IP }}=k_{\text {IP }}=5$ ). Similarly, we evaluated BFL [28] with configuration sparse as $\operatorname{BFL}(\mathrm{s})\left(s_{\mathrm{BFL}}=64\right)$ and dense as $\mathrm{BFL}(\mathrm{d})\left(s_{\mathrm{BFL}}=160\right)$, following the presets given by the authors.

Average query times. Table A. 6 lists the average time per query for the query sets negative and positive. All missing values are due to a memory requirement of more than 32 GB (TF) and Matrix ( 256 GB ). For each instance and query set, the running time of the fastest algorithm is printed in bold. If Matrix was fastest, also the running time of the second-best algorithm is highlighted. Besides Matrix, the table shows the running times of PReaCH, PPL, IP (d), and BFL(d) alone as well as multiple versions for $0^{\prime}$ Reach: one with a pruned bidirectional BFS ( $O^{\prime} R+p B i B F S$ ) as fallback as well as one per competitor ( $O^{\prime} R+\ldots$ ), where $0^{\prime}$ 'Reach was run without fallback and the queries left unanswered were fed to the competitor. Analogously, the running times for $\operatorname{IP}(\mathrm{s}), \mathrm{BFL}(\mathrm{s})$, and TF alone and as fallback for $\mathrm{O}^{\prime}$ Reach are given in Table A.9.

Our results by and large confirm the performance comparison of PReaCH, PPL, and TF conducted by Merz and Sanders [22]. PReaCH was the fastest on three out of five Kronecker graphs for the negative query set, once beaten by $0^{\prime} R+P R e a C H$ and $O^{\prime} R+P P L$ each, whereas PPL and $0^{\prime} R+$ PPL dominated all others on the positive query set in this class as well as on three of the five random graphs, while $0^{\prime} R+T F$ was slightly faster on the other two. PReaCH was also the dominating approach on the small real sparse and SNAP instances in the aforementioned study [22]. By contrast, it was outperformed on these classes here by O'Reach with almost any fallback on all instances for the positive query set, and by either IP (d) or BFL(s) on almost all instances for the negative query set. On the Delaunay and large real instances, BFL(s) often was the fastest algorithm on the set of negative queries. The results also reveal that BFL and in particular IP have a weak spot in answering positive queries. On average over all instances, $\mathrm{O}^{\prime} \mathrm{R}+\mathrm{PPL}$ had the fastest average query time both for negative and positive queries.

Notably, Matrix was outperformed quite often, especially for queries in the set negative, which correlates with the fact that a large portion of these queries could be answered by constant-time observations (see also the detailed analysis of observation effectiveness below) and is due to its larger memory footprint. Across all instances and seeds, more than $95 \%$ of all queries in this set could be answered by 0 'Reach directly. On the set positive, the average query time for Matrix was in almost all cases less than on the negative query set, which is explained by the small reachability of the instances and a resulting higher spatial locality and better cacheability of the few and naturally clustered one-entries in the matrix. Consequently, this effect was distinctly reduced for the mixed query set, as shown in Table A.7.

There are some instances where 0'Reach had a fallback rate of over $90 \%$ for the positive query set, e.g., on cit-Patents, which is clearly reflected in the running time. Except for PPL, all algorithms had difficulties with positive queries on this instance. Conversely, the fallback rate on all uniprotenc_* instances and citeseer.scc, e.g., was $0 \%$. On average across all instances and seeds, 0 'Reach could answer over $70 \%$ of all positive queries by constant-time observations.
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Table 4 Mean speedups with 0'Reach plus fallback over pure fallback algorithm. Values greater 1.00 are highlighted.

| Instance | PReaCH | negative |  | $\mathrm{BFL}(\overline{\mathrm{~d})}$ | PReaCH | positive |  | $\mathrm{BFL}(\overline{\mathrm{~d})}$ | PReaCH | random |  | - | - | mixed |  | $\mathrm{BFL}(\overline{\mathrm{~d})}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | PPL | IP(d) |  |  | PPL | IP (d) |  |  | PPL | IP (d) | BFL (d) | PReaCH | PPL | IP (d) |  |
| Geometric Mean | 1.10 | 2.22 | 0.92 | 1.06 | 1.33 | 1.90 | 3.98 | 3.14 | 1.29 | 2.53 | 1.26 | 2.40 | 1.29 | 2.04 | 2.77 | 2.31 |
| Ratio Runtime Avgs | 1.03 | 1.75 | 0.98 | 0.99 | 1.04 | 1.16 | 1.09 | 1.27 | 1.08 | 1.82 | 1.15 | 1.51 | 1.04 | 1.36 | 1.07 | 1.25 |
| Average | 1.13 | 2.32 | 0.98 | 1.35 | 1.41 | 2.25 | 5.87 | 6.25 | 1.33 | 2.69 | 1.41 | 8.22 | 1.33 | 2.23 | 3.37 | 3.63 |

The results on the query sets random and mixed are similar and listed in Table A. 7 and Table A.10. Once again, $0^{\prime} \mathrm{R}+\mathrm{PPL}$ showed the fastest query time on average across all instances for both query sets. As the reachability in a DAG is low in general (see also Theorem 1) and particularly in the benchmark instances, the average query times for random resemble those for negative. On the other hand, the results for the mixed query set are more similar to those for the positive query set, as the relative differences in performance among the algorithms are more pronounced there. Table 3 compactly shows the average query time over all instances for each query set. Only PPL and $0^{\prime} R+P P L$ achieved an average query time of less than $1 \mu \mathrm{~s}$ (and even less than $0.35 \mu \mathrm{~s}$ ).

Speedups by 0'Reach. We next investigate the relative speedup of O'Reach with different fallback solutions over running only the fallback algorithms. Table A. 8 lists the ratios of the average query time of each competitor algorithm run standalone divided by the average query time of 0 'Reach plus that algorithm as fallback, for all four query sets. A compact version is also given in Table 4. In the large majority of cases, using $0^{\prime}$ Reach as a preprocessor resulted in a speedup, except in case of negative or random queries for BFL and partially IP on the large real instances as well as for PReaCH and partially again IP on the small real sparse and SNAP instances. The largest speedup of around 105 could be achieved for BFL on kegg for random queries. The mean speedup (geometric) is at least 1.29 for all fallback algorithms on the query sets positive, random, and mixed, where the maximum was reached for $\operatorname{IP}(\mathrm{s})$ on positive queries with a factor of 4.21 . Only for purely negative queries, $\operatorname{IP}(\mathrm{d})$ and $\mathrm{BFL}(\mathrm{s})$ were a bit faster alone in the mean values. In summary, given that the algorithms are often already faster than single memory lookups, the speedups achieved by 0 ' Reach are quite high.

Initialization Times (Table 2, right). On all graphs, BFL(s) had the fastest initialization time, followed by BFL (d) and PReaCH. For O'Reach, the overhead of computing the comparatively large out- and in-reachabilities of all 1200 candidates for $k=16$ supportive vertices is clearly reflected in the running time on denser instances and can be reduced greatly if lower parameters are chosen, albeit at the expense of a slightly reduced query performance, e.g., for $k=8$. PPL often consumed a lot of time in this step, especially on denser instances, with a maximum of 2.6 h on randn20-23.

Based on the average query time per instance, the minimum number of random queries necessary to amortize the additional investment in initialization time if $0^{\prime}$ Reach is run as preprocessor is between 9.6 thousand ( $\left.O^{\prime} R+B F L(d)\right)$ and 499 thousand ( $\left.O^{\prime} R+P R e a C H\right)$. Counting cases where $0^{\prime}$ Reach could not achieve a speedup in the average query time as infinity, the median number of random queries required for amortization is between 2.5 million $\left(O^{\prime} R+B F L(d)\right)$ and 101 million ( $\left.O^{\prime} R+I P(d)\right)$. For the on average fastest algorithm, $O^{\prime} R+P P L$, the initialization cost is recovered after 210 thousand (nasa) to 6.15 billion (kron_logn21) random queries, which equals about $0.77 \%$ (nasa) and $0.14 \%$ (kron_logn21) of all vertex pairs, respectively.

Effectiveness of Observations. We collected a vast amount of statistical data to perform an analysis of the effectiveness of the different observations used in D'Reach. To make the analysis more robust, we increased the number of seeds to 25 here.

First, we look only at fast queries, i.e., those queries that could be answered without a fallback. Across all query sets, the most effective observation was the negative basic observation on topological orderings, (B4), which answered around $30 \%$ of all fast queries. As the average reachability in the random query set is very low, negative queries predominate in the overall picture. It thus does not come as a surprise that the most effective observation is a negative one. On the negative query set, (B4) could answer $45 \%$ of all fast queries. After lowering the number of topological orderings to $d=2$, (B4) was still the most effective and could answer $23 \%$ of all fast queries and $33 \%$ of those in the negative query set. The negative observations second to (B4) in effectiveness were those looking at the forward and backward topological levels, Observation (B5) and (B6), which could answer around $15 \%$ each on the negative query set and around $10 \%$ of all fast queries. Note that we increased the counter for all observations that could answer a query for this analysis, not just the first in order, which is why there may be overlaps. The observations using the max and min indices of extended topological orderings, (T2) and (T5), could answer $9 \%$ and $6 \%$ of the fast queries in the negative query set, and the observations based on supportive vertices, (S2) and (S3), around $3 \%$ each. Reducing the number of topological orderings to $d=2$ decreased the effectiveness of (T2) and (T5) to around $5 \%$.

The most effective positive observation and the second-best among all query sets, was the supportive-vertices-based Observation (S1), which could answer almost $16 \%$ of all fast queries and almost $55 \%$ in the positive query set. Follow-up observations were the ones using high and low indices, (T1) and (T4), with $18 \%$ and $16 \%$ effectiveness for the positive query set. The remaining two, (T2) and (T5), could answer $6 \%$ and $4 \%$ in this set. Reducing the number of topological orderings to $d=2$ led to a slight deterioration in case of (T1) and (T4) to $14 \%$, and to $5 \%$ and $3 \%$ in case of (T2) and (T5), each with respect to the positive query set.

Among all fast queries that could be answered by only one observation, the most effective observation was the positive supportive-vertices-based Observation (S1) with over $40 \%$ for all query sets and $68 \%$ for the positive query set, followed by the negative basic observation using topological orderings, (B4), with a bit over $20 \%$ for all query sets and $52 \%$ for the negative query set.

Looking now at the entire query sets, our statistics show that $95 \%$ of all queries could be answered via an observation on the negative set. In $70 \%$ of all cases, (B5) in the second test, which uses topological forward levels, could already answer the query. In further $16 \%$ of all cases, the observation based on topological backward levels, (B6), was successful. On the positive query set, the fallback rate was $28 \%$ and hence higher than on the negative query set. $52 \%$ of all queries in this set could be answered by the supportive-vertices-based observation (S1), and the high and low indices of extended topological orderings (T1) and (T4) were responsible for another $7 \%$ each. Observe that here, the first observation in the order that can answer a query "wins the point", i.e., there are no overlaps in the reported effectiveness.

Memory Consumption. Table 5 lists the memory each algorithm used for their reachability index. As $0^{\prime}$ Reach was configured with $k=16$ and $d=4$, its index size is 64 n Byte. Consequently, the reachability indices of 0 'Reach, PReaCH, PPL, IP, BFL, and, with one exception for TF , fit in the L 3 cache of 6 MB for all small real instances. For Matrix, this

Table 5 Real index size in memory (in MB).

| Instance | O'Reach | PReaCH | PPL | TF | IP (s) | IP (d) | BFL (s) | BFL (d) | Matrix |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| kron_logn12 | 0.3 | 0.2 | 0.1 | 19.2 | 0.1 | 0.2 | 0.1 | 0.2 | 2.0 |
| kron_logn16 | 4.0 | 3.5 | 1.5 | 0.0 | 1.5 | 3.1 | 1.3 | 2.3 | 512.0 |
| kron_logn17 | 8.0 | 7.0 | 3.0 | 0.0 | 2.9 | 6.1 | 2.5 | 4.6 | 2047.9 |
| kron_logn20 | 64.0 | 56.0 | 25.1 | 0.0 | 22.1 | 44.8 | 18.9 | 34.1 | 131070 |
| kron_-logn21 | 128.0 | 112.0 | 50.4 | 0.0 | 43.5 | 87.3 | 37.1 | 66.4 | 0.0 |
| randn20-21 | 64.0 | 56.0 | 24.2 | 64.8 | 18.0 | 31.5 | 20.6 | 38.7 | 131070 |
| randn20-22 | 64.0 | 56.0 | 136.8 | 482.3 | 19.0 | 37.6 | 22.3 | 43.3 | 131070 |
| randn20-23 | 64.0 | 56.0 | 4380.3 | 0.0 | 19.5 | 40.8 | 23.1 | 45.6 | 131070 |
| randn23-24 | 512.0 | 448.0 | 193.7 | 518.2 | 144.3 | 252.3 | 164.5 | 309.4 | 0.0 |
| randn23-25 | 512.0 | 448.0 | 1073.3 | 3844.1 | 152.0 | 300.7 | 178.0 | 346.0 | 0.0 |
| delaunay_n15 | 2.0 | 1.7 | 0.8 | 4.7 | 0.6 | 1.2 | 0.7 | 1.4 | 128.0 |
| delaunay_n20 | 64.0 | 56.0 | 33.0 | 126.7 | 19.1 | 38.1 | 22.5 | 43.9 | 131070 |
| delaunay_n22 | 256.0 | 224.0 | 135.0 | 497.9 | 76.6 | 152.5 | 90.0 | 175.8 | 0.0 |
| citeseer.scc | 42.4 | 37.1 | 7.1 | 28.3 | 9.4 | 11.3 | 9.2 | 13.7 | 57406.5 |
| citeseerx | 399.2 | 349.3 | 120.9 | 1773.0 | 111.8 | 151.0 | 107.6 | 185.1 | 0.0 |
| cit-Patents | 230.4 | 201.6 | 659.2 | 780.0 | 72.9 | 138.0 | 71.7 | 132.9 | 0.0 |
| go_uniprot | 425.3 | 372.1 | 261.0 | 680.2 | 106.4 | 184.7 | 113.1 | 193.1 | 0.0 |
| uniprotenc_22m | 97.4 | 85.2 | 18.5 | 67.2 | 24.5 | 24.7 | 26.1 | 44.8 | 0.0 |
| uniprotenc_100m | 981.9 | 859.2 | 197.2 | 690.4 | 251.2 | 269.1 | 270.8 | 471.9 | 0.0 |
| uniprotenc_150m | 1528.2 | 1337.1 | 318.5 | 1087.0 | 395.0 | 439.6 | 428.5 | 753.8 | 0.0 |
| go_sub | 0.4 | 0.4 | 0.2 | 0.4 | 0.1 | 0.2 | 0.1 | 0.3 | 5.5 |
| pubmed_sub | 0.5 | 0.5 | 0.3 | 1.1 | 0.1 | 0.2 | 0.2 | 0.3 | 9.7 |
| yago_sub | 0.4 | 0.4 | 0.2 | 0.5 | 0.1 | 0.2 | 0.1 | 0.2 | 5.3 |
| citeseer_sub | 0.7 | 0.6 | 0.3 | 1.2 | 0.2 | 0.3 | 0.2 | 0.4 | 13.7 |
| arXiv | 0.4 | 0.7 | 0.3 | 14.9 | 0.1 | 0.3 | 0.1 | 0.2 | 4.3 |
| amaze | 0.2 | 0.2 | 0.0 | 0.2 | 0.1 | 0.1 | 0.1 | 0.1 | 1.6 |
| kegg | 0.2 | 0.2 | 0.1 | 0.2 | 0.1 | 0.1 | 0.1 | 0.1 | 1.6 |
| nasa | 0.3 | 0.3 | 0.1 | 0.3 | 0.1 | 0.2 | 0.1 | 0.2 | 3.7 |
| xmark | 0.4 | 0.3 | 0.2 | 0.4 | 0.1 | 0.2 | 0.1 | 0.2 | 4.4 |
| vchocyc | 0.6 | 0.5 | 0.2 | 0.7 | 0.2 | 0.3 | 0.2 | 0.3 | 10.7 |
| mtbrv | 0.6 | 0.5 | 0.2 | 0.4 | 0.2 | 0.3 | 0.2 | 0.3 | 11.0 |
| anthra | 0.8 | 0.7 | 0.2 | 0.8 | 0.2 | 0.4 | 0.2 | 0.4 | 18.6 |
| ecoo | 0.8 | 0.7 | 0.2 | 0.9 | 0.2 | 0.4 | 0.2 | 0.4 | 19.0 |
| agrocyc | 0.8 | 0.7 | 0.2 | 0.9 | 0.2 | 0.4 | 0.2 | 0.4 | 19.2 |
| human | 2.4 | 2.1 | 0.6 | 2.1 | 0.7 | 1.2 | 0.6 | 1.1 | 179.6 |
| p2p-Gnutella31 | 3.0 | 2.6 | 0.7 | 2.1 | 0.9 | 1.5 | 0.8 | 1.4 | 279.7 |
| email-EuAll | 14.1 | 12.3 | 2.6 | 9.7 | 3.7 | 5.8 | 3.7 | 6.4 | 6349.8 |
| web-Google | 22.7 | 19.9 | 5.4 | 16.7 | 7.0 | 11.2 | 6.5 | 11.5 | 16475.5 |
| soc-LiveJournal1 | 59.2 | 51.8 | 13.0 | 41.0 | 19.1 | 31.8 | 15.9 | 27.2 | 112225 |
| wiki-Talk | 139.3 | 121.9 | 26.2 | 95.9 | 52.0 | 103.5 | 37.1 | 63.3 | 0.0 |

was only the case for the four smallest instances from the small real sparse set, three of the small real dense ones, and the smallest Kronecker graph, which is clearly reflected in its average query time for the negative, random, and, to a slightly lesser extent, mixed query sets. Whereas for O'Reach, PReaCH, and Matrix, the index size depends solely on the number of vertices, IP, BFL, PPL and TF consumed more memory the larger the density $\frac{m}{n}$. IP (s) usually was the most space-efficient and never used more than 395 MB , followed by $\mathrm{BFL}(\mathrm{s})(429 \mathrm{MB})$, IP (d) ( 440 MB ), BFL (d) ( 754 MB ), PReaCH (1.3 GB), O'Reach (1.5 GB), and PPL ( 4.4 GB ). All these algorithms are hence suitable to handle graphs with several millions of vertices even on hardware with relatively little memory (with respect to current standards). TF used up to 3.8 GB (randn23-25), but required even more than 64 GB at least during initialization on all instances where the data is missing in the table.

## 6 Conclusion

In this paper, we revisited existing techniques for the static reachability problem and combined them with new approaches to support a large portion of reachability queries in constant time using a linear-sized reachability index. Our extensive experimental evaluation shows that
in almost all scenarios, combining any of the existing algorithms with our new techniques implemented in $0^{\prime}$ Reach can speed up the query time by several factors. In particular supportive vertices have proven to be effective to answer positive queries quickly. As a further plus, $0^{\prime}$ Reach is flexible: memory usage, initialization time, and expected query time can be influenced directly by three parameters, which allow to trade space for time or initialization time for query time. Moreover, our study demonstrates that, due to cache effects, a high investment in space does not necessarily pay off: Reachability queries can often be answered even significantly faster than single memory accesses in a precomputed full reachability matrix.

The on average fastest algorithm across all instances and types of queries was a combination of 0 'Reach and PPL with an average query time of less than $0.35 \mu \mathrm{~s}$. As the initialization time of PPL is relatively high, we also recommend O'Reach combined with PReaCH as a less expensive alternative solution with respect to initialization time and partially also memory, which still achieved an average query time of at most $11.1 \mu \mathrm{~s}$ on all query sets.
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## A Appendix

- Table A. 6 Average query times in $\mu \mathrm{s}$ for 100000 negative (left) and positive queries (right). Highlighted results are the overall best/second-best after Matrix per query set over all tested algorithms.

| $\leftarrow$ negative positive $\rightarrow$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Instance | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{pBiBFS} \end{gathered}$ | PReaCH | $0^{\prime} \mathrm{R}+$ <br> PReaCH | PPL | $\begin{gathered} 0^{\prime} R+ \\ \text { PPL } \end{gathered}$ | IP (d) | $\begin{aligned} & 0^{\prime} R+ \\ & \operatorname{IP}(\mathrm{d}) \end{aligned}$ | BFL(d) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~d}) \end{gathered}$ | Matrix | $\begin{gathered} 0^{\prime} R+ \\ \text { pBiBFS } \end{gathered}$ | PReaCH | $0^{\prime} \mathrm{R}+$ <br> PReaCH | PPL | $\begin{gathered} 0^{\prime} R+ \\ \text { PPL } \end{gathered}$ | IP (d) | $\begin{aligned} & 0^{\prime} R+ \\ & I P(d) \end{aligned}$ | BFL (d) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~d}) \end{gathered}$ | Matrix |
| kron_logn12 | 0.031 | 0.020 | 0.017 | 0.030 | 0.018 | 0.028 | 0.028 | 0.097 | 0.046 | 0.017 | 0.347 | 0.361 | 0.251 | 0.035 | 0.032 | 2.213 | 0.824 | 3.278 | 0.984 | 0.014 |
| kron_logn16 | 0.094 | 0.057 | 0.069 | 0.109 | 0.075 | 0.078 | 0.113 | 0.161 | 0.153 | 0.533 | 3.246 | 3.467 | 2.637 | 0.115 | 0.106 | 25.690 | 10.530 | 25.007 | 9.725 | 0.262 |
| kron_logn17 | 0.122 | 0.072 | 0.078 | 0.135 | 0.086 | 0.095 | 0.131 | 0.117 | 0.117 | 1.111 | 2.365 | 2.537 | 0.692 | 0.152 | 0.100 | 20.548 | 4.597 | 9.929 | 1.734 | 0.881 |
| kron_logn20 | 0.184 | 0.117 | 0.128 | 0.221 | 0.119 | 0.167 | 0.201 | 0.325 | 0.353 | 2.413 | 46.186 | 25.092 | 23.331 | 0.274 | 0.265 | 342.887 | 163.902 | 373.848 | 162.405 | 1.778 |
| kron_-logn21 | 0.224 | 0.146 | 0.162 | 0.250 | 0.139 | 0.207 | 0.257 | 0.237 | 0.286 |  | 67.184 | 15.416 | 5.998 | 0.313 | 0.355 | 306.828 | 193.212 | 203.695 | 113.502 |  |
| randn20-21 | 0.255 | 0.342 | 0.234 | 0.278 | 0.154 | 0.218 | 0.191 | 0.056 | 0.122 | 1.692 | 1.298 | 1.044 | 0.858 | 0.482 | 0.404 | 2.513 | 1.792 | 0.856 | 0.693 | 0.844 |
| randn 20-22 | 3.016 | 2.473 | 2.298 | 0.424 | 0.335 | 2.569 | 2.519 | 0.357 | 0.429 | 1.056 | 35.747 | 21.873 | 21.832 | 1.153 | 1.278 | 53.591 | 53.431 | 9.369 | 9.345 | 0.361 |
| randn $20-23$ | 82.960 | 36.193 | 36.139 | 3.092 | 2.449 | 139.544 | 142.731 | 51.125 | 51.046 | 4.993 | 870.787 | 247.700 | 246.218 | 4.625 | 4.775 | 3524.734 | 3462.790 | 971.807 | 944.526 | 1.822 |
| randn 23-24 | 0.356 | 0.494 | 0.426 | 0.402 | 0.216 | 0.310 | 0.264 | 0.055 | 0.168 |  | 1.747 | 1.366 | 1.169 | 0.680 | 0.557 | 3.272 | 2.345 | 1.074 | 0.892 |  |
| randn $23-25$ | 4.130 | 3.244 | 3.011 | 0.546 | 0.426 | 3.237 | 3.143 | 0.409 | 0.529 |  | 51.713 | 29.098 | 29.108 | 1.212 | 1.379 | 70.327 | 70.425 | 11.781 | 11.825 |  |
| delaunay_n15 | 0.125 | 0.172 | 0.076 | 0.118 | 0.055 | 0.189 | 0.088 | 0.053 | 0.045 | 0.063 | 1.227 | 0.150 | 0.156 | 0.102 | 0.108 | 5.207 | 2.693 | 0.762 | 0.569 | 0.050 |
| delaunay_n20 | 0.237 | 0.350 | 0.187 | 0.288 | 0.142 | 0.355 | 0.183 | 0.055 | 0.124 | 0.924 | 2.984 | 0.334 | 0.397 | 0.417 | 0.419 | 9.180 | 6.407 | 2.173 | 1.817 | 0.505 |
| delaunay_n22 | 0.280 | 0.418 | 0.274 | 0.363 | 0.177 | 0.415 | 0.221 | 0.054 | 0.154 |  | 3.354 | 0.425 | 0.590 | 0.560 | 0.561 | 9.249 | 7.219 | 2.945 | 2.532 |  |
| citeseer.scc | 0.056 | 0.075 | 0.056 | 0.229 | 0.056 | 0.050 | 0.056 | 0.043 | 0.056 | 1.312 | 0.113 | 0.089 | 0.112 | 0.303 | 0.112 | 0.384 | 0.112 | 0.179 | 0.112 | 0.653 |
| citeseerx | 0.211 | 0.212 | 0.214 | 0.358 | 0.141 | 0.160 | 0.172 | 0.058 | 0.141 |  | 0.544 | 0.248 | 0.222 | 0.296 | 0.085 | 2.511 | 0.426 | 1.686 | 0.291 |  |
| cit-Patents | 3.965 | 2.732 | 2.562 | 0.526 | 0.329 | 3.915 | 3.797 | 0.658 | 0.737 |  | 238.913 | 118.427 | 117.240 | 1.961 | 2.123 | 473.083 | 482.668 | 118.097 | 116.791 |  |
| go_uniprot | 0.098 | 0.121 | 0.099 | 0.385 | 0.098 | 0.068 | 0.098 | 0.042 | 0.098 |  | 208.494 | 1.026 | 0.902 | 0.534 | 0.435 | 1.054 | 0.712 | 0.688 | 0.519 |  |
| uniprotenc_22m | 0.067 | 0.068 | 0.066 | 0.254 | 0.066 | 0.045 | 0.066 | 0.043 | 0.066 |  | 0.072 | 0.076 | 0.072 | 0.274 | 0.072 | 0.334 | 0.072 | 0.196 | 0.072 |  |
| uniprotenc_100m | 0.130 | 0.163 | 0.131 | 0.410 | 0.131 | 0.098 | 0.131 | 0.043 | 0.131 |  | 0.118 | 0.108 | 0.118 | 0.452 | 0.118 | 0.504 | 0.118 | 0.233 | 0.118 |  |
| uniprotenc_150m | 0.152 | 0.206 | 0.153 | 0.444 | 0.153 | 0.116 | 0.153 | 0.044 | 0.153 |  | 0.139 | 0.121 | 0.139 | 0.509 | 0.139 | 0.565 | 0.139 | 0.239 | 0.139 |  |
| go_sub | 0.033 | 0.046 | 0.028 | 0.058 | 0.026 | 0.050 | 0.031 | 0.057 | 0.024 | 0.025 | 0.198 | 0.139 | 0.088 | 0.092 | 0.055 | 2.447 | 0.448 | 0.355 | 0.154 | 0.012 |
| pub̄med_sub | 0.078 | 0.076 | 0.066 | 0.068 | 0.044 | 0.058 | 0.057 | 0.061 | 0.039 | 0.029 | 0.546 | 0.491 | 0.340 | 0.090 | 0.073 | 1.441 | 0.577 | 0.922 | 0.399 | 0.019 |
| yago_sub | 0.025 | 0.030 | 0.023 | 0.058 | 0.023 | 0.022 | 0.023 | 0.048 | 0.022 | 0.026 | 0.146 | 0.097 | 0.074 | 0.086 | 0.057 | 0.342 | 0.137 | 0.225 | 0.102 | 0.020 |
| citeseer_sub | 0.083 | 0.089 | 0.059 | 0.071 | 0.038 | 0.072 | 0.054 | 0.055 | 0.029 | 0.032 | 0.580 | 0.285 | 0.223 | 0.095 | 0.087 | 1.187 | 0.642 | 0.574 | 0.318 | 0.026 |
| arXiv | 0.247 | 0.258 | 0.223 | 0.076 | 0.047 | 0.299 | 0.242 | 0.130 | 0.091 | 0.024 | 1.209 | 1.216 | 0.637 | 0.046 | 0.047 | 6.445 | 2.790 | 3.464 | 1.657 | 0.018 |
| amaze | 0.012 | 0.014 | 0.013 | 0.030 | 0.013 | 0.011 | 0.013 | 0.048 | 0.013 | 0.016 | 0.010 | 0.015 | 0.009 | 0.031 | 0.009 | 0.089 | 0.009 | 0.102 | 0.009 | 0.009 |
| kegg | 0.014 | 0.015 | 0.015 | 0.033 | 0.015 | 0.014 | 0.015 | 0.053 | 0.015 | 0.032 | 0.010 | 0.016 | 0.009 | 0.031 | 0.009 | 0.094 | 0.009 | 0.102 | 0.009 | 0.010 |
| nasa | 0.026 | 0.031 | 0.029 | 0.048 | 0.027 | 0.032 | 0.031 | 0.054 | 0.026 | 0.022 | 0.061 | 0.058 | 0.044 | 0.044 | 0.022 | 1.627 | 0.148 | 0.351 | 0.044 | 0.008 |
| xmark | 0.031 | 0.032 | 0.027 | 0.052 | 0.026 | 0.042 | 0.031 | 0.055 | 0.023 | 0.024 | 0.036 | 0.049 | 0.026 | 0.032 | 0.014 | 0.432 | 0.045 | 2.163 | 0.021 | 0.008 |
| vchocyc | 0.016 | 0.016 | 0.017 | 0.050 | 0.017 | 0.013 | 0.017 | 0.047 | 0.017 | 0.029 | 0.015 | 0.024 | 0.014 | 0.039 | 0.014 | 0.241 | 0.015 | 0.096 | 0.015 | 0.007 |
| mtbrv | 0.017 | 0.016 | 0.018 | 0.050 | 0.018 | 0.013 | 0.018 | 0.047 | 0.018 | 0.029 | 0.017 | 0.025 | 0.017 | 0.039 | 0.016 | 0.233 | 0.019 | 0.105 | 0.017 | 0.006 |
| anthra | 0.017 | 0.018 | 0.019 | 0.054 | 0.019 | 0.013 | 0.019 | 0.047 | 0.020 | 0.033 | 0.014 | 0.025 | 0.014 | 0.043 | 0.014 | 0.283 | 0.015 | 0.087 | 0.014 | 0.005 |
| ecoo | 0.017 | 0.017 | 0.019 | 0.053 | 0.019 | 0.013 | 0.019 | 0.047 | 0.019 | 0.055 | 0.015 | 0.027 | 0.014 | 0.040 | 0.014 | 0.266 | 0.015 | 0.111 | 0.014 | 0.006 |
| agrocyc | 0.018 | 0.017 | 0.021 | 0.054 | 0.021 | 0.013 | 0.021 | 0.046 | 0.021 | 0.033 | 0.014 | 0.027 | 0.014 | 0.042 | 0.014 | 0.249 | 0.015 | 0.139 | 0.015 | 0.006 |
| human | 0.025 | 0.025 | 0.033 | 0.097 | 0.033 | 0.015 | 0.033 | 0.045 | 0.033 | 0.072 | 0.022 | 0.036 | 0.022 | 0.083 | 0.022 | 0.281 | 0.022 | 0.118 | 0.022 | 0.006 |
| p2p-Gnutella31 | 0.031 | 0.030 | 0.037 | 0.111 | 0.037 | 0.017 | 0.037 | 0.046 | 0.036 | 0.100 | 0.026 | 0.037 | 0.026 | 0.070 | 0.026 | 0.191 | 0.026 | 0.274 | 0.026 | 0.023 |
| email-EuAll | 0.054 | 0.062 | 0.061 | 0.161 | 0.062 | 0.055 | 0.062 | 0.045 | 0.061 | 5.267 | 0.042 | 0.058 | 0.042 | 0.204 | 0.042 | 0.342 | 0.042 | 0.197 | 0.042 | 2.858 |
| web-Google | 0.077 | 0.079 | 0.076 | 0.175 | 0.075 | 0.081 | 0.076 | 0.052 | 0.070 | 1.400 | 0.049 | 0.068 | 0.048 | 0.190 | 0.048 | 0.458 | 0.048 | 0.237 | 0.048 | 1.405 |
| soc-LiveJournal1 | 0.065 | 0.062 | 0.070 | 0.192 | 0.072 | 0.057 | 0.072 | 0.046 | 0.069 | 3.785 | 0.058 | 0.077 | 0.058 | 0.240 | 0.058 | 0.446 | 0.058 | 0.201 | 0.058 | 1.806 |
| wiki-Talk | 0.075 | 0.073 | 0.083 | 0.269 | 0.083 | 0.049 | 0.083 | 0.044 | 0.083 |  | 0.058 | 0.077 | 0.057 | 0.330 | 0.057 | 0.356 | 0.057 | 0.172 | 0.057 |  |
| Min | 0.012 | 0.014 | 0.013 | 0.030 | 0.013 | 0.011 | 0.013 | 0.042 | 0.013 |  | 0.010 | 0.015 | 0.009 | 0.031 | 0.009 | 0.089 | 0.009 | 0.087 | 0.009 |  |
| Average | 2.382 | 1.188 | 1.154 | 0.260 | 0.149 | 3.727 | 3.793 | 1.345 | 1.358 |  | 37.554 | 11.508 | 11.069 | 0.399 | 0.345 | 118.835 | 109.014 | 42.632 | 33.699 |  |
| Max | 82.960 | 36.193 | 36.139 | 3.092 | 2.449 | 139.544 | 142.731 | 51.125 | 51.046 |  | 870.787 | 247.700 | 246.218 | 4.625 | 4.775 | 3524.734 | 3462.790 | 971.807 | 944.526 |  |

Table A. 7 Average query times in $\mu$ s for 100000 random (left) and 200000 mixed queries (right). Highlighted results are the overall best/second-best after Matrix per query set over all tested algorithms.

| Instance | $\leftarrow$ random mixed $\rightarrow$ |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \text { pBiBFS } \end{gathered}$ | PReaCH | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \text { PReaCH } \end{gathered}$ | PPL | $\underset{\text { PPL }}{0, R+}$ | IP (d) | $\begin{aligned} & 0, R+ \\ & \text { IP }(\mathrm{d}) \end{aligned}$ | BFL (d) | $\begin{gathered} 0 \cdot \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~d}) \end{gathered}$ | Matrix | $\begin{gathered} 0 ’ \mathrm{R}+ \\ \mathrm{pBBiBFS} \end{gathered}$ | PReaCH | $0^{\prime}{ }^{2}+$ PReaCH | PPL | $\underset{\text { PPL }}{0, R+}$ | IP (d) | $\begin{aligned} & 0^{\prime} R+ \\ & \text { IP (d) } \end{aligned}$ | BFL(d) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~d}) \end{gathered}$ | Matrix |
| kron_logn 12 | 0.120 | 0.120 | 0.084 | 0.045 | 0.028 | 0.635 | 0.251 | 3.014 | 0.300 | 0.019 | 0.194 | 0.197 | 0.139 | 0.039 | 0.029 | 1.121 | 0.433 | 1.694 | 0.516 | 0.016 |
| kron_logn16 | 0.776 | 0.821 | 0.628 | 0.155 | 0.081 | 5.463 | 2.297 | 7.194 | 2.215 | 1.006 | 1.682 | 1.788 | 1.351 | 0.143 | 0.088 | 12.943 | 5.317 | 12.614 | 4.932 | 0.110 |
| kron_logn 17 | 0.606 | 0.607 | 0.237 | 0.180 | 0.092 | 4.040 | 1.001 | 3.617 | 0.482 | 1.326 | 1.258 | 1.333 | 0.389 | 0.176 | 0.097 | 10.361 | 2.362 | 5.061 | 0.932 | 0.173 |
| kron_logn20 | 7.327 | 4.273 | 3.998 | 0.276 | 0.150 | 53.853 | 26.239 | 59.319 | 26.638 | 2.430 | 23.183 | 12.651 | 11.753 | 0.285 | 0.207 | 171.584 | 82.016 | 187.036 | 81.384 | 0.393 |
| kron_logn21 | 10.364 | 2.458 | 1.064 | 0.311 | 0.179 | 44.566 | 27.592 | 33.318 | 17.089 |  | 33.677 | 7.806 | 3.085 | 0.323 | 0.266 | 153.798 | 97.018 | 102.013 | 56.982 |  |
| randn20-21 | 0.260 | 0.419 | 0.306 | 0.284 | 0.152 | 0.224 | 0.189 | 0.056 | 0.116 | 1.771 | 0.795 | 0.710 | 0.560 | 0.391 | 0.291 | 1.387 | 1.005 | 0.466 | 0.420 | 0.372 |
| randn20-22 | 3.007 | 2.552 | 2.363 | 0.431 | 0.339 | 2.494 | 2.445 | 0.355 | 0.420 | 1.060 | 19.356 | 12.227 | 12.090 | 0.806 | 0.824 | 28.163 | 28.046 | 4.882 | 4.904 | 0.338 |
| randn20-23 | 110.867 | 42.880 | 42.520 | 2.963 | 2.405 | 278.295 | 279.266 | 89.953 | 87.178 | 5.242 | 477.009 | 141.865 | 140.705 | 3.977 | 3.715 | 1794.9251 | 805.922 | 511.440 | 497.870 | 0.355 |
| randn23-24 | 0.355 | 1.033 | 0.784 | 0.413 | 0.224 | 0.310 | 0.266 | 0.056 | 0.171 |  | 1.073 | 0.928 | 0.739 | 0.553 | 0.401 | 1.819 | 1.314 | 0.580 | 0.547 |  |
| randn23-25 | 4.160 | 3.916 | 3.671 | 0.555 | 0.433 | 3.323 | 3.230 | 0.419 | 0.540 |  | 27.927 | 16.212 | 16.092 | 0.901 | 0.920 | 36.916 | 36.914 | 6.130 | 6.175 |  |
| delaunay_n15 | 0.133 | 0.175 | 0.077 | 0.133 | 0.054 | 0.229 | 0.102 | 0.091 | 0.045 | 0.064 | 0.685 | 0.166 | 0.120 | 0.129 | 0.080 | 2.846 | 1.406 | 0.420 | 0.307 | 0.056 |
| delaunay_n20 | 0.236 | 0.408 | 0.226 | 0.295 | 0.139 | 0.363 | 0.176 | 0.058 | 0.118 | 0.992 | 1.639 | 0.361 | 0.301 | 0.368 | 0.292 | 4.800 | 3.318 | 1.128 | 0.982 | 0.384 |
| delaunay_n22 | 0.280 | 0.650 | 0.315 | 0.373 | 0.181 | 0.417 | 0.220 | 0.056 | 0.154 |  | 1.856 | 0.430 | 0.371 | 0.478 | 0.377 | 4.900 | 3.731 | 1.502 | 1.354 |  |
| citeseer.scc | 0.057 | 0.077 | 0.057 | 0.235 | 0.057 | 0.050 | 0.057 | 0.043 | 0.057 | 1.323 | 0.105 | 0.095 | 0.106 | 0.294 | 0.106 | 0.243 | 0.106 | 0.124 | 0.106 | 0.385 |
| citeseerx | 0.208 | 0.253 | 0.238 | 0.369 | 0.138 | 0.164 | 0.163 | 0.079 | 0.134 |  | 0.397 | 0.204 | 0.179 | 0.386 | 0.121 | 1.407 | 0.301 | 0.890 | 0.227 |  |
| cit-Patents | 4.107 | 3.029 | 2.857 | 0.532 | 0.329 | 3.998 | 3.889 | 0.680 | 0.743 |  | 121.444 | 60.488 | 59.975 | 1.301 | 1.255 | 236.166 | 240.466 | 59.523 | 58.810 |  |
| go_uniprot | 0.108 | 0.123 | 0.103 | 0.394 | 0.101 | 0.069 | 0.101 | 0.042 | 0.101 |  | 103.633 | 0.411 | 0.348 | 0.485 | 0.288 | 0.610 | 0.435 | 0.378 | 0.337 |  |
| uniprotenc_22m | 0.067 | 0.068 | 0.068 | 0.260 | 0.068 | 0.045 | 0.068 | 0.043 | 0.068 |  | 0.093 | 0.099 | 0.092 | 0.277 | 0.092 | 0.213 | 0.092 | 0.130 | 0.092 |  |
| uniprotenc_100m | 0.132 | 0.165 | 0.134 | 0.419 | 0.134 | 0.098 | 0.134 | 0.043 | 0.134 |  | 0.149 | 0.152 | 0.148 | 0.450 | 0.148 | 0.342 | 0.148 | 0.149 | 0.148 |  |
| uniprotenc_150m | 0.154 | 0.210 | 0.156 | 0.454 | 0.156 | 0.116 | 0.156 | 0.044 | 0.156 |  | 0.170 | 0.172 | 0.170 | 0.499 | 0.170 | 0.383 | 0.170 | 0.152 | 0.170 |  |
| go sub | 0.034 | 0.046 | 0.025 | 0.064 | 0.023 | 0.054 | 0.030 | 0.076 | 0.022 | 0.027 | 0.122 | 0.099 | 0.060 | 0.077 | 0.041 | 1.259 | 0.247 | 0.212 | 0.091 | 0.021 |
| pubmed_sub | 0.083 | 0.083 | 0.061 | 0.077 | 0.038 | 0.070 | 0.054 | 0.118 | 0.033 | 0.030 | 0.318 | 0.296 | 0.205 | 0.089 | 0.059 | 0.740 | 0.316 | 0.497 | 0.220 | 0.026 |
| yago_sub | 0.025 | 0.031 | 0.018 | 0.064 | 0.018 | 0.022 | 0.018 | 0.061 | 0.016 | 0.027 | 0.092 | 0.070 | 0.051 | 0.076 | 0.041 | 0.188 | 0.081 | 0.147 | 0.064 | 0.023 |
| citeseer_sub | 0.085 | 0.092 | 0.060 | 0.083 | 0.041 | 0.076 | 0.056 | 0.088 | 0.030 | 0.033 | 0.338 | 0.196 | 0.146 | 0.095 | 0.066 | 0.634 | 0.347 | 0.320 | 0.179 | 0.029 |
| arXiv | 0.379 | 0.377 | 0.253 | 0.085 | 0.049 | 1.215 | 0.622 | 1.774 | 0.322 | 0.026 | 0.743 | 0.752 | 0.433 | 0.068 | 0.049 | 3.424 | 1.606 | 1.795 | 0.877 | 0.023 |
| amaze | 0.015 | 0.017 | 0.014 | 0.041 | 0.014 | 0.030 | 0.014 | 1.262 | 0.014 | 0.019 | 0.015 | 0.020 | 0.015 | 0.039 | 0.015 | 0.057 | 0.015 | 0.086 | 0.015 | 0.015 |
| kegg | 0.015 | 0.017 | 0.015 | 0.043 | 0.015 | 0.035 | 0.015 | 1.542 | 0.015 | 0.018 | 0.016 | 0.020 | 0.015 | 0.039 | 0.015 | 0.060 | 0.015 | 0.086 | 0.015 | 0.015 |
| nasa | 0.026 | 0.030 | 0.023 | 0.054 | 0.021 | 0.041 | 0.024 | 0.094 | 0.019 | 0.024 | 0.048 | 0.051 | 0.037 | 0.056 | 0.025 | 0.838 | 0.088 | 0.209 | 0.036 | 0.019 |
| xmark | 0.029 | 0.030 | 0.023 | 0.059 | 0.023 | 0.049 | 0.029 | 0.188 | 0.020 | 0.025 | 0.037 | 0.046 | 0.029 | 0.053 | 0.022 | 0.239 | 0.040 | 1.118 | 0.024 | 0.020 |
| vchocyc | 0.017 | 0.016 | 0.017 | 0.058 | 0.016 | 0.014 | 0.016 | 0.059 | 0.016 | 0.031 | 0.020 | 0.025 | 0.019 | 0.056 | 0.019 | 0.136 | 0.019 | 0.080 | 0.020 | 0.023 |
| mtbrv | 0.016 | 0.016 | 0.017 | 0.058 | 0.016 | 0.013 | 0.016 | 0.060 | 0.016 | 0.031 | 0.021 | 0.026 | 0.020 | 0.056 | 0.020 | 0.132 | 0.021 | 0.085 | 0.020 | 0.024 |
| anthra | 0.017 | 0.019 | 0.017 | 0.064 | 0.017 | 0.013 | 0.017 | 0.054 | 0.017 | 0.035 | 0.020 | 0.027 | 0.019 | 0.061 | 0.020 | 0.161 | 0.020 | 0.075 | 0.020 | 0.025 |
| ecoo | 0.017 | 0.018 | 0.017 | 0.064 | 0.017 | 0.013 | 0.017 | 0.056 | 0.017 | 0.035 | 0.020 | 0.027 | 0.020 | 0.060 | 0.020 | 0.148 | 0.020 | 0.088 | 0.020 | 0.026 |
| agrocyc | 0.017 | 0.018 | 0.018 | 0.064 | 0.018 | 0.014 | 0.017 | 0.055 | 0.017 | 0.036 | 0.020 | 0.027 | 0.020 | 0.061 | 0.020 | 0.143 | 0.020 | 0.100 | 0.020 | 0.026 |
| human | 0.024 | 0.026 | 0.026 | 0.109 | 0.026 | 0.015 | 0.026 | 0.048 | 0.026 | 0.074 | 0.028 | 0.033 | 0.027 | 0.108 | 0.027 | 0.159 | 0.027 | 0.091 | 0.027 | 0.046 |
| p2p-Gnutella31 | 0.030 | 0.034 | 0.031 | 0.123 | 0.030 | 0.019 | 0.030 | 0.104 | 0.030 | 0.102 | 0.033 | 0.037 | 0.032 | 0.126 | 0.032 | 0.116 | 0.033 | 0.173 | 0.032 | 0.072 |
| email-EuAll | 0.058 | 0.069 | 0.056 | 0.175 | 0.057 | 0.075 | 0.057 | 0.451 | 0.056 | 5.497 | 0.062 | 0.072 | 0.060 | 0.200 | 0.060 | 0.218 | 0.061 | 0.134 | 0.060 | 0.318 |
| web-Google | 0.081 | 0.094 | 0.079 | 0.204 | 0.079 | 0.147 | 0.079 | 1.187 | 0.074 | 1.461 | 0.075 | 0.084 | 0.071 | 0.224 | 0.072 | 0.292 | 0.073 | 0.157 | 0.070 | 0.262 |
| soc-LiveJournal1 | 0.075 | 0.077 | 0.074 | 0.239 | 0.076 | 0.152 | 0.075 | 1.668 | 0.073 | 3.074 | 0.080 | 0.089 | 0.077 | 0.260 | 0.078 | 0.274 | 0.078 | 0.135 | 0.077 | 0.390 |
| wiki-Talk | 0.076 | 0.075 | 0.076 | 0.278 | 0.076 | 0.054 | 0.076 | 0.105 | 076 |  | 0.087 | 0.095 | 0.088 | 0.319 | 0.088 | 0.228 | 0.088 | 0.123 | 0.088 |  |
| Min | 0.015 | 0.016 | 0.014 | 0.041 | 0.014 | 0.013 | 0.014 | 0.042 | 0.014 |  | 0.015 | ${ }^{0} 020$ | 0.015 | 0.039 | 0.015 | 0.057 | 0.015 | 0.075 | 0.015 |  |
| Average | 3.523 | 1.596 | 1.483 | 0.271 | 0.149 | 9.778 | 8.516 | 5.063 | 3.361 |  | 19.964 | 6.351 | 6.102 | 0.352 | 0.258 | 60.352 | 56.433 | 22.002 | 17.541 |  |
| Max | 110.867 | 42.880 | 42.520 | 2.963 | 2.405 | 278.295 | 279.266 | 89.953 | 87.178 |  | 477.009 | 141.865 | 140.705 | 3.977 | 3.715 | 1794.9251 | 805.922 | 511.440 | 497.870 |  |



Table A. 9 Average query times in $\mu$ s for 100000 negative (left) and positive queries (right). Highlighted results are the overall best/second-best after Matrix per query set over all tested algorithms.

| Instance | TF | $\begin{gathered} \mathrm{O}^{\prime} \mathrm{R}+ \\ \mathrm{TF} \end{gathered}$ | IP (s) | $\begin{aligned} & 0^{\prime} R+ \\ & \operatorname{IP}(s) \end{aligned}$ | $\leftarrow$ negative positive $\rightarrow$ |  |  |  | IP (s) | $\begin{aligned} & 0^{\prime} R+ \\ & \text { IP (s) } \end{aligned}$ | BFL (s) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~s}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | BFL (s) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \mathrm{BFL}(\mathrm{~s}) \end{gathered}$ | TF | $\begin{gathered} \mathrm{O}^{\prime} \mathrm{R}+ \\ \mathrm{TF} \end{gathered}$ |  |  |  |  |
| kron_logn12 | 0.448 | 0.150 | 0.025 | 0.025 | 0.074 | 0.039 | 2.222 | 0.966 | 2.214 | 0.903 | 3.100 | 0.992 |
| kron_logn16 |  |  | 0.072 | 0.106 | 0.177 | 0.179 |  |  | 29.244 | 12.765 | 23.413 | 9.661 |
| kron_logn17 |  |  | 0.091 | 0.124 | 0.111 | 0.119 |  |  | 27.734 | 6.396 | 9.437 | 1.835 |
| kron_logn20 |  |  | 0.164 | 0.195 | 0.351 | 0.388 |  |  | 345.677 | 167.109 | 341.645 | 154.522 |
| kron_logn21 |  |  | 0.204 | 0.249 | 0.225 | 0.281 |  |  | 316.522 | 191.688 | 184.889 | 105.423 |
| randn20-21 | 0.287 | 0.150 | 0.319 | 0.223 | 0.044 | 0.123 | 0.501 | 0.364 | 2.832 | 1.815 | 0.837 | 0.687 |
| randn20-22 | 0.449 | 0.299 | 4.248 | 4.126 | 0.840 | 0.898 | 1.337 | 1.160 | 84.935 | 83.959 | 18.779 | 18.685 |
| randn20-23 |  |  | 198.518 | 188.459 | 96.362 | 95.814 |  |  | 4720.272 | 4656.298 | 1683.9891 | 656.785 |
| randn23-24 | 0.438 | 0.211 | 0.453 | 0.328 | 0.046 | 0.171 | 0.732 | 0.513 | 3.785 | 2.635 | 1.045 | 0.880 |
| randn23-25 | 0.607 | 0.396 | 5.394 | 5.178 | 0.950 | 1.064 | 1.589 | 1.404 | 113.423 | 112.633 | 23.804 | 23.875 |
| delaunay_n15 | 0.150 | 0.055 | 0.336 | 0.120 | 0.040 | 0.045 | 0.243 | 0.181 | 5.105 | 2.385 | 0.655 | 0.490 |
| delaunay_n20 | 0.367 | 0.141 | 0.588 | 0.223 | 0.038 | 0.124 | 0.664 | 0.495 | 8.549 | 5.864 | 2.085 | 1.739 |
| delaunay_n22 | 0.475 | 0.177 | 0.667 | 0.266 | 0.039 | 0.154 | 0.818 | 0.635 | 8.575 | 6.658 | 2.818 | 2.403 |
| citeseer.scc | 0.023 | 0.056 | 0.052 | 0.056 | 0.034 | 0.056 | 0.301 | 0.112 | 0.320 | 0.112 | 0.154 | 0.112 |
| citeseerx | 0.450 | 0.152 | 0.183 | 0.183 | 0.063 | 0.154 | 2.615 | 0.154 | 2.792 | 0.678 | 2.007 | 0.482 |
| cit-Patents | 1.078 | 0.533 | 6.259 | 6.049 | 1.845 | 1.904 | 10.640 | 9.168 | 701.034 | 708.037 | 245.211 | 244.524 |
| go_uniprot | 0.115 | 0.107 | 0.069 | 0.098 | 0.033 | 0.098 | 44.738 | 32.490 | 0.924 | 0.637 | 0.613 | 0.488 |
| uniprotenc_22m | 0.080 | 0.066 | 0.045 | 0.066 | 0.033 | 0.066 | 0.180 | 0.072 | 0.332 | 0.072 | 0.174 | 0.072 |
| uniprotenc_100m | 0.187 | 0.131 | 0.099 | 0.131 | 0.033 | 0.131 | 0.348 | 0.118 | 0.497 | 0.118 | 0.201 | 0.118 |
| uniprotenc_150m | 0.229 | 0.153 | 0.117 | 0.153 | 0.034 | 0.153 | 0.411 | 0.139 | 0.551 | 0.139 | 0.208 | 0.139 |
| go_sub | 0.042 | 0.026 | 0.089 | 0.039 | 0.044 | 0.025 | 0.338 | 0.076 | 4.302 | 0.685 | 0.385 | 0.158 |
| pubmed_sub | 0.069 | 0.047 | 0.070 | 0.066 | 0.055 | 0.044 | 0.228 | 0.160 | 1.482 | 0.714 | 1.260 | 0.535 |
| yago_sub | 0.024 | 0.023 | 0.026 | 0.024 | 0.037 | 0.021 | 0.085 | 0.060 | 0.250 | 0.113 | 0.178 | 0.091 |
| citeseer_sub | 0.066 | 0.038 | 0.100 | 0.066 | 0.046 | 0.030 | 0.155 | 0.121 | 1.247 | 0.666 | 0.600 | 0.317 |
| arXiv | 0.681 | 0.255 | 0.354 | 0.283 | 0.173 | 0.136 | 1.470 | 0.915 | 6.698 | 3.161 | 4.315 | 2.034 |
| amaze | 0.011 | 0.013 | 0.011 | 0.013 | 0.039 | 0.013 | 0.022 | 0.009 | 0.083 | 0.009 | 0.071 | 0.009 |
| kegg | 0.013 | 0.015 | 0.015 | 0.015 | 0.041 | 0.015 | 0.021 | 0.009 | 0.086 | 0.009 | 0.068 | 0.009 |
| nasa | 0.039 | 0.026 | 0.046 | 0.034 | 0.042 | 0.026 | 0.130 | 0.025 | 2.216 | 0.166 | 0.307 | 0.048 |
| xmark | 0.040 | 0.025 | 0.047 | 0.033 | 0.043 | 0.023 | 0.081 | 0.020 | 0.461 | 0.049 | 2.160 | 0.022 |
| vchocyc | 0.031 | 0.017 | 0.015 | 0.017 | 0.037 | 0.017 | 0.076 | 0.014 | 0.571 | 0.015 | 0.080 | 0.015 |
| mtbrv | 0.026 | 0.018 | 0.015 | 0.018 | 0.037 | 0.018 | 0.071 | 0.016 | 0.569 | 0.019 | 0.078 | 0.017 |
| anthra | 0.033 | 0.019 | 0.014 | 0.019 | 0.037 | 0.019 | 0.307 | 0.014 | 0.385 | 0.015 | 0.067 | 0.014 |
| ecoo | 0.034 | 0.019 | 0.015 | 0.019 | 0.038 | 0.019 | 0.100 | 0.014 | 0.308 | 0.015 | 0.084 | 0.014 |
| agrocyc | 0.035 | 0.021 | 0.015 | 0.021 | 0.037 | 0.021 | 0.402 | 0.014 | 0.559 | 0.015 | 0.118 | 0.014 |
| human | 0.040 | 0.033 | 0.015 | 0.033 | 0.035 | 0.033 | 0.496 | 0.022 | 0.328 | 0.022 | 0.096 | 0.022 |
| p2p-Gnutella31 | 0.047 | 0.037 | 0.017 | 0.037 | 0.035 | 0.036 | 0.115 | 0.026 | 0.173 | 0.026 | 0.215 | 0.026 |
| email-EuAll | 0.036 | 0.061 | 0.056 | 0.062 | 0.035 | 0.061 | 0.168 | 0.042 | 0.334 | 0.042 | 0.160 | 0.042 |
| web-Google | 0.135 | 0.074 | 0.086 | 0.077 | 0.039 | 0.070 | 0.246 | 0.048 | 0.442 | 0.048 | 0.202 | 0.048 |
| soc-LiveJournal1 | 0.099 | 0.071 | 0.057 | 0.072 | 0.034 | 0.069 | 0.298 | 0.058 | 0.432 | 0.058 | 0.170 | 0.058 |
| wiki-Talk | 0.095 | 0.083 | 0.050 | 0.083 | 0.033 | 0.083 | 0.297 | 0.057 | 0.344 | 0.057 | 0.127 | 0.057 |
| Min |  |  | 0.011 | 0.013 | 0.033 | 0.013 |  |  | 0.083 | 0.009 | 0.067 | 0.009 |
| Average |  |  | 5.342 | 5.059 | 2.496 | 2.506 |  |  | 156.016 | 145.532 | 62.338 | 54.329 |
| Max |  |  | 198.518 | 188.459 | 96.362 | 95.814 |  |  | 4720.272 | 4656.298 | 1683.9891 | 656.785 |
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Table A. 10 Average query times in $\mu \mathrm{s}$ for 100000 random (left) and 200000 mixed queries (right). Highlighted results are the overall best/second-best after Matrix per query set over all tested algorithms.

| Instance | $\begin{array}{cc}\text { TF } & \mathrm{O}^{\prime} \mathrm{R}+ \\ \mathrm{TF}\end{array}$ |  | IP (s) | $\begin{aligned} & 0^{\prime} R+ \\ & \text { IP (s) } \end{aligned}$ | $\leftarrow$ random mixed $\rightarrow$ |  |  |  | IP (s) | $\begin{aligned} & 0^{\prime} R+ \\ & \operatorname{IP}(\mathrm{s}) \end{aligned}$ | BFL (s) | $\begin{gathered} 0^{\prime} \mathrm{R}+ \\ \operatorname{BFL}(\mathrm{s}) \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | BFL (s) |  | $\begin{gathered} 0, R+ \\ \operatorname{BFL}(\mathrm{s}) \end{gathered}$ | TF | $\begin{gathered} \mathrm{O}^{\prime} \mathrm{R}+ \\ \mathrm{TF} \end{gathered}$ |  |  |  |  |
| kron_logn12 | 0.995 | 0.385 |  | 0.631 | 0.269 | 2.933 | 0.297 | 1.349 | 0.564 | 1.128 | 0.469 | 1.594 | 0.520 |
| kron_logn16 |  |  | 6.212 | 2.731 | 6.794 | 2.148 |  |  | 14.705 | 6.440 | 11.845 | 4.923 |
| kron_- $\operatorname{logn17}$ |  |  | 5.507 | 1.385 | 3.515 | 0.508 |  |  | 13.973 | 3.269 | 4.795 | 0.983 |
| kron_logn20 |  |  | 54.122 | 26.731 | 54.180 | 25.126 |  |  | 173.231 | 83.873 | 170.936 | 77.473 |
| kron_-logn21 |  |  | 45.584 | 27.339 | 30.225 | 15.939 |  |  | 158.059 | 95.937 | 92.489 | 52.906 |
| randn20-21 | 0.293 | 0.147 | 0.329 | 0.228 | 0.047 | 0.118 | 0.413 | 0.269 | 1.593 | 1.160 | 0.450 | 0.417 |
| randn20-22 | 0.452 | 0.297 | 4.161 | 3.978 | 0.840 | 0.895 | 0.921 | 0.747 | 44.638 | 43.895 | 9.833 | 9.813 |
| randn20-23 |  |  | 393.758 | 382.669 | 161.427 | 157.768 |  |  | 2454.174 | 2367.299 | 891.487 | 879.033 |
| randn23-24 | 0.449 | 0.218 | 0.450 | 0.306 | 0.044 | 0.173 | 0.610 | 0.377 | 2.139 | 1.513 | 0.556 | 0.542 |
| randn23-25 | 0.619 | 0.405 | 5.551 | 4.324 | 0.993 | 1.106 | 1.131 | 0.919 | 59.395 | 59.119 | 12.398 | 12.506 |
| delaunay_n15 | 0.168 | 0.055 | 0.371 | 0.135 | 0.077 | 0.045 | 0.212 | 0.116 | 2.742 | 1.292 | 0.359 | 0.271 |
| delaunay_n20 | 0.372 | 0.138 | 0.604 | 0.217 | 0.041 | 0.118 | 0.533 | 0.330 | 4.657 | 3.064 | 1.075 | 0.946 |
| delaunay_n22 | 0.479 | 0.180 | 0.671 | 0.265 | 0.040 | 0.154 | 0.669 | 0.415 | 4.744 | 3.268 | 1.429 | 1.290 |
| citeseer.scc | 0.029 | 0.057 | 0.052 | 0.057 | 0.035 | 0.057 | 0.215 | 0.106 | 0.213 | 0.106 | 0.104 | 0.106 |
| citeseerx | 0.448 | 0.149 | 0.184 | 0.174 | 0.078 | 0.143 | 1.587 | 0.164 | 1.543 | 0.440 | 1.048 | 0.329 |
| cit-Patents | 1.064 | 0.525 | 6.626 | 6.270 | 1.869 | 1.911 | 5.937 | 4.717 | 353.571 | 343.027 | 123.587 | 123.261 |
| go_uniprot | 0.109 | 0.101 | 0.069 | 0.101 | 0.033 | 0.101 | 22.618 | 16.328 | 0.540 | 0.397 | 0.342 | 0.322 |
| uniprotenc_22m | 0.081 | 0.068 | 0.046 | 0.068 | 0.033 | 0.068 | 0.163 | 0.092 | 0.213 | 0.092 | 0.104 | 0.092 |
| uniprotenc_100m | 0.191 | 0.134 | 0.098 | 0.134 | 0.033 | 0.134 | 0.311 | 0.148 | 0.337 | 0.148 | 0.124 | 0.148 |
| uniprotenc_150m | 0.236 | 0.156 | 0.118 | 0.156 | 0.034 | 0.156 | 0.365 | 0.170 | 0.382 | 0.170 | 0.126 | 0.170 |
| go_sub | 0.047 | 0.023 | 0.091 | 0.039 | 0.063 | 0.022 | 0.196 | 0.052 | 2.166 | 0.351 | 0.220 | 0.094 |
| pubmed_sub | 0.080 | 0.042 | 0.084 | 0.062 | 0.115 | 0.039 | 0.158 | 0.103 | 0.787 | 0.398 | 0.667 | 0.290 |
| yago_sub | 0.030 | 0.018 | 0.027 | 0.019 | 0.050 | 0.016 | 0.062 | 0.043 | 0.145 | 0.070 | 0.115 | 0.059 |
| citeseer_sub | 0.077 | 0.040 | 0.106 | 0.068 | 0.078 | 0.031 | 0.119 | 0.083 | 0.693 | 0.364 | 0.330 | 0.179 |
| arXiv | 0.751 | 0.311 | 1.291 | 0.674 | 1.929 | 0.408 | 1.112 | 0.545 | 3.571 | 1.832 | 2.253 | 1.088 |
| amaze | 0.019 | 0.014 | 0.028 | 0.014 | 1.232 | 0.014 | 0.024 | 0.015 | 0.053 | 0.015 | 0.061 | 0.015 |
| kegg | 0.020 | 0.015 | 0.034 | 0.015 | 1.545 | 0.015 | 0.024 | 0.015 | 0.056 | 0.015 | 0.060 | 0.015 |
| nasa | 0.044 | 0.020 | 0.055 | 0.027 | 0.083 | 0.019 | 0.092 | 0.026 | 1.150 | 0.100 | 0.181 | 0.037 |
| xmark | 0.044 | 0.022 | 0.053 | 0.029 | 0.174 | 0.020 | 0.067 | 0.025 | 0.261 | 0.043 | 1.106 | 0.025 |
| vchocyc | 0.037 | 0.016 | 0.016 | 0.016 | 0.049 | 0.016 | 0.063 | 0.019 | 0.294 | 0.019 | 0.064 | 0.020 |
| mtbrv | 0.031 | 0.016 | 0.016 | 0.016 | 0.050 | 0.016 | 0.058 | 0.020 | 0.307 | 0.021 | 0.063 | 0.020 |
| anthra | 0.041 | 0.017 | 0.014 | 0.017 | 0.045 | 0.017 | 0.183 | 0.019 | 0.219 | 0.020 | 0.056 | 0.020 |
| ecoo | 0.043 | 0.017 | 0.015 | 0.017 | 0.045 | 0.017 | 0.079 | 0.020 | 0.165 | 0.020 | 0.065 | 0.020 |
| agrocyc | 0.043 | 0.017 | 0.018 | 0.018 | 0.046 | 0.017 | 0.232 | 0.020 | 0.287 | 0.020 | 0.082 | 0.020 |
| human | 0.051 | 0.026 | 0.015 | 0.026 | 0.037 | 0.026 | 0.290 | 0.027 | 0.184 | 0.027 | 0.070 | 0.027 |
| p2p-Gnutella31 | 0.058 | 0.030 | 0.019 | 0.030 | 0.093 | 0.030 | 0.102 | 0.032 | 0.106 | 0.033 | 0.138 | 0.032 |
| email-EuAll | 0.059 | 0.057 | 0.074 | 0.057 | 0.452 | 0.056 | 0.150 | 0.060 | 0.213 | 0.061 | 0.103 | 0.060 |
| web-Google | 0.175 | 0.078 | 0.147 | 0.080 | 1.231 | 0.074 | 0.229 | 0.072 | 0.285 | 0.073 | 0.127 | 0.070 |
| soc-LiveJournal1 | 0.172 | 0.075 | 0.148 | 0.075 | 1.748 | 0.073 | 0.246 | 0.078 | 0.266 | 0.078 | 0.105 | 0.077 |
| wiki-Talk | 0.102 | 0.076 | 0.054 | 0.076 | 0.093 | 0.076 | 0.253 | 0.088 | 0.221 | 0.088 | 0.093 | 0.088 |
| Min |  |  | 0.014 | 0.014 | 0.033 | 0.014 |  |  | 0.053 | 0.015 | 0.056 | 0.015 |
| Average |  |  | 12.865 | 11.193 | 6.645 | 5.073 |  |  | 80.572 | 73.625 | 32.456 | 28.496 |
| Max |  |  | 393.758 | 382.669 | 161.427 | 157.768 |  |  | 2454.174 | 2367.299 | 891.487 | 879.033 |


[^0]:    ${ }^{1}$ Otherwise, $\frac{1}{n} \leq \rho$.

[^1]:    ${ }^{2}$ Source code and instances are available from https://oreach.taa.univie.ac.at.
    ${ }^{3}$ Provided directly by the authors.
    ${ }^{4}$ https://github.com/fiji-flo/preach2014/tree/master/original_code
    ${ }^{5}$ https://github.com/datourat/IP-label-for-graph-reachability
    ${ }_{7}^{6}$ https://github.com/BoleynSu/bfl
    7 https://code.google.com/archive/p/grail/

