Abstract

The scheduling of parallel real-time tasks enables the efficient utilization of modern multiprocessor platforms for systems with real-time constraints. In this situation, the gang task model, in which each parallel sub-job has to be executed simultaneously, has shown significant performance benefits due to reduced context switches and more efficient intra-task synchronization.

In this paper, we provide the first schedulability analysis for sporadic constrained-deadline gang task systems and propose a novel stationary gang scheduling algorithm. We show that the schedulability problem of gang task sets can be reduced to the uniprocessor self-suspension schedulability problem. Furthermore, we provide a class of partitioning algorithms to find a stationary gang assignment and show that it bounds the worst-case interference of each task. To demonstrate the effectiveness of our proposed approach, we evaluate it for implicit-deadline systems using randomized task sets under different settings, showing that our approach outperforms the state-of-the-art.

1 Introduction

In hard real-time systems, it is mandatory to verify the temporal behavior of the application, e.g., the compliance to deadline constraints, by means of timing analysis. Due to the high computational demands of modern real-time systems, multiprocessor platforms are increasingly utilized since they potentially allow parallel tasks to be executed efficiently. In parallel task scheduling, inter- and intra-task parallelism has to be considered in the timing analysis, where inter-task parallelism refers to the co-scheduling of different tasks and intra-task parallelism refers to parallel execution of a single task. In the context of task models for parallel computing, fork/join models [26], synchronous parallel task models, and DAG (directed-acyclic graph) based task models [4, 5, 10, 11, 18, 19, 28] have been proposed and analyzed with respect to real-time constraints.
The scheduling algorithms for parallel tasks can be classified into three models: *rigid*, *moldable*, and *malleable* tasks. A parallel task is called *rigid* if the number of processors assigned to it is specified externally to the scheduler a priori and does not change throughout its execution; *moldable* if the number of processors assigned to it is determined by the scheduler and does not change throughout its execution; and *malleable* if the number of processors assigned to it can be changed by the scheduler during its execution. Such classifications can be found in the literature of multiprocessor scheduling and real-time systems such as [20].

In the gang task model, a set of threads is grouped together into a so called *gang* with the additional constraint that all threads of a gang must be co-scheduled at the same time on available processors. It has been demonstrated that gang-based parallel computing can improve the performance in many cases [17, 23]. Even more, Wasly et al. [32] provided experimental evidence of negative effects of non-gang scheduling with respect to the number of context-switches and increased thread execution time due to blocking when threads are not executed together. Moreover, the authors argue that by scheduling all threads of a task in parallel, the communication time can be easily accounted for, given that the inter-processor interconnect provides real-time bounds. Due to its practicability, the gang model is supported by many parallel computing standards, e.g., MPI, OpenMP, Open ACC, or GPU computing.

One advantage of the rigid gang model is that the interference caused by shared resource and intra-task parallelism can potentially be quantified better, thus reducing the worst-case execution time of the gang. Within a gang, co-scheduling of memory accesses and computation is possible, which can also potentially reduce the worst-case execution time of the gang. Specifically, one strict view of this is the RT-Gang model by Ali and Yun [1], in which all processors are allocated to a gang at the same time.

The computational complexity of the rigid gang scheduling problem was studied back in 1980s. Specifically, it has been shown that finding the optimal schedule for the rigid gang scheduling problem is \(NP\)-hard in the strong sense even when all the tasks have the same period and the same deadline [25]. Even simpler cases, like three machines [9] or unit execution time per task [22] are also shown to be \(NP\)-hard in the strong sense.

To schedule a set of *ordinary* periodic [27] or sporadic [29] real-time tasks on a multi-processor platform, three paradigms have been widely adopted: partitioned, global, and semi-partitioned multiprocessor scheduling. A comprehensive survey can be found in [15]. For the rigid gang scheduling problem, the three scheduling paradigms are slightly modified and called *stationary*, *global*, and *semi-stationary* (rigid) gang scheduling. The *stationary* gang scheduling paradigm statically assigns a gang task to a set of processors, in which the cardinality of the set is equal to the gang size of the task. After this assignment is done, a gang task is only eligible to be executed on stationary processors assigned to it. The *semi-stationary* scheduling paradigm allows a gang task to execute on any subset of processors within a given set of processors that is larger than the gang size itself. That is, it allows a job of the gang task to migrate from one subset of processors to another sub set of the given processors at any time. The *global* rigid gang scheduler allows a gang task to migrate to any available set of processors as long as the gang size constraints are met.

Note that when the gang size is 1 for each task (i.e., tasks are not executed in parallel and are ordinary periodic or sporadic tasks), the stationary, global, and semi-stationary gang scheduling paradigms correspond to the partitioned, global, and semi-partitioned multiprocessor scheduling paradigms, respectively.

In real-time systems, rigid gang scheduling has been mostly studied under global earliest-deadline-first (EDF) scheduling, in which the set of processors used by a gang task is not fixed and can be dynamically reloaded at runtime, e.g., [16, 24, 30]. Specifically, in [24], the authors...
extended Baruah’s [3] multiprocessor global EDF analysis for ordinary sporadic real-time tasks to deal with global EDF gang scheduling, which has been disproved by Richard et al. [30]. The only valid analysis for global EDF gang scheduling is from Dong and Liu [16] and restricted to implicit-deadline sporadic real-time rigid gang task systems. They provide two utilization-based analyses, one optimized and one approximated.

Goossens and Richard [20] studied fixed-priority scheduling for the rigid gang scheduling problem for implicit-deadline periodic real-time task systems. They presented two algorithms, one based on linear programming and another based on a heuristic algorithm, providing exact and sufficient schedulability tests. Moreover, algorithms based on deadline partitioning (DP-Fair) for periodic gang systems have been proposed. However, the many preemptions of DP-Fair make this algorithm impractical and the complexity of the proposed algorithms is high especially for a large number of processors. The authors themselves discuss the problems to extend their algorithms to sporadic job arrival sequences due to its non-determinism.

For classical multiprocessor scheduling, it has been recently shown that global static-priority scheduling [31] and global EDF as well as global FIFO scheduling [8] are dominated by partitioned scheduling under state-of-the-art efficient sufficient schedulability tests, e.g., [6, 21]. The main reason is due to the inherited pessimism in those tests, which all stem from the work by Baker [2]. Hence, they all use carry-in interference to compensate the lack of a critical instant theorem and divide the higher-priority interference by the number of processors, i.e., they have a multiplicative factor of $1/M$ in the corresponding analyses. We note that the factor $1/M$ also appears in the schedulability tests in [16].

Contributions: In this paper we explore stationary gang scheduling for a set of sporadic real-time tasks with constrained deadlines (i.e., the relative deadline of a task is no more than its minimum inter-arrival time) on a homogeneous symmetric multiprocessor system consisting of $M$ processors. We develop the corresponding schedulability analyses for fixed-priority scheduling and a heuristic algorithm for stationary gang assignments.

The contributions of this paper are as follows:

- We present schedulability tests for stationary gang assignments for constrained-deadline sporadic real-time tasks in Section 3. To the best of our knowledge, this is the first schedulability analysis that is capable of verifying the schedulability of sporadic constrained-deadline gang task systems, whilst the analysis in [16] is limited to implicit-deadline sporadic real-time rigid gang task systems and the algorithm in [20] is limited to implicit-deadline periodic tasks. Our success is due to the observation of self-suspension behavior in Section 3.2 and the recent improvement of optimizations and analyses for dynamic self-suspension task behavior [12, 13].

- We propose a class of partitioning algorithms based on the concept of consecutive stationary gang assignment in Section 4. Furthermore, we show that consecutive stationary gang assignments yield beneficial theoretical properties that can be used to upper-bound the worst-case interference suffered by any task according to the ratio of gang sizes of two tasks.

- In Section 5, we compare our algorithm to the state-of-the-art schedulability analysis for global EDF by Dong and Liu [16] by evaluation synthetically generated sporadic real-time task systems with implicit deadlines. The evaluation results show that our algorithm outperforms the algorithm by Dong and Liu [16]. Furthermore, we conducted evaluations for constrained-deadline task systems and observe reasonable schedulability.
2 System Model and Stationary GANG Scheduling

In this paper we consider a symmetric multiprocessor (SMP) system composed of $M$ identical processors and analyze the response-times of a gang task set with constrained deadlines using our proposed stationary gang scheduler.

We consider a set $\mathbb{T} = \{\tau_0, \tau_1, \ldots, \tau_{n-1}\}$ of $n$ constrained-deadline gang tasks to be scheduled on a set $\mathbb{P} = \{P_0, P_1, \ldots, P_{M-1}\}$ of $M$ identical processors using fixed-priority rigid gang schedulers under the additional constraint of stationary gang assignments. Each task has a fixed-priority that is inherited by each instantiated job. We use $\pi$ to denote the priority of task $\tau_i$ and say $\pi_j$ has higher priority than $\pi_i$ if and only if $\pi_j > \pi_i$. We assume that no two tasks have the same priority, i.e., there are sufficient priority levels. Moreover, each task is assigned and restricted to a subset of processor, namely its stationary gang assignment, to execute on. This subset does not change in time, i.e., it is rigid. Throughout this section, we will assume that a stationary gang assignment is given for each task and revisit the problem to generate provably good stationary assignments in Section 4.

Definition 1. A sporadic constrained-deadline gang task $\tau_i$ is defined by $(C_i, E_i, D_i, T_i)$ and releases an infinite number of task instances, called jobs. Each job of a task releases a gang of $E_i$ sub-jobs with worst-case execution time $C_i$, that have to be executed in parallel. That is, either all $E_i$ sub-jobs are scheduled simultaneously or none is. Hence, a total workload of $E_i \cdot C_i$ has to be executed in the time interval between job release and deadline. The period $T_i$ denotes the minimal inter-arrival time of two jobs of $\tau_i$ and each task has a relative deadline $D_i \leq T_i$. Moreover, the utilization of a gang task is given by $U_i = E_i \cdot C_i / T_i$.

This means that when a job of $\tau_i$ is released at time $t$, the subsequent job of $\tau_i$ must be released not earlier than at time $t + T_i$. Furthermore, to fulfill its timing constraints, this job must be able to finish its execution not later than its absolute deadline at time $t + D_i$. The response time of a job of $\tau_i$ is its finishing time minus its release time, and the worst-case response time $R_i$ of task $\tau_i$ under a given scheduling policy is the maximum response time of any job of $\tau_i$ for any job arrival sequence possible according to the parameters of tasks in $\mathbb{T}$.

We now define stationary gang assignment and the related schedules.

Definition 2. A stationary gang assignment $A_i \subseteq \{P_0, P_1, \ldots, P_{M-1}\}$ of a gang task $\tau_i$ is a subset of processors of size $|A_i| = E_i \leq M$, that are assigned to execute jobs of task $\tau_i$.

In order to formalize the properties of a fixed-priority stationary gang scheduler, we first formalize the definition of an arbitrary schedule.

Definition 3. A schedule $\sigma_{P_q} : \mathbb{R} \mapsto \mathbb{T} \cup \{\perp\}$ for a processor $P_q$ with $q \in \{0, \ldots, M-1\}$ is a mapping from the continuous time domain to the task that is executed at time $t$ or to $\perp$ if the processor idles, i.e.,

$$\sigma_{P_q} : \mathbb{R} \mapsto \mathbb{T} \cup \{\perp\}, \quad \sigma_{P_q}(t) = \begin{cases} \tau_i & \text{if task } \tau_i \text{ is executed on } P_q \text{ at time } t \\ \perp & \text{if } P_q \text{ is idle at time } t \end{cases} \tag{1}$$

Despite that a realistic schedule does not perform context switch arbitrarily, e.g., due to granularity determined by the system tick duration, our analysis can in general be applied in the continuous time domain. A stationary gang schedule is described as follows.

Definition 4. A schedule for a multiprocessor system satisfies the stationary gang property if for each task $\tau_i$ and its stationary gang assignment $A_i$, the following property holds:

$$\bigwedge_{P_q \in A_i} (\sigma_{P_q}(t) = \tau_i) \quad \text{if and only if } \tau_i \text{ is scheduled at time } t \tag{2}$$
Whenever we argue about schedules that satisfy the stationary gang property, we for example write $\sigma_{A_i}(t) = \tau_i$, if task $\tau_i$ is scheduled on all the processors in $P_q \in A_i$ at time $t$. Throughout this paper, we say that a gang task $\tau_i$ is active at time $t$ if a job of $\tau_i$ is released and not yet finished. The stationary gang scheduler then schedules all active tasks $\tau_i$ that are the highest-priority tasks with respect to all other tasks that use processors in $A_i$.

**Example 5.** Consider the stationary gang schedule illustrated in Figure 1 with two tasks $\tau_k$ and $\tau_i$ with the stationary gang assignments $A_k = \{P_2, P_3\}$ and $A_i = \{P_1, P_2, P_3\}$. Moreover, let $\pi_k < \pi_i$. Therefore $\tau_i$ that releases a job at time 1 preempts task $\tau_k$. Whenever $\tau_i$ is preempted on $A_i$, $\tau_k$ is the highest-priority task amongst all tasks that compete for processors $P_2$ and $P_3$ and is thus scheduled.

### 3 Schedulability Test for Stationary Gang Scheduling

This section presents the schedulability test for stationary gang scheduling, provided that each task $\tau_i$ has a predefined stationary gang assignment $A_i$. How to achieve good stationary gang assignments is discussed in Section 4. Throughout this section, our analysis focuses on the analysis to validate whether task $\tau_k$ can meet its deadline constraint, provided that the tasks with higher priorities than $\tau_k$ are validated beforehand. Hence, the validation of schedulability iterates from the highest-priority task to the lowest-priority task in $T$.

Towards this, we present methods to analyze the contention between a higher-priority task $\tau_i$ and the task $\tau_k$ under analysis in Section 3.1. Specifically, our result shows that $\tau_i$ can be considered as a self-suspending task under certain circumstances. Due to this observation that some higher-priority tasks can be transformed into self-suspending tasks, we employ existing suspension-aware schedulability analysis and present our schedulability test for stationary gang scheduling in Section 3.2.

#### 3.1 Contention Analysis

The preemptive fixed-priority stationary gang scheduler always schedules the active task $\tau_k$ that has the highest priority with respect to all other tasks that use processors in $A_k$.

**Definition 6.** The contention domain $\delta(A_k)$ of a set of processors $A_k$ is defined as

$$\delta(A_k) := \{\tau_i \in T | A_k \cap A_i \neq \emptyset\}$$

(3)

Based on this behavior, we can formalize the condition for a higher-priority task $\tau_i$ to be able to interfere with a task $\tau_k$ ($\pi_i > \pi_k$) as follows

$$\tau_i \text{ interferes with } \tau_k \iff \tau_i \in \delta(A_k)$$

(4)

This is simply due to the fact that a task $\tau_i$ is able to preempt another task $\tau_k$ if and only if it starts to be executed on a processor $P_q$ on which $\tau_k$ is assigned. In such a case, $P_q \in A_k$ and $P_q \in A_i$, and in conclusion $P_q \in A_k \cap A_i$, i.e., $\tau_i \in \delta(A_k)$.

As a consequence, the schedulability of gang task $\tau_k$ can be reduced to the schedulability of a single job with worst-case execution time $C_k$ that is subjected to the maximum interference by jobs of tasks in $\delta(A_k)$. In the remainder of this subsection, we show that the interfering behavior of task $\tau_i$ in $\delta(A_k)$ can be over approximated by the interference behaviour of a corresponding sequential task with dynamic self-suspension behavior, where the suspension-time depends on the stationary gang assignments of the interfering tasks.
Definition 7 (Dynamic Self-Suspension [13, 14]). A task is said to have dynamic self-suspension behavior if an active task can transition from a ready state into a suspended state, in which the task is exempted from the scheduling decisions, and resume into a ready state at any time. The cumulative amount of time that an active task $\tau_i$ can spend in a suspended state is upper-bounded by a parameter $S_i$. ▶

The link between stationary gang schedules and dynamic self-suspension behavior can be illustrated in the following example.

Example 8. Assume an arbitrary fixed-priority gang schedule for two tasks $\tau_k, \tau_i$ with $\pi_k < \pi_i$ and a stationary gang assignments $A_k = \{P_2, P_3\}$ and $A_i = \{P_1, P_2, P_3\}$ as shown in Figure 1. We analyze the execution of task $\tau_k$ solely from the perspective of the processors specified in $A_k$, i.e., $P_2$ and $P_3$. Due to the arrival of the higher-priority task $\tau_i$ at time $t = 1$, $\tau_k$ is preempted. However, execution on a processor not in $A_k$ interferes with the execution of $\tau_i$. Whenever $\tau_i$ is preempted by some interfering tasks on $P_1$ (denoted by the gray boxes), $\tau_k$ is scheduled on its assigned processors as described in the definition of the stationary gang scheduling paradigm. Hence, if we only analyze the execution of $\tau_k$ with respect to its assigned processors, then transparent preemption of $\tau_i$ equates to self-suspending behavior that needs to be accounted for in the response-time analysis of $\tau_k$. ▶

In the following, we formalize and explain how these task model substitutions can be safely obtained. Before moving into the formal proof, we present the conditions that hold for our scheduling policy.

Definition 9. A task $\tau_j$ is executed at time $t$ if and only if
1. Task $\tau_j$ is active at time $t$.
2. There exists no task $\tau_\ell \in \delta(A_j)$ with higher priority, i.e., $\pi_\ell > \pi_j$, such that $\tau_\ell$ is executed at time $t$.

For further clarification, assume that we are interested in the response-time of task $\tau_k$ and thus analyze the interference caused by higher-priority tasks that use some processors in $A_k$. Assume that $\tau_i$ is active and has the highest priority among all active jobs that use...
some processors in $A_k$ at time $t$, but is interfered by a higher-priority task $τ_ℓ ∈ δ(A_k)$ (e.g., the grey boxes in Figure 1). From the perspective of task $τ_k$ this job is self-suspended and is resumed when the interfering task $τ_ℓ$ releases the processor. More specifically, we provide the following definition.

**Definition 10.** A task $τ_i ∈ δ(A_k)$ is in a suspended state at time $t$ with respect to a task $τ_k$ under analysis if and only if
1. Task $τ_i$ is active at time $t$.
2. Task $τ_i$ has the highest priority among all active tasks on the processors in $A_k$, i.e., $π_i ≥ \max \{π_j | τ_j ∈ δ(A_k) \text{ active at } t\}$
3. Task $τ_i$ is not executed.

We use the following definition to collect the set of tasks that may interfere with a higher-priority task $τ_i ∈ δ(A_k)$ but not interfere with the task $τ_k$ under analysis.

**Definition 11 (Self-Suspension Inducing Tasks).** The set of tasks that can induce self-suspension behavior of $τ_i$ when analyzing task $τ_k$ is denoted by

$$V_{i,k} = \{τ_ℓ ∈ δ(A_i) | τ_ℓ ∈ δ(A_k) \text{ and } π_ℓ > π_i\} \tag{5}$$

We now validate that only these tasks induce self-suspending behavior for $τ_i$.

**Lemma 12.** Suppose that task $τ_i$ is in a suspended state at time $t$ with respect to a task $τ_k$ under analysis, then at least one task in $V_{i,k}$ is executed at time $t$.

**Proof.** By Definition 10, (i) $τ_i$ is active at time $t$, (ii) $π_i ≥ \max \{π_j | τ_j ∈ δ(A_k) \text{ active at } t\}$, and (iii) $τ_i$ is not executed. Due to Definition 9 and since (i) and (iii) hold, there exists some task $τ_ℓ ∈ δ(A_i)$ with $π_ℓ > π_i$ that is executed at time $t$. It remains to show that $τ_ℓ ∈ δ(A_k)$. Assume that $τ_ℓ ∈ δ(A_k)$, then from (ii) follows that $π_i > π_ℓ$ which contradicts $π_ℓ > π_i$.

Now, we can provide a safe upper bound of the self-suspension time if $V_{i,k}$ is not empty.

**Theorem 13.** Suppose that $π_i > π_k$ and $R_i ≤ D_i ≤ T_i$, where $R_i$ is an upper bound on the worst-case response time of task $π_i$, which was already verified beforehand. The amount of time $S_{i,k}$ that a job of an active task $τ_i$ self-suspends with respect to $τ_k$ is at most

$$S_{i,k} ≤ \min \left\{R_i - C_i, \sum_{τ_j ∈ V_{i,k}} \left(1 + \left\lceil \frac{R_i}{T_j} \right\rceil \cdot C_j \right) \right\} \tag{6}$$

**Proof.** Suppose that a job of $τ_i$ is released at time $t_i$ and finished at time $t_i + \Delta$. By the assumption, $Δ ≤ R_i$. Let $f(t)$ be 1 if tasks $τ_k$ and $τ_i$ are both active at time $t$ and $π_i > π_k$ but task $τ_k$ is executed at time $t$; otherwise $f(t)$ is 0. Therefore, the amount of time that $f(t)$ is set to 1 is the amount of time $S_{i,k}$ that the job of task $τ_i$ self-suspends instead of preempting $τ_k$. Therefore, $S_{i,k}$ can be calculated by integrating the function $f(t)$ from $t_i$ to $t_i + \Delta$, i.e., $S_{i,k} = \int_{t_i}^{t_i + \Delta} f(t)dt$.

Suppose the amount of time that the job of $τ_i$ suspends during $t_i$ and $t_i + \Delta$ is $> R_i - C_i$ for contradiction. This implies that the job of $τ_i$ has only completed $Δ - R_i + C_i$ amount of computation. This violates the assumption that $R_i$ is the worst-case response time of $τ_i$.

In addition, the suspension behavior of $τ_i$ is in fact induced by the tasks in $V_{i,k}$ when analyzing task $τ_k$. By Lemma 12, we know that such interference can only come from tasks in $V_{i,k}$. Since $R_j ≤ T_j$ for every task $τ_j$ with $π_j > π_k$, we know that the amount of time that a task $τ_j$ is executed from $t_i$ to $t_i + Δ$ is at most $\left(1 + \left\lceil \frac{R_j}{T_j} \right\rceil \cdot C_j \right)$. This can be proved by
showing that the jobs of \( \tau_j \) that are executed in the interval \([t_i, t_i + \Delta)\) are (i) at most only one job released prior to \( t_i \), and (ii) the amount of jobs that we get by releasing jobs after \( t_1 \) as soon as possible.

Summing all tasks in \( V_{i,k} \) together, we have

\[
S_{i,k} = \sum_{\tau_j \in V_{i,k}} \left( 1 + \left\lceil \frac{\Delta}{T_j} \right\rceil C_j \right) \leq \sum_{\tau_j \in V_{i,k}} \left( 1 + \left\lceil \frac{R_i}{T_j} \right\rceil C_j \right)
\]

where the inequality is due to the assumption that \( \Delta \leq R_i \).

Putting these two safe conditions together, we reach the conclusion.

Note that the estimation in Theorem 13 may not be precise as it counts the higher-priority interference of \( \tau_j \in \delta(A_i) \) and \( \tau_j \in \delta(A_k) \) as the suspension time of \( \tau_i \) as well. This is in fact standard higher-priority interference as in uniprocessor systems.

The following corollary is a direct implication from Theorem 13.

**Corollary 14.** If \( V_{i,k} \) is empty, then task \( \tau_i \) does not have any self-suspension behavior, i.e., \( S_{i,k} = 0 \) when analyzing task \( \tau_k \).

**Proof.** This is because the right-hand side of Equation (6) is 0 under this condition.

### 3.2 Schedulability Analysis

After analyzing the link between the stationary gang scheduling problem and the dynamic self-suspension problem, we now construct a worst-case response time analysis and schedulability analysis for task \( \tau_k \). We provide such a bound based on suspension-aware analyses on uniprocessor systems.

On the basis of Theorem 13 and Corollary 14, we can safely upper-bound the interference of task \( \tau_k \). We first collect the higher-priority tasks that interfere with \( \tau_k \) in \( \Psi_k \), i.e.,

\[
\Psi_k = \{ \tau_i | \tau_i \in \delta(A_k) \land \pi_i > \pi_k \}
\]

For every task in \( \Psi_k \), we transform it to an equivalent dynamic self-suspension task as follows:

**Definition 15.** Let a sporadic gang task \( \tau_i \in \Psi_k \) be transformed to the corresponding self-suspending task \( \tau_i^{sus} = (C_i, D_i, T_i, S_{i,k}) \) with the same \( C_i, D_i, \) and \( T_i \) as for \( \tau_i \), where

\[
\begin{cases} 
S_{i,k} = \min \left\{ R_i - C_i, \sum_{\tau_j \in V_{i,k}} \left( 1 + \left\lceil \frac{R_i}{T_j} \right\rceil \right) \cdot C_j \right\} & \text{if } V_{i,k} \neq \emptyset \\
S_{i,k} = 0 & \text{otherwise}
\end{cases}
\]

and \( V_{i,k} \) is defined as in Definition 11.

The set \( \Psi_k^{sus} \) is the set of all transformed tasks, i.e., \( \Psi_k^{sus} = \cup_{\tau_i \in \Psi_k} \tau_i^{sus} \).

**Theorem 16.** Suppose that all higher-priority tasks \( \tau_0, \tau_1, \ldots, \tau_{k-1} \) with given stationary gang assignments \( A_0, A_1, \ldots, A_{k-1} \) are already verified to be schedulable. A sporadic constrained-deadline gang task \( \tau_k \) with stationary gang assignment \( A_k \) is schedulable by the fixed-priority stationary gang scheduling algorithm if the worst-case response time of executing \( C_k \) time units (without suspending task \( \tau_k \)) is at most \( D_k \leq T_k \) under the interference of \( \Psi_k^{sus} \) on one processor under the same priority assignment.

---

1 This is typically done with the concept of carry-in jobs. Since \( R_i \leq T_i \), there is at most one carry-in job of \( \tau_j \) released before \( t_i \).
Proof. Suppose that a job of task $\tau_k$ is released at time $t_k$ and there is no other job of $\tau_k$ active at time $t_k$. From $t_k$, the schedule $\sigma$ either executes $\tau_k$ or higher-priority jobs on the processors in $A_k$. Therefore, the job of $\tau_k$ is either executed or interfered by higher-priority tasks in $\delta(A_k)$. Hence, only tasks in $\Psi_k$ have interference with $\tau_k$. The equivalence of the self-suspension behavior is due to Theorem 13. Therefore, the proof is complete.

We adopt the current sound state-of-the-art self-suspension aware uniprocessor schedulability analyses by Chen et al. [12] for gang-scheduling, hence the correctness follows directly from the related proofs in [12] and Theorem 16.

**Corollary 17.** By the statement in Theorem 16, a gang sporadic task $\tau_k$ is schedulable by the stationary gang scheduling algorithm if

$$
\exists 0 < t \leq D_k, C_k + \sum_{\tau_{i,j} \in \Psi_k} \min \{C_i, S_{i,k}\} + \sum_{\tau_{i,j} \in \Psi_k} \left[ \frac{t}{T_i} \right] \cdot C_i \leq t
$$

**Corollary 18.** By the statement in Theorem 16, a gang sporadic task $\tau_k$ is schedulable by the stationary gang scheduling algorithm if

$$
\exists 0 < t \leq D_k, C_k + \sum_{\tau_{i,j} \in \Psi_k} \left[ \frac{t + R_i - C_i}{T_i} \right] \cdot C_i \leq t
$$

**Corollary 19.** Suppose that there are $k$ tasks in $\Psi_k$, indexed from the highest priority to the lowest priority, i.e., $\tau_0^{sus}$ is the highest-priority task in $\Psi_k^{sus}$. By the statement in Theorem 16, a gang sporadic task $\tau_k$ is schedulable by the stationary gang scheduling if there is a vector $\vec{x} = (x_0, x_1, \ldots, x_{k-1})$ with $x_i \in \{0, 1\}$ such that

$$
\exists 0 < t \leq D_k, C_k + \sum_{\tau_{i,j} \in \Psi_k} \left[ \frac{t + Q_i(\vec{x}) + (1 - x_i)(R_i - C_i)}{T_i} \right] \leq t
$$

where $Q_i(\vec{x}) = \sum_{j=1}^{i-1} S_{j,k} \cdot x_j$.

The provided schedulability analyses in Corollary 17, Corollary 18, and Corollary 19 can be evaluated using fixed-point iteration techniques. More precisely, let $W_k(t)$ denote the left-hand sides of the inequalities in the above corollaries and $\epsilon > 0$, then we verify all test-points $t_0 = W_k(\epsilon)$, $t_1 = W_k(t_0)$, $\ldots$, $t_n = W_k(t_{n-1})$ until convergence is reached or $t_n > D_k$. Due to the fact that the above equations are step-functions and can thus only change at discontinuity points of $W_k(t)$, the amount of test-points is at most $k \cdot D_k / \min_{i<k} \{T_i\}$ resulting in pseudo-polynomial time-complexity. In the remainder of this paper, we only use $O(kD_k)$ for time-complexity, since the scaling of the deadline does not change the asymptotic complexity.

As reported in [12], neither of the schedulability analyses in Corollary 17 and Corollary 18 dominate each other analytically and are incomparable. The authors also showed that the test in Corollary 19 dominates those in Corollary 17 (i.e., Lemma 17 in [12]) and Corollary 18 (i.e., Lemma 16 in [12]). To efficiently find a vector $\vec{x}$ for Corollary 19, they suggest to use three vectors, one is based on a linear approximation, one sets all elements of $\vec{x}$ to 0, and one sets the $x_i$ in $\vec{x}$ to 1 if $S_i,k \leq C_i$, and 0 otherwise. Specifically, in the case when the entries in $\vec{x}$ are all 0, Equation (19) is the same as Equation (18). In our evaluations we use Corollary 19 with the above three vectors and choose the best one, i.e., a task is determined schedulable if it is schedulable for at least one of the three vectors.
4 GANG Assignment Algorithm

Since finding optimal schedules for the rigid gang scheduling problem is NP-hard in the strong sense even in the simplest settings, we seek for approximation algorithms to solve the gang assignment problem.

In fixed-priority stationary gang scheduling, next to priority assignments, the gang assignments determine the schedulability of the task set $T$. A key problem in finding stationary gang assignments is the dependency of gang assignments and the resulting interference behaviour of higher-priority tasks. In general, each task $\tau_k$ under consideration can have $\binom{M}{E_k}$ many distinct gang assignments in terms of gang to processor mappings. However, for any given gang assignment of all higher-priority tasks, there may exist subsets of these distinct gang assignments, in which the interference of all higher-priority tasks of $\tau_k$ is equivalent. A trivial example is the gang assignment of the first task, in which all gang assignments are equivalent, since there is no interfering tasks. In that case, all distinct gang assignments belong to the same equivalence class and any representative can be chosen for the gang assignment. However, finding all equivalence classes results in an exhaustive exploration of all possible solutions, which is computationally expensive especially for larger task sets.

We intend to identify a class of computationally feasible gang assignment algorithms that allow to formulate worst-case performance guarantees with respect to any optimal rigid gang scheduling algorithm. In order to get worst-case performance guarantees, it is mandatory to find (preferably small) upper bounds of interference caused by higher-priority tasks. Thus, instead of arbitrary gang assignments, we restrict ourselves to consecutive stationary gang assignments that allow to bound interference. We note however that other gang assignments can be explored starting from the consecutive assignments. By this, the approximation properties can be kept whilst improving the schedulability using any heuristic.

> **Definition 20.** A consecutive stationary gang assignment $A_{\ell}^{k}$, $\ell \in \{0, 1, \ldots, M - 1\}$ for a gang task $\tau_k$ in a system of $M$ processors is a set of consecutive processor indices

$$\ell \bmod M, (\ell + 1) \bmod M, \ldots, (\ell + E_k - 1) \bmod M$$

where $|A_{\ell}^{k}| = E_k \leq M$.

An example of consecutive stationary gang assignments of a task $\tau_k$ with $E_k = 3$ on a platform of 4 processors is illustrated in Figure 2. Intuitively, the consecutive stationary gang assignments are generated by a sliding window of length 3.

Another restriction in our algorithm is to devise gang assignments in priority-order under the premise that all higher-priority tasks are verified to be schedulable. By this restriction, we only have to determine the interference behaviour of each higher-priority task that only depends on the gang assignment $A_k$ of task $\tau_k$. 

![Figure 2 Consecutive stationary gang assignments $A_0^k, A_1^k, A_2^k, A_3^k$ of a gang task $\tau_k$ with $E_k = 3$ on a system using 4 processors are generated by a sliding window.](image-url)
The above restrictions yield the following two important theoretical properties:

1. There are always $M$ different consecutive stationary gang assignments for each task.
2. Out of these $M$ assignments, we are able to find upper-bounds for the number of consecutive stationary gang assignments of $\tau_k$, in which higher-priority tasks have self-suspension behaviour and non self-suspension behaviour respectively. That means, we are able to argue that in at most $x$ out of the $M$ consecutive stationary gang assignments, a higher-priority task $\tau_i$ has self-suspension behaviour irrespective of the actual consecutive assignment of $\tau_i$.

In Figure 3, each column illustrates the $M$ consecutive stationary gang assignments of $\tau_k$, that is subject to assignment and analysis, given a consecutive stationary gang assignment of a higher-priority task. Each row shows a different assignment of a higher-priority task, indicated by the light blue window. According to the discussion in Section 3, $\tau_i$ interferes with $\tau_k$ if and only if $A_k \cap A_i$, i.e., whenever the windows in Figure 3 intersect. If for a column (consecutive assignment of $\tau_k$) there exists at least one row (consecutive assignment of $\tau_i$) in which both windows intersect then $\tau_i$ interferes with $\tau_k$ for the consecutive assignment under consideration. In the provided example, all consecutive assignments suffer interference from $\tau_i$. In Lemma 21 we prove that there are at most $E_k + E_i - 1$ out of the $M$ consecutive stationary gang assignments of $\tau_k$, in which $\tau_i$ interferes with $\tau_k$.

Moreover, guided by the observation that if $A_k \subseteq A_i$ then $\tau_i$ can not have self-suspension behaviour with respect to $\tau_k$ under analysis, we can lower-bound the number of consecutive stationary gang assignments of $\tau_k$ in which $\tau_i$ can not exhibit self-suspension behaviour. For better illustration of this observation, assume that $\tau_i$ has self-suspension behavior with respect to $\tau_k$ then there exists a task $\tau_\ell$ with higher priority than $\tau_i$ (and subsequently higher priority than $\tau_k$) such that $A_\ell \cap A_i \neq \emptyset$ and $A_\ell \cap A_k = \emptyset$. This however implies that $A_k \not\subseteq A_i$ and contradicts the assumption. This can only happen if $E_i \geq E_k$ and if so then $E_i - E_k$ many of the $M$ consecutive stationary assignments satisfy this property. In the next two lemmas, we formally prove the intuition described above.

**Lemma 21.** Given a task $\tau_k$ under analysis, each higher-priority task $\tau_i$ causes interference, i.e., $\tau_i \in \delta(A_k)$, in at most $E_i + E_k - 1$ of the $M$-many consecutive stationary gang assignments.
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Proof. Let the consecutive stationary gang assignments for some higher-priority tasks \( i < k \) be given by the following processor indices:

\[
j \mod M, \ (j + 1) \mod M, \ldots, \ (j + E_i - 1) \mod M
\]

where \( j \in \{0, 1, \ldots, M - 1\} \) is already given (fixed). Furthermore, let

\[
\ell + h \mod M, \ (\ell + h + 1) \mod M, \ldots, \ (\ell + h + E_k - 1) \mod M
\]

denote the processor indices of a consecutive stationary gang assignment of task \( \tau_k \) after the \( h \)-iteration for some arbitrary initial \( \ell \in \{0, 1, \ldots, M - 1\} \) (we only need this to show that this works for an arbitrary initial position and can be set to 0 for comprehension). Then let \( h' \) denote the first iteration such that \((\ell + h' + E_k - 1) \mod M \equiv j - 1 \mod M \) (we shift the window of \( A_k \) to the border of window of \( A_i \), i.e., the two consecutive stationary gang assignments intersect in the next iteration for the first time. Therefore,

\[(\ell + h') \mod M \equiv (j - E_k) \mod M.\]

We have to iterate further \( z \) allocations until the index of the first processor in the allocation of \( \tau_k \), i.e., \((\ell + h' + z) \mod M \equiv (j + E_i - 1) \mod M \) coincides with the index of the last processor in the assignment of task \( \tau_i \). More formally, we seek to find the smallest \( z > 0 \) such that:

\[
((\ell + h' + z) \mod M \equiv (j + E_i - 1) \mod M
\]

\[
((\ell + h') \mod M) + (z \mod M) \equiv (j + E_i - 1) \mod M
\]

\[
(j - E_k + z) \mod M \equiv (j + E_i - 1) \mod M
\]

which implies that \( z = E_i + E_k - 1 \), i.e., \( z \) consecutive stationary gang assignments yield an intersection of both tasks.

We can furthermore bound the interference for self-suspending tasks as follows:

Lemma 22. For task \( \tau_k \) (under analysis), there are at most \( \min\{2E_k - 1, E_i + E_k - 1\} \) many consecutive stationary gang assignments, in which a higher-priority task \( \tau_i \) has self-suspension behavior with respect to task \( \tau_k \).

Proof. From Lemma 21, we know that at most \( E_k + E_i - 1 \) many consecutive stationary gang assignments cause an intersection of consecutive stationary gang assignments of task \( \tau_i \) and task \( \tau_k \). We hence substract \( \max\{E_i - E_k, 0\} \), namely the number of consecutive stationary gang assignments in which self-suspension behavior of \( \tau_i \) is impossible, from the above. Clearly, in the case that \( E_k \leq E_i \) we have \((E_k + E_i - 1) - E_i + E_k = 2E_k - 1. \) Since \( 2E_k - 1 \leq E_i + E_k - 1 \) implies that \( E_k \leq E_i \) we can write it as \( \min\{2E_k - 1, E_i + E_k - 1\} \).

For the rest of this paper, we used deadline-monotonic priority assignment and index the tasks such that \( D_1 \leq D_2 \leq \cdots \leq D_n \), in which \( \tau_i \) has a higher priority than \( \tau_k \) if \( i < k \). Due to the additional restrictions described above, it is possible to prove interference bounds and in consequence approximation guarantees in terms of schedulability for any stationary gang assignment algorithm that uses the following algorithm as a basis.

We first sort the tasks according to the relative deadlines. Starting from the highest-priority task, we consider each of the possible stationary gang assignment candidates \( A_k^0, A_k^1, \ldots, A_k^{M-1} \) and check whether it is feasible to assign task \( \tau_k \) to the consecutive
gang assignment. It starts from $\ell = 0, 1, \ldots, M - 1$. If the consecutive gang assignment candidate $A_k^\ell$ is feasible, we assign the gang task to the consecutive gang assignment; otherwise, we move to the next candidate. If none of the $M$ possible consecutive gang assignments is feasible, this assignment step fails and the algorithm returns failure.

In Theorem 16, we assume that all stationary gang assignments $A_i$ are given for all tasks with higher priority than $\tau_k$. Based on the information, we need to calculate $V_{i,k}$, $\delta(A_k)$, and $\delta(A_i)$ before using Theorem 16.

To facilitate efficient implementation, we use a matrix representation to indicate whether task $\tau_i$ is assigned on processor $P_j$. Let $\rho$ be a $n \times M$ matrix in which

$$\rho(i,j) := \begin{cases} True & P_j \in A_i \\ False & P_j \notin A_i \end{cases}$$

Given the stationary gang assignment matrix $\rho$, the algorithm constructs the interference matrix

$$\Gamma(i,j) := \begin{cases} True & A_i \cap A_j \neq \emptyset \\ False & \text{otherwise} \end{cases}$$

by the boolean matrix multiplication $\rho \cdot \rho^T$, where $\rho^T$ is the transpose matrix of $\rho$. That is, the multiplication operation of two elements is replaced with the logical and operation and the addition operation of two elements is replaced with a logical or operation. More precisely, each entry in the interference matrix is computed as follows:

$$\Gamma(i,j) = \bigvee_{m=0}^{M-1} \rho(i,m) \land \rho(j,m)$$

which is true only if task $\tau_i$ and task $\tau_j$ share at least one processor in their stationary gang assignments. The asymptotic time-complexity for the matrix multiplication is given by $O(n^2M)$. The space complexity is given by $O(nM)$.

The transformation of the higher-priority tasks in $\mathbb{T}$ into $\Psi_k$, which is later needed to construct $\Psi_{k,\text{sus}}$, can be done by the following operation:

$$\begin{cases} \tau_i \in \Psi_k & \text{if } \bigvee_{\ell=1}^{k-1} \Gamma(\ell,i) \land \Gamma(\ell,k) \\ \tau_i \notin \Psi_k & \text{otherwise} \end{cases}$$

We now analyze the time-complexity of Algorithm 1. Line 4 requires $O(i)$ for each task $\tau_i$ and therefore $O(k^2)$ for one iteration. Line 5 requires to calculate the right-hand side of Equation (6), which can be done in $O(1)$ if we only take $R_i - C_i$ or $O(i)$ if both terms are evaluated in Equation (6) for a task $\tau_i \in \Psi_k$. Therefore, Line 5 in one iteration requires $O(k^3)$. The schedulability test in Line 6 from Corollaries 17, 18 and 19 is $O(kD_k)$. Line 7 is $O(M)$. Since the loop can run up to $O(nM)$ iterations, the time complexity is $O(nM^2 + n^3MD_n)$.

5 Evaluation

In this section, we present evaluations with synthetically generated gang task sets to evaluate our proposed algorithm (denoted as $OUR$-$DM$ here) against the current state-of-the-art by Dong and Liu [16] for sporadic implicit-deadline gang task systems under global EDF. Specifically, we compare to the optimized schedulability test in [16], denoted as $DONG$-$OPT$, based on the acceptance ratio, i.e., the number of schedulable task sets compared to the number of tested task sets.
Algorithm 1 Deadline-Monotonic Stationary GANG Schedulability Analysis and Assignment.

1: Sort task set $\mathcal{T}$ such that $D_i \leq D_j$ for $i < j$ (ties are broken arbitrarily);
2: for $k$ in $\{1, 2, \ldots, n\}$ do (Loop tasks.)
3: \hspace{1em} for $\ell \in \{0, 1, \ldots, M - 1\}$ do (Loop candidates.)
4: \hspace{2em} Generate $\Psi_k$ given the candidate $A_{\ell} \in \mathcal{A}$ from Def. 20;
5: \hspace{2em} Transform $\Psi_k$ to $\Psi_{s\cup k}$ using Def. 15;
6: \hspace{2em} if $(C_k, D_k, T_k) \cup \Psi_{s\cup k}$ is schedulable according to any self-suspension aware uni-
\hspace{7em} processor schedulability test (from Cor. 17, 18 and 19) then
7: \hspace{3em} Assign $A_k \leftarrow A_{\ell}$;
8: \hspace{3em} break;
9: \hspace{1em} return No feasible stationary gang assignments found;
10: return Feasible stationary gang assignment $A_i$ for each task $\tau_i$;

We also evaluate our algorithm for sporadic constrained-deadline gang task systems under different settings of gang sizes, but without comparison due to the absence of research results for constrained-deadline gang tasks. In these experiments, we seek to explore how much the imposed constraints in terms of stationary gang assignments and fixed-priority scheduling algorithms impact the schedulability of the tested task sets.

5.1 Experimental Setup

We generate synthetic task sets of sporadic gang tasks with implicit- and constrained-deadlines in the following way. To generate the task sets, we use the UUniFast algorithm [7] to draw $n$ samples of $x_i = E_i \cdot C_i / MT_i$ uniform at random where $x_i \in (0, 1]$ such that $\sum_{i=1}^{n} x_i = x$ for $x \in \{0.05, 0.1, 0.15, \ldots, 1\}$. Moreover, the periods $T_i$ are drawn from a log-uniform distribution in the range of $[10, 100]$ ms.

The generated task sets are classified by the range of admissible gang sizes into light, moderate, and heavy. We differentiate two different settings for these gang sizes:

1. **Setting I** - with variable gang sizes: In the first setting, each light gang task can have a gang size in $[1, M/8]$, a moderate task can gang size in $[1, M/4]$, and a heavy task can have gang size in $[M/8, M/2]$.

2. **Setting II** - with fixed gang sizes: In this setting, a fixed gang size number is assigned to each task of a category. Namely, each light task has gang size $M/8$, each moderate task has gang size $M/4$ and each heavy task has a gang size $3M/8$.

We avoid the generation of too heavy tasks, since in these cases the scheduling problem is degraded to uniprocessor scheduling. With respect to constrained-deadlines, we only demonstrate our proposed algorithm by a case of variable gang sizes (Setting I) in Figure 7 and a case of fixed gang sizes (Setting II) in Figure 8.

---

2 Dong and Liu [16] also performed their evaluations for gang size in $[5M/8, M]$ for all tasks. This configuration is not considered here as this setup implies that there is no possibility to concurrently execute two gang tasks in parallel due to the imposed gang size. The problem becomes equivalent to uniprocessor scheduling by viewing all processors as one virtual group. In this case, preemptive EDF is the optimal solution and the classical timing analysis for uniprocessor EDF scheduling can be applied.
5.2 Evaluation Results

![Figure 4](image-url) Acceptance ratio for light sporadic implicit-deadline gang task sets where the gang size of each task is chosen according Setting II.

![Figure 5](image-url) Acceptance ratio for moderate sporadic implicit-deadline gang task sets where the gang size of each task is chosen according to Setting I.

5.2.1 Evaluation results for implicit-deadline task sets

For sporadic implicit-deadline gang task systems, we compare our algorithm (OUR-DM) with the approach by Dong and Liu [16] (DONG-OPT) under the setting with variable gang sizes, in which each configuration is evaluated with 100 task sets and 20 tasks for each task set. In all conducted experiments shown in Figures 4, 5, and 6, our algorithm OUR-DM outperforms DONG-OPT for all evaluated scenarios under the setting with variable gang sizes. The most significant improvement of OUR-DM compared with DONG-OPT is demonstrated for the moderate task set in Figure 5 where up to 40% can be achieved for 50% normalized utilization. The smallest improvement can be observed for heavy gang task sets, where OUR-DM slightly outperforms DONG-OPT. This is due to the fact that the heavier the task sets are, the more similar the schedulability is to the uniprocessor schedulability problem. This also implies...
that the stationary gang scheduling has less choices for gang assignments. Since EDF is an optimal uniprocessor schedulability, the trouble to deal with the heavy gang task sets comes from the adopted schedulability tests. For OUR-DM, we have to consider more tasks in $\Psi_k$ and for DONG-OPT their analysis becomes less pessimistic as the multiplicative of $1/M$ in their analysis decreases.

### 5.2.2 Evaluation results for constrained-deadline task sets

For constrained-deadlines, we show our schedulability test for light, moderate, and heavy task sets for gang sizes compliant to Setting I in Figure 7 and gang sizes compliant to the Setting II described in Figure 8, in which each configuration is tested with 100 task sets and 20 tasks per task set. The behavior of Setting I is almost similar to the results in Figures 4, 5, and 6 but with lower acceptance ratios.

For constrained-deadlines with fixed numbers of gang sizes as explained in Setting II, a similar trend can be observed. However, moderate as well as heavy task sets almost show the same acceptance ratio and the acceptance ratio of light tasks also increases. This further supports the assumption, that the increased number of tasks with self-suspension behaviour decreases the overall schedulability. This is explained by the fact that it is less likely to have self-suspension behaviour of interfering tasks if all tasks have the same gang size.

### 5.3 Summary of Evaluation Results

In summary, the evaluations demonstrate, that the restriction of fixed-priority stationary gang scheduling does not significantly sacrifice the schedulability of sporadic implicit-deadline rigid gang task systems, in comparison to the state-of-the-art. In contrast, the schedulability could be improved slightly without even considering performance benefits of implementations in real systems, e.g., reduced context switches and migrations.

### 6 Conclusion and Future Work

In this paper we propose a specialization of the rigid gang scheduling problem for hard real-time systems. We present how this problem can be analyzed and reduced to the uniprocessor self-suspension problem and the schedulability analyses thereof. We show how to derive
stationary gang assignments for deadline-monotonic gang scheduling that yields worst-case interference bounds proportional to parameters defined by the ratios of the gang sizes of tasks in the task set.

This paper is limited to constrained-deadline task systems, as there is no result known for schedulability analyses for arbitrary-deadline dynamic self-suspending task systems. The concept in this paper can be extended to EDF by adopting the proper schedulability tests and suspension analysis. As future work, we plan to implement a fixed-priority stationary gang scheduler in real-time operating systems and evaluate if there are significant benefits in terms of scheduling overheads and investigate potential benefits with respect to improved worst-case execution time.
References


