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Abstract

We investigate computational complexity of the reachability problem for vector addition systems (or, equivalently, Petri nets), the central algorithmic problem in verification of concurrent systems. Concerning its complexity, after 40 years of stagnation, a non-elementary lower bound has been shown recently: the problem needs a tower of exponentials of time or space, where the height of tower is linear in the input size. We improve on this lower bound, by increasing the height of tower from linear to exponential. As a side-effect, we obtain better lower bounds for vector addition systems of fixed dimension.
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1 Introduction

Petri nets [38] are a long established model of concurrency, with extensive applications in modelling and analysis of hardware [6, 25], software [16, 5, 20] and database [3, 4] systems, as well as chemical [1], biological [37, 2] and business [43, 31] processes (the references on applications are illustrative). The model admits various alternative but essentially equivalent presentations, most notably vector addition systems (VAS) [22], and vector addition systems with states (VASS) [17, Sec.5], [19]. The central algorithmic problem for this model is reachability: whether from the given initial configuration there exists a sequence of valid execution steps that reaches the given final configuration. Each of the alternative presentations admits its own formulation of the reachability problem, all of them being equivalent due to straightforward polynomial-time translations that preserve reachability; for further details, see e.g. Schmitz’s survey [42, Section 2.1]. For instance, in terms of VAS, the problem is stated as follows: given a finite set $T$ of integer vectors in $d$-dimensional space and two $d$-dimensional vectors $v$ and $w$ of nonnegative integers, does there exist a walk from $v$ to $w$ such that it stays within the nonnegative orthant, and its every step modifies the current position by adding some vector from $T$? Emphasizing VASS, a natural extension of VAS with finite control, in the sequel we use the name ‘VASS reachability problem’.

Importance of the problem is widespread, as a plethora of problems from formal languages [8], logic [21, 11, 10, 7], concurrent systems [15, 13], process calculi [35], linear algebra [18] and other areas (the references are again illustrative) are known to admit reductions from the VASS reachability problem; for more such problems and a wider discussion, we refer to [42].
State of the art. The complexity of the VASS reachability problem was remaining unsettled over the past half century. The late 1970s and the early 1980s saw the initial burst of activity. After an incomplete proof by Sacerdote and Tenney [40], decidability of the problem was established by Mayr [33, 34], whose proof was then simplified by Kosaraju [23]. Building on the further refinements made by Lambert in the 1990s [24], there has been substantial progress over the past ten years [26, 27, 28], culminating in the first upper bound on the complexity [29], recently improved to Ackermannian [30].

In contrast to the progress on refining the proof of decidability and obtaining upper bounds on the complexity, Lipton’s landmark result that the VASS reachability problem requires exponential space [32] has remained the state of the art on lower bounds for over 40 years. Moreover, in conjunction with an apparent tightness of Lipton’s construction, this has led to the conjecture that the problem is \textsc{ExpSpace}-complete becoming common in the community. The conjecture has been falsified by a recent breakthrough construction of [9] that shows the VASS reachability problem is hard for the class \textsc{Tower} of all decision problems that are solvable in time or space bounded by a tower of exponentials whose height is an elementary (bounded by a tower of exponentials of fixed height) function of the input size.

Contribution. This paper provides a further improvement on the lower bound. The construction of [9] proves hardness of the VASS reachability problem for the class \textsc{Tower}, with respect to elementary reductions. However, in terms of the more fine-grained hierarchy defined with respect to polynomial-time reductions only, the result states that the problem needs a tower of exponentials of time or space, where the height of tower is linear in input size. As our primary result we increase the height of the tower from linear to exponential, namely we prove that the problem actually needs a tower of exponentials of time or space, where the height of the tower is itself exponential in input size:

\[
\left\{2^{2^{2^{2^n}} \cdots}} \text{ height } O(n) \rightarrow 2^{2^{2^{2^n}} \cdots}} \text{ height } 2^{O(n)}\right\}.
\]

In addition, as a side effect of our improved construction we obtain better lower bounds for VASS of fixed dimension. It has been known, as shown in [9], that the reachability problem for VASS in dimension \(d\) is \(O(d)\)-\textsc{ExpSpace}-hard (specifically: \(d\)-\textsc{ExpSpace}-hardness for dimension \(d + 13\)). We show that the reachability problem for VASS in dimension \(d\) is \(2^{O(d)}\)-\textsc{ExpSpace}-hard (specifically: \(2^d\)-\textsc{ExpSpace}-hardness for dimension \(2d + 13\)).

Clearly, these new lower bounds do not formally exclude the VASS reachability problem from still being in \textsc{Tower} (and hence being \textsc{Tower}-complete with respect to elementary reductions). However, we believe that the result makes this less likely. Intuitively speaking, we rule out a natural algorithmic scheme of solving the reachability problem, where each additional control state or dimension leads to an additional exponential blowup of time or space. Presently, the most optimistic scheme must suffer, for each additional control state or dimension, from at least \textit{doubling} of the number of exponentials.

Organisation of the paper. We start by defining the model, in Section 2, and then the reachability problem, in Section 3. In the latter section we also recall the lower bounds of [9] and formally formulate our improved ones. The following two sections are devoted to proofs. First, in Section 4 we show \(2^d\)-\textsc{ExpSpace}-hardness of the reachability problem for VASS of dimension \(2d + 13\), as a preparation before Section 5, in which we prove our primary result: without restriction on dimension, the problem needs a tower of exponentials of time or space, of height exponential in input size.
Counter programs

As mentioned in the introduction, Petri nets [38], vas [22], and vass [17, 19] are alternative presentations of the same model of concurrent processes, in the sense that between each pair there exist straightforward polynomial-time translations that preserve reachability [42, Sec. 2.1]. Following [12] and [9], instead of working directly with VASS, as our primary language we choose imperative nondeterministic programs operating on variables called counters, that range over nonnegative integers. These programs may be seen as user-friendly presentations of VASS.

Counter programs. A counter program is a sequence of commands, each of which is of one of the following three types:

- \( x \leftarrow +1 \) (increment counter \( x \))
- \( x \leftarrow -1 \) (decrement counter \( x \))
- \( \text{goto } L \text{ or } L' \) (jump to either line \( L \) or line \( L' \))

except that the last command is of the form:

\[
\text{halt if } x_1, \ldots, x_l = 0
\] (terminate provided all the listed counters are zero).

Counters are only allowed to have nonnegative values, they may be incremented or decremented but, notably, counters may not be zero-tested. As an illustration, consider the following program:

1: \( \text{goto } 7 \text{ or } 2 \)
2: \( x \leftarrow +1 \)
3: \( x' \leftarrow -1 \)
4: \( y \leftarrow +1 \)
5: \( y \leftarrow +1 \)
6: \( \text{goto } 1 \)
7: \( \text{halt if } x' = 0. \)

It repeats the block of three commands in lines 2–5 some number of times chosen nondeterministically (possibly zero, although not infinite because \( x' \) is decreasing and hence its initial value bounds the number of iterations) and then halts provided counter \( x' \) is zero.

We emphasise that counters are not permitted to have negative values. In the example above, that is why the decrement in line 3 works also as a non-zero test.

We assume that initially all counters are set to 0. A run of a counter program is a sequence of commands, as expected. We say that such a run is halting if, and only if it has successfully executed its halt command (which is necessarily the program’s last); otherwise, the run is either partial or infinite. Observe that, due to a decrement that would cause a counter to become negative, or due to an unsuccessful terminal check for zero, a partial run may fail to continue because it is blocked from further execution. Moreover, due to nondeterministic jumps, the same program may have various runs in each of the three categories: halting runs, maximal partial runs, and infinite runs.

By the size of a program we mean the number of commands in it, and by its dimension we mean the number of counters. We sometimes speak also of program fragments, which are not ended with a halt command.
3 The reachability problem

Counter programs can be seen as presentations of VASS, where the latter are required to start with all vector components zero and to finish with vector components zero as specified by the `halt` command, and hence the VASS reachability problem can be stated as:

**VASS REACHABILITY PROBLEM**

**Input:** A counter program.

**Question:** Does it have a halting run?

We remark that restricting further to programs where no counter is required to be zero finally (i.e., where the last command is just `halt`) turns this problem into the VASS coverability problem, which is concerned with reachability of just a control location, with no requirement on the final values of counters. Lipton’s ExpSpace lower bound [32] holds already for the coverability problem, which is in fact ExpSpace-complete [39].

For stating our results we recall the standard complexity classes bases on exponential hierarchy of fast-growing functions. We write $T(n)$ for a tower of exponentials:

$$T_2(0, n) = n \quad \text{and} \quad T_2(k + 1, n) = 2^{T_2(k, n)}.$$  

Formally, let $T_2(0, n) = n$ and $T_2(k + 1, n) = 2^{T_2(k, n)}$. For a fixed positive integer $k$, the class $k$-ExpSpace contains all decision problems solvable in space $T_2(k, \text{poly}(n))$. The class Tower contains all decision problems solvable in time or space bounded by a tower of exponentials whose height is an elementary function of the input size, namely

$$\text{TOWER} = \bigcup_{f \text{ elementary}} \text{Space}(T(f(n)))$$

with $f(\_)$ ranging over all elementary functions, i.e., functions bounded by $T_2(k, \_)$ for some $k$. Tower is thus closed under elementary reductions.

For the results of this paper we need a fine-grained hierarchy inside Tower, with respect to dependency of the height of exponentials on the input size. For a fixed elementary function $f$, let $f(n)$-Tower denote the class of all decision problems solvable in (time or) space $T(f(\text{poly}(n)))$, i.e., in (time or) space bounded by a tower of exponentials of height $f(n^k)$, for some $k$, where $n$ is the input size:

$$f(n)\text{-Tower} = \bigcup_{k \in \mathbb{N}} \text{Space}(T(f(n^k))).$$

Each class $f(n)$-Tower is a strict subclass of Tower as it is closed under polynomial-time reductions but, contrarily to Tower, not under arbitrary elementary reductions.

We recall the results of [9]. First, once one fixes the dimension of VASS, the reachability problem requires a tower of exponentials of space, where the height of the tower is linear in the dimension:

**Theorem 1** ([9], Cor. 5). *For any positive integer $d$, the VASS reachability problem in dimension $d + 13$ is $d$-ExpSpace-hard, with respect to polynomial-time\(^1\) reductions.*

\(^1\) All results mentioned in this section are actually shown using linear-time reductions.
The main result of [9] is a non-elementary lower bound of the VASS reachability problem: Tower-hardness with respect to elementary reductions. The construction of [9] shows that the problem requires a tower of exponentials of space, where the height of tower is linear in the input size, and hence the result can be stated in terms of the fine-grained hierarchy as follows:

**Theorem 2** ([9], Thm. 4). The VASS reachability problem is hard for \( n \)-Tower, with respect to polynomial-time reductions.

As our first main result, we improve the lower bound of Theorem 1, namely we prove that solving the VASS reachability problem in dimension \( 2d + 13 \) requires at least \( T^{2d}(2^d, n) \) space:

**Theorem 3.** For any positive integer \( d \), the VASS reachability problem in dimension \( 2d + 13 \) is \( 2^d \)-ExpSpace-hard.

Clearly, without restriction of dimension, Theorem 3 does not exclude membership of the problem in Tower, neither it excludes its membership in \( n \)-Tower. Our primary result excludes the latter possibility: it states that the VASS reachability problem requires a tower of exponentials of space, where the height of tower is exponential in the input size, thus improving the bound of Theorem 2:

**Theorem 4.** The VASS reachability problem is hard for \( 2^n \)-Tower, with respect to polynomial-time reductions.

Again, Theorem 4 does not formally exclude membership of the VASS reachability problem in Tower, it makes it however less imaginable as mentioned in the introduction.

Theorems 3–4 are proved in the following two sections. The proofs are a refinement and an optimisation of the construction of [9], involving certain amount of programming effort in the setting of counter programs.

## 4 Proof of Theorem 3

In this and in the next section we proceed by reductions from space-bounded variants of the halting problem for the standard model of (deterministic) Minsky machines [36]. The reader is referred to [14, Theorem 3.1] for translations between space-bounded 3-counter Minsky machines and Turing machines.

Following [9], for technical reasons we prefer to work with factorials instead of exponentials. We write \( F(k, \_.) \) for the tower of factorials of height \( k \): \( F(0, n) = n \) and \( F(k+1, n) = F(k, n)! \). We note that all the complexity classes from the previous section are robust with respect to the choice of the fast-growing function hierarchy: exponential function can be equivalently replaced by factorial [41, Section 4.1].

Our proof is a refinement of the reduction of [9], from the following bounded version of the halting problem for Minsky machines with 3 counters, which is \( (k - 1) \)-ExpSpace-complete for any fixed positive integer \( k \):

**k-EXP-BOUNDED HALTING PROBLEM**

**Input:** A 3-counter Minsky machine \( \mathcal{M} \) of size \( n \).

**Question:** Does it have a halting run where all counters are bounded by \( F(k, n) \)?
Let $h$ be a fixed positive integer. Given a 3-counter Minsky machine $\mathcal{M}$ of size $n$, the reduction of [9, Lem. 6] transforms $\mathcal{M}$, in time $\mathcal{O}(n + h)$, into a counter program $\mathcal{P}$ with $h + 13$ counters, including $h + 2$ counters $x_{-1}, x_0, x_1, \ldots, x_h$ which are required to be zero by the final **halt** command, plus 11 other counters, of the form\(^2\)

\[
\mathcal{H}_{-1} \quad \mathcal{H}_0 \quad \mathcal{H}_1 \quad \cdots \quad \mathcal{H}_h \quad \mathcal{H}_{h+1}
\]

\text{size } \mathcal{O}(n) \quad \text{constant size each} \quad \text{size } \mathcal{O}(n)

for some program fragments $\mathcal{H}_{-1}, \mathcal{H}_0, \ldots, \mathcal{H}_{h+1}$ (for technical convenience, the indexing starts at $-1$). We refer to the program fragments $\mathcal{H}_{-1}, \mathcal{H}_0, \ldots, \mathcal{H}_{h+1}$ as **segments**. Furthermore, the first segment $\mathcal{H}_{-1}$ and the last one $\mathcal{H}_{h+1}$ are of size $\mathcal{O}(n)$, the remaining ones are of constant size, and the reduction is correct due to:

\[\triangleright \text{Claim 5 (Correctness).} \quad \mathcal{M} \text{ has a halting run with all counters bounded by } \mathcal{F}(h + 1, n) \text{ if, and only if, } \mathcal{P} \text{ has a halting run.}\]

Moreover, the counter program $\mathcal{P}$ has the following two crucial properties:

(i) Each counter $x_j$ appearing in the final **halt** command appears in segments $\mathcal{H}_j$ and $\mathcal{H}_{j+1}$ only, for $j = -1, 0, \ldots, h$:

\[
\begin{array}{cccccccc}
\mathcal{H}_{-1} & \mathcal{H}_0 & \mathcal{H}_1 & \cdots & \mathcal{H}_h & \mathcal{H}_{h+1} \\
\text{x_{-1} only here} & x_0 \text{ only here} & x_1 \text{ only here} & \cdots & x_h \text{ only here} & \text{x_{0-1} only here}
\end{array}
\]

We say, to some extent informally, that $\mathcal{P}$ is a **relay-race** with respect to counters $x_{-1}, x_0, \ldots, x_h$, by which we mean the last appearance of every counter $x_j$, for $j < h$, is in the same segment as the first appearance of the next counter $x_{j+1}$, and counters $x_j$ and $x_{j+2}$, for $j < h - 1$, never appear in the same segment.

(ii) Each segment $\mathcal{H}_j$, for $j = 0, 1, \ldots, h$, is obtained from the same\(^4\) program fragment $\mathcal{H}$, not using counters $x_{-1}, x_0, \ldots, x_h$, by replacing a counter $x$ appearing in $\mathcal{H}$ by $x_{j-1}$, and another counter $x'$ appearing in $\mathcal{H}$ by $x_j$. We denote the replacement as:

\[
\mathcal{H}_j = \mathcal{H}[x \mapsto x_{j-1}, \; x' \mapsto x_j].
\]

Let $h = 2^d$ for some positive integer $d$. We prove Theorem 3 by transforming $\mathcal{P}$ into an equivalent counter program $\mathcal{P}'$ of (slightly larger) size $\mathcal{O}(n + d \cdot 2^d)$, but of exponentially smaller dimension $2d + 13$. We will rely on the relay-race property with respect to $h$ counters $x_0, x_1, \ldots, x_{h-1}$ (call these counters **relay-race counters**), and thus the transformation will not affect counters $x_{-1}$ and $x_h$. The intuitive idea is to re-cycle counters $x_0, x_1, \ldots, x_{h-1}$ appearing in segments $\mathcal{H}_0, \mathcal{H}_1, \ldots, \mathcal{H}_h$. Our transformation proceeds in $(d - 1)$ steps, in each step reducing by half the number of relay-race counters and adding two additional fresh counters.

\[\quad \text{2 Whenever convenient we compose counter program fragments horizontally, for the ease of presentation.}\]

\[\quad \text{3 Roughly speaking, } \mathcal{H}_{-1} \text{ simply computes } n, \text{ then the sequence of segments } \mathcal{H}_0, \mathcal{H}_1, \ldots, \mathcal{H}_h \text{ is responsible for computation of } (h + 1)\text{th iterate of factorial of } n, \text{ which is then used in } \mathcal{H}_{h+1} \text{ for simulating } \mathcal{M}.\]

\[\quad \text{4 For the ease of presentation we slightly simplify the structure of } \mathcal{P}; \text{ in fact, in order to rigorously express the construction of } [9] \text{ one needs to use two different program fragments instead of just one } \mathcal{H}, \text{ one of them for even } j \text{ and the other one for odd } j. \text{ As will be clear later, this simplification is inessential.}\]
The first step. We split the first step of the transformation into two sub-steps. As the first sub-step, consider the following transformation of $P$. Let $h' = \frac{1}{2}h = 2^{d-1}$. We introduce $h'$ additional fresh counters $y_0, \ldots, y_{h'-1}$, initially set to 0, with the idea that counter $y_k$ invariantly equals to the sum of counters $x_{2k} + x_{2k+1}$. This is achieved by adding, immediately after each command anywhere in fragments $H_0, H_1, \ldots, H_{h-1}$ that operates on counter $x_j$, for $j = 0, \ldots, h - 1$, an additional command operating in the same way on $y_j \div 2$:

$$x_j \ast = 1 \quad \Rightarrow \quad x_j \ast = 1 \quad y_j \div 2 \ast = 1,$$

where $j \div 2$ is the largest nonnegative integer $k$ such that $2k \leq j$, and $\ast \in \{+,-\}$. This addition yields a counter program $P'$ (recall that both $h$ and $h'$ are even):

$$\begin{align*}
H_{-1} & \quad H_0 \quad H_1 \quad H_2 \quad H_3 \quad H_4 \quad \cdots \quad H_{h-2} \quad H_{h-1} \quad H_h \quad H_{h+1} \\
y_0 & \quad x_0 \quad x_1 \quad x_2 \quad x_3 \quad x_4 \quad \cdots \quad x_{h-2} \quad x_{h-1} \quad x_h \quad x_{h+1}
\end{align*}$$

Furthermore, we remove counters $x_0, x_1, \ldots, x_{h-1}$ from the $\text{halt}$ command, and put counters $y_0, y_1, \ldots, y_{h'-1}$ instead:

$\text{halt if } x_{-1}, x_0, \ldots, x_h = 0 \quad \Rightarrow \quad \text{halt if } x_{-1}, x_h, y_0, y_1, \ldots, y_{h'-1} = 0.$

$\triangleright$ Claim 6. $P'$ satisfies invariantly $y_k = x_{2k} + x_{2k+1}$, for $k = 0, 1, \ldots, h' - 1$.

We use that claim for entailing:

$\triangleright$ Claim 7 (Correctness). $P$ has a halting run if, and only if, $P'$ has one.

Proof. We show that halting runs of $P$ are in one-to-one correspondence with halting runs of $P'$, using Claim 6 in both directions. In one direction, every halting run of $P$, ending with all counters $x_{-1}, x_0, \ldots, x_h$ equal 0, has a corresponding halting run of $P'$ ending with $x_{-1}, x_h$ and all added counters $y_0, y_1, \ldots, y_{h'-1}$ equal 0 as well. For the opposite direction consider any halting run of $P'$. As every counter $y_k$ is 0 at the end of the run, the sum of every two consecutive counters $x_{2k} + x_{2k+1}$ is 0 at the end, and hence also each individual counter $x_j$ is forced to be 0 as well (without even checking that it is so, in the final $\text{halt}$ command). Therefore, dropping operations on the added counters yields a halting run of $P$. $\triangleright$

The second sub-step, we introduce two fresh counters $a_0, a_1$, and replace each operation on every counter $x_j$, for $j = 0, 1, \ldots, h - 1$, anywhere in segments $H_0, H_1, \ldots, H_{h-1}$, by the analogous operation on $a_j \mod 2$:

$$x_j \ast = 1 \quad \Rightarrow \quad a_j \mod 2 \ast = 1. \quad (3)$$

The replacement removes $h$ counters $x_0, x_1, \ldots, x_{h-1}$ definitely from $P'$, yielding a counter program $P''$:

$$\begin{align*}
H_{-1} & \quad H_0 \quad H_1 \quad H_2 \quad H_3 \quad H_4 \quad \cdots \quad H_{h-2} \quad H_{h-1} \quad H_h \quad H_{h+1} \\
y_0 \quad x_0 \quad x_1 \quad x_2 \quad x_3 \quad x_4 \quad \cdots \quad x_{h-2} \quad x_{h-1} \quad x_h \quad x_{h+1}
\end{align*}$$

$y_0$ only here

$y_2$ only here

$y_1$ only here

$y_{h'-1}$ only here
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with the same \texttt{halt} command as $\mathcal{P}'$. Note that the size of $\mathcal{P}''$ is larger by $O(2^d)$ than the size of $\mathcal{P}$, but its dimension decreased from $2^d + 13$ to $2^{d-1} + 15$, as $h = 2^d$ counters have been removed and another $h' + 2 = 2^{d-1} + 2$ counters have been introduced instead.

We have thus completed the description of a transformation $\mathcal{P} \mapsto \mathcal{P}''$. Formally, by composing the two sub-steps, we see that $\mathcal{P}''$ has the form:

$$
\begin{align*}
\mathcal{H}_{-1} & \quad \text{size } O(n) \\
\mathcal{H}_0' & \quad \mathcal{H}_1' \quad \cdots \quad \mathcal{H}_h' & \quad \text{constant size each} \\
\mathcal{H}_{h+1} & \quad \text{size } O(n) \\
\text{halt if } x_{-1}, x_h, y_0, \ldots, y_{h'-1} = 0,
\end{align*}
$$

where each segment $\mathcal{H}_i'$ is obtained from $\mathcal{H}_i$ by the simultaneous substitution, for all $j = 0, 1, \ldots, h - 1$:

$$
x_j \ast = 1 \iff a_j \mod 2 \ast = 1 \quad y_j \mod 2 \ast = 1. \tag{5}
$$

The following fact is crucial for correctness, i.e., for proving that the second sub-step, and hence also the whole step, preserves reachability:

\begin{itemize}
  \item[$\triangleright$ Claim 8.]
  In every halting run of $\mathcal{P}''$, $a_j \mod 2 = 0$ at the end of $\mathcal{H}_{j+1}'$ for every $j \in \{0, \ldots, h - 1\}$.
\end{itemize}

\textbf{Proof.} Consider any halting run of $\mathcal{P}''$. By induction on $j$ we prove that for every \textit{even} $j \in \{0, 1, \ldots, h - 1\}$, $a_0 = 0$ at the end of $\mathcal{H}_{j+1}'$, and $a_1 = 0$ at the end of $\mathcal{H}_{j+2}'$.

Let $j \geq 0$ and assume the claim holds for smaller values of $j$. Let $v_0 \in \mathbb{N}$ (resp. $v_1 \in \mathbb{N}$) denote the value of counter $a_0$ (resp. counter $a_1$), at the beginning of fragment $\mathcal{H}_j'$ (resp. $\mathcal{H}_{j+1}'$). By induction assumption (or due to initial $0$ values of counters) we have $v_0 = v_1 = 0$. According to the substitution (5), every operation on $a_0$ in $\mathcal{H}_j'$ and $\mathcal{H}_{j+1}'$ (recall that these are the only fragments where $x_j$ appears) is also performed on $y_j \mod 2$. Likewise, every operation on $a_1$ in $\mathcal{H}_{j+1}'$ and $\mathcal{H}_{j+2}'$ (these are the only fragments where $x_{j+1}$ appears) is also performed on $y_{j+2} \mod 2$. Also according to (5), these are the only operations on $y_{j+2} \mod 2$ performed along the run. Therefore, denoting by $v_0'$ (resp. $v_1'$) the value of counter $a_0$ (resp. counter $a_1$), at the end of fragment $\mathcal{H}_{j+1}'$ (resp. $\mathcal{H}_{j+2}'$), we know that the value of counter $y_{j+2} \mod 2$ at the end of the run is $(v_0' - v_0) + (v_1' - v_1) = v_0' + v_1'$. As the counter $y_{j+2} \mod 2$ is checked to be $0$ by the final \texttt{halt} command, we deduce $v_0' + v_1' = 0$. Finally, since both values are necessarily nonnegative, we deduce $v_0' = v_1' = 0$, as required.

\begin{itemize}
  \item[$\triangleright$ Claim 9 (Correctness).] $\mathcal{P}'$ has a halting run if, and only if, $\mathcal{P}''$ has one.
\end{itemize}

\textbf{Proof.} We show that halting runs of $\mathcal{P}'$ are in one-to-one correspondence with halting runs of $\mathcal{P}''$. As $\mathcal{P}''$ is obtained from $\mathcal{P}'$ by merging all counters $x_j$, for even $j$, to one counter $a_0$, and all counters $x_j$, for odd $j$, to one counter $a_1$, every halting run of $\mathcal{P}'$ has a corresponding halting run of $\mathcal{P}''$ such that $a_0$ is the sum of values of all counters $x_j$ for even $j$ and $a_1$ is the sum of values of all counters $x_j$ for odd $j$. For the opposite direction we rely on Claim 8. According to the claim, replacing in a halting run of $\mathcal{P}''$ each operation on $a_j \mod 2$ in $\mathcal{H}_j'$ and $\mathcal{H}_{j+1}'$ by the same operation on $x_j$ is safe, namely it is guaranteed that counters $x_j$ stay nonnegative. Therefore we get a halting run of $\mathcal{P}''$.

\begin{itemize}
  \item[$\triangleright$ Claim 10 (Relay-race preservation).] The counter program $\mathcal{P}''$ is a relay-race with respect to counters $y_0, y_1, \ldots, y_{h'-1}$.
\end{itemize}
Proof. According to the substitution (5), each counter \( y_k \) only appears in three consecutive segments \( H_{2k}', H_{2k+1}', \) and \( H_{2k+2}' \). Therefore the relay-race condition is satisfied: the last appearance of every counter \( y_k \), for \( k + 1 < h' \), is in the same segment \( H_{2k+2}' \) as the first appearance of the next counter \( y_{k+1} \), and counters \( y_k \) and \( y_{k+2} \), for \( k + 2 < h' \), never appear in the same segment.

We apply the transformation step \( d - 1 \) times. Initially, \( \mathcal{P} \) has \( 2^d \) relay-race counters, and 13 other counters including \( x_1 \) and \( x_8 \). Each \( i \)th iteration, for \( i = 0, 1, \ldots, d - 2 \), decreases the number of relay-race counters twice, from \( 2^{d-i} \) to \( 2^{d-i-1} \), and adds two additional counters \( a^i_j \) and \( a^i_1 \). Therefore, after \( d - 1 \) iterations\(^5\) we arrive at a counter program \( \tilde{\mathcal{P}} \) with just two relay-race counters, say \( z_0, z_1 \), plus \( 2(d - 1) \) added counters, say \( a^0_0, a^1_1 \) for \( i = 0, 1, \ldots, d - 2 \), and 13 remaining counters, of the form:

\[
\begin{array}{cccc}
\mathcal{H}_{-1} & \mathcal{H}_0 & \mathcal{H}_1 & \cdots & \mathcal{H}_h \\
\text{size } \mathcal{O}(n) & \text{size } \mathcal{O}(d) & \text{size } \mathcal{O}(d) & \cdots & \text{size } \mathcal{O}(d) \\
\text{each}
\end{array}
\]

By iterating the substitution (5), one sees that \( \mathcal{H}_i \) is actually obtained from \( \mathcal{H}_i \) by the following simultaneous substitution, for \( * \in \{+, -\} \) and \( j = 0, 1, \ldots, h - 1 \):

\[
x_j * = 1 \implies a^0_{j_0} * = 1 \quad a^1_{j_1} * = 1 \quad \cdots \quad a^{d-2}_{j_{d-2}} * = 1 \quad z_{j_{d-1}} * = 1,
\]

(7) where \( j_{d-1} \ldots j_1 j_0 = \text{BIN}(j) \) is the binary representation of \( j \) using \( d \) bits, in the order of decreasing significance of bits. Indeed, observe that \( j_0 = j \mod 2, j_1 = (j \div 2) \mod 2, j_2 = ((j \div 2) \div 2) \mod 2, \) and so on. Therefore, by iterating the substitution (5), we first replace \( x_j \) by \( a^0_{j_0} \) and a relay-race counter \( y_j \div 2 \), then replace \( y_j \div 2 \) by \( a^1_{j_1} \) and some further relay-race counter \( z_j \div 2 \), and so on. In the sequel we uniformly write \( a^{d-1}_b \) instead of \( z_b \) appearing in (6) and (7), for \( b = 0, 1 \). Let \( \overline{b} = 1 - b \) denote bit negation.

\(\triangleright\) Claim 11. In every halting run of \( \tilde{\mathcal{P}} \), \( a^i_j = 0 \) at the end of \( \mathcal{H}_j \) for every \( j \in \{1, \ldots, h\} \) such that \( j_i = \overline{b} \) and \( j_{i-1} = \ldots = j_0 = 0 \).

\(\triangleright\) Example 12. As an illustration consider \( d = 3 \), and hence \( h = 8 \). The construction yields a counter program \( \tilde{\mathcal{P}} \) with 6 added counters \( a_0^0, a_1^1, a_1^0, a_2^2, a_2^1, a_2^0 \), and hence of dimension 19. Halting runs of \( \mathcal{P} \) and \( \tilde{\mathcal{P}} \) are in one-to-one correspondence, and the values of counters \( x_0, x_1, \ldots, x_7 \) in a halting run of \( \mathcal{P} \) are related, via the equalities depicted below, to the values of counters \( a_0^0, a_1^1, a_1^0, a_2^2, a_2^1, a_2^0 \) in the corresponding halting run of \( \tilde{\mathcal{P}} \).

\[
\begin{array}{c}
\mathcal{H}_{-1} \quad \mathcal{H}_0 \quad \mathcal{H}_1 \quad \mathcal{H}_2 \quad \mathcal{H}_3 \quad \mathcal{H}_4 \quad \mathcal{H}_5 \quad \mathcal{H}_6 \quad \mathcal{H}_7 \quad \mathcal{H}_8 \quad \mathcal{H}_9 \\
\text{size } \mathcal{O}(n) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \quad \text{size } \mathcal{O}(d) \\
\text{each}
\end{array}
\]

\[
\begin{array}{c}
a^0_0 = x_0 + x_1 \\
a^1_0 = x_0 \\
a^0_1 = x_1 \\
a^0_2 = x_2 \\
a^0_3 = x_3 \\
a^0_4 = x_4 \\
a^0_5 = x_5 \\
a^0_6 = x_6 \\
a^0_7 = x_7 \\
a^1_1 = x_2 + x_3 \\
a^1_1 = x_6 + x_7 \\
a^0_1 = x_2 + x_3 \quad a^0_1 = x_6 + x_7
\end{array}
\]

---

\(5\) One additional \( d \)th iteration could be also performed, which would however result in replacing 2 counters by 3 other ones, and hence the dimension would increase.
Indeed, iterating the proof of Claims 7 and 9 three times, we learn that \( a_j^i \) is the sum of values of all counters \( x_j \), where \( j_i = b \), for instance \( a_j^0 = x_0 + x_1 + x_4 + x_5 \). However, according to Claim 11, we have \( a_j^1 = 0 \) at the end of \( \tilde{H}_2 \), and hence \( a_j^2 = x_4 + x_5 \) in \( \tilde{H}_4 \ldots \tilde{H}_6 \).

In particular, we obtain (cf. Claim 14 below) \( 8\text{-ExpSpace} \)-hardness for \( \text{vass} \) in dimension 19 which, according to Theorem 1, has been known before to be \( 6\text{-ExpSpace} \)-hard.

\[ \triangleright \text{Claim 13 (Correctness). } \mathcal{P} \text{ has a halting run if, and only if, } \tilde{\mathcal{P}} \text{ has one.} \]

\[ \text{Proof.} \text{ Iterating Claims 7 and 9 we deduce that halting runs of } \mathcal{P} \text{ are in one-to-one correspondence with halting runs of } \tilde{\mathcal{P}}. \text{ In one direction, every halting run of } \mathcal{P} \text{ has a corresponding halting run of } \tilde{\mathcal{P}} \text{ where each counter } a_j^i, \text{ for } i = 0, 1, \ldots, d-2 \text{ and } b = 0, 1, \text{ invariantly equals to the sum of all counters } x_j \text{ with } j_i = b: \ a_j^i = \sum_{j_i = b} x_j. \text{ For the opposite direction we deduce, using Claim 11, that dropping operations on the added counters in every halting run of } \tilde{\mathcal{P}}, \text{ and replacing each operation on } a_j^i \text{ in } \tilde{H}_j \text{ and } \tilde{H}_{j+1} \text{ by the same operation on } x_j, \text{ yields a halting run of } \mathcal{P}. \]

The dimension of \( \tilde{\mathcal{P}} \) is \( 2d + 13 \). The size of every segment \( \tilde{H}_j \), for \( j = 0, 1, \ldots, h \), is \( O(d) \) times the constant size of \( H_j \), therefore the size of \( \tilde{\mathcal{P}} \) is \( O(n \cdot d \cdot 2^d) \).

Due to Claims 5 and 13, the reduction \( \mathcal{M} \rightarrow \mathcal{P} \) of [9], composed with the transformation \( \mathcal{P} \rightarrow \tilde{\mathcal{P}} \) just described, yield the required reduction \( \mathcal{M} \rightarrow \tilde{\mathcal{P}} \):

\[ \triangleright \text{Claim 14. } \text{Let } d \text{ be a positive integer. Given a 3-counter Minsky machine } \mathcal{M} \text{ of size } n, \text{ one can compute in time } O(n \cdot d \cdot 2^d) \text{ a counter program } \tilde{\mathcal{P}} \text{ of dimension } 2d + 13 \text{ such that } \mathcal{M} \text{ has a halting run with counters bounded by } F(2^d + 1, n) \text{ if, and only if, } \tilde{\mathcal{P}} \text{ has a halting run.} \]

For every fixed \( d \) the reduction is computable in linear time with respect to the input size \( n \), and hence the \( \text{vass} \) reachability problem in dimension \( 2d + 13 \) is \( 2^d\text{-ExpSpace} \)-hard.

## 5 Proof of Theorem 4

In order to prove Theorem 4 we refine further our reduction from Section 4. The refinement involves certain amount of low-programming with counter programs.

Formally, we will set up a linear-time reduction from the following problem:

**EXP-TOWER HALTING PROBLEM**

Input: A 3-counter Minsky machine \( \mathcal{M} \) of size \( n \).

Question: Does it have a halting run where all counters are bounded by \( F(2^n, n) \)?

We argue, similarly as before, that the problem is complete for the class \( 2^n\text{-Tower} \), with respect to polynomial-time reductions, cf. [14, Theorem 3.1] and [41, Section 4.1].

In this section we strongly rely on condition (ii) from Section 4: each segment \( H_j \) in (6), for \( j = 0, 1, \ldots, h \), is obtained by the substitution (1) applied to the same program fragment \( \mathcal{H} \) of constant size. Combining this substitution with the substitution (7) we deduce that each \( \tilde{H}_j \), for \( j = 0, 1, \ldots, h \), is obtained from \( H \) by applying the following two substitutions:

\[
\begin{align*}
x \ast{=} 1 & \quad \mapsto \quad C_{j-1}^+ \\
x' \ast{=} 1 & \quad \mapsto \quad C_j^+ \\
\end{align*}
\]

(8)

where program fragments \( C_j^+ \) are defined, for \( \ast \in \{+, -, \} \) and \( j = 0, 1, \ldots, h-1 \), as the sequence of commands:

\[
C_j^+ = a_{j_0}^0 \ast{=} 1 \quad a_{j_1}^1 \ast{=} 1 \quad \ldots \quad a_{j_{d-2}}^{d-2} \ast{=} 1 \quad a_{j_{d-1}}^{d-1} \ast{=} 1.
\]
We apply here the proviso that the former substitution, referring to \( x \), is not applied when \( j = 0 \), and the latter one, referring to \( x' \), is not applied when \( j = h \). Indeed, recalling (1) and (4), \( x \) in \( \mathcal{H}_0 \) refers actually to \( x_0 \), and likewise \( x' \) in \( \mathcal{H}_j \) refers actually to \( x_{h+1} \).

Relying on the substitutions (8) we are going to optimise the counter program \( \mathcal{P} \), as defined in (6), by replacing all segments \( \mathcal{H}_1, \ldots, \mathcal{H}_{h-1} \) by a single program fragment \( \mathcal{G} \) of size \( \mathcal{O}(d) \), and thus obtaining the final counter program \( \mathcal{P} \) (see (11) below).

We start by defining a single program fragment \( C^* \) of size \( \mathcal{O}(d) \) that achieves the effect of any \( C_i^* \) in a way parametric with respect to \( j \). The program fragment \( C^* \) uses a bit-wise representation of the value of \( j \), ranging over \( 0, \ldots, h - 1 \). To this aim we introduce \( d \) new counters \( b_0, b_1, \ldots, b_{d-1} \) to represent the binary representation \( \text{BIN}(j) = j_{d-1} \ldots j_0 \) of current value \( j \); thus these counters will only take values 0 or 1. In addition, we introduce another \( d \) counters \( \bar{b}_0, \bar{b}_1, \ldots, \bar{b}_{d-1} \) to represent negations of bits \( b_0, b_1, \ldots, b_{d-1} \). We are going to enforce the following equalities to hold invariantly:

\[
\begin{align*}
&b_i + \bar{b}_i = 1 \quad \text{(for } i = 0, \ldots, d - 1). \\
&\text{(9)}
\end{align*}
\]

In particular, as expected, counters \( b_i \) are initialised to 0, while counters \( \bar{b}_i \) are incremented to 1 at the start of \( \mathcal{P} \). Having (9), one easily implements a conditional construct

\[
\text{if } b_i = 1 \text{ then } \mathcal{G} \text{ else } \mathcal{G}'
\]

that executes one of program fragments \( \mathcal{G} \), \( \mathcal{G}' \) depending on the value of the \( i \)th bit \( b_i \):

\[
\begin{align*}
1: \text{goto } 2 \text{ or } 5 \\
2: \ b_i &= 1 \quad b_i += 1 \\
3: \ &\mathcal{G} \\
4: \text{goto } 7 \\
5: \ \bar{b}_i &= 1 \quad \bar{b}_i += 1 \\
6: \ &\mathcal{G}' \\
7: \ &\ldots
\end{align*}
\]

Note that exactly one of the two branches fails (because of \( b_i = 0 \) or \( \bar{b}_i = 0 \)) and the other one succeeds. Line 2 is a non-zero test on \( b_i \), while line 5 is, due to the equality (9), a zero-test on \( b_i \). The original values of counters \( b_i, \bar{b}_i \) are retrieved by increments in lines 2 and 5. The conditional construct allows us to write the code for \( C^* \):

\[
\begin{align*}
1: \text{if } b_0 = 1 \text{ then } a_0^0 \ *= 1 \text{ else } a_0^0 \ *= 1 \\
2: \text{if } b_1 = 1 \text{ then } a_1^1 \ *= 1 \text{ else } a_1^1 \ *= 1 \\
\ldots \\
\text{if } b_{d-1} = 1 \text{ then } a_{d-1}^{d-1} \ *= 1 \text{ else } a_0^{d-1} \ *= 1
\end{align*}
\]

Also, using the above conditional construct (10) as a building block, one writes down two further program fragments \( \text{Inc} \) and \( \text{Dec} \), both of size \( \mathcal{O}(d) \). Fragment \( \text{Inc} \) (resp. \( \text{Dec} \)) increments (resp. decrements) the current value \( j \) represented by counters \( b_0, \ldots, b_{d-1} \), assuming that this value is below \( h - 1 \) (resp. above 0), by means of bit operations. In order to keep the invariant (9), every increment \( b_i += 1 \) of \( i \)th bit is accompanied by the corresponding decrement \( \bar{b}_i -= 1 \), and symmetrically every decrement \( b_i -= 1 \) of \( i \)th bit is accompanied by the increment \( \bar{b}_i += 1 \).

Let \( \mathcal{H} \) denote the result of applying the following substitutions to \( \mathcal{H} \), for \( * \in \{+,-\} \):

\[
\begin{align*}
&x \ *= 1 \quad \mapsto \quad \text{Dec} \quad C^* \quad \text{Inc} \\
&x' \ *= 1 \quad \mapsto \quad C^*
\end{align*}
\]
This exactly implements substitutions (8): assuming the current value of \( j \) is represented in counters \( b_i \) and \( \overline{b}_i \), as described above, execution of the program fragment \( C^* \) has the same effect as execution of \( C_j^* \); and execution of \( \text{Dec } C^* \) \( \text{Inc} \) has the same effect as decrementing \( j \), executing \( C_j^* \), and incrementing \( j \) to retrieve its actual current value, which is equivalent to execution of \( C_j^{*+1} \).

The size of \( \overline{H} \) is \( O(d) \). It remains to wrap up this program fragment inside a loop that increments the value \( j \), represented by counters \( b_0, \ldots, b_{d-1} \), from 0 to \( h - 1 \). Using an aggregated conditional construct if \( b_0 = b_1 = \ldots = b_{d-1} = 1 \) then \text{goto} \ L of size \( O(d) \), defined as expected, we write down the following program fragment \( \overline{G} \), again of size \( O(d) \).

1: \( \text{Inc} \)
2: if \( b_0 = b_1 = \ldots = b_{d-1} = 1 \) then \text{goto} \ 6
3: \( \overline{H} \)
4: \( \text{Inc} \)
5: \text{goto} \ 2
6: \ldots

Assuming the initial values \( b_i = 0 \) and \( \overline{b}_i = 1 \) for all \( j = 0, \ldots, d - 1 \), \( \overline{G} \) sets values \( b_i = 1 \) and \( \overline{b}_i = 0 \) for all \( j = 0, \ldots, d - 1 \), once line 6 is reached. We use \( \overline{G} \) as a part of the final counter program \( \overline{P} \). As the substitutions (8) apply fully only when \( j = 1, \ldots, h - 1 \), we keep the first and the last segments \( \overline{H}_0 \) and \( \overline{H}_h \) as defined in (6)–(7), and replace all others by \( \overline{G} \).

The counter program \( \overline{P} \) has the following form:

\[
\begin{align*}
\overline{H}_{-1} & \quad \text{size } O(n) \\
\overline{H}_0 & \quad \text{size } O(d) \\
\overline{G} & \quad \text{size } O(d) \\
\overline{H}_{h} & \quad \text{size } O(d) \\
\overline{H}_{h+1} & \quad \text{size } O(n)
\end{align*}
\]

\text{halt if } x_{-1}, x_h, a_0^{d-1}, a_1^{d-1} = 0.

\[ (11) \]

Its size is \( O(n + d) \) and its dimension is larger by \( 2d \) than the dimension of \( \overline{P} \).

\[ \text{Claim 15 (Correctness). } \overline{P} \text{ has a halting run if, and only if, } \overline{P} \text{ has one.} \]

\textbf{Proof.} Again, halting runs of \( \overline{P} \) are in one-to-one correspondence with halting runs of \( \overline{P} \). Indeed, a halting run of \( \overline{P} \) is faithfully simulated in \( \overline{P} \) by iterating through \( j = 0, 1, \ldots, h - 1 \) in \( \overline{G} \). Conversely, by the very construction of \( \overline{P} \), its every halting run simulates in this way some halting run of \( \overline{P} \). Note that \( \overline{P} \) has also other runs which are necessarily partial (i.e., they fail to reach the \text{halt} command), because of choosing a failing branch in some of the conditional constructs (10).

\[ \square \]

The optimisation \( P \mapsto \overline{P} \) described above yields a reduction \( M \mapsto \overline{P} \), whose correctness follows by Claims 5, 13 and 15:

\[ \text{Claim 16. } \text{Given a 3-counter Minsky machine } M \text{ of size } n \text{ and a positive integer } d, \text{ one can compute in time } O(n + d) \text{ a counter program } \overline{P} \text{ of dimension } 4d + 13 \text{ such that } M \text{ has a halting run with counters bounded by } F(2^d + 1, n) \text{ if, and only if, } \overline{P} \text{ has a halting run.} \]

Putting \( d = n \), we obtain a linear-time reduction from the \text{EXP-TOWER HALTING PROBLEM}. In consequence, the \text{VASS} reachability problem is \( 2^n \text{-TOWER}-\text{hard} \), with respect to polynomial-time reductions.

\[ \text{As remarked in the footnote 4 in Section 4, } \overline{G} \text{ adapts straightforwardly if, instead of just one } \overline{H}, \text{ two different program fragments are used, say } \overline{H}_0 \text{ and } \overline{H}_1, \text{ one of them for even } j \text{ and the other one for odd } j. \text{ It is enough to replace line 3 by } \text{if } b_0 = 1 \text{ then } \overline{H}_1 \text{ else } \overline{H}_0. \]
References


Improved Lower Bounds for Reachability in VAS


