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Abstract
Secure software development is a crucial topic that companies need to address to develop high-quality software. However, it has been shown that software developers lack secure coding awareness. In this work, we use a serious game approach that presents players with Java challenges to raise Java programmers’ secure coding awareness. Towards this, we adapted an existing platform, embedded in a serious game, to assess Java secure coding exercises and performed an empirical study. Our preliminary results provide a positive indication of our solution’s viability as a means of secure software development training. Our contribution can be used by practitioners and researchers alike through an overview on the implementation of automatic security assessment of Java CyberSecurity Challenges and their evaluation in an industrial context.
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1 Introduction
Over the last years, the number of cybersecurity incidents has been continually rising. According to the US department of homeland security [7], the root cause of about 90% of these incidents is due to poor software quality, which results in software vulnerabilities. A recent large-scale study by Patel et al. [17] has shown that more than 50% of software developers cannot identify vulnerabilities in source code. These facts pose serious issues in the industry, especially for companies that deliver products to critical infrastructures. Companies can use several methods to improve software quality, such as code reviews and static application security testing (SAST). Another possibility is to address the human factor, i.e., the software developers, through education on secure coding.
In this work, we explore raising awareness on secure coding using serious games. Previous work by Gasiba et al. [10] identifies serious games as a viable alternative to raise secure coding awareness of software developers in the industry. However, their work does not address Java programmers. Java is not only widely used in the industry and taught at universities, but it is also in the top-3 of the programming languages that have the most open source vulnerabilities [18].

In this work, we propose and implement a method to perform an automatic evaluation of the security level of Java challenges. This process generates hints for the players when the code contains vulnerabilities. Our platform is embedded in a serious game called CyberSecurity Challenges [11] that has the goal of raising awareness of software developers in the industry. This game is inspired in the capture-the-flag genre of games and includes several types of challenges, both offensive and defensive in nature. Once a team solves one of the challenges they receive a flag earning them a certain amount of points. In the end the team with most points wins the Cyber Security Challenges event. No one wins if no one passes all the tests. However, the main goal of the game is to raise awareness of secure coding, and winning the game by collecting points serves only as an incentive for the individual players and teams to actively participate in the game.

The designed java challenge’s artifact, in the present work, allows for a fully automatic interaction between players through the hint system. The hints are designed to raise awareness of the Carnegie Mellon’s Java secure coding guidelines [22]. Our research questions are:

RQ1 How to automatically assess the level of security of a player’s Java code?
RQ2 Which open-source tools can be used to assist the Java security code assessment?
RQ3 How do players perceive the platform as a means to learn Java secure coding?

The main contribution of this work is insight for practitioners and researchers who wish to implement Java secure coding challenges with automatic hint generation. Moreover, this work also provides a relevant method to automatically access the security levels of Java code, a list of relevant tools and an analysis in the industry setting. Additionally, the empirical study and preliminary results provide a further contribution to knowledge, and its raw results are provided in Zenodo [14] to enable further research.

The present work is organized as follows; section 2 discusses previous relevant work, section 3 describes how to perform automatic security assessment of Java challenges, and the tools we use. In section 4, results of a preliminary study in the industry is presented, and section 5 concludes this work.

## 2 Related Work

In [15], Meng et al. identified several security-related problems that Java software developers experience when developing software. In particular, they conclude that developers do not understand the security implications of their coding decisions. Also, developers tend to search online forums for answers. However, Fischer et al. [9] have shown that such information can be outdated and possibly even wrong. Oliveira et al. [16] discuss the lack of awareness by software developers of the specification and proper usage of application programming interfaces (API). They conclude that wrong usage of APIs can lead to security vulnerabilities. Gasiba et al. identify that software developers in the industry lack awareness [13] of secure coding guidelines, e.g., [22]. The result of their study is in agreement with a recent large-scale survey, with more than 4000 software developers, by Patel et al. [17] that concludes that more than 50% of software developers cannot identify vulnerabilities in source code.
One possible way to raise awareness of secure coding is through serious games. Dörner et al. [8] define serious games as a game that is \textit{designed with a primary goal and purpose other than pure entertainment}. Culliane et al. [6] argue that these types of games can be educational and fun, and Sorace et al. [24] conclude that these can be an attractive approach to improve awareness. Graziotin et al. [12] show that \textit{happy developers are better coders}. Furthermore, Gasiba et al. developed C/C++ CyberSecurity Challenges for industrial software developers [11]. In this work, we adapted this platform to provide Java CyberSecurity Challenges.

Several serious games have been developed with success. Bakan et al. [1] provide an overview of current research in game-based learning and teaching environments. They conclude that serious games can be an effective teaching tool in terms of students’ achievements and retention. In a similar work, Cardoso et al. [2] propose to integrate a Virtual Programming Lab in Moodle to provide a platform for students to edit, compile, run, debug and evaluate programs. However, their work is performed in academia, focuses on teaching Java programming to undergraduates, and does not focus on secure coding.

To design a serious game for secure programming in Java, which produces automatic hints, a method to automatically evaluate a player’s code in terms of cybersecurity vulnerabilities needs to be developed. However, to the best of our knowledge, previous literature does not address these combined issues.

The present work uses and is embedded in a study that uses Action-Design Science methodology by Sein et al. [21]. This research methodology addresses real-world problems in organizations through meaningful actions which are informed by cooperation with academia.

\section{Automated Security Assessment of Java Challenges}

This section briefly describes the automated security assessment process, how the implementation-related security problems are addressed, and describes an empirical study performed in the industry.

\subsection{Automated Security Assessment Process}

A Java challenge consists of the following phases. First, the player is presented with a challenge (programming exercise) through a web interface containing at least one cybersecurity vulnerability. The player’s task is to identify the vulnerability in the code and rewrite it such that the rewritten code still implements the challenge’s required functionality. When the player is satisfied with the rewritten code, he or she submits it to the backend. At this point, the backend performs several analysis steps to the submitted code to automatically assess it in terms of vulnerabilities and functionality. If the code contains no vulnerabilities and is functionally correct, the player has won the challenge. Otherwise, the backend generates a hint to send back to the player to help them solve the challenge. The hint’s generation is based on the player’s code and the various analysis steps performed during code analysis. Furthermore, the hints are implemented using a laddering technique [19, 11].

Figure 1 details the various stages undertaken during the submitted code’s automated assessment. These stages are composed of several steps. The first stage includes two steps: code injection and compilation. When needed, the players’ code is modified through code injection. This step might be required to insert additional functionalities, such as new classes into the project, through import statements without the player’s knowledge. Next, the resulting code is compiled. If any errors are encountered, the process jumps to stage three. In the absence of compiler errors, the process advances to stage two.
There are two major possible approaches to stage two. The tools employed can either run in parallel or sequentially. In this case we used a sequential process due to the fact that the amount of tools used plus the correspondent execution time does not justify a parallel approach. This means that the difference in the response time does not substantially improve from one approach to the other.

This stage consists of code tests using three different testing methods: security tests, static code analysis, and unit tests.

Unit testing is performed to ensure that the player’s code works according to the challenge’s specifications. Security tests are dynamic unit tests that mimic malicious user actions and input to exploit the exercise’s vulnerability. Static-application security testing (SAST) tools provide a report based on analysis of the player’s code that includes code vulnerability issues. These tools however can produce wrong evaluations of the given code.

<table>
<thead>
<tr>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>True Positive</td>
<td>Code has a vulnerability and the tool flags it</td>
</tr>
<tr>
<td>True Negative</td>
<td>Code doesn’t have a vulnerability, and the tool does not flag it</td>
</tr>
<tr>
<td>False Positive</td>
<td>Code doesn’t have a vulnerability, but the tool flags it</td>
</tr>
<tr>
<td>False Negative</td>
<td>Code has a vulnerability, and the tool doesn’t flag it</td>
</tr>
</tbody>
</table>

Table 1 shows the possible outcomes of using SAST tools. Of the four possibilities only two represent the desired functionality of these tools, True Positive and True Negative. In our work, we only consider a sub-set of the results reported by the tools, in order to minimize the number of false positives and false negatives in our security assessment.

Table 2 summarizes the tools that we have used in this stage and their mapping to the testing methods. These tools were selected based on the capability to answer the stage two needs of testing. For the SAST tools we gathered industry recognized free and open-source software and then filtered by the amount of security related errors. The JUnit tool, a framework wildly used in industry, was implemented for unit-testing of the submitted code. This tool ensures that the player’s code works according to the specifications and goals of the challenge. The unit-tests will flag issues like empty class (where no security vulnerabilities are found), giving the proper feedback to the player. JUnit is also used in security-testing of the code. This tool provides extreme values in the functions call in order to try and trigger any potential issue present in the program. JavaFuzzer and Spoon are other tools utilized
Table 2 Analysis Tools.

<table>
<thead>
<tr>
<th>Tools</th>
<th>Unit Tests</th>
<th>Security Tests</th>
<th>SAST Tools</th>
</tr>
</thead>
<tbody>
<tr>
<td>JUnit</td>
<td>•</td>
<td>•</td>
<td></td>
</tr>
<tr>
<td>JavaFuzzer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spoon</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Self-Developed Tools</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SonarQube</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SemGrep</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FB-Infer</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SpotBugs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PMD</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>JBMC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

for security-testing. These tools provide, among others, a series of tests that stimulate the given code by creating random inputs in order to try and trigger potential errors in the given program [20].

The employment of several different testing tools and methods offers a greater variety of results. Although many times different testing tools flag the same errors, there are also several cases where only specific tools can spot certain security vulnerabilities. This means that the tools used can sometimes overlap but also complement each others in the results of the analysis, leading to a more complete scrutiny of the player’s code. These tools are used to generate security-related findings of the submitted code. The tools’ findings are mapped to a PASSFAIL boolean value and to a specific common weakness enumeration (CWE) [3]. The mapping to individual CWEs as well as its ranking was done according to our experience in cybersecurity. Note that, since the user is free to change the exercise’s code at will, potentially malicious code will be executed in stage two. Therefore, to prevent malicious players from abusing and breaching our system (intentionally or non-intentionally), the security tests and unit tests run in a time-limited sandbox. The time-limitation protects against infinite loops, and the sandbox protects against remote-code execution. For more information, we refer the reader to [11].

The last stage consists of an artificial intelligence engine that creates relevant hints for the player if the challenge is not solved. If the challenge is solved, the last stage awards points to the player. Hints are generated based on a CWE selected from the previous steps’ results and prior history, using a laddering technique. The selection of the CWE, which is supplied to the laddering technique, is shown in figure 2.

In case of compiler errors, no CWE is selected, and a report is sent back to the player, which includes the compiler error message. If the code compiles with no errors but no CWE is reported from the tools, the algorithm checks the functional tests’ results. If all the tests pass, the player wins the game, is given a flag in recognition, and the exercise is finished. If at least one test fails, the player receives feedback based on the failed functional test case. This feedback states that the desired code functionality is not respected. However, when the code has security issues (i.e., at least one CWE is reported), the hint generator starts. The hint-generation checks if there have been previous hints given to the player based on the prior history. If the prior history is empty, the hint will be generated based on the highest-ranking CWE found out of all the reported CWEs. This CWE ranking was pre-determined by us based on our experience.
Figure 2 Intelligent Coach’s Algorithm.

Table 3 Initial Hints.

<table>
<thead>
<tr>
<th>Hint Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Feedback</td>
<td>Resource Leakage Found. The submitted code has some type of resource leakage present.</td>
</tr>
<tr>
<td>Basic Hint</td>
<td>CWE-772 : The software does not release a resource after its effective lifetime has ended, i.e., after the resource is no longer needed.</td>
</tr>
<tr>
<td>First Hint</td>
<td>You must guarantee that the stream is being closed in every possible scenario.</td>
</tr>
</tbody>
</table>

However, if the prior history is not empty, the intersection between the current set of CWE’s and the ones in the prior history is computed. If the intersection is an empty set, the selected CWE will be computed based on the highest-ranked CWE out of all the reported CWEs. If the intersection is not empty, the selected CWE is computed based on the highest-ranked CWE in the intersection list.

Finally, the hint is then generated based on the selected CWE through a laddering technique. More details on the laddering technique are given in [11, 19].

Table 3 shows the initial hints developed for the initial platform. Each time the player submits the code the platform will release the Overall Feedback and a Hint. This feedback message is a generalized view of the issue found. The Hint given starts with the associated description of the reported CWE and evolves to more specific hints over time. In our instance of the security exercise, the basic hint provides a description of the vulnerability CWE-772 [5]. In the next hint level, a directed message on how to solve the exercise if provided to the player.

In our project, we took the decision to consider security issues with higher priority than functional issues. This means that the generated hints are firstly concerned with security issues and, if no security issues are present, they are concerned with code functionality.

The whole process of analysing submitted code and generating the hints, executed each time a player submits code, usually takes no more than one or two seconds. These time measurements where acquired using a laptop with the following specifications: 12GB of RAM with an Intel Core i5-6200U CPU, running Linux xubuntu version 20.04.
3.2 Empirical Study

We conducted an empirical study using the developed prototype to analyze how the players feel about the platform as a cybersecurity learning system. The test was conducted from 22 to 27 February 2021 through individual online meetings, 11 in total. Each meeting lasted 30 minutes, 20 of those for the solving of the challenge and 10 for a brief interview with the participants. Eleven persons participated in our experiment, with ages ranging from 20 to 35. Nine of the participants are working in the industry, and the remaining two were students in the IT/software development fields. Industry participants are from Germany and Portugal and are software developers for critical infrastructures with more than five years of experience. The academia students were last-year undergraduates from Portugal, studying computer science.

The players received one Java challenge with a security vulnerability to solve. The individual meetings were carried out with each individual participant. While not embedded in a CyberSecurity Challenges event, the present work is used to inform our approach on the implementation of secure coding exercises for the Java programming language.

Listing 1 ResourceLeak.java.

```java
import java.io.*;

public class ResourceLeak {
    public void writeToFile(File file, String msg) throws IOException {
        FileOutputStream fos = new FileOutputStream(file);
        fos.write(msg.getBytes());
    }
}
```

Listing 1 shows the source code of the exercise presented to the participants during our study. This code was based on the FIO04-J rule [23] of the SEI-CERT coding standards, and contains a resource leakage vulnerability. This type of security issue arises when an opened file handle is not closed. Although Java is a garbage-collected language, the garbage collection mechanism does not work for file handles and database connections. Once these resources are no longer needed they should be immediately closed. A failure to do so can lead to resource starvation of the program or in critical cases resource exhaustion, ultimately leading to a denial-of-service attack [4]. To solve this exercise the participants need to close the file handle either by using a try-catch-finally Java block or by implementing a try with Resources. In the try with Resources scenario the FB Infer tool (V1.0.0) suffers from a False Positive that flags a resource leakage in the code. This problem can be initially addressed in two ways. The first is to wait for the tool to receive an update that would resolve this issue. The second, and chosen course of action, was to give the flag of the challenge on the off chance that the players would encounter this scenario. The participants tested and solved the Java exercise, and experimented with the platform without any restrictions. After solving the challenge, they were asked to complete a small survey containing questions related to their experience, and additional open discussions were held. The survey questions are detailed in table 4.

Answers to the questions are based on a 5-point Likert scale from 1-strongly disagree to 5-strongly agree. Answers were collected anonymously, the participants were instructed about the goal of the research being carried, and they agreed to take part in the study.
Table 4 Survey Questionnaire.

<table>
<thead>
<tr>
<th>Identifier</th>
<th>Question</th>
</tr>
</thead>
<tbody>
<tr>
<td>Q.1</td>
<td>The error messages and hints issued by the platform are relevant to the exercise.</td>
</tr>
<tr>
<td>Q.2</td>
<td>I can relate the hints to the code I have written.</td>
</tr>
<tr>
<td>Q.3</td>
<td>The hints provided by the platform make sense to me.</td>
</tr>
<tr>
<td>Q.4</td>
<td>If I am given the opportunity, I would like to play more exercises.</td>
</tr>
<tr>
<td>Q.5</td>
<td>The hints helped me to understand the problem with the code I have written.</td>
</tr>
</tbody>
</table>

4 Evaluation

In this section, we present the results of our empirical study. Moreover, a critical discussion of the results is also presented. Additionally, we discuss possible threats to the validity of our conclusions. The raw results of our survey can be found in Zenodo [14].

4.1 Results and Discussions

The present work answers the first research question through the presented methodology of using the CyberSecurity Challenges platform to implement Java exercises. In particular, figure 1 shows the three-stage method that we have implemented to automatically assess the level of security of the Java code from the players to the game. To answer the second research question, we have evaluated a number of openly available tools. These results are summarized in table 2. In the following, we present a discussion related to the third research question, on how the players perceive the platform as a means to learn secure coding in the Java programming language.

Figure 3 shows the results of our empirical study, in relation to the survey questions (see table 4). Our preliminary results show that all participants either agreed or strongly agreed that the platform’s hints make sense to them (Q.3) and are related to the programming exercise (Q.1). The majority of the participants agree or strongly agree that the hints are related to the code they wrote (Q.2), with only one participant giving a neutral answer. More than 80% of the participants agree or strongly agree that the platform’s hints help to understand the security issues present in the code (Q.5). About 72% of the participants strongly agree that, given the opportunity, they would like to play additional exercises (Q.4); however, three participants (27%) are not sure.
Although questions 2, 4, and 5 show mostly positive results, one, three, and two neutral answers were obtained for each question, respectively. Further studies are needed to understand possible reasons that led the participants to give these answers. Overall, the outcome obtained in this preliminary study, both through the survey and additional discussions, indicates that the participants welcome the exercises. Furthermore, the hints generated by our proposed automatic security assessment method, which uses widely available open-source tools, received positive ratings from the participants of our study. This is in line with previous similar studies for other programming languages, and gives the authors encouragement to further develop the platform.

Although most participants come from the industry, we hypothesize that similar results might be obtained for students in academia. Furthermore, we also hypothesize that the same method can raise awareness on other coding issues, e.g., code-smells, naming conventions, and code format.

This paper is focused on the Java programming language and the security vulnerabilities associated with it. However, the method to automatically assess the submitted code can be applicable and extendable to any programming language. Just, for each programming language the set of vulnerabilities is different and thus the assessment method needs to be updated accordingly. Although these tests are being developed for the industry, they can also be applied in academia. The developed artifact can be incorporated in programming courses (mainly junior-level) to teach these concepts to students, possibly leading to better prepared and security-aware software developers. The purpose of the artifact itself can be shifted. Instead of focusing 100% on the security part of code development, it can be enhanced to deal with and cover other issues, e.g., code-smells or naming convention.

4.2 Threats to Validity

Eleven participants took part in our preliminary empirical study, which is in line with similar preliminary empirical studies in industrial settings. The results were collected anonymously, and the gathered data does not allow us to understand the difference between participants from industry and students. Nevertheless, since the overall result is positive, we believe that an eventual bias does not affect our conclusions. Furthermore, our results and in alignment with previous studies. Static-application security tools are known to produce false-positives and false-negatives. To counteract these issues, we use the following strategy: (1) our platform filters the findings based on our tools’ experience, (2) we use additional security-tests to cover false-negatives, and (3) we test the exercise extensively before deployment.

5 Conclusions and Further Work

Over the past decade, the number of cybersecurity incidents has been increasing. To counteract this issue, companies can follow several strategies to reduce the number of vulnerabilities in their products and services. These strategies aim to increase resilience to malicious attacks. In this work, we focus on the human-factor, through awareness training. To achieve this, we adapt and extend previous work on CyberSecurity Challenges to automatically perform security assessment of Java challenges and generate hints for players. This paper gives a brief overview of how this automatic assessment can be performed using openly available tools enabling practitioners to reproduce our results. We also introduce a hint-generation algorithm that is used to interact with the player. Finally, we perform an empirical evaluation of our proposed method together with eleven participants. Nine participants are working in the industry, and two are students in the software development
field. Our preliminary results show that the participants can understand the hints generated through our method and agree that these hints are helpful to solve the Java challenge. In further work, the authors would like to implement additional Java challenges and perform a detailed empirical evaluation of the artifact in an industry setting. In this future work, we would like to understand how the hint system targeting Java challenges can be improved, in particular addressing to which extent and which strategies can cope with the fact that findings from static-application security testing tools can potentially contain false-positives and false-negatives.
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