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Preface

This volume contains the proceedings of the 6th International Conference on Formal Structures for Computation and Deduction (FSCD 2021). The conference was held during July 17 – July 24, 2021 as a virtual conference. It was initially planned to be held in Buenos Aires, Argentina, but was actually held as a virtual conference due to the COVID-19 pandemic. The conference (https://fscd-conference.org/) covers all aspects of formal structures for computation and deduction, from theoretical foundations to applications. Building on two communities, RTA (Rewriting Techniques and Applications) and TLCA (Typed Lambda Calculi and Applications), FSCD embraces their core topics and broadens their scope to include closely related areas in logics and proof theory, new emerging models of computation, semantics and verification in new challenging areas.

The FSCD program featured four invited talks given by Zena M. Ariola (University of Oregon, USA), Nao Hirokawa (JAIST, Japan), Elaine Pimentel (UFRN, Brazil), and Sam Staton (University of Oxford, UK). FSCD 2021 received 72 submissions with contributing authors from 22 countries. Each submitted paper has been reviewed by at least three PC members with the help of 130 external reviewers. The reviewing process, which included a rebuttal phase, took place over nine weeks. A total of 28 regular research papers were accepted for publication and are included in these proceedings. The Program Committee awarded the FSCD 2021 Best Paper Award by Junior Researchers to Tom de Jong and Martín Hötzel Escardó for their paper “Predicative Aspects of Order Theory in Univalent Foundations”.

In addition to the main program, 7 FSCD-associated workshops were held, also virtually:
- HoTT/UF: 6th Workshop on Homotopy Type Theory/Univalent Foundations
- ITRS: 10th Workshop on Intersection Types and Related Systems
- WPTE: 7th International Workshop on Rewriting Techniques for Program Transformations and Evaluation
- UNIF: 35th International Workshop on Unification
- LSFA: 16th Logical and Semantics Frameworks with Applications
- IWC: 10th International Workshop on Confluence
- IFIP WG 1.6: 24th meeting of the IFIP Working Group 1.6: Rewriting

This volume of FSCD 2021 is published in the LIPIcs series under a Creative Commons license: online access is free to all papers and authors retain rights over their contributions. We thank the Leibniz Center for Informatics at Schloss Dagstuhl, in particular Michael Wagner for his prompt replies to any questions regarding the production of these proceedings.

Many people have helped to make FSCD 2021 a successful meeting. On behalf of the Program Committee, I thank the authors of submitted papers for considering FSCD as a venue for their work and the invited speakers who have agreed to speak at this meeting. The Program Committee and the external reviewers deserve special thanks for their careful review and evaluation of the submitted papers. The EasyChair conference management system has been a useful tool in all phases of the work of the Program Committee.

The associated workshops have made a big contribution to the lively scientific atmosphere of this virtual meeting and I thank the workshop organizers and workshop chairs Mauricio Ayala-Rincón and Carlos López Pombo for their efforts and enthusiasm in making sure that workshops continued to be an important element of FSCD. Alejandro Díaz-Caro, the Conference Chair, and the organising committee members of FSCD 2021 deserve special appreciation for the overall organization of the conference; although the conference was held
Preface

virtually at the end, they pursued various possibilities, including a hybrid conference. Carsten Fuhs, as Publicity Chair, made a significant contribution in advertising the conference. The steering committee provided excellent guidance in setting up this meeting and in ensuring that FSCD will have a bright and enduring future. I would like to especially thank Delia Kesner, the steering committee chair, for her numerous pieces of advice in managing the conference.

FSCD 2021 was held in-cooperation with ACM SIGLOG and ACM SIGPLAN. It was supported by Universidad de Buenos Aires, Universidad Nacional de Quilmes, CONICET (Grant RD2256), Ministerio de Ciencia, Tecnología e Innovación (Grant RC-RPI-2020-00004), Onapsis, IRIF (Institut de Recherche en Informatique Fondamentale), FUNDACEN (Fundación Ciencias Exactas y Naturales), the CNRS/CONICET International Research Project SINFON, and CertiSur. Finally, I thank all of the participants of the virtual conference for contributing to the success of the event.

Naoki Kobayashi
Program Chair of FSCD 2021
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Abstract

The duality between “true” and “false” is a hallmark feature of logic. We show how this duality can be put to use in the theory and practice of programming languages and their implementations, too. Starting from a foundation of constructive logic as dialogues, we illustrate how it describes a symmetric language for computation, and survey several applications of the dualities found therein.
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1 Introduction

Mathematical logic, through the Curry-Howard correspondence [25], has undoubtably proved its usefulness in the theory of computation and programming languages. It gave us tools to reason effectively about the behavior of programs, and serves as the backbone for proof assistants that let us formally specify and verify program correctness. We’ve found that the same correspondence with logic provides a valuable inspiration for the implementation of programming languages, too. The entire computer industry is based on the difference between the ability to know something versus actually knowing it, and the fact that real resources are needed to go from one to the other. In other words, the cost of an answer is just as important as its correctness. Thankfully, logic provides solutions for both.

We start with a story on the nature of “truth” (Section 2), and investigate different logical foundations with increasing nuance. The classical view of ultimate truth is quite different from constructive truth, embodied by intuitionistic logic, requiring that proofs be backed with evidence. However, the intuitionistic view of truth sadly discards many of the pleasant dualities of classical logic. Instead, we can preserve duality in constructivity by re-imagining logic not as a solitary exercise, but as a dialogue between two disagreeing characters: the optimistic Sage who argues in favor, and the doubtful Skeptic who argues against. Symmetry is restored – still backed by evidence – when both sides can enter the debate.

This dialogic notion of constructive classical logic can be seen as a symmetric language for describing computation (Section 3). The Sage and Skeptic correspond to producers and consumers of information; their debate corresponds to interaction in a program. The two-sided viewpoint brings up many dualities that are otherwise hidden implicitly in today’s programming languages: questions versus answers, programs versus contexts, construction versus destruction, and so on. But more than this, the symmetric calculus allows us to express more types – and more relationships between them – than possible in the conventional programming languages used today.
1:2 Duality in Action

From there, we survey several applications of computational duality (Section 4) across both theoretical and practical concerns. The theory of the untyped $\lambda$-calculus can be improved by viewing functions as codata (Section 4.1). Duality can help us design and analyze different forms of loops found in programs and proofs (Section 4.2). Compilers use intermediate languages to help generate code and perform optimizations, and logic can be put to action at this middle stage in the life of a program (Section 4.3). To bring it all together, a general-purpose method based on orthogonality provides a framework for developing models of safety that let us prove that well-typed programs do what we want (Section 4.4).

2 Logic as Dialogues

One of the most iconic principles of classical logic is the law of the excluded middle, $A \lor \neg A$: everything is either true or false. This principle conjures ideas of an omniscient notion of truth. That once all is said and done, every claim must fall within one of these two cases. While undoubtedly useful for proving theorems, the issue with the law of the excluded middle is that we as mortals are not omniscient: we cannot decide for everything, a priori, which case it is. As a consequence, reckless use of the excluded middle means that even if we know something must be true, we might not know exactly why it is true.

Consider this classic proof about irrational power [20].

Theorem 1. There exist two irrational numbers, $x$ and $y$, such that $x^y$ is rational.

Proof. Since $\sqrt{2}$ is irrational, consider $\sqrt[\sqrt{2}]{2}$. This exponent is either rational or not.

- If $\sqrt[\sqrt{2}]{2}$ rational, then $x = y = \sqrt{2}$ are two irrational numbers (coincidentally the same) whose exponent is rational (by assumption).
- Otherwise, $\sqrt[\sqrt{2}]{2}$ must be irrational. In this case, observe that the exponent $(\sqrt[\sqrt{2}]{2})^{\sqrt{2}}$ simplifies down to just 2, because $\sqrt[\sqrt{2}]{2} = 2$, like so: $(\sqrt[\sqrt{2}]{2})^{\sqrt{2}} = \sqrt{2}^{\sqrt{2}} = \sqrt{2}^2 = 2$.

Therefore, the two chosen irrational numbers are $x = \sqrt[\sqrt{2}]{2}$ and $y = \sqrt{2}$ whose exponent is the rational number 2.

On the one hand, this proof shows Theorem 1 is true in the sense that appropriate values for $x$ and $y$ cannot fail to exist. On the other hand, this proof fails to actually demonstrate which values of $x$ and $y$ satisfy the required conditions; it only presents two options without definitively concluding which one is correct. The root problem is in the assertion that the “exponent is either rational or not.” If we had an effective procedure to decide which of the two options is correct, we could simply choose the correct branch to pursue. But alas, we do not. Depending on an undecidable choice results in a failure to provide a concrete example verifying the truth of the theorem. Can we do better?

2.1 Constructive truth

In contrast to the proof of Theorem 1, constructive logic demands that proofs construct real evidence to back up the truth of a claim. The most popular constructive logic is intuitionistic logic, wherein a proposition $A$ is only considered true when a proof produces specific evidence that verifies the truth of $A$ [3, 24]. As such, the basic logical connectives are interpreted intuitionistically in terms of the shape of the evidence needed to verify them.

Conjunction Evidence for $A \land B$ consists of both evidence for $A$ and evidence for $B$.
Disjunction Evidence for $A \lor B$ can be either evidence for $A$ or evidence for $B$. 
The most iconic form of evidence is for the existential quantifier $\exists x:D.P(x)$. Intuitionistically, we must provide a real example for $x$ such that $P(x)$ holds. Instead, classically we are not obligated to provide any example, but only need to demonstrate that one cannot fail to exist, as in Theorem 1. This is why intuitionistic logic rejects the law of the excluded middle as a principle that holds uniformly for every proposition. Without knowing more about the details of $A$, we have no way to know how to construct evidence for $A$ or for $\neg A$. But still, $A \lor \neg A$ is never false; intuitionistic logic admits there may be things not yet known.

Intuitionistic logic is famous for its connection with computation, the $\lambda$-calculus, and functional programming [25]. Constructivity also gives us a more nuanced lens to study logics. For example, one way of understanding and comparing different logics is through the propositions they prove true. In this sense, intuitionistic and classical logic are different because classical logic accepts that $A \lor \neg A$ is true in general for any $A$, but intuitionistic logic does not. But this reduces logics to be merely nothing more than the set of their true propositions, irrespective of the reason $why$ they are true. In a world in which we care about evidence, this reductive view ignores all evidence. Instead, we can go a step further to also compare the informational content of evidence provided by different logics.

In this sense, intuitionistic logic does very well in describing why propositions are true, especially compared to classical logic. The evidence supporting the truth of different connectives (like conjunction and disjunction) and quantifiers (like existential and universal) are tailor-made to fit the situation. But the evidence demonstrating falsehood is another story. Indeed, intuitionistic logic does not speak directly about what it means to be false. Rather, it instead says indirectly that “not $A$ is true,” i.e., $\neg A$. In this case, the evidence of falsehood is rather poor, and always cast in the same form as a hypothetical: truth would be contradictory. For example, concrete evidence that $\forall x:\mathbb{N}. x + 1 \neq 3$ is false should be a specific counterexample for which the property fails; the same informational content as the evidence needed to prove $\exists x:\mathbb{N}. x + 1 = 3$ is true. For example, choosing 2 for $x$ leads to $2 + 1 \neq 3$, which is obviously wrong. Yet, an intuitionistic proof of $\neg \forall x:\mathbb{N}. x + 1 \neq 3$ is under no such obligation to provide a specific counterexample, it only needs to show that a counterexample cannot fail to exist. The intuitionistic treatment of falsehood sounds awfully similar to the noncommittal vagueness of classical truth. Can we do better?

### 2.2 Constructive dialogues

The famous asymmetry of intuitionism is reflected by its biased treatment of the two basic truth values: it demands concretely constructed evidence of truth, but leaves falsehood as the mere shadow left behind from the absence of truth. This models the scenario of a solitary Sage building evidence to support a grand theorem. When the wise Sage delivers a claim we can be sure it is true – and verify the evidence for ourselves – but what if the Sage is silent? Is that passive evidence of falsehood, or just merely an artifact that work takes time? What is missing is a devil’s advocate to actively argue the other side.

In reality, the uncharted frontier on the edge of current knowledge is occupied by contentious debate. Before something is fully known, there is a space where multiple people can honestly hold different, conflicting claims, even though they are all ultimately interested
in discovering the same shared truth. There is no need to be confined to the isolated work of cloistered ivory towers. Instead, there can be a dialogue between disagreeing parties, who influence one another and poke holes in questionable lines of reasoning. The search for truth is then found inside the dialogue of debate, of (at least) two sides exchanging probing questions and rebutting answers, where the victorious side defeats their opponent by eventually constructing the complete body of evidence that finally proves their position.

To keep things simple, let’s assume the proposition \( A \) is under dispute by only two people: the Sage and the Skeptic. Whereas the Sage is optimistically trying to prove \( A \) is true, as before, the Skeptic is doubtful and asserts \( A \) is false. The dispute over \( A \) is resolved by the process of dialogue between the Sage and the Skeptic. But who is responsible for providing the first piece of evidence supporting their claim? Whoever has the burden of proof.

A positive burden of proof is when the Sage must provide evidence supporting that \( A \) is true. The shape of evidence for \( A \)’s truth follows the shape of the disputed proposition \( A \), and shares similarities with the evidence of truth for the same intuitionistic logical concepts.

**Conjunction** Evidence for \( A \land B \) is both evidence for \( A \) and evidence for \( B \).

**Disjunction** Evidence for \( A \lor B \) is either evidence for \( A \) or evidence for \( B \).

**Existence** Evidence for \( \exists x : D.P(x) \) is an example value \( n \in D \) along with evidence for \( P(n) \).

**Negation** Evidence for \( \neg A \) is the same as evidence against \( A \).

Notice that new symbols are used for the connectives, and the evidence for negation is completely different. Both changes are due to the fact that there are other logical concepts that demand evidence of falsehood, rather than truth. These involve a negative burden of proof, where the Skeptic must provide evidence supporting that \( A \) is false. Just like the positive burden of proof (and contrary to intuitionistic logic), the shape of the evidence against \( A \) depends on the shape of \( A \).

**Conjunction** Evidence against \( A \land B \) is either evidence against \( A \) or evidence against \( B \).

**Disjunction** Evidence against \( A \lor B \) is both evidence against \( A \) and evidence against \( B \).

**Universal** Evidence against \( \forall x : D.P(x) \) is a counterexample value \( n \in D \) (e.g., a concrete number when \( D = \mathbb{N} \)) along with evidence against \( P(n) \).

**Negation** Evidence against \( \neg A \) is the same as evidence for \( A \).

Now we can see that the new symbols for conjunction and disjunction disambiguate between the positive and negative burdens of proof, which carry complementary forms of evidence. In contrast, the two quantifiers \( \exists \) and \( \forall \) are not duplicated, but rather arranged to prioritize "finite" evidence (one specific example or counter example in the domain) instead of "infinite" hypothetical evidence (a general algorithm for generating evidence based on any object in the domain). Furthermore, there are two different notions of negation, the positive \( \land \) and negative \( \neg \), internalizing the duality between evidence for and against.

The construction of evidence for or against each connectives is captured by these inference rules with two judgments: \( A \) true directly verifies \( A \)’s truth and \( A \) false directly refutes it.

\[
\begin{array}{ccc}
A \text{ true} & B \text{ true} & A \land B \text{ true} \\
A \text{ false} & B \text{ true} & A \lor B \text{ true} \\
A \text{ true} & B \text{ true} & n \in D \land P(n) \text{ true} \\
A \text{ false} & B \text{ true} & \exists x : D.P(x) \text{ true} \\
A \text{ true} & B \text{ false} & A \land B \text{ false} \\
A \text{ true} & B \text{ true} & n \in D \land P(n) \text{ false} \\
A \text{ false} & B \text{ false} & \forall x : D.P(x) \text{ false} \\
A \text{ true} & B \text{ false} & \neg A \text{ true} \\
A \text{ false} & B \text{ true} \end{array}
\]

What does the other party without the burden of proof do? While they can wait to rebut the specific evidence they are given, it may take a long time (perhaps forever) for that evidence to be constructed. And absence of evidence does not imply the evidence of
absence. For example, the Skeptic may doubt a universal conjecture, but cannot come up with a counterexample that shows it false yet; this alone does not prove the conjecture true. Instead, in the face of negative burden of proof, the Sage can prove truth with a hypothetical argument that no such evidence against exists: systematically consider all possible evidence for the falsehood of $A$ and show that each one leads to a contradiction. Dually, the Skeptic – waiting for the positive burden of proof to be fulfilled – can prove falsehood by hypothetically refuting all evidence of truth, showing all possible evidence for the truth of $A$ leads to a contradiction. These proofs by contradiction are captured by the following inference rules for a proposition $A$ (having positive burden of truth) and $B$ (having negative burden of proof) using a third and final judgment contra representing a logical contradiction.

<table>
<thead>
<tr>
<th>$A$ true</th>
<th>$B$ false</th>
</tr>
</thead>
<tbody>
<tr>
<td>contra</td>
<td>contra</td>
</tr>
<tr>
<td>$A$ false</td>
<td>$B$ true</td>
</tr>
</tbody>
</table>

We can now see that the evidence for $\neg A$’s truth hasn’t changed from Section 2.1. To show $\neg A$ true via proof by contradiction, we assume evidence that $\neg A$ is false – the same as assuming evidence $A$ is true – and derive a contradiction. In contrast, $\Diamond A$ is entirely new.

### 2.3 The duality of constructive evidence

Viewing logic as a dialogue between an advocate and adversary – rather than just a lone advocate building constructions by themself – already improves the evidence of falsehood by giving the adversary a voice. Moreover, it improves some pleasant symmetries of truth with a more nuanced library of logical connectives expressing the full range of burden of proof.

For example, consider the classical law of double-negation elimination, $\neg\neg A \implies A$ (where $\implies$ stands for implication): if $A$ cannot be untrue, then $A$ is true. Intuitionists reject this law because the evidence for $\neg\neg A$ is much weaker than for $A$. For example, the evidence for $\neg\neg \exists x : \mathbb{N}. \exists y : \mathbb{N}. x^2 = y$ is a hypothetical argument that only says that it is contradictory for $\exists x : \mathbb{N}. \exists y : \mathbb{N}. x^2 = y$ to lead to a contradiction. In contrast, one example of direct evidence for $\exists x : \mathbb{N}. \exists y : \mathbb{N}. x^2 = y$ is the witness that for $x = 3$ and $y = 9$, we have $3^2 = 9$. One possible conclusion, taken by intuitionists, is that double-negation elimination is just incompatible with constructive evidence. But another conclusion is that the wrong negation has been used. Instead, consider the shape evidence for $\neg \exists x : \mathbb{N}. \exists y : \mathbb{N}. x^2 = y$ given by the more refined, dual definitions of $\exists$ and $\neg$ in Section 2.2: evidence proving $\neg \exists x : \mathbb{N}. \exists y : \mathbb{N}. x^2 = y$ true consists of evidence proving $\neg \exists x : \mathbb{N}. \exists y : \mathbb{N}. x^2 = y$ false, which in turn is the same as just evidence proving $\exists x : \mathbb{N}. \exists y : \mathbb{N}. x^2 = y$ true. So while $\neg\neg A \implies A$ for a generic $A$ might not be considered constructive, $\Diamond A \implies A$ definitively is.

More generally, we can look at how negation interacts with the other logical connectives. In classical logic, the de Morgan laws describe how negation distributes over dual connectives, converting between conjunction ($\land$) and disjunction ($\lor$) as well as existential ($\exists$) and universal ($\forall$) quantifiers, like so (where $\iff$ means “if and only if”):

\[
\neg (A \lor B) \iff (\neg A) \land (\neg B) \quad \neg (\exists x : D. P(x)) \iff \forall x : D. \neg P(x)
\]

\[
\neg (A \land B) \iff (\neg A) \lor (\neg B) \quad \neg (\forall x : D. P(x)) \iff \exists x : D. \neg P(x)
\]

However, not all of these laws hold intuitionistically. In particular, $\neg (A \land B) \not\iff (\neg A) \lor (\neg B)$ because knowing that the combination of $A$ and $B$ is contradictory is not enough to show definitively which of $A$ or $B$ is contradictory. Likewise, $\neg (\forall x : D. P(x)) \not\iff \exists x : D. \neg P(x)$ because, as we have seen before, knowing that it is contradictory for $P(x)$ to be universally true does not point out the specific element of $D$ where $P$ fails.
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Figure 1 Law of excluded middle $A \oplus \neg A$ as a miraculous feat of time travel.

Figure 2 Law of excluded middle $A \forall \neg A$ as a mundane contradiction of falsehood.

Again, this problem with the asymmetry of the De Morgan laws can be seen as the classical logician being too vague about the burden of proof in their connectives. Rephrasing, we get the following symmetric versions of the De Morgan laws in terms of $\neg$ and $\ominus$ that are nonetheless constructive:

$$\neg(A \lor B) \iff (\neg A) \land (\neg B) \quad \ominus(A \land B) \iff (\ominus A) \lor (\ominus B)$$

$$\neg(\exists x:D.P(x)) \iff \forall x:D.\neg P(x) \quad \ominus(\forall x:D.P(x)) \iff \exists x:D.\ominus P(x)$$

Note the new meanings of the previously offensive directions. On the one hand, evidence for $\ominus(A \land B)$ consists of evidence against $A \land B$ that boils down to either evidence against $A$ or evidence against $B$; exactly the same as the evidence for $(\ominus A) \lor (\ominus B)$. On the other hand, evidence against $\neg(A \lor B)$ is the same as evidence for $A \land B$ which consists of evidence for both $A$ and $B$ simultaneously; exactly the same as the evidence against $(\neg A) \forall (\neg B)$.

Similarly, evidence for $\ominus(\forall x:D.P(x))$ is a specific counterexample $n$ in $D$ such that $P(n)$ is false, which is exactly the same evidence needed to prove $\exists x:D.\ominus P(x)$ true.

Finally, let’s return to the troublesome law of the excluded middle, $A \lor \neg A$ that we started with. Now equipped with two different versions of disjunction, we can understand this law constructively in two very different ways. The first understanding is based on the connection of classical logic with control [23], which represents the excluded middle as the seemingly impossible choice $A \oplus \neg A$. This proposition is true through a cunning act of bait and switch as shown in Figure 1. First, the Sage (in the blue academic square cap) baselessly asserts that $\neg A$ is true hoping that this is ignored. Later the Skeptic (in the Sherlock Holmesian brown deerstalker) can call the Sage’s bluff by providing evidence that $A$ is in fact true. In response, the Sage miraculously turns back the clock and changes their claim, instead asserting that $A$ is true by using the Skeptic’s own evidence against them. Now, the use of
time travel to change answers might seem a bit excessive, but luckily there is a much more mundane understanding based on the more modest $A \not\iff \neg A$. This proposition is true, almost trivially, as a basic contradiction shown in Figure 2, based on the fact that evidence for $A$ is identical to evidence against $\neg A$. Here, the Sage merely asserts that $A$ cannot be both true and false at the same time, to which the Skeptic has no retort. Thus, restoring the balance between true and false does a better job of explaining the constructive evidence of both classical and intuitionistic logic.

3 Computing with Duality

What does a calculus for writing logical dialogues look like? In order to prepare for representing hypothetical arguments, we will use a logical device called a sequent written:

$$A_1, A_2, \ldots, A_n \vdash B_1, B_2, \ldots, B_m$$

that groups together multiple propositions into a single package revolving around a central entailment denoted by the turnstile ($\vdash$). This sequent can be read as “if $A_1, A_2, \ldots, A_n$ are all true, then something among $B_1, B_2, \ldots, B_m$ must be true,” or more simply “the conjunction of the left ($A_1, \ldots, A_n$) implies the disjunction of the right ($B_1, \ldots, B_m$).” In order to understand the practical meaning of the compound sequent, it can help to look at special cases where it contains at most one proposition, forcing either the left or the right side of entailment to be empty (denoted by $\bullet$).

**True** The sequent $\bullet \vdash A$ means that $A$ is true. The assumption is trivial because the conjunction of nothing is true (asserting everything in an empty set passes some test is a vacuously true statement). Since $A$ is the only option on the right, $A$ must be true.

**False** The sequent $A \vdash \bullet$ means that $A$ is false. The conclusion is impossible because the disjunction of nothing is false (asserting that a true element is found among an empty set is immediately false). Since assuming $A$ is true implies falsehood, $A$ must be false.

**Contradiction** The sequent $\bullet \vdash \bullet$ denotes a contradiction. Following the reasoning above, $\bullet \vdash \bullet$ means “true implies false,” which is just plainly impossible.

Thus far, this is just rephrasing the basic judgments we had discussed in Section 2.2 (therein written $A$ true, $A$ false, and contra, respectively). What is more interesting is how these forms of logical judgments can be reinterpreted as analogous forms of expressions in a calculus for representing computation as interaction.

**Production** The typing judgment $\bullet \vdash v : A$ means that the term $v$ produces information of type $A$. By analogy with Section 2.2, $v$ represents the Sage who is trying to prove that $A$ is true, and the value returned by $v$ represents the evidence (of type $A$) that verifies the veracity of their claim.

**Consumption** The typing judgment $| e : A \vdash \bullet$ means that the coterm (a.k.a continuation) $e$ consumes information of type $A$. The coterm $e$ is analogous to the Skeptic who is trying to prove that $A$ is false. In this sense, the covalue returned by $e$ represents the evidence of a counter argument (of type $A$), which refutes values of type $A$.

**Computation** The typing judgment $e : (\bullet \vdash \bullet)$ means that the command $e$ is an executable statement. Commands are the computational unit of the language where all reductions happen; each step of reduction corresponds to the back-and-forth dialogue between the Sage and the Skeptic. The fundamental form of commands is an interaction $(v|e)$ between a term $v$ and a coterm $e$. The command $(v|e)$ means that the value returned by $v$ is given to $e$ as input, or dually the covalue constructed by $e$ inspects $v$’s output.
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Note that, whereas terms $\bullet \vdash v : A$ produce output (i.e., provide answers) and coterms $| e : A \vdash \bullet$ consume input (i.e., ask questions), the command $c : (\bullet \vdash \bullet)$ does not produce or consume anything itself, and acts as an isolated computation. To interact with a command, it is necessary to provide for free variables $x$ which stand for places to read inputs and free covariables $\alpha$ standing for places to send outputs. Open commands with free (co)variables have the more general typing judgment

$$c : (x_1 : A_1, x_2 : A_2, \ldots, x_n : A_n \vdash \alpha_1 : B_1, \alpha_2 : B_2, \ldots, \alpha_m : B_m)$$

As shorthand, we use $\Gamma$ to denote a list of inputs $x_1 : A_1, \ldots, x_n : A_n$ and $\Delta$ to denote a list of outputs $\alpha_1 : B_1, \ldots, \alpha_m : B_m$. Similar to open commands of type $c : (\Gamma \vdash \Delta)$, we also have open terms $\Gamma \vdash v : A \mid \Delta$ and open coterms $\Gamma \mid e : A \vdash \Delta$ which might also use free (co)variables in $\Gamma$ and $\Delta$. Reference to these free (co)variables looks like this:

$$\Gamma, x : A \vdash x : A \mid \Delta \quad \text{VarR}$$

$$\Gamma \mid \alpha : A \vdash \alpha : A, \Delta \quad \text{VarL}$$

As another example, the typing rule for safe interactions in a command $\langle v \mid| e \rangle$ corresponds to the Cut rule, which only connects together a producer and consumer that agree on a shared type $A$ of information being exchanged:

$$\frac{\Gamma \vdash v : A \mid \Delta \quad \Gamma \mid e : A \vdash \Delta}{\langle v \mid| e \rangle : (\Gamma \vdash \Delta)} \quad \text{Cut}$$

The exciting part of this language is the way it renders the many dualities in logic directly in its syntax. We know that true is dual to false, and for the same reason things on the left of a sequent (i.e., to the left of $\vdash$) are dual to things on the right. In this sense, the turnstyle $\vdash$ serves as an axis of duality in logic. The same axis exists in the form of commands $\langle v \mid| e \rangle$, where the left and right components are dual to one another. The most direct way to see this duality is in the exchange of answers and questions between the two sides of a command.

\[\text{Answers} \quad \langle v \mid| e \rangle \quad \text{Questions}\]

However, there are many other dualities besides the answer-question dichotomy to explore along this same axis. While we imagine that information flows left-to-right, it turns out that control flows right-to-left. There is the construction-destruction dynamic between the creation of concrete evidence and the inspection of it, which can be arranged in either direction. Likewise, abstraction over types and hidden information gives rise to dual notions of generics (à la parametric polymorphism in functional languages and Java generics) which hide information in the consumer/client and modules (à la the SML module system) which hide information in the producer/server. So now let’s consider how each of these computational dualities manifest themselves in the logical foundation of this language.

---

1 The rules are named with an $R$ and $L$ because their conclusion below the horizontal line of inference introduces a new term on the Right of the turnstyle ($\vdash$) and a new coterm on the Left, respectively. This naming convention comes from the sequent calculus, which we will follow throughout the paper.
3.1 Positive burden of proof as data

In the constructive dialogues of Section 2.2, consider the case where the Sage has the positive burden of truth, and is responsible for constructing a concrete piece of evidence that backs up their claim that some proposition is true. The shape of the Sage’s evidence depends on the proposition in question, and will contain enough information to fully justify truth in a way the Skeptic can examine. In computational terms, constructing this positive form of evidence corresponds to constructing values of a data type. In this sense, the Sage constructing evidence of A’s truth is analogous to a producer v which constructs a value of type A.

For example, consider the basic cases for positive evidence of conjunction (A ⊗ B) and disjunction (A ⊕ B). The evidence of the conjunction A ⊗ B is made up of a combination of evidence v of A along with evidence w of B. In other words, it is a pair (v, w) of the tuple type A ⊗ B. In contrast, the evidence of the disjunction A ⊕ B is a choice of either evidence v for A or evidence w for B. In other words, it is one of the two tagged values \( \iota_1 v \) or \( \iota_2 w \) of the sum type A ⊕ B. These constructions are captured by the following typing rules, which resemble the inference rules for \( A \otimes B \) true and \( A \oplus B \) true in Section 2.2:

\[
\begin{align*}
\Gamma \vdash v : A \mid \Delta & \quad \Gamma \vdash w : B \mid \Delta \\
\Gamma \vdash (v, w) : A \otimes B \mid \Delta & \quad \Gamma \vdash v : A \mid \Delta \\
\Gamma \vdash w : B \mid \Delta & \quad \Gamma \vdash v : A \mid \Delta \\
\end{align*}
\]

How, then, might the Skeptic respond to the evidence contained in these values? In general, the Skeptic is only obligated to show that evidence following these rules cannot be constructed, because their existence would lead to a contradiction. This corresponds to pattern matching or deconstructing on the shape of all possible values of a data type. A rebuttal of A ⊗ B is a process demonstrating a contradiction c given any generic pair \((x, y) : A \otimes B\), i.e., in the context of two generic values \(x : A\) and \(y : B\). Similarly, a rebuttal of A ⊕ B is a process that demonstrates two different contradictions: \(c_1\) which responds to a tagged value \(\iota_1 x : A \oplus B\) (i.e., in the context of a generic value \(x : A\)) and \(c_2\) which responds to a tagged value \(\iota_2 y : A \oplus B\) (i.e., in the context of \(y : B\)). The two rebuttals are captured by the deconstructing consumers \(\bar{\mu}(x, y).c\) and \(\bar{\mu}[\iota_1 x, c_1 | \iota_2 y, c_2]\) given by these typing rules:

\[
\begin{align*}
\Gamma \vdash c : (\Gamma, x : A, y : B \vdash \Delta) & \quad \Gamma \vdash (\Gamma, x : A \vdash \Delta) \\
\Gamma \vdash (\Gamma, y : B \vdash \Delta) & \quad \Gamma \vdash \bar{\mu}(x, y).c : A \otimes B \vdash \Delta \\
\end{align*}
\]

Although more intricate, the evidence for or against an existential follows this same pattern of constructing values in the term and deconstructing them in the coterm. For simplicity, assume that the quantifiers’ domain ranges over other types. \(\exists X. B\) describes values of type B, which might reference a hidden type X. This kind of information hiding corresponds to modules in a program where the code implementing the module is written with full knowledge of a specific type X, but the client code using the module does not know which type was used for X. To be explicit about the module’s hidden choice for X, we can use the (Sage’s) constructor form \((A, v)\) which means to produce the value v whose type depends on A. The client (Skeptic) side can unpack the generic value (evidence) of the form \((X, y)\) to run a command (demonstrate a contradiction), which looks like \(\bar{\mu}(X, y).c\). This pair of construction-deconstruction looks like:\(^2\)

\(^2\) The \(\exists L\) rule has the additional side condition \(X \notin FV(\Gamma \vdash \Delta)\), meaning the type variable X is not found among the free variables of environments \(\Gamma\) and \(\Delta\). The side condition makes sure that X stands for a truly generic type parameter, which would be ruined if \(\Gamma\) and \(\Delta\) constrained X with additional assumptions about it. Similar side conditions weren’t needed in \(\otimes L\) and \(\oplus L\) because ordinary variables \(x, y\) cannot be referenced by types in \(\Gamma\) and \(\Delta\) without dependent types. Alternatively, we could have also introduced yet another environment \(\Theta = X, Y, Z, \ldots\) for keeping track of the free type variables in the sequent, as is often done in the type systems in polymorphic languages like System F \([22]\).
Duality in Action

If the positive burden of truth corresponds to constructing values of a data type, then what is the computational interpretation of the negative burden of proof? Applying syntactic duality of our symmetric calculus – that is, flipping the roles of producers \( v \) and consumers \( c \) in the command \( \langle v | c \rangle \) to get the analogue of \( \langle c | v \rangle \) – leaves us only one answer: constructing covalues of a codata type, which are defined in terms of observations rather than values. This corresponds to the evidence constructed by the Skeptic within a negative burden of proof, which has a different shape depending on the proposition \( A \) being argued against. Thus, the Skeptic’s evidence can be represented by a consumer \( c \) of type \( A \).

Consider the basic cases for negative evidence against conjunctions \( (A \& B) \) and disjunctions \( (A \not\& B) \). Contrary to before, the evidence against a conjunction comes in one of two forms: either evidence \( e \) against \( A \) or evidence \( f \) against \( B \). In other words, it is a first projection \( \pi_1 e \) or second projection \( \pi_2 f \) out of a product type \( A \& B \). The evidence against a disjunction instead has just one form, containing both evidence \( e \) against \( A \) and evidence \( f \) against \( B \). Taken together, this is a pair \([e, f]\) – dual to a tuple of values – of the type \( A \not\& B \). These constructions of consumers are captured by the following typing rules, which resemble the inference rules for \( \forall \) and \( \exists \) from Section 2.2:

\[
\frac{\Gamma \vdash e : A \vdash \Delta}{\Gamma \mid \pi_1 e : A \& B \vdash \Delta} \quad \&L_1 \quad \frac{\Gamma \mid f : B \vdash \Delta}{\Gamma \mid \pi_2 f : A \& B \vdash \Delta} \quad \&L_2 \quad \frac{\Gamma \mid e : A \vdash \Delta \quad \Gamma \mid f : B \vdash \Delta}{\Gamma \mid [e, f] : A \not\& B \vdash \Delta} \quad \not\&L
\]

If the Skeptic is now constructing concrete evidence, then the Sage must be the one responding to it in some way. This proof of truth involves arguing that the Skeptic cannot possibly argue against the proposition: every potential piece of negative evidence that might be constructed leads to a contradiction. The computational interpretation of the Sage’s response corresponds to an object that defines a reaction to every possible observation on it, which can be written via copattern matching [1] which deconstructs the shape of its observer.

A rebuttal in favor of \( A \& B \) is a process that demonstrates two different contradictions: \( c_1 \) which responds to a generic first projection \( \pi_1 \alpha : A \& B \), and \( c_2 \) which responds to a generic second projection \( \pi_2 \beta : A \& B \). Instead, a rebuttal in favor of \( A \not\& B \) responds with just one contradiction \( c \), given a generic \([\alpha, \beta] : A \not\& B \) that combines both pieces of negative evidence (\( \alpha \) against \( A \) and \( \beta \) against \( B \)). The two rebuttals in favor of \( A \& B \) and \( A \not\& B \) are captured by the copattern-matching producers \( \mu(\pi_1 \alpha.c_1 | \pi_2 \beta.c_2) \) and \( \mu[\alpha, \beta].c \), respectively, given by these two typing rules:

\[
\frac{\Gamma \vdash \alpha : A, \Delta \quad \Gamma \vdash \beta : B, \Delta}{\Gamma \vdash \mu(\pi_1 \alpha.c_1 | \pi_2 \beta.c_2) : A \& B | \Delta} \quad \&R \quad \frac{\Gamma \vdash \alpha : A, \beta : B, \Delta \quad \Gamma \vdash \mu[\alpha, \beta].c : A \not\& B | \Delta}{\Gamma \vdash c : (\Gamma \vdash \alpha : A, \beta : B, \Delta)} \quad \not\&R
\]

Universal quantification can be derived mechanically as the dual of existential quantification, where the roles of information hiding have been flipped between the implementor and client. With the polymorphic type \( \forall X . B \) – describing values of type \( B \) that are generic in type \( X \) – it is now the clients using values of type \( \forall X . B \) that get to choose \( X \). For example, consider the polymorphic function \( \forall X . X \rightarrow X \) – the callers of this function get to choose the specific type for \( X \) – it could be integers, booleans, lists, etc. – before passing an argument of that type to receive a returned value of the same type. The implementor which
produces a value of type $\forall X.B$ must instead be generic in $X$: it cannot know which $X$ was chosen because different clients might all choose different specializations for $X$. Thus, the implementation (Sage) side can unpack a generic covalue (evidence) of the form $[X,\beta]$ to run a command (demonstrate a contradiction), which looks like $\mu[X,\beta],c$ corresponding to System F’s $\Lambda X.v$ [22]. These (de)constructors follow rules dual to $\exists R$ and $\forall L$:

$$\Gamma \vdash e : B(A/X) \vdash \Delta \quad \frac{\Gamma \vdash \beta : B, \Delta}{\Gamma \vdash \mu[A,\beta],c : \forall X.B \mid \Delta} \quad \forall R$$

$$\Gamma \vdash \exists \alpha : A, \Delta \quad \frac{\Gamma \vdash (\exists \alpha : A).\Delta}{\Gamma \vdash \mu(\exists \alpha : A).c : \exists A \vdash \Delta} \quad \exists R$$

### 3.3 The two dual negations

Now that we have introduced the computational content of both the positive and negative burden of proof, we can finally examine the nature of negation which reverses these two roles.

In Section 2.2, we had two different forms of negation: $\odot A$ is described by positive evidence in favor of it, whereas $\neg A$ is described by negative evidence against it. Following our analogy, $\odot A$ corresponds to a data type: the Sage’s evidence in favor of $\odot A$, written $[v]$, contains specific evidence $v$ against $A$. The Skeptic then responds by showing why any construction of the form $(\alpha) : \odot A$ leads to a contradiction $c$, as expressed by these typing rules:

$$\Gamma \vdash \alpha : A \vdash \Delta \quad \frac{\Gamma \vdash \alpha : A, \Delta}{\Gamma \vdash \overline{\mu}\alpha.c : \odot A \vdash \Delta} \quad \odot R$$

$$\Gamma \vdash v : A \vdash \Delta \quad \frac{\Gamma \vdash \neg A \vdash \Delta}{\Gamma \vdash \mu[x].c : \neg A \vdash \Delta} \quad \neg R$$

### 3.4 Proof by contradiction as control

We have talked about many different indirect proofs and (co)terms: those that show how potential constructions lead to a contradiction (i.e., command), rather than giving a concrete construction itself. These include all the coterms which pattern-match on specific values of data types, as well as all the terms which copattern-match on the specific covalues of codata types. But in practical programming languages, we aren’t forced to always match on the shape of a value. We can also just give any value a name, as in the expression let $z = v \text{ in } w$ found in many functional languages. What does this look like in our symmetric language?

We could generalize coterms like $\overline{\mu}(x,y).e$ to just the generic $\overline{\mu}z.c$ which names their input before running a command $c$ (just like let $z = v \text{ in } w$ names $v$ before running $w$). The dual of the generic $\overline{\mu}$ is a generic $\mu$: the term $\mu a.e$ names its output before running a command $c$.

The typing rules for these two dual abstractions correspond to the two forms of proof by contradiction from Section 2.2: if assuming $A \text{ true}$ leads to a contradiction, then $A \text{ false}$; and dually if assuming $A \text{ false}$ leads to a contradiction, then $A \text{ true}$.

$$\Gamma \vdash \exists \alpha : A \vdash \Delta \quad \frac{\Gamma \vdash \mu[x].c : A \vdash \Delta}{\Gamma \vdash \mu\alpha.e : A \vdash \Delta} \quad \exists R$$

Notice how these two rules can be seen as simplifications of matching rules on the left ($\odot L$, $\odot R$, $\exists L$ and right ($\& R$, $\forall R$, $\forall R$) to not depend on the structure of the abstracted type.

---

3. The term $\mu a.e$ gets the simpler name because it came first in Parigot’s $\lambda\mu$-calculus [31] for classical logic. The dual coterms $\overline{\mu} z.c$ was derived after in the sequent calculus [4] for call-by-value computation.
1:12  Duality in Action

Although generic $\mu$ and $\bar{\mu}$ might seem innocuous, they can have a serious impact on computational power. Whereas $\bar{\mu}$ corresponds to the pervasive (and relatively innocent) feature of value-naming as expressed by basic let-bindings, $\mu$ corresponds to a notion of control effect equivalent to Scheme’s `call/cc` operator [7]. In terms of a logic, $\mu$ can also increase the propositions that can be proven true.

For example, consider the two different interpretations of the law of the excluded middle from Section 2.3. The negative version, $A \; \sim \; A$ corresponds to the term $\mu[\alpha, [x]].\langle x|\alpha \rangle$ written in terms of nested copatterns. Intuitively, this term is isomorphic to the Scheme expression: `(call/cc (lambda (alpha) (cons 2 (lambda (x) (alpha (cons 1 x)))))),` just in case we need to change our answer. Then, we return the second option (represented by a numerically-labeled cons-cell `(cons 2 ...)`) containing a function. If that function is ever called with a value $x$ of type $A$, then we invoke the continuation `alpha` which rolls back the clock and lets us change our answer to the first option `(cons 1 x)`: deftly giving back the value we were just given.

3.5  A symmetric system of computation

Thus far, we have only discussed how to build objects (producers and consumers) following this two-sided method of interaction. That alone does not tell us how to compute; we also need to know how the interaction unfolds over time.
\[(\beta_\otimes)\quad (v, w)[\tilde{\mu}(x, y).c] = \langle v[\tilde{\mu}x.\langle w[\tilde{\mu}y.c]\rangle] \quad (\eta_\otimes)\quad \tilde{\mu}(x, y).\langle (x, y)[\alpha]\rangle = \alpha \quad (\alpha : A \otimes B)\]

\[(\beta_\odot)\quad (u, v)[\tilde{\mu}(i, x, c_1)] = \langle u[\tilde{\mu}i.x, \langle t, x, \tilde{\mu}\alpha\rangle]\rangle = \alpha \quad (\alpha : A \odot B)\]

\[(\beta_\exists)\quad (\langle A, v\rangle)[\tilde{\mu}(X, y).c] = \langle v[\tilde{\mu}y.c[A/X]\rangle \quad (\eta_\exists)\quad \tilde{\mu}(X, y).\langle (X, y)[\alpha]\rangle = \alpha \quad (\alpha : \exists X.B)\]

\[(\beta_\odot)\quad (e)[\tilde{\mu}(\alpha).c] = \langle \mu\alpha.c[e]\rangle \quad (\eta_\odot)\quad \tilde{\mu}(\beta).\langle (\beta)[\alpha]\rangle = \alpha \quad (\alpha : \odot A)\]

\[(\beta_\otimes)\quad \langle \mu(\pi, \alpha, c_1)\rangle[e] = \langle \mu\alpha, c_1[e]\rangle \quad (\eta_\otimes)\quad \mu(\pi, \alpha, \langle x[\pi, \alpha]\rangle) = x \quad (x : A & B)\]

\[(\beta_\forall)\quad \langle \mu(\alpha, \beta).c[[e, f]] \rangle = \langle \mu(\alpha).\mu(\beta).c[[f]]\rangle[e] \quad (\eta_\forall)\quad \mu(\alpha, \beta).\langle x[\alpha, \beta]\rangle = x \quad (x : A \forall B)\]

\[(\beta_\forall)\quad \langle \mu(\alpha, \beta, c[[A, c]] \rangle = \langle \mu(\beta).c[[A/x]][e]\rangle \quad (\eta_\forall)\quad \mu(\beta, \langle x[[X, \beta]\rangle = x \quad (x : \forall X.B)\]

\[(\beta_\forall)\quad \langle \mu(x).c[[\nu]] \rangle = \langle v[\tilde{\mu}x.c]\rangle \quad (\eta_-)\quad \mu[y].\langle [y][\nu]\rangle = x \quad (x : \neg A)\]

Plus compatibility, symmetry, reflexivity, and transitivity.

**Figure 3** Equational reasoning for (co)pattern matching in the dual core sequent calculus.

One of the simplest ways of viewing the computation of interaction is through the axioms which characterize the equality of expressions. These axioms, given in Figure 3, come in two main forms. The \(\beta\) family of laws say what happens when a matching term and coterm of a type meet up in a command. For example, when the tuple construction \(v, w\) meets up with a tuple deconstruction \(\tilde{\mu}(x, y).c\), the interaction can be simplified with \(\beta_\otimes\) by matching the structure of \(v, w\) with the pattern \((x, y)\), and bind \(v\) to \(x\) and \(w\) to \(y\) (with the help of the generic \(\tilde{\mu}\)). When there is a choice like in the sum type \(A \otimes B\), then the appropriate response is selected by \(\beta_\odot\). When the right construction \(\iota_2 v\) meets up with the sum deconstruction \(\tilde{\mu}[\iota_2 x, c_1 | \iota_2 y, c_2]\), then the result is \(c_2\) with \(v\) bound to \(y\) from the matching pattern \(\iota_2 y\). The same kind of matching happens for the codata types, but with the roles reversed. Instead, it is the cotermin side that is constructed, like the second projection \(\pi_2 e\) of a product type \(A & B\), and the term side selects a response, like the term \(\mu(\pi_1, x, c_1 | \pi_2, c_2)\) which matches with \(\pi_2 e\) by binding \(e\) to \(\beta\) and running \(c_2\) as per \(\beta_\otimes\). Note that the \(\beta\) rules for both negations (\(\odot\) and \(\neg\)) end up swapping the two sides of a command.

The other family of laws are the \(\eta\) axioms, which give us a notion of *extensionality*. In each case, the \(\eta\) axioms say that deconstructing a structure and reconstructing it exactly as it was before does nothing. The side where this simplification applies depends on the type of the structure in question. For data types, the consumer does the deconstructing, so the \(\eta_\otimes\), \(\eta_\odot\), and \(\eta_\exists\) axioms apply to a generic unknown cotermin – represented by the covariable \(\alpha\) – waiting to receive its input. Whereas for codata types, the producer does the deconstructing, so the \(\eta_\otimes\), \(\eta_\forall\), and \(\eta_-\) axioms apply to a generic unknown term – represented by the variable \(x\) – waiting to receive an output request.

But equational axioms are quite far from a real implementation in a machine. They give the ultimate freedom of choice on where the rules can apply (in any context, due to compatibility) and in which direction (due to symmetry). In reality, a machine implementation will make a (deterministic) choice on the next step to take, and always move forward. This is modeled by the operational semantics given in Figure 4, where each step \(c \mapsto c'\) applies *exactly* to the top of the command itself. The happy coincidence of a dual calculus based on the sequent calculus is that its operational semantics is an abstract machine [10], since there is never a search for the next redex which is always found at the top. Thus, this style of calculus is a good framework for studying the low-level details of computation needed to implement languages in real machines.
Call-by-value definition of values ($V_+$) and covalues ($E_+$):

$$\text{Value}_+ \ni V_+, W_+ ::= x \mid (V_+, W_+) \mid \iota_1 V_+ \mid \iota_2 V_+ \mid (A, V_+) \mid (E_+)$$

$$\mid \mu(\pi_1 \alpha.c_1 \mid \pi_2 \beta.c_2) \mid \mu[\alpha, \beta].c \mid \mu[X, \beta].c \mid \mu[x].c$$

$$\text{CoValue}_+ \ni E_+, F_+ ::= e$$

Call-by-name definition of values ($V_-$) and covalues ($E_-$):

$$\text{Value}_- \ni V_-, W_- ::= v$$

$$\text{CoValue}_- \ni E_-, F_- ::= \alpha \mid [E_-, F_-] \mid \pi_1 E_- \mid \pi_2 E_- \mid [A, E_-] \mid [V_-]$$

$$\mid \tilde{\mu}[\iota_1 x.c_1 \mid \iota_2 y.c_2] \mid \tilde{\mu}[x, y].c \mid \tilde{\mu}(X, y).c \mid \tilde{\mu}(\alpha).c$$

Reduction rules for call-by-value ($s = +$) and call-by-name ($s = -$) evaluation.

1. $$(\beta^+_{\text{V}}) \quad \langle (V_+, W_+) \tilde{\mu}(x, y).c \rangle \rightarrow c[V_+/x, W_+/y]$$
2. $$(\beta^+_{\text{V}}) \quad \langle \iota_1 V_+ \tilde{\mu}[x, c_1] \rangle \rightarrow c[V_+/x_1]$$
3. $$(\beta^+_{\text{V}}) \quad \langle \iota_2 V_+ \tilde{\mu}[x_1, c_2] \rangle \rightarrow c[V_+/x_1]$$
4. $$(\beta^+_{\text{V}}) \quad \langle (A, V_+) \tilde{\mu}(x, y).c \rangle \rightarrow c[A, X, V_+/y]$$
5. $$(\beta^+_{\text{V}}) \quad \langle (E_+) \tilde{\mu}(\alpha).c \rangle \rightarrow c[E_+/\alpha]$$
6. $$(\beta^+_{\text{V}}) \quad \langle \mu(\pi_1 \alpha.c_1) \rangle \rightarrow c[E_+/\alpha_1]$$
7. $$(\beta^+_{\text{V}}) \quad \langle \mu(\pi_2 \beta.c_2) \rangle \rightarrow c[E_+/\beta]$$
8. $$(\beta^+_{\text{V}}) \quad \langle (V_+,[e, f]) \rangle \rightarrow \mu[\alpha, \beta,(V_+,[\alpha, \beta])].f[e]$$
9. $$(\beta^+_{\text{V}}) \quad \langle (V_+,[e]) \rangle \rightarrow \mu[\alpha, (V_+,[\alpha])].f[e]$$
10. $$(\beta^-_{\text{V}}) \quad \langle (V_+,[\alpha]) \rangle \rightarrow c[A, E_+]$$
11. $$(\beta^-_{\text{V}}) \quad \langle \mu[x].c[V_+] \rangle \rightarrow c[V_+/x]$$
12. $$(\beta^-_{\text{V}}) \quad \langle \mu[x].c[V_+] \rangle \rightarrow c[V_+/x]$$

In each of the $\zeta$ rules, assume that $\langle v, w \rangle$, $\iota_1 v$, $(A, v)$, and $(e)$ are not in $\text{Value}_+$, respectively, and $\pi, c, [e, f], [A, e]$, and $[v]$ are not in $\text{CoValue}_+$, respectively.

Figure 4 Operational semantics for (co)pattern matching in the dual core sequent calculus.

The difference between the $\beta$ rules in the operational semantics (Figure 4) from the ones in the equational theory (Figure 3) is that the operational rules completely resolve the matching in one step. Rather than forming new bindings with generic $\mu$s and $\tilde{\mu}$s, the components of the construction (on either side) are substituted directly for the (co)pattern variables. To do so, we need to use a notion of evaluation strategy which informs us which terms can be substituted for variables (we call these values) and which coterms can be substituted for covariables (we call these covalues, which represent evaluation contexts).

Call-by-value evaluation simplifies terms first before substituting them for variables, so it has a quite restrictive notion of value ($V_+$) for constructed values like ($V_+, W_+$) and $\iota_1 V_+$, but all coterms represent call-by-value evaluation contexts (hence every $e$ is substitutable). Dually, call-by-name evaluation will substitute any term for a variable (hence a value $V_-$ could be any $v$), but only certain coterms represent evaluation contexts: for example, the projection $\pi_1 E_-$ only represents an evaluation context because $E_-$ does, but $\pi_1 e$ does not when $e$ does not need its input yet.

The other cases of reduction are handled by the $\zeta$ rules, which say what to do when a construction isn’t a (co)value yet. In a call-by-value language like OCaml, the term $(1+2, 3+4)$ first evaluates the two components before returning the pair value $(3, 7)$. This scenario is handled by the $\zeta^+$ step, which lifts the two computations in the tuple to the top of the command, replacing $((1+2, 3+4)[\alpha])$ with $(1+2)[\tilde{\mu}x.(3+4)[\tilde{\mu}y.(\langle x, y \rangle[\alpha])])$; now we know that the next step is to simplify $1+2$ before binding it to $x$. 
Equational axioms for $\mu\tilde{\nu}$ in both call-by-value ($s = +$) and call-by-name ($s = -$) reduction:

$$\beta^+_s\eta_s\mu\nu,\eta\alpha\nu\alpha = \nu\alpha\nu\alpha$$

$$\beta^+_s\eta_s\nu\nu\nu\nu = \nu\nu\nu\nu$$

Operational semantics for $\mu\tilde{\nu}$ in both call-by-value ($s = +$) and call-by-name ($s = -$):

$$\beta^+_s\eta_s\mu\nu,\eta\alpha\nu\alpha \rightarrow \nu\alpha\nu\alpha$$

$$\beta^+_s\eta_s\nu\nu\nu\nu \rightarrow \nu\nu\nu\nu$$

**Figure 5** Rules for data flow and control flow in the dual core sequent calculus.

**Table 6** (Co)Data declarations of the core connectives and quantifiers.

The last piece of the puzzle is what to do with the generic $\mu$s and $\tilde{\nu}$s. Fortunately, these are simpler than the individual rules for the various connectives and quantifiers. A coterm $\tilde{\mu}x.c$ binds its partner to $x$ wholesale, without inspecting it further, and likewise $\mu x. c$ binds its entire partner to $\alpha$. These two actions are captured by $\beta^+_s\eta_s$ and $\beta^+_s\eta_s$ in Figure 5 which, like the rules in Figure 4, are careful to only substitute values and covalues. This careful consideration of substitutability prevents the fundamental critical pair between $\mu$ and $\tilde{\nu}$:

$$c_1\{\tilde{\mu}x.c_2/\alpha\} \leftrightarrow_{\beta^+_s} (\mu\alpha.c_1[\tilde{\mu}x.c_2] \leftrightarrow_{\beta^+_s} c_2\{\mu\alpha.c_1/x\}$$

This restriction is necessary for both the equational axioms as well as the operational reduction steps (which are identical in name and result). These restrictions ensure that the operational semantics is *deterministic* and the equational theory is *consistent* (i.e., not all commands are equated). Similarly, the $\eta$ axioms for $\mu$ and $\tilde{\nu}$ say that binding a (co)variable just to use it immediately does nothing. While the $\eta$ laws in Figures 3 and 5 are not themselves necessary for computation, they do give us a hint on how to keep going when we might get stuck. Specifically, the $\gamma$ rules from Figure 4 can be derived from $\beta\eta$ equality, showing that these two families of axioms are *complete* for specifying computation [8].

**Observation 2.** If $c \rightarrow_{\beta\gamma} c'$ then $c =_{\beta\gamma} c'$.

### 3.6 (Co)Data in the wild

The connectives from Sections 3.1 and 3.2 originally arose from the field of logic, but that doesn’t mean they are disconnected from programming. Indeed, the concept of data and codata they embody can be found to some degree in programming languages that are already in wide use today, although not in their full generality.
First, we can imagine a mechanism for declaring new connectives as (co)data types which list their patterns of construction. For example, all the connectives we have seen so far are given declarations in Figure 6. Each (term or coterm) constructor is given a type signature in the form of a sequent: input parameters are to the left of $\vdash$, and output parameters are to the right. For data types, constructors build a value returned as output, whose type is given in a special position to the right of the turnstyle between it and the vertical bar (i.e., the $A$ in $\cdots \vdash A \mid \cdots$). Dually for codata types, constructors build a covalue that takes an input, whose type is given in the special position on the left between the turnstyle and the vertical bar (i.e., the $A$ in $\cdots \mid A \vdash \cdots$).

This notion of data type corresponds to algebraic data types in typed functional languages. For example, the declarations for $A \oplus B$ and $A \otimes B$ correspond to the following Haskell declarations for sum (Either) and pair (Both) types:

```haskell
data Either a b where
    Left :: a -> Either a b
    Right :: b -> Either a b

data Both a b where
    Pair :: a -> b -> Both a b
```

Even the existential quantifier corresponds to a Haskell data type, whose constructor introduces a new generic type variable $a$ not found in the return type $\exists f$.

```haskell
data Exists f where
    Pack :: f a -> Exists f
```

However, the negation $\ominus A$ does not correspond to any data type in Haskell. That’s because $\ominus A$’s constructor requires two outputs (notice the two types to the right of the turnstyle: the main $\ominus A$ plus the additional output parameter $A$). This requires some form of continuations or control effects, which is not available in a pure functional language like Haskell.

The dual notion of codata type corresponds to interfaces in typed object-oriented languages. For example, the declaration for $A \& B$ corresponds to the following Java interface for a generic Product:

```java
interface Product<A,B> { A first(); B second(); }
```

Java’s type system is not strong enough to capture quantifiers. However, if its type system were extended so that generic types could range over other parameterized generic types, we could declare a Forall interface corresponding to the $\forall$ quantifier:

```java
interface Forall<F> { F<A> specialize<A>(); }
```

Unfortunately, the types $A \forall B$ and $\neg A$ suffer the same fate as $\ominus A$; their constructors require a number of outputs different from 1: $[\alpha, \beta]$ has two outputs (both $\alpha$ and $\beta$), and $[x]$ has no outputs ($x$ is an input, not an output). So they cannot be represented in Java without added support for juggling multiple continuations.

The possibilities for modeling additional information in the constructions of the type – representing pre- and post-conditions in a program – become much more interesting when we look at indexed (co)data types. For a long time, functional languages have been using generalized algebraic data types (GADTs), also known as indexed data types, that allow each constructor return a value with a more constrained version of that type. The classic example

---

4 Unlike Haskell, Java does not support generic type variables with higher kinds. The Haskell declaration of $\exists f$ relies on the fact that the type variable $f$ has the kind $* \to *$, i.e., $f$ stands for a function that turns one type into another.
of indexed data types is representing expression trees with additional typing information. For example, here is a data type representing a simple expression language with literal values, plus and minus operations on numbers, an “is zero” test, and an if-then-else expression:

\[
\text{data } \text{Expr } X \mid \\
\text{Literal} : X \vdash \text{Expr } X \\
\text{Plus} : \text{Expr } \text{Int}, \text{Expr } \text{Int} \vdash \text{Expr } \text{Int} \\
\text{Minus} : \text{Expr } \text{Int}, \text{Expr } \text{Int} \vdash \text{Expr } \text{Int} \\
\text{IsZero} : \text{Expr } \text{Int} \vdash \text{Expr } \text{Bool} \\
\text{IfThenElse} : \text{Expr } \text{Bool}, \text{Expr } X, \text{Expr } X \vdash \text{Expr } X
\]

The type parameter \( X \) acts as an index, and it lets us constrain the types of values an expression can represent. For example, \( \text{IsZero} \) expects an integer and returns a boolean. This lets us write a typed evaluation function \( \text{eval} : \text{Expr } X \rightarrow X \), and not worry about mistyped edge cases because the type system rules out poorly-constructed expressions.

The dual of indexed data types are \text{indexed codata types}, which let us constrain each observation of the codata type to only accept certain inputs which model another form of pre- and post-conditions \cite{18}. For example, we can embed a basic socket protocol – for sending and receiving information along an address – inside this indexed codata type:

\[
\text{codata } \text{Socket } X \mid \\
\text{Bind} : \text{String} | \text{Socket } \text{Raw} \vdash \text{Socket } \text{Bound} \\
\text{Connect} : | \text{Socket } \text{Bound} \vdash \text{Socket } \text{Live} \\
\text{Send} : \text{String} | \text{Socket } \text{Live} \vdash () \\
\text{Receive} : | \text{Socket } \text{Live} \vdash \text{String} \\
\text{Close} : | \text{Socket } \text{Live} \vdash ()
\]

A new \text{Socket} starts out as \text{Raw}. We can \text{Bind} a \text{Socket } \text{Raw} to an address, after which it is \text{Bound} and can be \text{Connected} to make it \text{Live}. A \text{Socket } \text{Live} represents a connection we can use to \text{Send} and \text{Receive} messages, and is discarded by a \text{Close}.\footnote{This interface can be further improved by linear types, which ensure that outdated states of the \text{Socket} cannot be used, and forces the programmer to properly \text{Close} a \text{Socket} instead of leaving it hanging.}

4 Applications of Duality

So a constructive view of symmetric classical logic gives us a dual language for expressing computation as interaction. Does this form of duality have any application in the broader scope of programs? Yes! Let’s look at a few examples where computational duality can be put into action for solving problems in programming.

4.1 Functions as Codata

There is a delicate trilemma in the theory of the untyped \( \lambda \)-calculus: one cannot combine non-strict weak-head reduction, function extensionality, and computational effects. The specific reduction we are referring to follows two properties: “non-strict” means that functions are called without evaluating their arguments first, and “weak-head” means that evaluation stops at a \( \lambda \)-abstraction. Function extensionality is captured by the \( \eta \) law – \( \lambda x. f x = f \) – from the foundation of the \( \lambda \)-calculus. And finally effects could be anything – from mutable
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state to exceptions – but for our purposes, non-termination introduced by general recursion is enough. That is to say, the infinite loop \( \Omega = (\lambda x.x) (\lambda x.x) \) already expressible in the “pure” untyped \( \lambda \)-calculus counts as an effect.

So what is the problem when all three are combined in the same calculus? The conflict arises when we observe a \( \lambda \)-abstraction as the final result of evaluation. Because of weak-head reduction, any \( \lambda \)-abstraction counts as a final result, including \( \lambda x.\Omega x \). Because of extensionality, the \( \eta \) law says that \( \lambda x.\Omega x \) is equivalent to \( \Omega \). Taken together, this means that a program that ends immediately is the same as one that loops forever: an inconsistency.

4.1.1 Efficient head reduction

One way to fix the trilemma is to change from weak-head reduction to head reduction. With head reduction, evaluation no longer stops at a \( \lambda \)-abstraction. Instead, head reduction looks inside of \( \lambda \)s to keep going until a head-normal form of the shape \( \lambda x_1 \ldots \lambda x_n. x_i M_1 \ldots M_m \) is found. But going inside \( \lambda \)s means that evaluation has to deal with open terms, \( i.e. \), terms with free variables in them. How can we perform head reduction efficiently, when virtually all efficient implementations assume that evaluation only handles closed terms?

Our idea is to look at functions as yet another form of codata, just like \( A \| B \) and \( A \& B \). Following the other declarations in Figure 6, the type of functions can be defined as:

\[
\text{codata } A \to B \text{ where } \_ \cdot \_ : A | \to B \to B
\]

This says that the coterm which observes a function of type \( A \to B \) has the form of a call stack \( v \cdot e \), where \( v \) is the argument (of type \( A \)), and \( e \) represents a kind of “return pointer” (expecting the returned \( B \)). The stack-like nature can be seen in the way a chain of function arrows requires a stack of arguments; for instance a coterm of type \( \text{Int} \to \text{Int} \to \text{Int} \to \text{Int} \) has the stack shape \( 1 \cdot 2 \cdot 3 \cdot \alpha \), where \( \alpha \) is a place to put the result.

Rather than the usual \( \lambda \)-abstraction, the codata view suggests that we can instead write functions in terms of copattern matching: \( \mu[x \cdot \beta].c \) is a function of type \( A \to B \) where \( c \) is the command to run in the scope of the (co)variables \( x : A \) and \( \beta : B \). Both forms of writing functions are equivalent to one another (via general \( \mu \)):

\[
\mu[x \cdot \beta].c = \lambda x.\mu \beta.c \quad \lambda x.v = \mu[x \cdot \beta].(v|\beta) \quad (\beta \notin FV(v))
\]

This way, the main rule for reducing a call-by-name function call is to match on the structure of a call stack (recall from Section 3.5 that call-by-name covalues are restricted to \( E_\_ \), so covalue call stacks have the form \( v \cdot E_\_ \) in call-by-name) like so:

\[
\langle \mu[x \cdot \beta].c|v \cdot E_\_ \rangle \mapsto c\{v/x, E_\_/\beta\}
\]

But what happens when we encounter a function at the top-level? This is represented by the command \( \langle \mu[x \cdot \beta].c|\text{tp} \rangle \) where \( \text{tp} \) is a constant standing in for the empty, top-level context. Normally, we would be stuck, so instead lets look at functions from the other side. A call stack \( v \cdot E_\_ \) is similar to a pair \( (v, w) \). In some programming languages, we access a pair by matching on its structure (analogous to \( \mu(x, y).c \)). But in other languages, we are given primitive projections for accessing its fields. We can make the same change with functions: rather than matching on the structure of a call \( \text{with } \langle \mu[x \cdot \beta].c \text{ or } ax.e \rangle \), we can instead project out of a call stack \[26\]. The projection \( \text{arg}[v \cdot E_\_] \) gives us the argument \( v \) and \( \text{ret}[v \cdot E_\_] \) gives us the return pointer \( E_\_ \). These two projections let us keep going when a function reaches the top level, by projecting the argument and return pointer out of \( \text{tp} \):

\[
\langle \mu[x \cdot \beta].c|\text{tp} \rangle \mapsto c\{\text{arg}\text{tp}/x, \text{ret}\text{tp}/\beta\}
\]
This goes “inside” the function, and yet there are no free variables in sight. Instead, the would-be free \( x \) is replaced with the placeholder \( \text{arg} \, \mathbf{tp} \), and we get a new “top-level” context \( \text{ret} \, \mathbf{tp} \), which stands for the context expecting the result of an implicit call with \( \text{arg} \, \mathbf{tp} \).

As we keep going, we may return another function to \( \text{ret} \, \mathbf{tp} \), and the process continues with the new placeholder argument \( \text{arg}[\text{ret} \, \mathbf{tp}] \) and the next top-level \( \text{ret}[\text{ret} \, \mathbf{tp}] \). Rewriting these rules in terms of the more familiar \( \lambda \)-abstractions, we get the following small abstract machine for closed head reduction, which says what to do when a function is called (with \( w \cdot E_- \) or returned to any of the series of “top-level” contexts \( \{ \text{ret}^n E_- \} \):

\[
\langle v \, w \mid E_- \rangle \mapsto \langle v \mid w : E_- \rangle \\
\langle \lambda x. v \mid w \cdot E_- \rangle \mapsto \langle v[w/x] \mid E_- \rangle \\
\langle \lambda x. v \mid \text{ret}^n \, \mathbf{tp} \rangle \mapsto \langle v[\text{arg} \, [\text{ret}^n \, \mathbf{tp}] / x] \mid \text{ret}^{n+1} \, \mathbf{tp} \rangle
\]

For example, the \( \eta \)-expansion of the infinite loop \( \Omega \) also loops forever, instead of stopping:

\[
\langle \lambda x. \Omega \mid \mathbf{tp} \rangle \mapsto \langle \Omega \mid \text{arg} \, \mathbf{tp} \mid \text{ret} \, \mathbf{tp} \rangle \mapsto \langle \Omega \mid \text{arg} \, \mathbf{tp} \cdot \text{ret} \, \mathbf{tp} \rangle \ldots
\]

### 4.1.2 Effective confluence

A similar issue arises when we consider confluence of the reduction theory. In particular, the call-by-name version of \( \eta \) for functions can be expressed as simplifying the deconstruction-reconstruction detour \( \mu[x : \beta].\langle v \mid x : \beta \rangle \rightarrow \eta_{\text{arg}} \, v \), similar to Figure 3.\(^6\) We might expect that \( \beta \eta \) reduction is now confluent like it is in the \( \lambda \)-calculus. Unfortunately, it is not, due to a critical pair between function extensionality and a general \( \mu \) (\( \_ \) stands for an unused (co)variable):\(^7\)

\[
\mu_{\_ c} \leftarrow \eta_{\text{arg}} \, \mu[x : \beta].\langle \mu_{\_ c} \mid x : \beta \rangle \rightarrow \beta_{\text{arg}} \mu[x : \beta].c
\]

Can we restore confluence of function extensionality in the face of control effects? Yes! The key to eliminating this critical pair is to replace the \( \eta_{\text{arg}} \) rule with an alternative extensionality rule provided by viewing functions as codata types, equipped with projections out of their constructed call stacks. Under this view, every function is equivalent to a \( \mu \alpha.c \), where \( \text{arg} \alpha \) replaces the argument, and \( \text{ret} \alpha \) replaces the return continuation. Written as a reduction that replaces copatterns with projections, we have:

\[
\mu[x : \beta].c \rightarrow_{\eta_{\text{arg}}} \mu \alpha.c[\text{arg} \alpha/x, \text{ret} \alpha/\beta]
\]

Analogously, the \( \mu \rightarrow \) rule can be understood in terms of the ordinary \( \lambda \)-abstraction as \( \lambda x. v \rightarrow \mu \alpha.\langle v \mid \text{arg} \alpha/x \rangle \mid \text{ret} \alpha \). If all functions immediately reduce to a general \( \mu \), then how can we execute function calls? The steps of separating the argument and the result are done by the rules for projection, which have their own form of \( \beta \)-reduction along with a different extensionality rule \( \text{surj} \rightarrow \), capturing the surjective pair property of call stacks:

\[
\text{arg}[v \cdot E_-] \rightarrow_{\text{arg}} v \quad \text{ret}[v \cdot E_-] \rightarrow_{\text{ret}} E_- \quad [\text{arg} \, E_-] \cdot [\text{ret} \, E_-] \rightarrow_{\text{surj}} E_-\]

The advantage of these rules is that they are confluent in the presence control effects \([27]\).

Even though surjective pairs can cause non-confluence troubles in general \([28]\), the coarse distinction between terms and coterms is enough to resolve the problem for call-by-name call stacks. Moreover, these rules are strong enough to simulate the \( \lambda \)-calculus’ \( \beta \eta \) laws:

---

\(^6\) This is the call-by-name version of \( \mu[x : \beta],\langle y \mid x : \beta \rangle \rightarrow \eta_{\text{arg}} \, y \) because we have substituted a call-by-name value \( v \in \text{Value}_- \) for the variable \( y \).

\(^7\) Note, this is not just a problem with copatterns; the same issue arises in Parigot’s \( \lambda \mu \)-calculus with ordinary \( \lambda \)-abstractions and \( \eta \) law: \( \mu_{\_ c} \leftarrow \lambda x. (\mu_{\_ c}) \, x \rightarrow \lambda x. \mu_{\_ c} \).
\[(\lambda x. v) w = \mu\alpha. (\mu [x \beta]. \{v [\beta]\} | w \cdot \alpha) \rightarrow_{\mu \alpha} \mu\alpha. (\mu [y \gamma]. \{v[y/\gamma]\} | w \cdot \alpha) \rightarrow_{\beta \mu} \mu\alpha. (v[w/\alpha] | \text{ret}\gamma) | w \cdot \alpha) \rightarrow_{\eta \mu} v\\\n\lambda x. (v x) = \mu [x \beta]. (v [x \beta]) \rightarrow_{\mu \alpha} \mu\alpha. (v [\text{arg}\alpha] | \text{ret}\alpha) \rightarrow_{\text{surj}} \mu\alpha. (v \alpha) \rightarrow_{\eta \mu} v\]

### 4.2 Loops in Types, Programs, and Proofs

Thus far, we’ve only talked about finite types of information: putting together a fixed number of things. However, real programs are full of loops. Many useful types are self-referential, letting them model information whose size is bounded but arbitrarily large (like lists and trees), or whose size is completely unbounded (like infinite streams). Programs using these types need to be able to loop over arbitrarily large data sets, and generate infinite objects in streams. Once those loops are introduced, reasoning about programs becomes much harder. Let’s look at how duality can help us understand the least understood loops in types, programs, and proofs.

#### 4.2.1 (Co)Recursion

Lists and trees – which cover structures that could be any size, as long as they’re finite – are modeled by the familiar concept of inductive data types found in all mainstream, typed functional programming languages. The dual of these are coinductive codata types, which is a relatively newer feature that is finding its way into more practical languages for programming and proving. We already saw instances of both of these as Expr and Socket from Section 3.6. The canonical examples of (co)inductive (co)data are the types for natural numbers and infinite streams, which are defined like so:

**Data Nat**

\[
\text{data} \ 	ext{Nat} \ 	ext{where} \\
\text{Zero} : \vdash \text{Nat} \ | \\
\text{Succ} : \text{Nat} \vdash \text{Nat} \\
\]

**Codata Stream X**

\[
\text{codata} \ 	ext{Stream} \ X \ 	ext{where} \\
\text{Head} : \text{Stream} \ X \vdash X \\
\text{Tail} : \text{Stream} \ X \vdash \text{Stream} \ X \\
\]

The recursive nature of these two types are in the fact that they have constructors that take parameters of the type being declared: Succ takes a Nat as input before building a new Nat, whereas Tail consumes a Stream X to produce a new Stream X as output.

To program with inductive types, functional languages allow programmers to write recursive functions that match on the structure of its argument. For example, here is a definition of the addition function `plus`:

\[
\text{plus} \ \text{Zero} \ x = x \\
\text{plus} \ (\text{Succ} \ y) \ x = \text{plus} \ y \ (\text{Succ} \ x)
\]

We know that this function is well-founded – that is, it always terminates on any input – because it’s structurally recursive: the first argument shown in red shrinks on each recursive call, where Succ y is replaced with the smaller y. The second argument in blue doesn’t matter; it can grow from x to Succ x since we already have a termination condition.

Translating this example into the dual language reveals that the same notion of structural recursion covers both induction and coinduction \[16\]. Instead of defining `plus` as matching on just its arguments, we can define it as matching on the structure of its entire call stack \(\alpha\) in the command `plus[\alpha]`. Generalizing to the entire call stack lets us write coinductive definitions using the same technique. For example, here is the definition of `plus` in the dual language alongside `count` which corecursively produces a stream of numbers from a given starting point \(i.e., \ \text{count} \ x = x, x + 1, x + 2, x + 3, \ldots\):
(plus|Zero · x · α) = ⟨x|α⟩  (plus|Succ y · x · α) = (plus|y · Succ x · α)

(plus|count x · Head α) = ⟨x|α⟩  (plus|count x · Tail α) = (count|Succ x · α)

Both definitions are well-founded because they are structurally recursive, but the difference is the structure they are focused on within the call stack. Whereas the value Succ y shrinks to y in the recursive call to plus, it’s the covalue Tail α that shrinks to α in the corecursive call to count. In both, the growth in blue doesn’t matter, since the red always shrinks.

Here are two more streams defined by structural recursion on the shape of the stream projection Head α or Tail α. iterate repeats the same function over and over on some starting value (i.e., iterate f x = x, f x, f(f x), f(f(f x)), ...) and maps modifies an infinite stream by applying a function to every element (i.e., maps f (x₁,x₂,x₃,...) = f x₁, f x₂, f x₃,...):

(iterate f x · Head α) = ⟨f|x · α⟩
(iterate f x · Tail α) = ⟨iterate f · µβ.⟨f|y · β · α⟩⟩
(maps f x · Head α) = ⟨f|µβ.⟨xs|Head β · α⟩⟩
(maps f x · Tail α) = ⟨maps f · µβ.⟨xs|Tail β · α⟩⟩

4.2.2 (Co)Induction

Examining the structure of (co)values isn’t just good for programming; it’s good for proving, too. For example, if we want to prove some property Φ about values of type A ⊕ B, it’s enough to show it holds for the (exhaustive) cases of t₁ x₁ : A ⊕ B and t₁ x₂ : A ⊕ B like so:

\[
\frac{\Phi(t₁ x₁) : (Γ, x₁ : A ⊕ Δ)}{\Phi(x) : (Γ, x : A ⊕ B ⊕ Δ)} \quad \text{⊕Induction}
\]

Exhaustiveness is key to ensure that all cases are covered and no possible value was left out. This becomes difficult to do directly for recursive types like Nat, because it represents an infinite number of cases (0, 1, 2, 3, ...). Instead, we can prove a property Φ indirectly through the familiar notion of structural induction: prove Φ(Zero) specifically and prove that the inductive hypothesis Φ(y) implies Φ(Succ y) as expressed by this inference rule

\[
\frac{\Phi(y) : (Γ, y : Nat ⊢ Δ)}{\Phi(x) : (Γ, x : Nat ⊢ Δ)} \quad \text{IH}
\]

\[
\frac{\Phi(Zero) : (Γ ⊢ Δ) \quad \Phi(Succ y) : (Γ, y : Nat ⊢ Δ)}{\Phi(x) : (Γ, x : Nat ⊢ Δ)} \quad \text{NatInduction}
\]

But how can we deal with coinductive codata types? There are also an infinite number of cases to consider, but the values don’t follow the same, predictable patterns. Here is a conventional but questionable form of coinduction that takes the entire goal Φ(x) to be the coinductive hypothesis, as in:

\[
\frac{\Phi(x) : (Γ, x : Stream A ⊢ Δ)}{\Phi(x) : (Γ, x : Stream A ⊢ Δ)} \quad \text{CoIH}
\]

\[
\frac{?? \quad ?? \quad ?? \quad ?? \quad ??}{\Phi(x) : (Γ, x : Stream A ⊢ Δ)} \quad \text{Questionable CoInduction}
\]
But this rule obviously has serious problems: \textit{CoIH} could just be used immediately, leading to a viciously circular proof. To combat this clear flaw, other secondary, external guards and checks have to be put into place that go beyond the rule itself, and instead analyze the context in which \textit{CoIH} is used to prevent circular proofs. As a result, a prover can build

a coinductive proof that follows all the rules, but run into a nasty surprise in the end when the proof is rejected because it fails some implicit guard. Can we do better?

Just like the way structural induction looks at the shape of values, structural coinduction looks at the shape of covalues which represent contexts \cite{12}. For example, here is the coinductive rule dual to \textit{\&Induction} for concluding that a property \(\Phi\) holds for any output of \(A \& B\) by checking the (exhaustive) cases \(\pi_1\alpha_1 : A \& B\) and \(\pi_2\alpha_2 : A \& B\):

\[
\Phi(\pi_1\alpha_1) : (\Gamma \vdash \alpha_1 : A, \Delta) \quad \Phi(\pi_2\alpha_2) : (\Gamma \vdash \alpha_2 : A, \Delta) \\
\Phi(\alpha) : (\Gamma \vdash \alpha : A \& B, \Delta) \\
\]

\textit{\&CoInduction}

Just like \textit{Nat}, streams have too many cases (\textit{Head} \(\beta\), \textit{Tail}[\textit{Head} \(\beta\)], \textit{Tail}[\textit{Tail}[\textit{Head} \(\beta\)]]\ldots) to exhaustively check directly. So instead, here is the dual form of proof as \textit{\texttt{NatInduction}} for proving \(\Phi\) for any observation \(\alpha\) of type \textit{Stream} \(A\): it proves the base case \(\Phi(\textit{Head} \(\beta\))\) directly, and then shows that the coinductive hypothesis \(\Phi(\gamma)\) implies the next step \(\Phi(\textit{Tail} \gamma)\), like so:

\[
\Phi(\gamma) : (\Gamma \vdash \gamma : \text{Stream}A, \Delta) \quad \text{CoIH} \\
\Phi(\textit{Head} \(\beta\)) : (\Gamma \vdash \beta : A, \Delta) \\
\Phi(\textit{Tail} \gamma) : (\Gamma \vdash \gamma : \text{Stream}A, \Delta) \\
\Phi(\alpha) : (\Gamma \vdash \alpha : \text{Stream}A, \Delta) \\
\]

\textit{StreamCoInduction}

Notice the similarities between this rule and the one for \textit{Nat} induction. In the latter, even though the inductive hypothesis \(\Phi(y)\) is assumed for a generic \(y\), then there is no need for external checks because we are forced to provide \(\Phi(\text{Succ} y)\) for the \textit{very same} \(y\). The information flow between the introduction of \(y\) in \textit{IH} and its use in the final conclusion of \(\Phi(\text{Succ} y)\) prevents viciously circular proofs. In the same way, the coinductive rule here assumes \(\Phi(\gamma)\) for a generic \(\gamma\), but we are forced to prove \(\Phi(\textit{Tail} \gamma)\) for the \textit{very same} \(\gamma\). In this case, there is an implicit control flow between the introduction of \(\gamma\) in \textit{CoIH} and its use in the final conclusion \(\Phi(\textit{Tail} \gamma)\). Thus, \textit{CoIH} can be used in any place it fits, without any secondary guards or checks after the proof is built; \textit{StreamCoInduction} is sound as-is.

How can this form of coinduction be used to reason about corecursive programs? Consider this interaction between \textit{maps} and \textit{iterate}: \textit{maps} \(f\) \textit{iterate} \textit{f} \textit{x} = \textit{iterate} \textit{f} \textit{x}\). Written in the dual language, this property translates to an equality between commands:

\[
\langle \text{maps}\rangle f : \mu\beta.\langle \text{iterate}\rangle f : x : \beta \cdot \alpha) = \langle \text{iterate}\rangle f : \mu\beta.(f : x : \beta) : \alpha. \]

We can prove this property (for any starting value \(x\)) using coinduction with these two cases:

\(\alpha = \text{Head} \alpha'\). The base case follows by direct calculation with the definitions.

\[
\langle \text{maps}\rangle f : \mu\beta.\langle \text{iterate}\rangle f : x : \beta \cdot \text{Head} \alpha') = \langle f\rangle(\mu\beta.\langle \text{iterate}\rangle f : x : \text{Head} \alpha') = \langle iterate\rangle f : \mu\beta.(f : x : \beta) : \alpha'. \]

\(\alpha = \text{Tail} \alpha'\). First, assume the coinductive hypothesis (\textit{CoIH}) which is generic in the value of the initial \(x\): for all \(x\), \(\langle \text{maps}\rangle f : \mu\beta.\langle \text{iterate}\rangle f : x : \beta \cdot \alpha'\rangle = \langle iterate\rangle f : \mu\beta.(f : x : \beta) : \alpha'\rangle\). The two sides are equated by applying \textit{CoIH} with an updated value for \(x\):
4.3 Compilation and Intermediate Languages

In Section 3, we saw how a symmetric language based on the sequent calculus closely resembles the structure of an abstract machine, which helps to reveal the details of how programs are really implemented. This resemblance raises the question: does a language based on the sequent calculus be a good intermediate language (IL) used to compile programs to machine code? The λ-calculus’ syntax structure buries the most relevant part of an expression. For example, applying $f$ to four arguments is written as $(((f 1) 2) 3) 4$; we are forced to search for the next step – $f 1$ – found at the bottom of the tree. Instead, the syntax of the dual calculus raises up the next step of a program to the top; the same application is written as $\langle f \mid\langle 1 \cdot (2 \cdot (3 \cdot (4 \cdot \alpha)) ) \rangle \rangle$, where calling $f$ with $1$ is the first part of the command.

We have found that the sequent calculus can in fact be used as an intermediate language of a compiler [17]. The feature of bringing out the most relevant expression to the top of a program is shared by other commonly-used representations like continuation-passing style (CPS) [2] and static single assignment (SSA) [5]. However, the sequent calculus is uniquely flexible. Unlike SSA which is an inherently imperative representation, the sequent calculus is a good fit for both purely functional and effectful languages. And unlike CPS, the sequent calculus preserves enough of the original structure of the program to enable high-level rewrite rules expressed in terms of the source, as done by the Glasgow Haskell Compiler (GHC). Besides these advantages, our experience with a sequent calculus IL has led the following new techniques, which apply more broadly to other compiler ILs, too.

4.3.1 Join points in control flow

Join points are places where separate lines of control flow come back together. They are as pervasive as the branching structures in a program. For example, the statement

```plaintext
if x > 100: print "x is large"
else: print "x is small"
print "goodbye"
```

splits off in two different directions to print a different statement depending on the value of $x$. But in either case, both branches of control flow will rejoin at the shared third line to print "goodbye". Compilers need to represent these join points for code generation and optimization, in a way that is efficient in both time and space. Ideally, we want to generate code to jump to the join point in as few instructions as possible. And it’s not acceptable to copy the common code into each branch; this leads to a space inefficiency that can cause an exponential blowup in the size of the generated code.

In the past, GHC represented these join points as ordinary functions bound by a let-expression. For example, the function $j$ in $\text{let } j x = \ldots x \ldots \text{in if } z < 10 \text{ then } j 10 \text{ else } j 20$ serves as the join point for both branches of the if-expression. Of course, this is space efficient,
since it avoids duplicating code of \( j \). But a full-fledged function call is much less efficient than a simple jump. Fortunately, the local function \( j \) has some special properties: it is always used in tail-call position and never escapes the scope of the \texttt{let}. These properties let GHC compile the calls \( j \ 10 \) and \( j \ 20 \) as efficient jumps. Unfortunately, the necessary properties for optimization aren’t stable under other useful optimizations. For example, it usually helps to push (strict) evaluation contexts inside of an if-then-else or case-expression. While semantically correct, this can break the tail-call property of join points like here:

\[
\begin{align*}
3 + \text{let } j \ y = 10 + (y + y) & \quad \text{let } j \ y = 10 + (y + y) \\
in \text{ case } x \ of & \quad \text{in } \text{ case } x \ of \\
\quad \tau_1 z_1 \rightarrow j z_1 & \quad \tau_1 z_1 \rightarrow 3 + (j z_1) \\
\quad \tau_2 z_2 \rightarrow j (z_2) & \quad \tau_2 z_2 \rightarrow 3 + (j (z_2))
\end{align*}
\]

Before, \( j \) could be compiled as a join point, but after it is used in non-tail-call positions \( 3 + (j z_1) \) and \( 3 + (j (z_2)) \). To combat this issue, we developed a \( \lambda \)-calculus with purely-functional join points [29]. While this calculus ostensibly contains labels and jumps – which are indeed compiled to jumps into assembly code – from the outside there is no observable effect. Instead, this calculus gives rules for optimizing around join points while ensuring they are still compiled efficiently. The example above is rewritten like so, where the context \( 3 + \Box \) is now pushed into the code of the join point, rather than inside of the case-expression:

\[
\begin{align*}
3 + \text{join } j \ y = 10 + (y + y) & \quad \text{join } j \ y = 3 + 10 + (y + y) & \quad \text{join } j \ y = 13 + (y + y) \\
in \text{ case } x \ of & \quad \text{in } \text{ case } x \ of & \quad \text{in } \text{ case } x \ of \\
\quad \tau_1 z_1 \rightarrow \text{jump } j z_1 & \quad \tau_1 z_1 \rightarrow \text{jump } j z_1 & \quad \tau_1 z_1 \rightarrow \text{jump } j z_1 \\
\quad \tau_2 z_2 \rightarrow \text{jump } j (z_2) & \quad \tau_2 z_2 \rightarrow \text{jump } j (z_2) & \quad \tau_2 z_2 \rightarrow \text{jump } j (z_2)
\end{align*}
\]

Besides preserving the efficiency of \( j \) itself, this new form of code movement enables new optimizations. In this case, we can perform some additional constant folding of \( 3 + 10 \), and other optimizations such as loop fusion can be expressed in this way as well.

### 4.3.2 Polarized primitive types

Another key feature found in the duality of logic is the polarization of different propositions. In terms of computation [33, 30], polarization is the combination of an “ideal” evaluation strategy based on the structure of types. Consider the \( \eta \) laws expressing extensionality of the various types in Figure 3. All the \( \eta \) laws for data types (e.g., built with \( \oplus, \otimes, \ominus, \) and \( \exists \)) are about expanding covalues \( \alpha \). These laws are the strongest in the call-by-value strategy, which maximizes the number of covalues. Dually, the \( \eta \) laws for codata types (e.g., built with \( \&, \forall, \neg, \) and \( \forall \)) are about expanding values \( x \). These are the strongest in call-by-name.

Usually, we think of picking one evaluation strategy for a language. But this means that in either case, we are necessarily weakening extensionality of data or codata types (or both, if we choose something other than call-by-value or call-by-name). Instead, we can use a polarized language which improves \( \eta \) laws for all types by combining both strategies. This involves separating types into two different camps – the positive \( \text{Type}_+ \) and the negative \( \text{Type}_- \) – following our analogy of the burden of proof from Section 2.2 like so:

\[
\begin{align*}
\text{Sign} & \ni s ::= + | - \\
\text{Type}_+ & \ni A_+, B_+ ::= X_+ | A_+ \oplus B_+ | A_+ \otimes B_+ | \exists X_+ A_+ | \ominus A_- | \downarrow A_+ \\
\text{Type}_- & \ni A_-, B_- ::= X_- | A_- \& B_- | A_- \forall B_- | \forall X_- A_- | \neg A_+ | \uparrow A_+
\end{align*}
\]

By separating types in two, we also have to add the polarity shifts \( \downarrow A_- \) and \( \uparrow A_+ \), so they can still refer to one another. For example, the plain \( A \oplus (B \& C) \) becomes \( A_+ \oplus \downarrow (B_- \& C_-) \).
Once this separation of types has occurred, we can bring them back together and intermingle both within a single language. The distinction can be made explicit in a refined \textit{Cut} rule, which is the only rule which creates computation, so that the type (and its sign) becomes part of the program:

\[
\frac{\Gamma \vdash v : A \mid \Delta \quad A : s \quad \Gamma \mid e : A \vdash \Delta}{(v|A:s|e) : (\Gamma \vdash \Delta)} \qquad \text{Cut}
\]

Since there is no longer one global evaluation strategy, we instead use \textit{types} to determine the order. The additional annotation in commands let us drive computation with more nuance, referring to the sign \(s\) of the command to determine the priorities of \(\mu\) and \(\bar{\mu}\) computations:

\[
\beta^\mu_s \qquad (\mu \circ c|A:s|E_s) = c\{E_s/\alpha\} \qquad \beta^\bar{\mu}_s \qquad (\bar{\mu})_s(\bar{\mu}x.c) = c\{V_s/x\}
\]

The advantage of this more nuanced form of computation is that the types of the language express the nice properties that usually only hold up in an idealized, pure theory; however, now they hold up in the pragmatic practice that combines all manner of computational effects like control flow, state, and general recursion. For example, we might think that curried and uncurried functions \(- \: A \rightarrow (B \rightarrow C)\) versus \((A \otimes B) \rightarrow C\) are exactly the same. In both Haskell and OCaml, they are not, due to interactions with non-termination or side effects. But in a polarized language, they are the same, even with side effects.

These ideal properties of polarized types let us encode a vast array of user-defined data and codata types into a small number of basic primitives. We can choose a perfectly symmetric basis of connectives found in Section 3 [11] or an asymmetric alternative that is suited for purely functional programs [9]. The ideal properties provided by polarization can be understood in terms of the dualities of evidence in Section 2.3. For example, the equivalence between the propositions \(\odot \neg A\) and \(A\) corresponds to an \textit{isomorphism} between the polarized types \(\odot \neg A\) and \(A\) (and dually \(\neg \odot A\) and \(A\)). Intuitively, the only (closed) values of type \(\odot \neg A\) have exactly the form \([\{V_s\}]\), which is in bijection with the plain values \(V_s\). And coterminals of those two types are also in bijection due to the optimized \(\eta\) laws. All the de Morgan equivalences in Section 2.3 correspond to type isomorphisms, too. For example, the only (closed) values of \(\odot \forall X_s : B_\neg\) have the form \([\{A_s, E_s\}]\), which is in bijection with \(\exists X_s : B_\neg\)'s (closed) values of the form \([A_s, (E_s)]\). In contrast, the other negation \(\neg \forall X_s : B_\neg\) includes abstract values of the form \(\mu[x].C\), which are \textit{not} isomorphic to the more concrete values \([A_s, \tilde{x}.C]\) of \(\exists X_s : \neg B_\neg\) that witness their chosen \(A_s\). Thus, constructivity, computation, and full de Morgan symmetry depend on both polarized negations.

Polarization itself only accounts for call-by-value and call-by-name evaluation. However, other evaluation strategies are sometimes used in practice for pragmatic reasons. For example, implementations of Haskell use call-by-need evaluation, which can lead to better asymptotic performance than call-by-name. How do other evaluation strategies fit? We can add additional signs – besides \(-\) and \(+\) that stand in for other strategies like call-by-need. But do we need to duplicate the basic primitives? No! We only need additional shifts that convert between the new sign(s) with the original \(+\) and \(-\), four in total:

\[
\begin{align*}
\text{data } \uparrow^s(X : s) & : + \text{ where} & \text{data } \downarrow^s(X : +) & : s \text{ where} \\
\Box_s : & \quad X : s \vdash \downarrow^s X : + & \text{Return}_s : & \quad X : + \vdash \uparrow^s X : s \\
\text{codata } \uparrow_s(X : s) & : - \text{ where} & \text{codata } \downarrow_s(X : -) & : s \text{ where} \\
\text{Eval}_s : & \quad | \quad \uparrow_s X : - \vdash X : s & \text{Enter}_s : & \quad | \quad \downarrow_s X : s \vdash X : -
\end{align*}
\]
4.3.3 Static calling conventions

Systems languages like C give the programmer fine-grained control over low-level representations and calling conventions. When defining a structure, the programmer can choose if values are stored directly or indirectly (i.e., boxed) as a pointer into the heap. When calling a function, the programmer can choose how many arguments are passed at once, and if they are passed directly in the call stack, or indirectly by reference. High-level functional languages save programmers from these details, but at the cost of using less efficient – but more uniform – representations and calling conventions. Is there a way to reconcile both high-level ease and low-level control?

It turns out that polarization also provides a logical foundation for efficient representations and calling conventions, too. Decades ago [32], Haskell implementors designed a way to add unboxed representations into the compiler IL, making it possible to more efficiently pass values directly in registers. However, doing so required extending the language, because unboxed values must be call-by-value, and the types of unboxed values are different from the other, ordinary Haskell types. This sounds awfully similar to polarization: unboxed values correspond to positive data types, which have a different polarity from Haskell’s types.

With this inspiration, we considered the dual problem: what do negative types correspond to? If an unboxed pair \((V_+, W_+)\) is described by the positive type \(A_+ \otimes B_+\), then does an unboxed call stack \(V_+ \cdot E_\) correspond to the negative function type \(A_+ \rightarrow B_\)\? In [19], we found that negative functions correspond to a more primitive type of functions found in the machine, where the power of the polarized \(\eta\) law lets us express the arity of functions statically in the type. Static arity is important for optimizing higher-order functions. In

```haskell
zipWith :: (a -> b -> c) -> [a] -> [b] -> [c]
zipWith f (a:as) (b:bs) = f a b : zipWith f as bs
zipWith f _ _ = []
```

we cannot compile \(f\ a\ b\) as a simple binary function call even though \(f\)’s type suggests so. It might be that \(f\) only expects one argument, then computes a closure expecting the next. Instead, using negative functions, which are fully extensional, lets us statically optimize \(\text{zipWith}\) to pass both arguments to \(f\) at once.

However, this approach runs into some snags in practice, due to polymorphism. In order to be able to statically compile code, we sometimes need to know the representation of a type (to move its values around) or the calling convention of a type (to jump to its code in the correct environment). But if a type is unknown – because it’s some polymorphic type variable – then that runtime information is unknown at compile time. A solution to this problem is given in [21], which introduces the idea of storing the runtime representation of values in the kind of their type. So even when a type is not known statically, their kind is. Following this idea, we combined the kind-based approach with function arity by storing both representations and calling conventions in kinds [14].

This can be seen as a refinement on the course-grained polarization from Section 4.3.2. Rather than just a basic sign – such as \(-\) or \(+\) – types are described by a pair of both a representation and a calling convention. Positive types like \(A \otimes B\) can have interesting representations (their values can be tuples, tagged unions, or machine primitives) but have a plain convention (their terms are always just evaluated to get the resulting value). In contrast, negative types like \(A \rightarrow B\) can have interesting conventions (they can be called with several arguments, which can have their own representations by value or reference) but have a plain representation (they are just stored as pointers). This approach lets us integrate efficient calling conventions in a higher-level language with polymorphism, and also lets us be polymorphic in representations and calling conventions themselves, introducing new forms of statically- compilable code re-use.
4.4 Orthogonal Models of Safety

We’ve looked at several applications based on the dual calculus in Section 3, but how do we know the calculus is safe? That is, what sorts of safety properties do the typing rules provide? For example, in certain applications, we might want to know for sure that well-typed programs, like the ones in Section 4.2, always terminate. We also might want a guarantee that the $\beta\eta$ equational theory in Section 3.5 is actually consistent. To reason about the impact of types, we must identify the safety property we’re interested in. This is done with a chosen set of commands $\bot$ called the pole which contains only those commands we deem as “safe.” Despite being tailor-made to classify different notions of safety, there are shockingly few requirements of $\bot$. In fact, the only requirement is that the pole must be closed under expansion: $c \mapsto c’ \in \bot$ implies $c \in \bot$. Any set of commands closed under expansion can be used for $\bot$. This gives the general framework for modeling type safety a large amount of flexibility to capture different properties, types, and language features. So in the following, assume only that $\bot$ is an arbitrary set closed under expansion, and the sign $s$ can stand for either + (call-by-value) or − (call-by-name) throughout.

4.4.1 Orthogonality and intuitionistic negation

The central concept in these family of models is orthogonality given in terms of the chosen pole $\bot$. At an individual level, a term and coterm are orthogonal to one another, written $v \bot e$, if they form a command in the pole: $\langle v|e \rangle \in \bot$. Generalizing to groups, a set of terms $\mathbb{A}^+$ and a set of coterms $\mathbb{A}^-$ are orthogonal, written $\mathbb{A}^+ \bot \mathbb{A}^-$, if every combination drawn from the two sets is orthogonal: $v \bot e$ for all $v \in \mathbb{A}^+$ and $e \in \mathbb{A}^-$. Working with sets has the benefit that we can always find the biggest set orthogonal to another. That is, for any set of terms $\mathbb{A}^+$, there is a largest set of coterms called $\mathbb{A}^{+\bot}$ such that $\mathbb{A}^+ \bot \mathbb{A}^{+\bot}$ (and vice versa for any coterm set $\mathbb{A}^-$, there is a largest $\mathbb{A}^{-\bot} \bot \mathbb{A}^-$), defined as:

$$e \in \mathbb{A}^{+\bot} \iff \forall v \in \mathbb{A}^+, \langle v|e \rangle \in \bot$$

$$v \in \mathbb{A}^{-\bot} \iff \forall e \in \mathbb{A}^-, \langle v|e \rangle \in \bot$$

The fascinating thing about this notion of orthogonality is that – despite the fact that it was designed for symmetric and classical systems – it so closely mimics the properties of negation from the asymmetric intuitionistic logic. For example, it enjoys the properties analogous to double negation introduction ($\mathbb{A} \implies \neg\neg\mathbb{A}$) and triple negation elimination ($\neg\neg\neg\mathbb{A} \iff \mathbb{A}$) where $\mathbb{A}^{\bot\bot}$ corresponds to the negation of $\mathbb{A}^\bot$ (which could be either a set of terms or a set of coterms) and set inclusion $\mathbb{A}^{\bot\bot} \subseteq \mathbb{B}^{\bot\bot}$ corresponds to implication.

**Lemma 3 (Orthogonal Introduction/Elimination).** $\mathbb{A}^\bot \subseteq \mathbb{A}^{\bot\bot}$ and $\mathbb{A}^{\bot\bot\bot} = \mathbb{A}^{\bot\bot}$.

However, the classical principle of double negation elimination ($\neg\neg\mathbb{A} \implies \mathbb{A}$) does not hold for orthogonality: in general, $\mathbb{A}^{\bot\bot} \not\subseteq \mathbb{A}^\bot$. This connection is not just a single coincidence. Orthogonality also has properties corresponding to the contrapositive ($\mathbb{A} \implies \mathbb{B}$ implies $\neg\mathbb{B} \implies \neg\mathbb{A}$) as well as all the intuitionistic directions of the de Morgan laws from Section 2.3 – set union ($\mathbb{A}^{\bot\bot} \cup \mathbb{B}^{\bot\bot}$) denotes disjunction and intersection ($\mathbb{A}^{\bot\bot} \cap \mathbb{B}^{\bot\bot}$) denotes conjunction – but, again, not the classical-only directions like $\neg(\mathbb{A} \land \mathbb{B}) \implies (\neg\mathbb{A} \lor \neg\mathbb{B})$.

Where does $\bot$’s closure under expansion come into play? It lets us reason about sets of the form $\mathbb{A}^{\bot\bot}$, and argue that they must contain certain elements by virtue of the way they behave with elements of the underlying $\mathbb{A}^{\bot\bot}$, rather than the way they were built. For example, we can show that general $\mathbb{\mu}$s and $\mathbb{\mu}$s belong to orthogonally-defined sets, as long as their commands are safe under any possible substitution.
Observation 4. For any set of values \( A^+ \), if \( c \{ V, x \} \in E \) for all \( V \in A^+ \) then \( \mu x.c \in A^{+\pm} \).

For any set of covalues \( A^- \), if \( c \{ E, x \} \in E \) for all \( E \in A^- \) then \( \mu x.c \in A^{-\pm} \).

Proof. For all values, \( V \in A^+ \), observe that \( \{ V, \mu x.c \} \rightarrow_{\beta^+} \{ V, x \} \in E \). Thus, \( \{ V, \mu x.c \} \in E \) by closure under expansion, so \( \mu x.c \in A^{+\pm} \) by definition. The other case is dual. QED

Note the fact that Observation 4 starts with only a set of values or covalues, rather than general (co)terms. This (co)value restriction is necessary to ensure that the \( \beta^+_\mu \) and \( \beta^\_\mu \) rules can fire, which triggers the closure-under-expansion result. Formally, we write this restriction as \( A^{\pm V} \) to denote the subset of \( A^\pm \) containing only (co)values, which is built into the very notion of candidates that model safety of individual types.

Definition 5 (Candidates). A reducibility candidate, \( \mathcal{A} \in \mathcal{RC} \), is a pair \( \mathcal{A} = (A^+, A^-) \) of a set of terms \( (A^+) \) and set of coterms \( (A^-) \) that is:

Sound For all \( v \in A^+ \) and \( e \in A^- \), \( \langle v | e \rangle \in \bot \) (i.e., \( A^+ \sqsubseteq A^- \)).

Complete If \( \langle v | E \rangle \in \bot \) for all covalues \( E \in A^- \) then \( v \in A^+ \) (i.e., \( A^+ \sqsubseteq \bot \)).

If \( \langle V | e \rangle \in \bot \) for all values \( V \in A^+ \), then \( e \in A^- \) (i.e., \( A^- \sqsubseteq \bot \)).

We write \( v \in A \) as shorthand for \( v \in A^+ \) and \( e \in A \) for \( e \in A^- \).

There are two distinct ways of defining specific reducibility candidates. We could begin with a set \( A^+ \) of terms, and build the rest of the candidate around the values of \( A^+ \), or we can start with a set \( A^- \) of coterms, and build the rest around the covalues of \( A^- \). These are the positive \( \text{Pos}(A^+) \) and negative \( \text{Neg}(A^-) \) construction of candidates, defined as:

\[
\text{Pos}(A^+) = (A^{+\downarrow \downarrow \downarrow V}, A^{+\downarrow \downarrow V \downarrow \downarrow V}) \quad \text{Neg}(A^-) = (A^{-\downarrow \downarrow \downarrow V \downarrow \downarrow V}, A^{-\downarrow \downarrow V \downarrow \downarrow V})
\]

Importantly, these constructions are indeed reducibility candidates, meaning they are both sound and complete. But why are three applications of orthogonality needed instead of just two (like some other models in this family)? The extra orthogonality is needed because of the (co)value restriction \( A^{\pm V} \) interleaved with orthogonality \( A^{\pm \pm} \). Taken together, (co)value-restricted orthogonality has similar introduction and elimination properties as the general one (Lemma 3), but restricted to just (co)values rather than general (co)terms.

Lemma 6. \( A^{\pm V} \subseteq A^{\pm \downarrow \downarrow V \downarrow \downarrow V} \) and \( A^{\pm \downarrow \downarrow V \downarrow \downarrow V} = A^{\pm V \downarrow \downarrow V} \).

Thus, the final application of orthogonality takes these (co)values and soundly completes the rest of the candidate.\(^8\)

4.4.2 An orthogonal view of types

With the positive and negative construction of candidates, we can define operations that are analogous to the positive and negative burden of proof from Section 2.2. Here, terms represent evidence of truth, and coterms represent evidence of falsehood, so the various connectives are built like so:

\[
\begin{align*}
A \otimes B &= \text{Pos}\{v, w | v \in A, w \in B\} & A \forall B &= \text{Neg}\{v, f | v \in A, f \in B\} \\
A \oplus B &= \text{Pos}\{v \mid v \in A \} \cup \{w \mid w \in B\} & A \& B &= \text{Neg}\{v \mid e \in A \} \cup \{f \mid e \in B\} \\
\ominus A &= \text{Pos}\{v | e \in A\} & \neg A &= \text{Neg}\{v | v \in A\}
\end{align*}
\]

\(^8\) In fact, the simpler double-orthogonal constructions are valid, but only in certain evaluation strategies. In call-by-value, where \( A^{-\downarrow} = A^- \) because every coterm is a covalue, the positive construction simplifies to just the usual \( \text{Pos}(A^+) = (A^{+\downarrow \downarrow}, A^{+\downarrow}) \) when \( A^+ \) contains only values. Dually in call-by-name, the negative construction simplifies to just \( \text{Neg}(A^-) = (A^{-\downarrow}, A^{-\downarrow \downarrow}) \) when \( A^- \) contains only covalues.
Similarly, evidence for or against the existential and universal quantifiers can be defined as operations taking a function \( F : \mathcal{RC} \to \mathcal{RC} \) over reducibility candidates, and producing a specific reducibility candidate that quantifies over all possible instances of \( F(B) \).

\[
\exists F = \text{Pos}\{ (A, v) \mid B \in \mathcal{RC}, v \in F(B) \} \quad \forall F = \text{Neg}\{ [A, e] \mid B \in \mathcal{RC}, e \in F(B) \}
\]

With a semantic version of the connectives, we have a direct way to translate each syntactic type to a reducibility candidate. The translation \([A] \theta\) is aided by a map \( \theta \) from type variables to reducibility candidates, and the cases of translation are now by the numbers:

\[
[X] \theta = \theta(X) \quad [A \otimes B] \theta = [A] \theta \otimes [B] \theta \quad \ldots \quad [\forall X. B] \theta = \forall(\lambda A : \mathcal{RC}. [B] \theta(A/X))
\]

Going further, we can translate typing judgments to logical statements.

\[
\begin{align*}
\llbracket c : (\Gamma \vdash \Delta) \rrbracket \theta &= \forall \sigma \in [\Gamma \vdash \Delta] \theta, c(\sigma) \in \bot \\
[\Gamma \vdash v : A \mid \Delta] \theta &= \forall \sigma \in [\Gamma \vdash \Delta] \theta, v(\sigma) \in [A] \theta \\
[\Gamma \mid e : A \vdash \Delta] \theta &= \forall \sigma \in [\Gamma \vdash \Delta] \theta, e(\sigma) \in [A] \theta
\end{align*}
\]

Each judgment is based on a translation of the environment, \( \sigma \in [\Gamma \vdash \Delta] \theta \), which says that \( \sigma \) is a syntactic substitution of (co)values for (co)variables such that \( x(\sigma) \in [A] \theta \) if \( x : A \) is in \( \Gamma \), and similarly for \( \alpha : A \) in \( \Delta \). The main result is that typing derivations imply the truth of their concluding judgment, which follows by induction on the derivation.

**Theorem 7 (Adequacy).** \( c : (\Gamma \vdash \Delta) \) implies \( \llbracket c : (\Gamma \vdash \Delta) \rrbracket \theta \) (and similar for (co)terms).

### 4.4.3 Applications of adequacy

Adequacy (Theorem 7) may not seem like a special property, but the generality of the model means that it has many serious implications. We get different results by plugging in a different notion of safety for \( \bot \). The most basic corollary of adequacy is given by the most trivial pole: \( \bot = \{ \} \) is vacuously closed under expansion since it is empty to start with. By instantiating adequacy with \( \bot = \{ \} \), we get a notion of logical consistency, there is no derivation of a closed contradiction \( c : (\bullet \vdash \bullet) \) since \( \llbracket c : (\bullet \vdash \bullet) \rrbracket \) means that \( c \in \{ \} \).

**Corollary 8 (Logical Consistency).** There is no well-typed \( c : (\bullet \vdash \bullet) \).

However, the most interesting results come from instances where \( \bot \) is not empty. For example, the set of terminating commands, \( \{ c \mid c \not\rightarrow c' \not\rightarrow \} \), is also closed under expansion. Defining \( \bot \) as this set ensures that all well-typed commands are terminating.

**Corollary 9 (Termination).** If \( c : (\Gamma \vdash \Delta) \) then \( c \not\rightarrow_{\beta} c' \not\rightarrow \).

But perhaps the most relevant application to discuss here is how constructivity from Section 2 is reconciled with computation in Section 3. The notion of positive constructive evidence of \( A \oplus B \) (Section 2.2) corresponds directly with the two value constructors: we have \( \iota_1 V_1 : A_1 \oplus A_2 \) and \( \iota_2 V_2 : A_1 \oplus A_2 \) for any value \( V_i : A_i \). Similarly, the evidence in favor of \( \exists X. B \) corresponds directly with the constructed value \( (A, V) : \exists X. B \) where \( V : B[A/X] \).

---

9 Note that there is no connection between the syntactic type \( A \) used in \( (A, v) \) and \( [A, e] \) and the actual reducibility candidate used in \( F(B) \) that classifies \( v \) and \( e \). Just like System F’s model of impredicativity [22], we can get away with this bald-faced lie because of parametricity of \( \forall \) and \( \exists \): the (co)term that unpacks \( (A, v) \) or \( [A, e] \) is not allowed to react any differently based on the choice for \( A \).
But both of these types also have the general \( \mu \) abstractions \( \mu \alpha.c: A \oplus B \) and \( \mu \beta.c': \exists X.B \), which do not directly correspond with either. How do we know that both of these \( \mu \)s will compute and eventually produce the required evidence? We can instantiate \( \perp \) with only the commands that do so. For \( A \oplus B \) we can set \( \perp = \{c\mid c \mapsto (\iota_1.V_{\alpha})\} \), and for \( \exists X.B \) we can set \( \perp = \{c\mid c \mapsto ((A, V)|\alpha)\} \); both of these definitions are closed under expansion, which is all we need to apply adequacy to compute the construction matching the type.

\[\textbf{Corollary 10} (Positive Evidence).\ If \( \bullet \vdash v : A_1 \oplus A_2 \mid \Gamma \) then \( \langle v |\alpha \rangle \mapsto_{\beta^*,c'} (\iota_1.V_{\alpha}) \) such that \( V_{\alpha} \in [A_1] \). If \( \bullet \vdash v : \exists X.B \mid \Gamma \) then \( \langle v |\alpha \rangle \mapsto_{\beta^*,c'} ((A, V) |\alpha) \) such that \( V_{\alpha} \in [B][[A]/X] \).

Dually, we can design similar poles which characterize the computation of negative evidence. For example, types like \( A_1 \& A_2 \) and \( \forall X.B \) include general \( \bar{\mu} \) abstractions of the form \( \bar{\mu}x.c \) in addition to the constructed covalues \( \pi_1.E_1 : A_1, \pi_2.E_2 : A_2, \) and \( \forall X.B \) that correspond to the negative evidence of these connectives. Luckily, we can set the global \( \perp \) to either \( \{c\mid c \mapsto (x|\pi_1.E_1)\} \) or \( \{c\mid c \mapsto (x[[A]|E])\} \) to ensure that general \( \bar{\mu}s \) compute the correct concrete evidence for these negative types.

\[\textbf{Corollary 11} (Negative Evidence).\ If \( |c : A_1 \& A_2 \vdash \bullet \) then \( (x|c) \mapsto_{\beta^*,c'} (x|\pi_1.E_{\alpha}) \) such that \( E_{\alpha} \in [A_1] \). If \( |e : \forall X.B.A \vdash \bullet \) then \( (x|e) \mapsto_{\beta^*,c'} (x[[A]|E_{\alpha}) \) such that \( E_{\alpha} \in [B][[A]/X] \).

This model is extensible with other language features, too, without fundamentally changing the shape of adequacy (Theorem 7). For example, because reducibility candidates are two-sided objects, there are two different ways to order them:

\[A \sqsubseteq B \iff A^+ \subseteq B^+ \quad \text{and} \quad A^- \subseteq B^- \quad A \subseteq B \iff A^+ \subseteq B^+ \quad \text{and} \quad A^- \supseteq B^-\]

The first order \( A \sqsubseteq B \) where both sides are in the same direction is analogous to ordinary set containment. However, the second order \( A \subseteq B \) where the two sides are opposite instead denotes subtyping [15]. Besides modeling subtyping as a language feature itself, this idea is the backbone of several other type features, including (co)inductive types [12], intersection and union types [13], and indexed (co)data types [16]. It also lets us model non-determinism [15], where the critical pair between \( \mu \) and \( \bar{\mu} \) is allowed.

We can also generalize the form of our model, to capture properties that are binary relations rather than unary predicates. This only requires that we make each of the fundamental components binary, without changing their overall structure. For example, the pole \( \perp \) is generalized from a set to a relation between commands that is closed under expansion: \( c_1 \mapsto c_1' \sqsubseteq c_2' \iff c_2 \) implies \( c_1 \sqsubseteq c_2 \). From there, reducibility candidates become a pair of term relation \( v \mapsto v' \) and co-term relation \( e \mapsto e' \), where soundness and completeness can be derived from the generalized notion of orthogonality between relations:

\[A^+ \perp A^- \iff \forall (v \mapsto v'), (e \mapsto e'). (v|c) \perp (v'|c')\]

This lets us represent equalities between commands and (co)terms in the orthogonality model, and prove that the equational theory is consistent with contextual equivalence [6], i.e., equal expressions produce the same result in any context. As a consequence, (co)values built with distinct constructors – such as \( \iota_1 \) and \( \iota_2 \) or \( \pi_1 \) and \( \pi_2 \) – are never equal.

\[\textbf{Corollary 12} (Equational Consistency).\ The equalities \( \Gamma \vdash \iota_1.V_{\alpha} = \iota_2.V_{\alpha}' : A \oplus B \mid \Delta \) and \( \Gamma \mid \pi_1.E_{\alpha} = \pi_2.E_{\alpha}' : A \& B \vdash \Delta \) are not derivable.
5 Conclusion

Duality is not just an important idea in logic; it is also a useful tool to study and implement programs. By re-imagining constructive logic as a fair debate between multiple competing viewpoints, we derive a symmetric calculus that lets us transfer the logical idea of duality to computation. This modest idea has serious ramifications, and leads to several applications in both the theory and practice of programming languages. Moreover, it reveals new ideas and new relationships that are not expressible in today’s languages. We hope the next generation of programming languages puts the full force of duality into programmers’ hands.
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1 Introduction

Completion [11] is a procedure that takes an equational system and a reduction order to construct a conversion-equivalent complete (terminating and confluent) term rewrite system.

Consider the equational system for commuting group endomorphisms (CGE2):

\[ e + x \approx x \quad i(x) + x \approx e \quad (x + y) + z \approx x + (y + z) \quad f(x + y) \approx f(x) + f(y) \quad g(x + y) \approx g(x) + g(y) \quad f(x) + g(y) \approx g(y) + f(x) \]

This system is known as a challenging completion problem. Stump and Löchner [16] showed that it admits the following complete TRS consisting of 20 rewrite rules:

\[ e + x \rightarrow x \quad f(e) \rightarrow e \quad i(x) + y \rightarrow i(y) + i(x) \quad x + e \rightarrow x \quad g(e) \rightarrow e \quad f(x + y) \rightarrow f(x) + f(y) \quad i(x) + x \rightarrow e \quad i(e) \rightarrow e \quad g(x + y) \rightarrow g(x) + g(y) \quad x + i(x) \rightarrow e \quad i(i(x)) \rightarrow x \quad f(x) + g(y) \rightarrow g(y) + f(x) \quad x + (i(x) + y) \rightarrow y \quad i(f(x)) \rightarrow f(i(x)) \quad f(x) + (f(y) + z) \rightarrow f(x + y) + z \quad i(x) + (x + y) \rightarrow y \quad i(g(x)) \rightarrow g(i(x)) \quad g(x) + (g(y) + z) \rightarrow g(x + y) + z \quad (x + y) + z \rightarrow x + (y + z) \quad g(x) + (f(y) + z) \rightarrow f(y) + (g(x) + z) \]

The main difficulty is that termination of the complete TRS cannot be shown by standard reduction orders such as the Knuth–Bendix order (KBO) [11] and the lexicographic path order (LPO) [8]. Therefore, existing completion tools capable of handling such a system either employ termination tools or adopts the dependency pair method [1, 5], giving up direct termination proofs by reduction orders. Instances of the former are [18, 15, 21], and an instance of the latter is [14].

In this note we present another approach to the problem. The idea is easy. We simply reformulate Zantema’s semantic labeling [22] as an order extension method for reduction orders (in Section 3). In order to perform completion with powerful orders effectively,
we introduce a new variant of maximal completion [10, 14] that integrates the feature of rule simplification [7, 3], known as inter-reduction (in Section 5). In addition to them, we show that confluence of terminating systems can be characterized by rewrite strategies (in Section 4). This results in a new critical pair criterion.

2 Preliminaries

We assume familiarity with the basic notions of term rewriting and completion [2, 17]. Here we shortly recapitulate terminology and notation that we use in this note.

An abstract rewrite system ARS $\mathcal{A}$ is a pair of a set $\mathcal{A}$ and a binary relation $\rightarrow_{\mathcal{A}}$ on the set $\mathcal{A}$. An ARS $\mathcal{A} = (\mathcal{A}, \rightarrow_{\mathcal{A}})$ is terminating if there exists no infinite rewrite sequence $a_1 \rightarrow_{\mathcal{A}} a_2 \rightarrow_{\mathcal{A}} a_3 \rightarrow_{\mathcal{A}} \cdots$. An ARS $\mathcal{A}$ is confluent if $\ast_{\mathcal{A}} \llcorner \rightarrow_{\mathcal{A}} \lrcorner \ast_{\mathcal{A}}$ holds. Here $\lrcorner_{\mathcal{A}}$ stands for the joinability relation $\rightarrow_{\mathcal{A}} \ast_{\mathcal{A}} \lrcorner$. An element $a$ is a normal form of $\mathcal{A}$ if there is no element $b$ with $a \rightarrow_{\mathcal{A}} b$. The set of all normal forms is denoted by $\text{NF}(\mathcal{A})$. When an ARS $\mathcal{A}$ is terminating, an arbitrary element $a$ admits a normal form $b$ such that $a \rightarrow_{\mathcal{A}}^* b$. By $a \lrcorner_{\mathcal{A}}$ we denote some fixed normal form of $a$.

Terms are built from a signature $\mathcal{F}$ and a countable set $\mathcal{V}$ of variables. An equation system over $\mathcal{F}$ is a set of equations. Here we assume that equations are ordered pairs of terms over $\mathcal{F}$. We write $s \approx t$ for the equation $(s, t)$. An equation $s \approx t$ is called a rewrite rule, denoted by $s \rightarrow t$, if $s$ is a non-variable term and $\text{Var}(t) \subseteq \text{Var}(s)$ holds. A term rewrite system (TRS) over $\mathcal{F}$ is an equational system consisting of rewrite rules over $\mathcal{F}$. The rewrite step $\rightarrow_{\mathcal{R}}$ of a TRS $\mathcal{R}$ is defined as follows: $s \rightarrow_{\mathcal{R}} t$ if there exist a rule $\ell \rightarrow r \in \mathcal{R}$, a position $p$ of $s$, and a substitution $\sigma$ such that $s|_p = \ell\sigma$ and $t = s[\sigma]_p$. Any TRS $\mathcal{R}$ can be regarded as the ARS comprising the set of terms and the rewrite relation $\rightarrow_{\mathcal{R}}$.

A TRS is complete if it is terminating and confluent. A complete TRS $\mathcal{R}$ is called canonical if for every rule $\ell \rightarrow r \in \mathcal{R}$ we have $r \in \text{NF}(\mathcal{R})$ and $\ell \in \text{NF}(\mathcal{R}')$, where $\mathcal{R}'$ consists of $\mathcal{R}$-rules that are not a variant of $\ell \rightarrow r$. We say that $\mathcal{R}$ is a TRS for an equational system $\mathcal{E}$ if they are conversion-equivalent, namely, $\leftrightarrow_{\mathcal{R}} = \leftrightarrow_{\mathcal{E}}$. The aim of completion procedures is to find a complete (or canonical) TRS for a given equational system.

Let $\mathcal{R}$ be a terminating TRS and $\mathcal{E}$ a set of equations. Notation $\downarrow_{\mathcal{R}}$ stands for the set $\{s|_\mathcal{R} \approx t|_{\mathcal{R}} \mid s \approx t \in \mathcal{E} \land s|_\mathcal{R} \neq t|_\mathcal{R}\}$.

Reduction orders are well-founded orders on terms that are closed under contexts and substitutions. LPO and KBO are instances of reduction orders. We denote them by $\succ_{\text{LPO}}$ and $\succ_{\text{KBO}}$, respectively.

\begin{itemize}
  \item Theorem 1. A TRS $\mathcal{R}$ is terminating if $\mathcal{R} \subseteq \succ$ holds for some reduction order $\succ$.
  \item Confluence of terminating TRSs is characterized by the notion of critical pair.
  \item Definition 2 ([6]). Let $\mathcal{R}$ be a TRS. A tuple $(\ell_1 \rightarrow r_1, p, \ell_2 \rightarrow r_2)_\sigma$ is an overlap of $\mathcal{R}$ if $\ell_1 \rightarrow r_1$ and $\ell_2 \rightarrow r_2$ are variants of rules in $\mathcal{R}$ with $\text{Var}(\ell_1) \cap \text{Var}(\ell_2) = \emptyset$, $p$ is a function position of $\ell_2$, $\sigma$ is a most general unifier of $\ell_1$ and $\ell_2|_p$, and $p \neq \epsilon$ or $\ell_1 \rightarrow r_1$ is not a variant of $\ell_2 \rightarrow r_2$.
  Such an overlap induces the critical peak $(\ell_2\sigma)[r_1|_\sigma]_p, \mathcal{R} \leftarrow (\ell_2\sigma)[\ell_1]_p = \ell_2\sigma \leftarrow_{\mathcal{R}} r_2\sigma$, and the equation $(\ell_2\sigma)[r_1|_\sigma]_p \approx r_2\sigma$ is called a critical pair of $\mathcal{R}$. We write $t \leftarrow_{\mathcal{R}} u$ for critical pair $(t, u)$.
  \item Theorem 3 ([11]). A terminating TRS $\mathcal{R}$ is confluent if and only if $\mathcal{R} \leftarrow_{\mathcal{R}} \subseteq \downarrow_{\mathcal{R}}$ holds.
\end{itemize}
Finally, we define terminologies for algebras. An \( \mathcal{F} \)-algebra \( \mathcal{M} \) is a pair of a set \( A \) and the set of interpretations \( f_\mathcal{M} : A^n \to A \) for each \( f \in \mathcal{F} \), where \( n \) is the arity of \( f \). Mappings from \( \mathcal{V} \) to \( A \) are called assignments. Let \( \mathcal{M} = (A, \{f_\mathcal{M}\}_{f \in \mathcal{F}}) \) be an \( \mathcal{F} \)-algebra and \( \alpha \) an assignment from \( \mathcal{V} \) to \( A \). The valuation \( [\alpha]_\mathcal{M}(t) \) of a term \( t \) under \( \alpha \) is inductively defined as follows:

\[
[\alpha]_\mathcal{M}(t) = \begin{cases} 
\alpha(t) & \text{if } t \text{ is a variable} \\
\mathcal{M}([\alpha]_\mathcal{M}(t_1), \ldots, [\alpha]_\mathcal{M}(t_n)) & \text{if } t = f(t_1, \ldots, t_n)
\end{cases}
\]

Suppose that \( A \) is non-empty and equipped with a well-founded order \( > \). If every interpretation \( f_\mathcal{A} \) is weakly monotone, \( \mathcal{M} \) is said to be a weakly monotone well-founded algebra.

3 Reduction Orders Extended by Semantic Labeling

Semantic labeling introduced by Zantema [22] is a powerful transformation technique for proving termination of term rewrite systems. In this section we reformulate it as an order extension for reduction orders. This is technically trivial but it is useful for completion.

Semantic labeling employs a labeling function for terms. Let \( \mathcal{F} \) be a signature. To each \( n \)-ary function symbol \( f \in \mathcal{F} \) we assign a fresh \( n \)-ary function symbol \( f^2 \). The union of \( \mathcal{F} \) and \( \{f^2 \mid f \in \mathcal{F}\} \) is denoted by \( \mathcal{F}^2 \).

- **Definition 4.** Let \( \mathcal{F} \) and \( \mathcal{G} \) be signatures with \( \mathcal{F} \subseteq \mathcal{G} \subseteq \mathcal{F}^2 \), and let \( \mathcal{M} = (A, \{f_\mathcal{M}\}_{f \in \mathcal{G}}) \) be a \( \mathcal{G} \)-algebra. Given a term \( t \) over \( \mathcal{F} \) and an assignment \( \alpha : \mathcal{V} \to A \), the labeled term \( \text{lab}_\mathcal{M}(t, \alpha) \) is inductively defined as follows:

\[
\text{lab}_\mathcal{M}(t, \alpha) = \begin{cases} 
t & \text{if } t \text{ is a variable} \\
\mathcal{M}(\text{lab}_\mathcal{M}(t_1, \alpha), \ldots, \text{lab}_\mathcal{M}(t_n, \alpha)) & \text{if } t = f(t_1, \ldots, t_n) \text{ and } f^2 \in \mathcal{G} \\
f(\text{lab}_\mathcal{M}(t_1, \alpha), \ldots, \text{lab}_\mathcal{M}(t_n, \alpha)) & \text{if } t = f(t_1, \ldots, t_n) \text{ and } f^2 \notin \mathcal{G}
\end{cases}
\]

where, \( a = [\alpha]_\mathcal{M}(f^2(t_1, \ldots, t_n)) \). Note that labeled terms are terms over the signature \( \mathcal{F}_{\text{lab}} := \mathcal{F} \cup \{f^2 \mid f \in \mathcal{G} \setminus \mathcal{F} \text{ and } a \in A\} \).

- **Example 5.** Consider the algebra \( \mathcal{M} = (\mathbb{N}, \{g_\mathcal{M}, f_\mathcal{M}, f^2_\mathcal{M}\}) \) with \( g_\mathcal{M}(x) = 0, f_\mathcal{M}(x) = 1 \), and \( f^2_\mathcal{M}(x) = x \), and the assignment \( \alpha \) defined by \( \alpha(x) = 2 \). Then, we have \( \text{lab}_\mathcal{M}(f(g(f(x))), \alpha) = 0(0(0(x)))) \). Here labels 0 and 2 are determined by \( [\alpha]_\mathcal{M}(f^2(g(f(x)))) = 0 \) and \( [\alpha]_\mathcal{M}(f^2(x)) = 2 \).

We now present an order extension by semantic labeling.

- **Definition 6.** Suppose \( \mathcal{F} \subseteq \mathcal{G} \subseteq \mathcal{F}^2 \). Let \( (\mathcal{M}, >) \) be a weakly monotone well-founded \( \mathcal{G} \)-algebra, and \( > \) a strict order on terms over \( \mathcal{F}_{\text{lab}} \). We define the binary relation \( \triangleright^\mathcal{M} \) on terms over \( \mathcal{F} \) as follows: \( s \triangleright^\mathcal{M} t \) if for every assignment \( \alpha \) the following inequalities hold:

\[
[\alpha]_\mathcal{M}(s) >^\mathcal{M} [\alpha]_\mathcal{M}(t) \quad \text{lab}_\mathcal{M}(s, \alpha) > \text{lab}_\mathcal{M}(t, \alpha)
\]

Moreover, we define the TRS \( \text{Dec}(\mathcal{M}, >) \) as follows:

\[
\text{Dec}(\mathcal{M}, >) = \{f_a(x_1, \ldots, x_n) \to f_b(x_1, \ldots, x_n) \mid f^2 \in \mathcal{G} \setminus \mathcal{F} \text{ and } a > b\}
\]

where, \( x_1, \ldots, x_n \) are pairwise distinct variables and \( n \) is the arity of \( f \).

- **Theorem 7.** Suppose \( \mathcal{F} \subseteq \mathcal{G} \subseteq \mathcal{F}^2 \). Let \( (\mathcal{M}, >) \) be a weakly monotone well-founded \( \mathcal{G} \)-algebra, and \( > \) a reduction order on terms over \( \mathcal{F}_{\text{lab}} \). If \( \text{Dec}(\mathcal{M}, >) \subseteq \triangleright^\mathcal{M} \) holds, \( \triangleright^\mathcal{M} \) is a reduction order on terms over \( \mathcal{F} \).

**Proof.** Immediate from [22, Theorem 8].
In the remaining part of the paper, the extended versions of KBO and LPO \(\succ_{\text{o}}\) and \(\succ_{\text{lpo}}\) are referred to as EKBO and ELPO, respectively. We illustrate the use of EKBO by examples.

**Example 8.** Consider the one-rule TRS \(\mathcal{R}\):

\[
f(f(x)) \rightarrow f(g(f(x)))
\]

Let \(\mathcal{M} = (\mathbb{N}, \{g_\mathcal{M}, f_\mathcal{M}, f^1_\mathcal{M}\})\) be the weakly monotone well-founded algebra given by the interpretations \(g_\mathcal{M}(x) = 0\), \(f_\mathcal{M}(x) = 1\), and \(f^1_\mathcal{M}(x) = x\). The KBO \(\succ_{\text{kbo}}\) with the weight function given by

\[
w(g) = 0 \quad w(f_a) = 1 \quad \text{for all } a \in \mathbb{N} \quad w(x) = 1 \quad \text{for all variables } x
\]

and the well-founded precedence \(g \succ \cdots \succ f_2 \succ f_1 \succ f_0\) satisfies the inclusion:

\[
\text{Dec}(\mathcal{M}, >) = \{f_a(x) \rightarrow f_b(x) \mid a > b\} \subseteq \succ_{\text{kbo}}
\]

Thus, the EKBO \(\succ_{\text{ekbo}}\) is a reduction order. Let \(\ell \rightarrow r\) denote the rule of the TRS. We have the inequalities \(\alpha, M(\ell) = 1 \geq 1 = \alpha, M(r)\) and \(\text{lab}_M(\ell, \alpha) = f_1(f_\alpha(x)) \succ_{\text{kbo}} f_0(g(g_\alpha(x))) = \text{lab}_M(r, \alpha)\) for all assignments \(\alpha\). Therefore, \(\ell \succ_{\text{ekbo}} r\) holds. Hence, \(\mathcal{R}\) is terminating.

**Example 9.** We show termination of the complete TRS \(\mathcal{R}\) for CGE2 in the introduction. Let \(\mathcal{M} = (\mathbb{N}, \{e_\mathcal{M}, f_\mathcal{M}, g_\mathcal{M}, i_\mathcal{M}, +, M, +^2_\mathcal{M}\})\) be the weakly monotone algebra with the interpretations:

\[
e_\mathcal{M} = 0 \quad f_\mathcal{M}(x) = 0 \quad g_\mathcal{M}(x) = 1 \quad i_\mathcal{M}(x) = x \quad x + M y = x + y \quad x +^2_M y = x
\]

The KBO \(\succ_{\text{kbo}}\) comprising the weight function

\[
w(i) = 0 \quad w(f) = w(e) = 1 \quad w(x) = 1 \quad w(+) = 0 \quad \text{for all } a \in \mathbb{N}
\]

and the well-founded precedence \(i \succ g \succ \cdots \succ +_2 \succ +_1 \succ +_0 \succ e \succ f\) satisfies the inclusion:

\[
\text{Dec}(\mathcal{M}, >) = \{x + a y \rightarrow x + b y \mid a > b\} \subseteq \succ_{\text{kbo}}
\]

Thus, \(\succ_{\text{kbo}}\) is a reduction order. It is easy to verify that \([\alpha], M(\ell) \geq [\alpha], M(r)\) holds for every rules \(\ell \rightarrow r \in \mathcal{R}\) and assignment \(\alpha\). The inequality \(\text{lab}_M(\ell, \alpha) \succ_{\text{kbo}} \text{lab}_M(r, \alpha)\) holds too:

- \(e +_0 x \succ_{\text{ekbo}} x\)
- \(f(e) \succ_{\text{ekbo}} e\)
- \(i(x +_a y) \succ_{\text{kbo}} i(y) +_b i(x)\)
- \(x +_a e \succ_{\text{ekbo}} x\)
- \(g(e) \succ_{\text{ekbo}} e\)
- \(f(x +_a y) \succ_{\text{kbo}} f(x) +_0 f(y)\)
- \(i(x) +_a x \succ_{\text{ekbo}} e\)
- \(i(e) \succ_{\text{ekbo}} e\)
- \(g(x +_a y) \succ_{\text{kbo}} g(x) +_1 g(y)\)
- \(x +_a i(x) \succ_{\text{ekbo}} e\)
- \(i(i(x)) \succ_{\text{ekbo}} x\)
- \(f(x) +_0 g(y) \succ_{\text{kbo}} g(y) +_1 f(x)\)
- \(x +_a (i(x) +_a y) \succ_{\text{ekbo}} y\)
- \(i(f(x)) \succ_{\text{kbo}} f(i(x))\)
- \(f(x) +_0 (f(y) +_0 z) \succ_{\text{kbo}} f(x +_a y) +_z z\)
- \(i(x) +_a (x +_a y) \succ_{\text{ekbo}} y\)
- \(i(g(x)) \succ_{\text{kbo}} g(i(x))\)
- \(g(x) +_1 (g(y) +_1 z) \succ_{\text{kbo}} g(x +_a y) +_z z\)
- \((x +_a y) +_a +_b z \succ_{\text{ekbo}} x +_a (y +_b z)\)
- \(g(x) +_1 (f(y) +_0 z) \succ_{\text{kbo}} f(y) +_0 (g(x) +_1 z)\)

where, \(a = a(x)\) and \(b = b(y)\). Therefore, \(\mathcal{R} \subseteq \succ_{\text{kbo}}\) holds. Hence, \(\mathcal{R}\) is terminating.

By using SAT/SMT solvers one can easily implement a program to find suitable parameters for EKBOs and ELPOs. See [12] for SAT/SMT encoding technique. As a final remark in the section, ELPO is almost same as the lexicographic version of the semantic path order (SPO) [8]; see [22] for discussions on the relation between semantic labeling and SPO.
Confluence via Rewrite Strategies

In this section we present a new confluence criterion based on rewrite strategies.

Definition 10 ([17, Section 9.1]). Let $\mathcal{A} = (A, \rightarrow_A)$ be an ARS. We say that an ARS $\mathcal{B} = (A, \rightarrow_B)$ is a rewrite strategy if $\rightarrow_B \subseteq \rightarrow_A^+$ and $\text{NF}(\mathcal{A}) = \text{NF}(\mathcal{B})$.

Theorem 11. A terminating ARS $\mathcal{A}$ is confluent if and only if the inclusion $\mathcal{B} \leftarrow \cdot \rightarrow_A \subseteq \downarrow_A$ holds for some rewrite strategy $\mathcal{B}$ of $\mathcal{A}$.

Proof. The “only if”-direction is trivial as we can take $\mathcal{B} = \mathcal{A}$. We show the “if”-direction. Let $\mathcal{A}$ be a terminating ARS and $\mathcal{B}$ a rewrite strategy for $\mathcal{A}$ with $\mathcal{B} \leftarrow \cdot \rightarrow_A \subseteq \downarrow_A$. Suppose $b \rightarrow_A^* a \rightarrow_A c$. As $\mathcal{A}$ is terminating, $\rightarrow_A^+$ is a well-founded order. So we perform well-founded induction on $a$ with respect to $\rightarrow_A^+$ to show $b \downarrow_A c$. If $a = b$ then $b \rightarrow_A^* c$. Thus, $b \downarrow_A c$ holds. Similarly, if $a = c$ then $b \rightarrow_A^* c$. Thus, $b \downarrow_A c$ holds. Otherwise, there exist $b'$ and $c'$ such that $b \rightarrow_A b' \rightarrow_A a \rightarrow_A c' \rightarrow_A^* c$ holds. Because $\mathcal{B}$ is a rewrite strategy, $a \notin \text{NF}(\mathcal{A}) = \text{NF}(\mathcal{B})$. Thus, there exists an element $a'$ with $a \rightarrow_B a'$. Since $a'$, $b'$, and $c'$ are smaller than $a$ with respect to $\rightarrow_A^+$, the corresponding induction hypotheses and the assumption $\mathcal{B} \leftarrow \cdot \rightarrow_A \subseteq \downarrow_A$ yield the diagram indicated in Figure 1.

Using this characterization, we develop a new critical pair criterion. Let $\alpha \rightarrow_R$ be a rewrite strategy for a TRS $R$. We say that a critical peak $t \leftarrow s \rightarrow_R u$ is an $\alpha$-critical peak if $s \rightarrow_R t$. The corresponding critical pair $(t, u)$ is denoted by $t \leftarrow s \rightarrow_R u$. For instance, the innermost strategy $\downarrow_i \rightarrow_R$ is a rewrite strategy. Innermost critical pairs $\downarrow_i \rightarrow_R$ correspond to prime critical pairs.1

Corollary 12 ([9]). A terminating TRS $R$ is confluent if and only if $\downarrow_i \rightarrow_R \subseteq \downarrow_R$ holds.

This result can be refined by adopting the leftmost innermost strategy $\downarrow_{li} \rightarrow_R$. Since $\downarrow_{li} \subseteq \downarrow_i$, the inclusion $\downarrow_{li} \rightarrow_R \subseteq \downarrow_i \rightarrow_R$ holds in general.

Corollary 13. A terminating TRS $R$ is confluent if and only if $\downarrow_{li} \rightarrow_R \subseteq \downarrow_R$ holds.

Proof. Since $\downarrow_i \rightarrow_R \subseteq \downarrow_R$ and $\downarrow_i \rightarrow_R \subseteq \downarrow_R$ are equivalent, Theorem 11 applies.

1 This was pointed out by Masahiko Sakai (personal communication).
Completion and Reduction Orders

![Figure 2](image.png) Inference rules of abstract completion except deduce.

**Example 14.** Consider the terminating TRS $R$:

\[
\begin{align*}
-0 &\rightarrow 0 \\
0 + x &\rightarrow x \\
-x + x &\rightarrow 0 \\
(-x) + (-x) &\rightarrow 0
\end{align*}
\]

The TRS admits five overlaps and they form the five critical peaks (a–e):

\[
\begin{array}{cccc}
\begin{array}{c}
\frac{(-0) + 0}{1} \\
0 + 0 \approx 0
\end{array} & \begin{array}{c}
\frac{(-0) + 0}{\epsilon} \\
0 - 0 \approx 0
\end{array} & \begin{array}{c}
\frac{(-0) + 0}{\epsilon} \\
0 \approx 0
\end{array} & \begin{array}{c}
\frac{(-0) + (-0)}{1} \\
0 + 0 \approx 0
\end{array}
\end{array}
\]

\( (a) \quad (b) \quad (c) \quad (d) \quad (e) \)

Out of the five, only (a) and (d) are leftmost innermost critical pairs \( \overset{\text{li}}{\approx} \rightarrow \overset{\text{li}}{\rightarrow} \), and they are joinable: \( 0 + 0 \not\overset{\text{li}}{\rightarrow} 0 \) and \( 0 + (-0) \not\overset{\text{li}}{\rightarrow} 0 \). Hence, confluence of the TRS $R$ is concluded. Note that $R \overset{\text{li}}{\leq} x \rightarrow R$ contains one more critical pair (e).

**Example 15.** The complete TRS for CGE$_2$ in the introduction admits 115 overlaps. Out of them, 18 overlaps are discarded by the condition of leftmost innermost critical pairs \( \overset{\text{li}}{\approx} \rightarrow \). For this rewrite system \( \overset{\text{li}}{\leftarrow} x \rightarrow \) and \( \overset{\text{li}}{\leftarrow} x \rightarrow \) coincide.

Unfortunately, the outermost strategy \( \overset{\text{oi}}{\approx} \rightarrow \) cannot be used for discarding critical pairs. The culprit is that $R \overset{\text{oi}}{\leq} x \rightarrow R \subseteq \downarrow_{\text{oi}} R$ does not imply $R \overset{\text{li}}{\leq} x \rightarrow R \subseteq \downarrow_{\text{li}} R$ in general.

**Example 16.** Consider the terminating TRS $R = \{ f(f(x)) \rightarrow a \}$. Since the only critical peak

\[ f(a) \overset{\text{li}}{\leftarrow} f(f(f(x))) \overset{\text{oi}}{\rightarrow} R a \]

is not an outermost critical peak, the inclusion $R \overset{\text{li}}{\leq} \overset{\text{oi}}{\rightarrow} R = \emptyset \subseteq \downarrow_{\text{li}} R$ holds. However, $R$ is not confluent, as f(a) and a are not joinable.

## 5 Maximal Completion with Inter-reduction

In this section we present a new variant of maximal completion [10, 14], which incorporates inter-reduction of standard completion [7]. Figure 2 shows a subset of the inference rules of abstract completion [3], where the deduce rule is excluded. Inter-reduction corresponds to collapse and compose. Due to absence of deduce, the derivation relation $\vdash_{\rightarrow}$ fulfills the termination property. So for any finite equational system $E$ the pair $(E, \not\approx)$ has a normal form with respect to $\vdash_{\rightarrow}$. We denote its arbitrary but fixed normal form by $\psi(E, \not\approx)$.

We now formalize our procedure. Let $O$ be a mapping from an equational system to a finite set of reduction order, and $S$ a mapping from an equational system $E$ to a set of equations $s \approx t$ satisfying $s \leftrightarrow E t$. 

**Definition 17.** For an equational system \( \mathcal{E} \) the partial function \( \varphi(\mathcal{E}) \) is defined as follows:

\[
\varphi(\mathcal{E}) = \begin{cases} 
\mathcal{R} & \text{if } \mathcal{E}' = \emptyset \text{ and } \mathcal{R} \xleftarrow{\mathcal{E}} \subseteq \mathcal{R} \text{ for some } \triangleright \in \mathcal{O}(\mathcal{E}) \\
\varphi(\mathcal{E} \cup \mathcal{S}(\mathcal{E})) & \text{otherwise}
\end{cases}
\]

where \((\mathcal{E}', \mathcal{R}) = \psi(\mathcal{E}, \triangleright)\).

**Theorem 18.** If \( \varphi(\mathcal{E}) \) is defined then it is a complete presentation of \( \mathcal{E} \).

**Proof.** Immediate from \( \leftrightarrow^2_\varphi = \leftrightarrow^2_{\mathcal{E} \cup \mathcal{R}} \) and \( \leftrightarrow^2_\varphi = \leftrightarrow^2_{\mathcal{E} \cup \mathcal{S}(\mathcal{E})} \).

The procedure \( \varphi(\mathcal{E}) \) runs as follows: (1) \( \mathcal{O}(\mathcal{E}) \) generates reduction orders; (2) for each of them \( \psi(\mathcal{E}, \triangleright) \) runs standard completion without the deduce rule; (3) if one of them results in a confluent TRS \( \mathcal{R} \), the procedure returns \( \mathcal{R} \); (4) otherwise \( \mathcal{E} \) is extended by \( \mathcal{S}(\mathcal{E}) \). The second step \( \psi \) is a new ingredient to maximal completion [10, 14, 19].

In order to evaluate effectiveness of the presented framework we implemented it on the top of the completion tool Maxcomp [10]. In the implementation \( \mathcal{S}(\mathcal{E}) \) selects 21 smallest equations from the set:

\[
\bigcup_{\triangleright \in \mathcal{O}(\mathcal{E})} (\mathcal{E}_\triangleright \cup \mathcal{R}_\triangleright \cup \mathcal{CP}_s(\mathcal{R}_\triangleright) \uparrow \mathcal{R}_\triangleright) \setminus \mathcal{E}
\]

where, \((\mathcal{E}_\triangleright, \mathcal{R}_\triangleright) = \psi(\mathcal{E}, \triangleright) \) and \( \mathcal{CP}_s(\mathcal{R}) \) stands for \( \mathcal{R} \leftarrow x \rightarrow \mathcal{R} \). The definition of \( \mathcal{O} \) is based on Sato and Winkler’s heuristic method [14, 19]. The method aims to find canonical TRSs \( \mathcal{P} \) for \( \mathcal{E} \) such that \( \mathcal{P} \subseteq \mathcal{E} \) and \( \mathcal{E}^{-1} \). Assume that we want to find \( k \) orders from a designated class \( \mathcal{RO} \) of reduction orders. We define \( \mathcal{RO}(\mathcal{E}, k) \) as \( \mathcal{RO}(\mathcal{E}, 0) = \emptyset \) and \( \mathcal{RO}(\mathcal{E}, k + 1) = \mathcal{RO}(\mathcal{E}, k) \cup \{(\mathcal{P}, \triangleright)\} \). Here \( \mathcal{P} \) is a TRS and \( \triangleright \) is a reduction order in \( \mathcal{RO} \) that minimizes the cardinality of \( \mathcal{P} \) subject to the three constraints: The inclusion

\[
\mathcal{P} \subseteq \{s \to t \in \mathcal{E} \cup \mathcal{E}^{-1} \mid s > t\}
\]

holds, all non-trivial equations in \( \mathcal{E} \) are \( \mathcal{P} \)-reducible, and \( \mathcal{P} \neq \mathcal{P}' \) for all \( (\mathcal{P}', \triangleright') \in \mathcal{RO}(\mathcal{E}, k) \).

Our tool employs \( \mathcal{O} \) defined by \( \mathcal{O}(\mathcal{E}) = \{\triangleright \mid (\mathcal{P}, \triangleright) \in \mathcal{RO}(\mathcal{E}, 2)\} \).

**Example 19.** Let \( \mathcal{RO} \) be the class of EKBOs. Following our procedure, we complete the next equational system:

1: \( s(p(x)) \approx x \)  
2: \( p(s(x)) \approx x \)  
3: \( s(x) + y \approx s(x + y) \)

The run of \( \varphi \) proceeds as follows: \( \varphi(\{1, 2, 3\}) = \varphi(\{1, 2, 3, 4, 5\}) = \varphi(\{1, 2, \ldots, 8\}) \), where:

4: \( p(s(x) + y) \approx x + y \)  
6: \( s((p(x) + y) + z) \approx (x + y) + z \)  
8: \( p(x) + y \approx p(x + y) \)

5: \( s(p(x) + y) \approx x + y \)  
7: \( p(s(x) + y) + z) \approx (x + y) + z \)

Let \( \mathcal{E} = \{1, 2, \ldots, 8\} \). The function \( \mathcal{RO}(\mathcal{E}, 2) \) yields \( \{(\mathcal{P}_1, \triangleright_1), (\mathcal{P}_2, \triangleright_2)\} \), which pinpoints canonical TRSs for \( \mathcal{E} \):

\[
\mathcal{P}_1 = \{s(p(x)) \to x, \quad p(s(x)) \to x, \quad s(x) + y \to s(x + y), \quad p(x) + y \to p(x + y)\}
\]

\[
\mathcal{P}_2 = \{s(p(x)) \to x, \quad p(s(x)) \to x, \quad s(x + y) \to s(x + y), \quad p(x + y) \to p(x + y)\}
\]

Although they are ignored by \( \mathcal{O} \), uniqueness of canonical TRSs [13] ensures that \( \psi \) reproduces the same TRSs: \( \psi(\mathcal{E}, \triangleright_1) = (\mathcal{P}_1, \triangleright_1) \). Thus, \( \varphi(\mathcal{E}) \) returns one of them. Note that the EKBOs \( \triangleright_1 \) and \( \triangleright_2 \) employ algebras like \( s_M(x) = p_M(x) = 0 \) and \( x +_M y = 1 \) to avoid unnecessary orientations for 4–7.

---

2 https://www.jaist.ac.jp/project/maxcomp/
Table 1: Experimental results on 115 equational systems.

<table>
<thead>
<tr>
<th></th>
<th>LPO</th>
<th>ELPO</th>
<th>KBO</th>
<th>EKBO</th>
<th>ELPO + EKBO</th>
<th>KBCV</th>
<th>MaxcompDP</th>
</tr>
</thead>
<tbody>
<tr>
<td># of completed systems</td>
<td>81</td>
<td>89</td>
<td>82</td>
<td>85</td>
<td>96</td>
<td>86</td>
<td>97</td>
</tr>
</tbody>
</table>

Example 20. Recall the equational system $\mathcal{E}$ of CGE$_2$. The procedure $\varphi(\mathcal{E})$ with the united class of ELPOs and EKBOs results in the same complete TRS in the introduction. At the last step $\varphi$ maintains 120 equations. Sato and Winkler’s method automatically constructs an EKBO like Example 9 to produce the 20-rule complete TRS $\mathcal{R}$ indicated in the introduction (or a symmetric variant that employs the right-associative rule $x + (y + z) \rightarrow (x + y) + z$).

Table 1 summaries experimental results on the standard set of completion problems. The tests were single-threaded run on a system equipped with an Intel Core i7-1065G7 CPU with 1.3 GHz and 32 GB of RAM using a timeout of 600 seconds. We used SMT solver Z3 for computing $\text{RO}(\mathcal{E}, k)$. See [10, 14] for the employed encoding techniques. Note that $k = 2$ is used in the implementation.

The first five columns indicate the results of our completion procedure with the classes of reduction orders LPO, ELPO, KBO, EKBO, and the union of ELPO and EKBO, respectively. Linear interpretations on natural numbers with 0, 1-coefficients were employed for ELPO and EKBO. The union of ELPO and EKBO is the most powerful and subsumes all results of the other classes. The use of ordinary critical pairs did not change any number. For the comparison sake, we also included in the table the results of completion tools KBCV version 2.1.0.6 [15] and MaxcompDP [14].

Conclusion

We have presented an order extension by semantic labeling and maximal completion with inter-reduction as well as a confluence criterion based on rewrite strategies. Our primary future work is to evaluate these methods in the setting of (maximal) ordered completion [4, 20].
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Abstract
In this survey, we show how the processes-as-formulas interpretation, where computations and proof-search are strongly connected, can be used to specify different concurrent behaviors as logical theories. The proposed interpretation is parametric and modular, and it faithfully captures behaviors such as: Linear and spatial computations, epistemic state of agents, and preferences in concurrent systems. The key for this modularity is the incorporation of multimodalities in a resource aware logic, together with the ability of quantifying on such modalities. We achieve tight adequacy theorems by relying on a focusing discipline that allows for controlling the proof search process.
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1 Introduction
Computational logic research has produced deep and fruitful cross-fertilizations between programming languages and proof theory. Arguably, the most well-known one is the Curry-Howard correspondence (also known as types-as-formulas) where (functional) programs correspond to formal proofs and their execution to cut-elimination. A second type of correspondence, processes-as-formulas (also known as computation-as-proof-search), was initiated by Miller [21] where, instead, (logic) programs correspond to formulas and their execution to proof search. These two foundational correspondences have been exploited to propose new programming language paradigms as well as greatly extend the expressiveness of existing ones.

When processes or programs are specified as formulas, one has to be careful with the level of adequacy obtained. In particular, it is expected that logical steps in derivations correspond to steps of computations in programs. However, different from computational systems, where one step of computation is rigidly determined by the operation semantics, one step of logical reasoning depends strongly on the logical framework chosen. Also, the logic should capture, in a natural way, the behavior of programs. For instance, intuitionistic logic (IL) is not adequate to specify systems that may consume information (substructural behavior), execute
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processes in different locations (spatial modalities) or time instances (timed reasoning), or when the information shared by processes is subject to quantitative information (such as preferences or costs).

Hence the need for a more expressive logic (such as multimodal and resource aware logics) and an appropriate notion of normal proofs as the logical counterpart of the processes-as-formulas correspondence. This paper surveys one of such choices: focused linear logic with subexponentials (SELLF) [28]. We present different mechanisms previously explored by the authors to both: extend SELLF with quantification over subexponentials; and give adequate characterizations of existing concurrent languages. This fruitful collaboration between the two areas has been useful to provide reasoning techniques for process calculi with the motto reachability as entailment, and also to propose declarative extensions of concurrent languages with solid logical grounds.

The focusing discipline [1] determines an alternating mechanism on proofs (between focused and unfocused phases), which controls the non-determinism during proof search, producing normal form proofs. Such normalization of proofs leads to a practical approach to identify logical steps: a focused step is a block determined by a focused phase followed by an unfocused one, in a (bottom-up) focused proof.

In Section 2 we recall the proof theory of focused intuitionistic linear logic (ILLF), which will be the base logical language for the processes-as-formulas correspondences addressed in this paper. Section 3 then introduces the base computational counterpart of the correspondence, Concurrent Constraint Programming (CCP) [42], a declarative model for concurrency. We show how to adequately capture the behavior of CCP processes in ILLF.

The level of adequacy attained in such interpretations will be important in order to justify the choice of the underlying logic: the closer the two systems are, the easier is to prove the correspondence. Also, a strong adequacy allows for the use of the logical system for proving properties of the computational system, or reconstructing counter-examples from failing derivations. Following [29], we classify the level of adequacy into two classes:

- **FCP** (full completeness of proofs) claims that processes outputting an observable are in 1-1 correspondence with the corresponding completed proofs.
- **FCD** (full completeness of derivations) claims that one step of computation should correspond to one step of logical reasoning.

In the first case, even though the outputs of a program are characterized by proofs in the underlying logic, it may be the case that there are steps in the logical reasoning that do not correspond to computational steps and vice-versa. In the second case, computational and (in our case, focused) logical steps are in one-to-one correspondence. We present a careful discussion about these different levels of adequacy regarding CCP and ILLF in Section 3.2, and indicate throughout the text, in each result, its level of adequacy.

Even though (focused, intuitionistic) linear logic is suitable for the encoding of (vanilla) CCP, the situation changes when modalities are added to concurrent systems: For that, linear logic subexponentials are needed. In Section 4 we present SELLF, which shares with ILL all its connectives except the exponential: instead of having a single $!$, it may contain as many subexponentials as one needs (written $!^\alpha$). Such labels are organized in a pre-order, and different organizations give rise to different CCP flavors. Section 5 is then devoted to show how to add such structures parametrically to SELLF, obtaining strongly adequate specifications. In this way, processes may be executed and add/query constraints in different locations, where the meaning of such locations may vary, for example: Spaces of computation, the epistemic state of agents, time units, levels of preferences, etc. Modularity is guaranteed by the fact that the underlying interpretation is the same: Locations in CCP become labels in SELLF. Finally, Section 6 concludes the paper.
Focused intuitionistic linear logic

Linear logic (LL) is a substructural logic proposed by Girard [13] as a refinement of classical and intuitionistic logics, joining the dualities of the former with many of the constructive properties of the latter.

In this paper, we will concentrate in the intuitionistic version of linear logic (ILL) [13], with formulas built from the following grammar

\[ F, G ::= A | 1 | 0 | \top | F \otimes G | F \& G | F \oplus G | F \multimap G | \exists F | \forall x.F \]

Here, \( A \) denotes an atomic formula; \( \multimap, \otimes, 1 \) represent the multiplicative implication, conjunction and true, respectively; \( \&, \top, \oplus, 0 \) are the additive conjunction, true, disjunction, and false, respectively; \( \exists \) is the existential quantifier, and \( \forall \) represents the universal quantifier, respectively.

These connectives can be separated into two classes, the negative: \( \multimap, \& \) and the positive: \( \otimes, \oplus, 1, 0, \exists, \forall \). The polarity of non-atomic formulas is inherited from its outermost connective (e.g., \( F \otimes G \) is a positive formula) and any bias can be assigned to atomic formulas. This partition induces an alternating mechanism on proofs, known as focusing, which aims at reducing the non-determinism during proof search. In this sense, focused proofs can be interpreted as normal form proofs.

The focusing discipline [1] is determined by the alternation of focused and unfocused phases in the proof construction. In the unfocused phase, inference rules can be applied eagerly and no backtracking is necessary; in the focused phase, on the other hand, either context restrictions apply, or choices within inference rules can lead to failures for which one may need to backtrack. These phases are totally determined by the polarities of formulas: provability is preserved when applying right/left rules for negative/positive formulas respectively, but not necessarily in other cases.

The focused intuitionistic linear logic system (ILLF) is depicted in Figure 1.

There are three contexts on the left side of ILLF sequents: the set \( \Theta \) denotes the unbounded context, containing only formulas with a banged scope; \( \Gamma \) is a linear context containing only negative or atomic formulas; and \( \Delta \) is the general linear context. Observe that formulas in the context \( \Theta \) behave as in classical logic: they can be weakened (erased) or contracted (duplicated). Formulas in the other contexts are linear, and are consumed when used.

The phase distinction is reflected in the design of sequents in ILLF: the presence of “\( \uparrow \)” indicates unfocused sequents, while “\( \downarrow \)” marks the formula under focus in focused sequents.

Sequents in ILLF have one of the following shapes:

i. \( \Theta; \Gamma \uparrow \Delta \vdash F \uparrow \) is an unfocused sequent.
ii. \( \Theta; \Gamma \uparrow \cdot \vdash \cdot \uparrow \) is a sequent focused on the right.
iii. \( \Theta; \Gamma \downarrow \vdash F \downarrow \) is a sequent focused on the left.

The swing between focused and unfocused phases is described below.

At the beginning of an unfocused phase, sequents have the shape (i) and: non-atomic negative formulas appearing in the right context, and positive non-atomic formulas appearing in \( \Delta \) are eagerly introduced; atomic/negative left formulas are stored in \( \Gamma \) using the store rule \( S_l \); atomic/positive right formulas are stored in the outermost right context using the store rule \( S_r \).

When this phase ends, sequents have the form (ii).

---

2 Observe that the multiplicative false \( \bot \) could be added to ILL’s syntax. However, this would break the nice feature of having exactly one formula on succedent of sequents.
3 Although the bias assigned to atoms does not interfere with provability, it changes considerably the shape of proofs (see, e.g., [19]).
We will call a formula or negative atom, and here, the eigenvariable \( \uparrow \) is positive,\( \downarrow \) is negative, and\( \downarrow \) contains exactly one formula. In the rules\( \forall_r \) and\( \exists_l \) the eigenvariable \( y \) does not occur free in any formula of the conclusion.

**Figure 1** The focused intuitionistic linear sequent calculus \( \ll L L F \).

The focused phase begins by choosing, via one of the decide rules\( D_l, D_u \) or\( D_r \), a formula to be focused on, enabling sequents of the forms (iii) or (iv). Rules are then applied on the focused formula until either: an axiom is reached (in which case the proof ends); the right promotion rule\( !_r \) is applied; or a negative formula on the right or a positive formula on the left is derived. At this point, focusing will be lost, and the proof switches to the unfocused phase again.

We will call a focused step a focused phase followed by an unfocused one, in a (bottom-up) focused proof.
Observe that the design of the axioms $I$ and $I_c$ in ILLF induces a positive polarity to atoms. As it will become clear in Section 3.2, this is necessary for guaranteeing the higher level of adequacy on encodings.

Sequents in ILL will be denoted by $\Gamma \vdash A$. Rules for ILL are the same as in ILLF, only not considering focusing, and the structural rules being substituted by the usual bang left rules: dereliction ($D$), weakening ($W$) and contraction ($C$):

\[
\begin{align*}
\Gamma, F \vdash G & \quad D \quad \quad \Gamma \vdash G & \quad \Gamma, !F \vdash G & \quad W \\
\Gamma \vdash G & \quad \Gamma, !F \vdash G & \quad \Gamma, !F, !F \vdash G & \quad C
\end{align*}
\]

Note that, in ILLF, dereliction is embedded into the bang left ($!l$) and unbounded decide ($Du$) rules.

### 3 Concurrent Constraint Processes as LL Formulas

In this section we shall see how the process-as-formula interpretation can be used for both, providing verification techniques for a process calculus and characterizing different semantics for it in a uniform way. We start by describing the model of computation of Concurrent Constraint Programming (CCP) to later show that ILLF provides a suitable framework for interpreting CCP processes.

Concurrent Constraint Programming (CCP) [41, 42, 43, 37] is a model for concurrency based upon the shared-variables communication model. CCP traces its origins back to the ideas of computing with constraints [25], Concurrent Logic Programming [45] and Constraint Logic Programming (CLP) [15]. Different from other models for concurrency, based on point-to-point communication as in CCS [23], the $\pi$-calculus [24], CSP [14] among several others, the CCP model focuses on the concept of partial information, traditionally referred to as constraints. Under this paradigm, the conception of store as valuation in the von Neumann model is replaced by the notion of store as constraint, and processes are seen as information transducers.

The model of concurrency in CCP is quite simple: concurrent agents (or processes) interact with each other and their environment by posting and asking information (i.e., constraints) in a medium, a so-called store. As we shall see, CCP processes can be seen as both computing processes (behavioral style) and as formulas in logic (logical declarative style). In particular, we shall see a strong connection between ILL and CCP originally developed in [11] and later refined in [34].

#### 3.1 Constraint system and processes

We start by defining the language of processes and constraints. The type of constraints processes may act on is not fixed but parametric in a constraint system. Such systems can be formalized as Scott information systems [44] as in [40], or they can be built upon a suitable fragment of logic e.g. as in [46, 11, 26]. Here we shall follow the second approach. More precisely, a constraint system is a tuple $\mathcal{C} = (\mathcal{C}, \models_\Delta)$ where the set of constraints $\mathcal{C}$ is built from a first-order signature and the grammar

\[
F ::= \text{true} \mid A \mid F \land F \mid \exists \varphi.F
\]

where $A$ is an atomic formula. We shall use $c, c', d, d'$, etc, to denote elements in $\mathcal{C}$. The entailment relation $\models_\Delta$ is parametric on a set of non-logical axioms $\Delta$ of the form $\forall \varphi.[c \supset c']$ where all free variables in $c$ and $c'$ are in $\varphi$. We say that $d$ entails $c$, written as $d \models_\Delta c$, iff
the sequent $\Delta, d \vdash c$ is provable in intuitionistic logic (IL). Intuitively, the entailment relation specifies inter-dependencies between constraints: $c \models_\Delta d$ means that the information $d$ can be deduced from the information represented by $c$, e.g. $x > 42 \models_\Delta x > 0$.

The constraint store, shared by processes, is a conjunction of constraints and $\text{true}$ denotes the empty store. The existential quantifier is used to specify variable hiding.

Processes are built from constraint as follows:

$$P, Q ::= \text{tell}(c) \mid \sum_{i \in I} \text{ask} \ c_i \ \text{then} \ P_i \ | \ P \parallel Q \ | (\text{local} \ x) \ P \ | p(\pi)$$

A process $\text{tell}(c)$ adds the constraint $c$ to the store, thus incrementing the information in it. The guarded choice $\sum_{i \in I} \text{ask} \ c_i \ \text{then} \ P_i$, where $I$ is a finite set of indexes, chooses non-deterministically one of the processes $P_j$ whose guard $c_j$ can be deduced from the current store. If none of the guards can be deduced, this process remains blocked until more information is added. Hence, ask agents implement a synchronization mechanism based on entailment of constraints. The interleaved parallel composition of $P$ and $Q$ is denoted as $P \parallel Q$. The agent $(\text{local} \ x) P$ behaves as $P$ and binds the variable $x$ to be local to it. Finally, given a possibly recursive process definition $p(\gamma) \models_\Delta P$, where all free variables of $P$ are in the set of pairwise distinct variables $\vec{y}$, the process $p(\pi)$ evolves into $P[\pi/\vec{y}]$.

The operational semantics of CCP is given by the transition relation $\xrightarrow{}$ satisfying the rules in Figure 2. Here we follow the semantics in [11] and a configuration $\gamma$ is a triple of the form $(X; \Gamma; c)$, where $c$ is a constraint specifying the store, $\Gamma$ is a multiset of processes, and $X$ is the set of hidden (local) variables of $c$ and $\Gamma$. The multiset $\Gamma = P_1, P_2, \ldots, P_n$ represents the process $P_1 \parallel P_2 \ldots \parallel P_n$. We shall indistinguishably use both notations to denote parallel composition of processes.

Processes are quotiented by a structural congruence relation $\equiv$ satisfying: (1) $P \equiv Q$ if they differ only by a renaming of bound variables (alpha-conversion); (2) $P \parallel Q \equiv Q \parallel P$; and (3) $P \parallel (Q \parallel R) \equiv (P \parallel Q) \parallel R$. Furthermore, $\Gamma = \{P_1, \ldots, P_n\} \equiv \{P'_1, \ldots, P'_n\} = \Gamma'$ iff $P_i \equiv P'_i$ for all $1 \leq i \leq n$. Finally, $(X; \Gamma; c) \equiv (X'; \Gamma'; c')$ iff $X = X'$, $\Gamma \equiv \Gamma'$ and $c \equiv_\Delta c'$ (i.e., $c \models_\Delta c'$ and $c' \models_\Delta c$).

Rules $R_L$ and $R_C$ are self-explanatory. Rule $R_{\text{EQUIV}}$ says that structurally congruent processes have the same transitions. Rule $R_L$ adds the variable $x$ to the set of variables $X$ when it is fresh (otherwise, Rule $R_{\text{EQUIV}}$ can be used to apply alpha conversion). The rule $R_A$ says that the process $\sum_{i \in I} \text{ask} \ c_i \ \text{then} \ P_i$ evolves into $P_j$ if the current store $d$ entails $c_j$.

**Definition 1 (Observables).** Let $\rightarrow^*$ be the reflexive and transitive closure of $\rightarrow$. If $(X; \Gamma; d) \rightarrow^* (X'; \Gamma'; d')$ and $\exists X'.d' \models_\Delta c$ we write $(X; \Gamma; d) \triangleright_c$. If $X = \emptyset$ and $d = \text{true}$ we simply write $\Gamma \triangleright_c$.

Intuitively, if $P$ is a process then $P \triangleright_c$ says that $P$ outputs $c$ under input $\text{true}$.

## 3.2 Interpretation and adequacy

We shall present different encodings for processes ($\mathcal{P}[\cdot]$) and constraints ($\mathcal{C}[\cdot]$) as formulas in ILL. Our goal is to show that the outputs of a process $P$ can be characterized by proofs in ILL. More precisely, we shall show that $P$ outputs $c$ iff a sequent of the form $\mathcal{P}[\Psi], \mathcal{C}[\Delta] : \vdash \mathcal{P}[P] \vdash c[d] \odot \top$ is provable in ILL, where $\Psi$ is a set of process definitions and $\Delta$ is the set of non-logical axioms in the constraint system. Note the use of $\top$: we shall erase the formulas corresponding to processes that were not executed. Below, we will see how to tune the process interpretation to get the highest level of adequacy possible.
The operational semantics of CCP. In $R_{\Lambda}$, $x \not\in X$ and it does not occur free in $\Gamma$ nor in $d$.

**Definition 2.** Constraints and axioms in CCP are encoded in ILL as follows:

- $C[\text{true}] = 1$
- $C[A] = !A$
- $C[F_1 \land F_2] = C[F_1] \otimes C[F_2]$

For the processes and process definition, the interpretation is the following:

- $\mathcal{P}[\text{tell}(c)] = C[c]$
- $\mathcal{P}[\sum_{i \in I} \text{ask } c_i \text{ then } P_i] = \mathcal{C}[C[c_i] \rightarrow P_i]$
- $\mathcal{P}[\text{local } x] = \mathcal{P}[x]$
- $\mathcal{P}[p(y)] = p(y)$

Since the store in CCP is monotonic, i.e., constraints cannot be removed, we mark atomic formulas with a bang (to be stored in the unbounded context). Parallel composition is identified with multiplicative conjunction and the act of choosing one of the branches in a non-deterministic choice is specified with additive conjunction. The action of querying the store in ask agents is specified with a linear implication. Similarly, the unfolding of a process definition is guarded by the atomic proposition $p(\bar{y})$ (denoting the call).

If $\Gamma$ is a set of constraints, or axioms of the form $\forall \pi. [c \supset c']$, we write $C[\Gamma]$ to denote the set $\{C[d] \mid d \in \Gamma\}$. A similar convention applies for $\mathcal{P}[\cdot]$. Moreover, $\Gamma^\prime = \{!F \mid F \in \Gamma\}$.

**Theorem 3 (Adequacy – ILL [11]).** Let $(C, \models_{\Delta})$ be a constraint system, $P$ be a process and $\Psi$ be a set of process definitions. Then, for any constraint $c$, $P \downarrow_c$ iff there is a proof of the sequent $!\mathcal{P}[\Psi], !C[\Delta], \mathcal{P}[P] \vdash C[c] \otimes \top$ in ILL. The level of adequacy is FCP.

Without focusing (as originally done in [11]), the proof of this theorem is not straightforward and a low level of adequacy is obtained: there may be logical steps not corresponding to any operational step and vice-versa. Let us focus first in the case where logical steps do not correspond to the operational ones. We will come back to the other direction later.

Consider the two derivations bellow.

\[
\begin{align*}
\Gamma, c_1 &\rightarrow F_1 \vdash d \\
\Gamma, (c_1 \rightarrow F_1) &\& (c_2 \rightarrow F_2) \vdash d &_{\&1} \\
\Gamma_1, F_1 \vdash d & \quad \Gamma_2, c_1 \rightarrow F_1 \vdash d &_{o_1} \\
\Gamma_1, \Gamma_2, c_1 \rightarrow F_1 & \vdash d &
\end{align*}
\]

In the first, one of the branches is chosen but, in $\pi_1$, it could be the case that $c_1$ is never proved (and $F_1$ is never added to the context). This is not the intended meaning in Rule $R_{\Lambda}$, that first checks the entailment of $c_j$ to immediately add the corresponding process $P_j$ to the context. In the second example, $\pi_3$ could contain sub-derivations that have nothing to do with the proof of the guard $c_1$. For instance, process definitions could be unfolded or other processes could be executed. This would correspond, operationally, to the act of triggering an ask process $\text{ask } c$ then $P$ with no guarantee that its guard $c$ will be derivable only from the set of non-logical axioms $\Delta$ and the current store. For instance, it may be the case, in $\pi_3$, that $c_1$ will be later produced by a process $Q$ such that $\mathcal{P}[Q] \in \Gamma_2$. This is clearly not allowed by the operational semantics.
Let's now put focusing into play. An inspection in the encoding reveals that the fragment of ILL used is restricted to the following grammar:

\[
G \quad ::= \quad 1 \mid \, ! A \mid G \otimes G \mid \exists x.G \\
P \quad ::= \quad G \mid P \otimes P \mid P \& P \mid G \multimap P \mid \exists x.P \mid p(\tau) \\
PD \quad ::= \quad \forall \pi, p(\pi) \multimap P.
\]

where \(A\) is an atomic formula (constraint) in \(C\) and \(p\) (a process identifier) is also atomic but \(p \notin C\). In any derivation, the only formulas that can appear on the right are guards/goals \(G\) and heads \(p\). The other formulas, including processes, process definitions and axioms, appear on the left. Hence, only instances of the unfocused rules \(1\), \(\otimes\), \(\exists\), \(!\), \& and \(\top\) and the focused rules \(\otimes_r\), \(\multimap\), \(\exists\), \(!\), \& and \(\forall\) are used.

Observe that formulas \(G, p\) are strictly positive. Thus, focusing on such a formula on the right either forces finishing the proof, or the formula will be entirely decomposed into formulas of the shape \(1\) or \(! A\). This means that a proof of \(A\) can use only the theory \(\Delta\), the encoding of constraints and process definitions (since all of them are unbounded). In fact, we can show that the encoding of process definitions can be weakened (since calls of the form \(p(\vec{y})\) are necessarily stored in the linear context). Hence, when a goal is focused on, it must be completely decomposed, and the atomic constraints must be proved only from the current store and the non-logical axioms.

Formulas occurring on the left of sequents can be positive or negative. Positive formulas on the left (that cannot be focused on) come from the interpretation of \(\texttt{tell}\), parallel composition and locality that do not need any interaction with the context. Note, for instance, that the formula \(\exists x. ! G_1 \otimes ! G_2\), resulting from the encoding of \(\texttt{tell}(\exists x.G_1 \land G_2)\), can be entirely decomposed in an unfocused phase using the rules \(\otimes_l\), \(\exists_l\) and \(! l\). On the other hand, negative formulas on the left (that can be chosen for focusing) come from the encodings of guarded choices and process definitions. They do need to interact with the environment, either for choosing a path to follow (in non-deterministic choices), or waiting for a guard to be available (in asks or procedure calls).

Due to completeness of focusing [1], Theorem 3 trivially holds if we replace in it ILL with ILLF. But using directly the focused system, the proof of the theorem becomes simpler. For instance, it is a routine exercise to show that non-logical axioms permute up, and it is always possible to apply them at the top of proofs. Moreover, situations as the ones described after the derivations in Equation (1) are not longer valid in the focused system: focusing over \(c_1 \multimap F\) implies immediately proving \(c_1\) (from the logical axioms and accumulated constraints), thus reflecting exactly the operational semantics of CCP.

Example 4. Consider a community coffee machine, which is triggered by the insertion of a coin, always available at the side of the machine. When the user inserts the coin, the machine delivers a coffee and returns the coin, which will be available for the next user. This machine can be specified as the CCP process

\[
P = \texttt{tell}(\text{coin}) \parallel \text{m()}\quad\text{where}\quad m() \overset{\Delta}{=} \texttt{ask} \; \text{coin} \; \texttt{then} \; (\texttt{tell}(\text{coffee}) \parallel m())
\]

Hence, \(P \Downarrow c\), where \(c = \text{coin} \land \text{coffee}\):

\[
(\emptyset, P, \text{true}) \rightarrow (\emptyset, m(), \text{coin}) \rightarrow (\emptyset, \text{tell}(\text{coffee}) \parallel m(), \text{coin}) \rightarrow (\emptyset, m(), \text{coin} \land \text{coffee})
\]

On the other hand, the sequent \(P[P] \vdash \text{C}[c] \otimes \top\) has the following focused proof...
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with a provably equivalent formula of a given polarity.
We define the encoding $P\[\cdot\]+$ as $P\[\cdot\]$ but replacing the following cases:

\[
P[\sum_{i \in I} \text{ask } c_i \text{ then } P_i] + = \bigwedge_{i \in I} (C[c_i] \rightarrow \delta^+(P[P_i]+))
\]
\[
P[p(\pi) \Delta = P] + = \forall \pi. p(\pi) \rightarrow \delta^+(P[P]+)
\]

The use of delays forces the focused phase to end, e.g., once the guard of the ask agent is entailed. In this encoding, we can prove a stronger adequacy theorem.

▶ **Theorem 6** (Strong adequacy [34]). Let $(C, \models_A)$ be a constraint system, $P$ be a process and $\Psi$ be a set of process definitions. Then, for any constraint $c$,

\[
P \Downarrow_c \text{ iff there is a proof of the sequent } P[\Psi]_+ \vdash C[\Delta]; \vdash \cdot \vdash C[c] \otimes \top
\]

in ILLF. The adequacy level is FCD.

Now derivations in logic have a one-to-one correspondence with traces of a computation in a CCP program.

It is possible to modify the encoding to introduce negative actions (tell, parallel and local) during a focused phase (thus counting them as a focused step). For that, it suffices to introduce, in the encoding, negative delays $\delta^-(F)$. By using a multi-focusing systems [38], maximal parallelism semantics [9] - where all the enabled agents must all proceed in one step - can be also captured. Finally, if recursive definitions are interpreted as fixed points, more interesting properties of infinite computations can be specified and proved. See [34] for further details.

### 4 LL with multi-modalities

A careful analysis of the rules for the exponential $!$ in Figure 1 reveals that this connective has a differentiated behavior w.r.t. the other ones. In fact, $!$ is the only operator having a positive/negative behavior: the application of the right rule ($!_r$) immediately breaks focusing. Also, this is the only rule in ILLF that is context dependent, in the sense that it demands the linear context $\Gamma$ to be empty in order to be applied.

This distinguished character of the exponential in linear logic is akin to the behavior found in modal connectives. In particular, the connective $!$ is not canonical, in the sense that, if we label $!$ with different colors, say $b$ (for blue $- !^b$) and $r$ (for red $- !^r$), but with the same introduction rules, then it is not possible to prove, in the resulting proof system, the equivalence $!^r A \equiv !^b A$ for an arbitrary formula $A$, where $H \equiv G$ denotes the formula $(H \rightarrow G) & (G \rightarrow H)$. Not surprisingly, this exercise would have a different outcome for any other linear logic connective. For instance, if we construct a proof system with two labeled connectives, e.g., $\otimes^r$ and $\otimes^b$, together with their introduction rules, then it would be possible to prove $A \otimes^b B \equiv A \otimes^r B$ for any $A$ and $B$. This opens the possibility of defining new connectives: the colored exponentials, known as subexponentials [8].

#### 4.1 Linear logic with subexponentials

Linear logic with subexponentials (SELL)\(^4\) shares with intuitionistic linear logic all its connectives except the exponential: instead of having a single $!$, SELL may contain as many subexponentials, written $!^a$ for a label (or color) $a$, as one needs.

\(^4\) Although in this paper we are mostly interested in the intuitionistic version of SELL, it was proven in [3] that classical and intuitionistic subexponential logics are equally expressive. Hence we will abuse the notation and use SELL for intuitionistic linear logic system with subexponentials.
The formulas in sequential computations [28]. The key difference is that, while linear logic has only the interpretation of subexponentials as temporal units, and the study of linear constraints, epistemic modalities or preferences. The interested reader can also check [30, 35, 31] for the multiplicative rules

\[ \Theta^u = \{ a_1 : \Theta^u_1, \ldots, a_n : \Theta^u_n \} \quad \Theta^b = \{ b_1 : \Theta^b_1, \ldots, b_m : \Theta^b_m \} \]

The formulas in \( \Theta^u \) are under the scope of the unbounded subexponential \( !^u \), and formulas in \( \Theta^b \) are under the scope of the bounded subexponential \( !^b \). The linear context \( \Gamma \) continues containing only negative or atomic formulas, as in ILLF.

The focused proof system SELLF [28] is constructed by adding all the rules for the intuitionistic linear logic connectives as shown in Figure 1, except for the exponentials. The rules for subexponentials are the following:

- A formula \( F \) under the scope of \( !^u \) is stored in the exponential context \( \Theta \) accordingly: if \( a \) is unbounded/bounded, then \( F \) is added to the set/multiset \( \Theta_a \), which is created if it does not exist. This action is represented by \( \Theta \uplus \{ a : F \} \).

\[
\frac{\Theta \uplus \{ a : F \}; \Gamma \uparrow \Delta \vdash R}{\Theta ; \Gamma \uparrow \Gamma \uplus F, \Delta \vdash R} \Gamma \uplus F !^u I
\]

- The unbounded decide rule in ILLF is split into bounded and unbounded versions, depending of the nature of the subexponential.

\[
\frac{\Theta^u, \Theta^b; \Gamma \downarrow F \vdash R}{\Theta^u, \Theta^b \uplus \{ a : F \}; \Gamma \uparrow \vdash \Gamma \uplus F !^u I} \quad \frac{\Theta^u \uplus \{ a : F \}, \Theta^b; \Gamma \downarrow F \vdash R}{\Theta^u \uplus \{ a : F \}, \Theta^b; \Gamma \uparrow \vdash \Gamma \uplus F !^b D} \quad \frac{\Theta^u, \Theta^b; \Gamma \downarrow F \vdash R}{\Theta^u, \Theta^b; \Gamma \uparrow \vdash \Gamma \uplus F !^u D}
\]

- The promotion rule has the form

\[
\frac{\Theta^u_{\geq a}, \Theta^b; \Gamma \downarrow F \vdash}{\Theta^u, \Theta^b; \Gamma \downarrow F !^u I}
\]

with the proviso that, for all \( b_j : \Theta^b_j \) in \( \Theta^b \), it must be the case that \( a \preceq b_j \). In the premise of the rule, \( \Theta^u_{\geq a} \subseteq \Theta^u \) contains only elements of the form \( a_i : \Theta^u_i \) where \( a \preceq b \) (the other contexts are weakened). That is, \( !^u F \) is provable only if \( F \) can be proved in the presence of subexponentials greater than \( a \).

It is known that subexponentials greatly increase the expressiveness of the system when compared to linear logic. For instance, subexponentials can be used to represent contexts of proof systems [32], to mark the epistemic state of agents [27], or to specify locations in sequential computations [28]. The key difference is that, while linear logic has only seven logically distinct prefixes of bangs and question-marks (\( ? \) is the dual of \( ! \), SEL allows for an unbounded number of such prefixes, e.g., \( !^u \), or \( !^u !^u \). As we show later, by using different prefixes, we can interpret subexponentials in more creative ways, such as linear constraints, epistemic modalities or preferences. The interested reader can also check [30, 35, 31] for the interpretation of subexponentials as temporal units, and the study of dynamical subexponentials in distributed systems.

---

5 Taking the extra-care of splitting the bounded context \( \Theta^b \) for the multiplicative rules \( \otimes_l \) and \( \otimes_r \).
The organization of subexponentials in pre-orders brings at least two interesting aspects that can be further investigated: what kind of refinements of the proof system can be obtained by adopting richer algebraic structures for subexponentials (Section 4.2 below); and what is the proof-theoretic notion of quantification over modalities (Section 4.3 below).

Being able to quantify over subexponentials is important, e.g., for specifying properties that are valid in an unbounded number of locations or agents. It is also crucial for establishing a certain notion of mobility, or permissibility of resources, that can be available, e.g., if they are marked with a label of some specific sort. But one has to be careful here: the pre-order structure is a minimal requirement in subexponential signatures in order to guarantee the cut-elimination property [8]. Since, in the presence of quantifiers, proving cut-elimination requires substitution lemmas, a naïve approach of exchanging labels could invalidate such results (see [31] for an extensive discussion on the topic).

On the other hand, if we move above the pre-order minimality and consider, e.g., ∧-semi-lattices as subexponential structures, then the side condition in the promotion rule, $a \preceq a_i$ for all $a_i \in \Theta_{\geq a}$, is equivalent to $a \preceq \bigwedge_i a_i$. And this reflects certain kinds of preferences, as explained next.

### 4.2 Richer subexponential signatures

We now explore a refinement of SELLF, where richer structures are considered as subexponential signatures. For that, we shall use an algebraic structure that defines a mean to compare $\leq$ and accumulate $\bullet$ values.

More precisely, a complete lattice monoid [12] is a tuple $CLM = \langle D, \preceq, \bullet \rangle$ such that $\langle D, \preceq \rangle$ is a complete lattice, $\bot$ and $\top$ are, respectively, the least and the greatest elements of $D$ and $\{D, \bullet, \top\}$ is an abelian monoid. Moreover, $\bullet$ distributes over lubs, i.e., for all $v \in D$ and $X \subseteq D$, $v \bullet \sqcup X = \sqcup \{v \bullet x \mid x \in X\}$. Due to distributivity, $\bullet$ is monotone and decreasing: $a \bullet b \preceq a$.

Observe that, if the SELLP signature structure is a lattice, then $a \preceq \{b, c\}$ is equivalent to $a \preceq \text{glb}(b, c)$. Moreover, in the presence of $\bullet$, promotion can be refined so to consider the combination of values as follows.

Given a SELLP signature $\Sigma = \langle D, \preceq, U \rangle$ with $\langle D, \preceq, \bullet \rangle$ a $CLM$, the promotion rule $!^{a, \bullet}_{\bullet}$ is defined as:

$$
\frac{\Theta_{\geq a}, \Theta^\rho : \vdash F \uparrow \quad \Theta^\rho : \vdash !^a F \downarrow}{\Theta^u, \Theta^\rho : \vdash !^a !^\bullet \{a_i, b_j\}^R}
$$

Note that, if the $CLM$ is $\bullet$-idempotent (i.e. $a \bullet a = a$), then $\text{glb}(a, b) = a \bullet b$, and the above rule coincides with SELLP's promotion rule.

**Example 7.** Consider the signature $\Sigma = \langle D, \preceq, D \rangle$, with the following instances of $CLM$.

1. $\langle \{\text{pub}, \text{sec}\}, \preceq, \land \rangle$, where $\text{pub}$ and $\text{sec}$ represent public and private information, respectively. The ordering is $\text{pub} \prec \text{sec}$ and $a \land b = \text{sec}$ iff $a = b = \text{sec}$. Hence, any proof of $\Theta : \vdash !^\text{sec} F \downarrow$ does not make use of any public information.

2. $\langle [0, 1], \preceq, \min \rangle$ (fuzzy), where $[0, 1] \subseteq \mathbb{R}$, and $\leq \preceq$ is the usual order in $\mathbb{R}$. In this case, we can interpret $!^a\diamondsuit c$ as “$c$ is believed with preference 0.2”. Note that the sequent $!^{0.2} c \otimes !^{0.7} d \vdash !^a (c \otimes d)$ is provable only if $a \preceq \min 0.2$.

3. $\langle [0, 1], \preceq, \times \rangle$ (probabilistic), where $\times$ is the multiplication operator in $\mathbb{R}$. This is a non-idempotent $CLM$, and the sequent $!^{0.2} c \otimes !^{0.7} d \vdash !^a (c \otimes d)$ is provable only if $a \preceq \min 0.14$. 


In [39] we have showed that this new version of the promotion rule is not at all ad-hoc. The resulting system, SELLs, is a smooth extension of ILLF and it is a closed subsystem of SELLF, which is strict when non-idempotent CLMs are considered. Hence SELLs inherits all SELL good properties such as cut-elimination.

The SELLs system has inspired the development of new CCP-based calculi where processes can tell and ask soft constraints, understood as formulas of the form \( l^a c \) where \( a \) is an element of a given CLM [39]. Also, since the underlying logic is the same, it is possible to obtain adequate interpretations of processes as formulas as the ones in Section 3.2. More interestingly, it is also possible to combine, in a uniform way, different modalities [35], all of them grounded on linear logic principles. Some of these modalities will be explored in Section 5.

4.3 Subexponential Quantifiers

This section introduces the focused system SELLF\(^\ast\), containing two novel connectives \( \Box \) and \( \Diamond \), representing, respectively, a universal and existential quantifiers over subexponentials.\(^6\)

As mentioned in Section 4.1, in order to guarantee cut-elimination of the resulting system, the substitution of subexponentials in the rules for quantification should be done carefully. As showed in [31], it is enough to require that labels are substituted, bottom-up, for smaller ones. Also, the possibility of creating new labels dynamically implies that there should be two sorts of labels: constants and variables. This justifies the next definition.

\(\textbf{Definition 8.} \) Given a pre-order \( (I, \preceq) \) and \( a \in I \), the ideal generated by \( a \) is the set \( \downarrow a = \{ b \in I \mid b \preceq a \} \).

The subexponential signature of SELL\(^\ast\) is the triple \( \Sigma = (I, \preceq, U) \), where \( I \) is a set of subexponential constants, \( \preceq \) is a pre-order over \( I \) and \( U \subseteq I \) is the upwardly closed set of unbounded constants.

The sets of typed subexponential constants and typed subexponential variables are denoted respectively by

\[ T_{\Sigma} = \{ b : a \mid b \in \downarrow a \} \quad T_{\pi} = \{ l_{x_{1}} : a_{1}, \ldots, l_{x_{n}} : a_{n} \} \]

where \( \{ l_{x_{1}}, \ldots, l_{x_{n}} \} \) is a disjoint set of subexponential variables, and \( \{ a_{1}, \ldots, a_{n} \} \subseteq I \) are subexponential constants.

Formally, only these subexponential constants and variables may appear free in an index of subexponential bangs and question marks.

Sequents in SELLF\(^\ast\) have the same form as in SELLF, with the difference that there is an extra context \( T = T_{\Sigma} \cup T_{\pi} \).

The rules for \( \Box \) and \( \Diamond \) are the novelty with respect to the focused proof system for SELLF. They behave exactly as the first-order quantifiers: the \( \Box \) and \( \Diamond \) belong to the negative phase because they are invertible, while \( \Box \) and \( \Diamond \) are positive since they are not invertible.

\[ \frac{T \cup \{ l_{c} : a \}; \Theta; \Gamma \uparrow \Delta \vdash F[l_{c}/l_{z}] \uparrow}{T; \Theta; \Gamma \uparrow \Delta \vdash \Box l_{x} : a.F \uparrow} \quad \frac{T \cup \{ l_{c} : a \}; \Theta; \Gamma \uparrow \Delta, F[l_{c}/l_{z}] \vdash R}{T; \Theta; \Gamma \uparrow \Delta, \Box l_{x} : a.F \vdash R} \quad \frac{T \uparrow \downarrow F[l/l_{z}] \vdash R}{T; \Theta \uparrow \downarrow \Box l_{x} : a.F \vdash R} \quad \frac{T \uparrow \downarrow F[l/l_{z}] \downarrow}{T; \Theta \uparrow \downarrow \Diamond l_{x} : a.F \downarrow} \quad \frac{T \uparrow \downarrow F[l/l_{z}] \downarrow}{T; \Theta \uparrow \downarrow \Diamond l_{x} : a.F \downarrow} \]

---

\(^6\) Some motivation for the symbols \( \Box \) and \( \Diamond \). The former resembles the symbol for intersection, which is the usual semantics assigned to for all quantifiers, namely, the intersection of all models, while the latter is same for exists and union.
In the left rule of $\bowtie$ and the right rule of $\oplus$, $x$ is substituted with a subexponential of the right type: $l : b \in T$, $b \in \downarrow a$. In the rules $\bowtie_r$ and $\oplus_l$, a fresh variable $e$ of type $a$ is created and added to the context $T$.

Next, we shall see that the quantifiers allows for encoding, in a modular way, systems dealing with an unbounded number of modalities.

### 5 Parametric interpretations

This section illustrates how focusing, subexponentials and quantifiers in $\textit{SELL}^\oplus_B$ can be used to give adequate interpretations to CCP calculi featuring different modalities. The interpretation is \textit{modular}: there is only one base logic – $\textit{SELL}^\oplus$; and \textit{parametric}: each modal flavor of CCP is specified by a signature in $\textit{SELL}$ having a particular algebraic structure. In this way, processes may be executed and add/query constraints in different \textit{locations}, where the meaning of such locations may vary, for example: spaces of computation, the epistemic state of agents, time units, levels of preferences, etc. But the underline interpretation is the same: locations in CCP become labels in $\textit{SELL}$.

Another modular aspect of our process-as-formula interpretation is the organization of the encodings of constraints, processes and process definitions, into non-comparable \textit{families} of subexponentials, so that focusing on an element of a family forces all elements of the other families to be erased during proof search. This ensures the discipline necessary for guaranteeing the highest level of adequacy (FCD).

Formally, let $M$ be an underlying set of labels, with least and greatest elements represented by $nil$ and $\infty$ respectively, ordered with a pre-order $\preceq_M$. The families of subexponentials are built with marked copies of elements of $M$: $c(\cdot)$ for constraints, $p(\cdot)$ for processes, and $d(\cdot)$ for process definitions. The subexponential signature $\Sigma = \langle I, \preceq, U \rangle$ is built from $M$ in the following way:

- The set of labels is: $I = \{ l, c(l), p(l), d(l) \mid l \in M \}$; that is, besides the elements in $M$, we consider three additional distinct copies of the labels, each of them marked with the appropriate family.
- The subexponential pre-order is: $l \preceq_M l'$ iff $l \preceq_M l'$ and $f(l) \preceq_M f(l')$ where $f \in \{ c, p, d \}$; note that subexponentials pertaining to different families are not related.
- The set $U$ of unbounded subexponentials will vary depending on the encoded system.

Constraints and CCP processes are encoded into $\textit{SELL}^\oplus_B$ by using the functions $C[\cdot]$ and $P[\cdot]$ as in Definition 2, now parametric w.r.t. subexponentials $l \in M$ as follows.$^7$

$\textbf{Definition 9 (General Encoding).}$ \textit{Constraints and axioms of the constraint system are encoded in $\textit{SELL}^\oplus_B$ as:}

\[
\begin{align*}
C[true]_l &= 1 \\
C[A]_l &= \mu(l)A \\
C[c_1 \land c_2]_l &= C[c_1]_l \otimes C[c_2]_l \\
C[\exists \tau.c]_l &= \exists \tau.C[c]_l \\
C[\forall \tau.(d \supset c)]_l &= \forall_l : \infty.\forall \tau.(C[d]_l -o C[c]_l)
\end{align*}
\]

$^7$ We observe that, technically, the encoding functions should also consider subexponential variables. However, the encoded processes/axioms are stored on left contexts, and the left introduction rule for universal quantifiers does not create fresh variables.
The encoding of processes and process definitions is:

\[
\begin{align*}
\mathcal{P}[\text{tell}(c)]_l & = \pi_l(\mathcal{M}_x : l.(\mathcal{C}[c]_x)) \\
\mathcal{P}[\sum_{i \in I} \text{ask} \ c \ \text{then} \ P]_l & = \pi_l(\mathcal{M}_x : l.(\mathcal{C}[c]_x \circ \mathcal{P}[P]_x)) \\
\mathcal{P}[(\text{local}\; \mathcal{P})]_l & = \pi_l(\mathcal{M}_x : l.\exists \mathcal{P}.(\mathcal{P}[^\mathcal{P}P]_x)) \\
\mathcal{P}[P \parallel Q]_l & = \mathcal{P}[P]_l \oplus \mathcal{P}[Q]_l \\
\mathcal{P}[p(\mathcal{F})]_l & = \pi_l(P) \\
\mathcal{P}[p(\mathcal{F})]_l & = \mathcal{M}_x : l.\forall \mathcal{F}.(\pi_l(p(\mathcal{F})) \circ \mathcal{P}[^\mathcal{P}P]_x)
\end{align*}
\]

The main difference between the encodings in SELL and ILL is the presence of mobility of processes, given by the universal quantifier \(\forall\) over subexponentials. This enables the specification of systems to govern an unbounded number of modalities.

Intuitively, when (left) focusing over a quantified clause of the form \(\mathcal{M}_x : l.q(l,x) F\), a location \(a \in \mathcal{P}\) is chosen, and \(F\) becomes available in the location \(a\), inside a family \(\mathcal{F}\), which is totally determined by the nature of the encoded object: \(c\) for constraints, \(p\) for processes, \(\sigma\) for process definitions. In the special case of \(l = \infty\), \(F\) can be allocated anywhere inside the family. This is the case for example, of axioms and process definitions.

Let us now illustrate how the use of subexponentials and quantifiers allow for attaining the highest level of adequacy. The first thing to note is that, due to the shape of the encoding, the subexponential context can be divided into 3 zones: \(\mathcal{C}\), \(\mathcal{D}\) and \(\mathcal{P}\), containing the formulas marked, respectively, with subexponentials of the form \(c(\cdot), \sigma(\cdot)\) and \(p(\cdot)\).

Using simple logical equivalences, we can rewrite the encoding of a constraint \(\mathcal{C}[c]_x\) so that it has the following shape \(\exists \mathcal{F}. (\pi(l)A_1 \otimes \cdots \otimes \pi(l)A_n)\), where \(A_1, \ldots, A_n\) are atomic (positive) formulas. Whenever such a formula appears in the left-hand side, it is completely decomposed and stored in the \(\mathcal{C}\) context:

\[
\mathcal{C} \uplus \{c(l_1) : A_1, \ldots, c(l_n) : A_n\}, \mathcal{D}, \mathcal{P} : \Gamma \vdash R \quad \pi_l
\]

That is, in the negative phase, the atomic formulas \(A_1, \ldots, A_n\) appearing in the premise of this derivation are moved to the contexts \(\mathcal{C}\).

Consider now a derivation that focuses on the encoding of a process. For instance, let \(Q = \text{ask} \ c \ \text{then} \ P\), and \(\mathcal{P}[Q]_l = \pi_l(R) F\), with \(F = \mathcal{M}_x : l.\exists \mathcal{F}.(\pi(l)A_1 \circ \mathcal{P}[P]_x)\). Focusing on \(F\) results necessarily in a focused derivation of the following shape:

\[
\pi_l
\]

If \(p(l) \in U\) (resp. \(p(l) \notin U\)) the rule Du (resp. Db) is applied and \(\mathcal{P}' = \mathcal{P} \uplus \{p(l) : F\}\) (resp. \(\mathcal{P}' = \mathcal{P}\)). Since \(\mathcal{C}[c]_x\) contains only positive formulas, it will be totally decomposed, and every exponential context in \(\pi\) will be a \(\mathcal{C}\) context. That is, only constraints and axioms from the constraint system can be used in the proof \(\pi\).

A similar analysis can be done when a process definition is selected: only the context \(\mathcal{D}\), storing all the calls, can be used to entail the needed guard.

In the following, we instantiate the general definition of the encoding for different flavors of CCP. The adequacy we obtain, in each case is at the FCD level.
Classical and linear CCP

For encoding the language in Section 3, the set of modalities is the simplest one: \( M = \{ \text{nil}, \infty \} \).
All the subexponentials but \( \text{p(nil)} \) and \( \text{v}() \) are unbounded.

\begin{align*}
\text{Theorem 10.} & \quad \text{Let} \ (C, \vdash^=_{\Delta}) \ \text{be a constraint system,} \ P \ \text{be a CCP process and} \ \Psi \ \text{be a set of process definitions.} \ \text{Then,} \ \text{for any constraint} \ c, \\
& \quad P \ \vdash^c_{\Psi} \ \text{iff} \ \cdot: !!(\infty)C[\Delta]^P[\Psi], \ P[\Psi] \ |c|_{\text{nil}} \vdash c[c]_{\text{nil}} \otimes \top \uparrow \\
\end{align*}

It is worth noticing that all the processes remain in the location \( \text{nil} \) (denoting “without modality”) and then, the universal quantification in the encoding is always forced to instantiate \( t_s \) with \( \text{nil} \).

Linear CCP. As we already know, the store in CCP increases monotonically: once a constraint is added, it cannot be removed from the store. This can be problematic for the specification of systems where resources can be consumed. In linear CCP (\( \text{lcc} \)) \[11\], constraints are built from formulas in the following fragment of \( \text{ILL} \):

\[ F ::= A \mid 1 \mid F \otimes F \mid \exists x. F \mid !F \]

In this setting, the empty store is 1 and constraints are accumulated using \( \otimes \). The extra case \( !F \), as expected, is used to denote persistent constraints.

\begin{align*}
\text{Example 11.} & \quad \text{The vending coffee machine} \ \text{has the same CCP specification as the community coffee machine presented in Example 4. However, as expected, linear asks consume constraints when querying the store and the coin does not come back after delivering the coffee:} \\
& \quad (\emptyset, \text{P}, 1) \rightarrow (\emptyset, \text{m()}, \text{coin}) \rightarrow (\emptyset, \text{tell(coffee)} \parallel \text{m()}, 1) \rightarrow (\emptyset, \text{m()}, \text{coffee}) \\
\end{align*}

In order to characterize the semantics of \( \text{lcc} \), we configure the encoding in Definition 9 as follows. We declare \( c(\text{nil}) \notin U \) (i.e., constraints can be consumed) and \( c(\infty) \in U \). Moreover, the encoding is extended for the case of unbounded constraints: \( C[!c]_1 = C[c]_{\infty} \). In this way, we obtain an adequacy theorem as the one in Theorem 10, also at the FCD level, in contrast to the weakest level of adequacy (FCP) obtained originally in \[11\] (for linear logic and without focusing).

It is important to note that the characterization in Theorem 6, that uses (vanilla) linear logic, does not work for \( \text{lcc} \) at the FCD level. Take for instance the process \( Q = \text{ask} \ c \otimes d \ \text{then} \ P \) being executed in the store \( !c \otimes d \). Clearly, \( Q \) reduces to \( P \) and the store remains unchanged. If we were to use the encoding in Theorem 6, before focusing on \( \mathcal{P}[Q] \), we have to do an intermediary step without an operational counterpart: focus on \( c \otimes d \), stored in the classical context, to produce a copy of \( c \) and \( d \) in the linear context. Only after that, the implication in \( \mathcal{P}[Q] \) is able to entail the guard \( c \otimes d \). In the encoding of the present section, proving the query of \( Q \) results in focusing on \( F^{c(\text{nil})} c \otimes !^{c(\text{nil})} d \). After decomposing the tensor, focusing is lost and only linear \( c(\text{nil}) \) and replicated \( (c(\infty)) \) constraints and the axioms of the constraint systems can be used to deduce the atoms \( c \) and \( d \). This adequately reflects the semantics of linear asks.

Epistemic CCP

Now let us consider a richer system where different modalities will play a fundamental role. Epistemic CCP (\( \text{eccp} \)) \[16\] is a CCP-based language where systems of agents are considered for distributed and epistemic reasoning. In \( \text{eccp} \), the constraint system is extended to consider space of agents, denoted as \( s_a(c) \), and meaning “\( c \) holds in the space –store– of agent \( a \).” The function \( s_a(\cdot) \) satisfies certain conditions to reflect epistemic behaviors:
In \texttt{eccp}, the language of processes is extended with the constructor $[P]_a$ that represents $P$ running in the space of the agent $a$. The operational rules for $[P]_a$ are specified in Figure 4. In epistemic systems, agents are truthful, i.e., if an agent $a$ knows some information $c$, then $c$ is necessarily true. Furthermore, if $b$ knows that $a$ knows $c$, then $b$ also knows $c$. For example, given a hierarchy of agents as in $[[P]_a]_b$, it should be possible to propagate the information produced by $P$ in the space $a$ to the outermost space $b$. This is captured exactly by the rule $R_E$, which allows a process $P$ in $[P]_a$ to run also outside the space of agent $a$. Notice that the process $P$ is contracted in this rule. The rule $R_S$, on the other hand, allows us to observe the evolution of processes inside the space of an agent. There, the constraint $d^a$ represents the information the agent $a$ may see or have of $d$, i.e., $d^a = \bigwedge \{ c \mid d \vdash \Delta_a s_a(c) \}$. For instance, $a$ sees $c$ from the store $s_a(c) \wedge s_b(c')$ but it does not see $c'$.

We now configure the encoding in Definition 9 so to capture the behavior of \texttt{eccp} processes. We consider a possibly infinite set of agents $A = \{a_1, a_2, \ldots\}$ and the set of locations/modalities $M$, besides $nil$ and $\infty$, contains the set $A^+$ of non-empty strings of elements in $A$; for example, if $a, b \in A$, then $a, b, a, a, b, a, b, a, \ldots \in A^+$. We use $\overline{a}, \overline{b}, \text{etc}$ to denote elements in $A^+$ and $nil$ will denote the empty string. The only linear subexponentials are $\overline{a}(\text{nil})$ and $p(\text{nil})$. This reflects the fact that both constraints and processes in the space of an agent are unbounded, as specified by rule $R_E$. Intuitively, $!p^{(1,2,3)}$ specifies a process in the structure $[[[1:2]_3]_1]_1$, denoting “agent 1 knows that agent 2 knows that agent 3 knows” expressions. The connective $!p^{(1,2,3)}$, on the other hand, specifies a constraint of the form $s_1(s_2(s_3(\cdot)))$. We thus extend the encoding accordingly: $c[[s_1(c)]_T = C_c[[c]_{T_1}]_T$ and $P[[P]_a]_T = P[[P]_a]_T$.

The pre-order $\preceq$ is as depicted in Figure 3 on the left. Note that for every two different agent names $a$ and $b$ in $A$, the subexponentials $a$ and $b$ are unrelated. Moreover, $a \approx a, \overline{a}$ and $b_1, b_2, \ldots, b_n \preceq \overline{a}, b_1, \overline{a}, b_2, \ldots, \overline{a}, b_n, \overline{a}$ where each $\overline{a}$ is a possible empty string of elements in $A$. The shape of the pre-order is key for our encoding. For instance, the formula
We have shown that the process-as-formula interpretation can provide useful reasoning for information confinement, as shown in [31], is to consider combinations of bangs and question marks (the dual of bang). In this case, \( \text{bangs and question marks} \) for any \( a, b \) do not related. Hence, the encoding remains the same, but for the base cases: atomic propositions are encoded as \( \text{false containment}, \) i.e., if \( c \land d \models_\Delta 0 \), it does not necessarily imply that \( s_a(c) \land s_b(d) \models_\Delta 0 \) if \( a \neq b \).

We build the subexponential signature as we did in the epistemic case but the pre-order is much simpler: for any \( \pi \in \mathcal{A}^+ \), \( \pi \preceq \infty \). That is, two different elements of \( \mathcal{A}^+ \) are unrelated. Moreover, since \text{acccp} does not contain the \text{R}_E rule, processes in spaces are again treated linearly. Thus: \( U = \{ \epsilon(a) \mid a \in I \} \cup \{ p(\infty) \} \).

By modifying the pre-order we partially capture the behavior of spatial systems. However, it is not enough to confine inconsistencies. In particular, note that \( \text{i}(a) \models G \) for any \( a \) and \( G \). The solution for information confinement, as shown in [31], is to consider combinations of bangs and question marks (the dual of bang). In this case, \( \text{i}(a)b^a \models \text{i}(b)G \text{ but } \text{i}(a)A \not\models \text{i}(b)G \) for \( a, b \) not related. Hence, the encoding remains the same, but for the base cases: atomic propositions are encoded as \( \text{i}(a) \) and \( \text{i}(b) \), and procedure calls as \( \text{i}(l) \text{proc}(x) \).

6 Conclusion and future work

We have shown that the process-as-formula interpretation can provide useful reasoning techniques for process calculi, by faithfully capturing the behavior of processes. The interpretations we have achieved are modular and parametric, and they can capture different modal behaviors as Table 1 summarizes.

Other examples of processes-as-formulas interpretations, relating computation and proof search, include linear logic-based models for the \( \pi \)-calculus [22], abstract transition systems and operational semantics [20], CCS [10], Bigraphs [5], P-systems [33] and concurrent object oriented programming languages [36]. Also, in [4] we have tailored the notion of fixed points in linear logic [2] to the system SELL\textsuperscript{m}, and this allowed the encoding of CTL (Computational Tree Logic) formulas as SELL\textsuperscript{m} theories, thus opening the possibility of specifying and proving temporal properties inside the same logical framework.
### Table 1 Encoding of CCP modalities in SELL\(^{a}\).

<table>
<thead>
<tr>
<th>General Encoding</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Connective</strong></td>
</tr>
<tr>
<td>( \Downarrow s = !s )</td>
</tr>
<tr>
<td>( \Downarrow s = !s )</td>
</tr>
<tr>
<td>( \otimes a \ P )</td>
</tr>
</tbody>
</table>

### Epistemic Modalities

<table>
<thead>
<tr>
<th>Pre-order</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a.a \sim a )</td>
<td>Modalities are idempotent: ([P]_a \sim [P]_a).</td>
</tr>
<tr>
<td>( a \preceq a.b )</td>
<td>Processes can move outside ([P]_b \rightarrow [P] [P]_b).</td>
</tr>
</tbody>
</table>

### Spatial Modalities

<table>
<thead>
<tr>
<th>Pre-order</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( a \not\preceq b )</td>
<td>( P ) does not communicate with ( Q ) in ([P]_b \parallel [Q]_b).</td>
</tr>
<tr>
<td>( a.a \not\sim a )</td>
<td>Modalities are not necessarily idempotent.</td>
</tr>
<tr>
<td>( a \not\preceq a.b )</td>
<td>Processes are confined: ([P]_b \not\sim [P] [P]_b).</td>
</tr>
</tbody>
</table>

Regarding future work, in [17] we have shown how to incorporate other modal behaviors (besides the structural ones of weakening and contraction) in linear logic, thus extending the multiplicative and additive fragment of LL with simply dependent multi-modalities. The interpretations we have presented here have inspired new CCP-based calculi [35]. We foresee that the finer control of modalities given in [17], as well as the extensions with non-normal modalities [6, 18, 7], may contribute with other declarative models of concurrency with strong logical foundations.
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Summary

Probabilistic programming is a popular tool for statistics and machine learning. The idea is to describe a probabilistic model as a program with random choices. The program might be a simulation of some system, such as a physics model, a model of viral spread, or a model of electoral behaviour. We can now carry out statistical inference over the system by running a Monte Carlo simulation – running the simulation 100,000’s of times. The key observation of probabilistic programming is that we can actually run this same probabilistic program with different advanced simulation methods, instead of a naive Monte Carlo simulation, such as a Hamiltonian Monte Carlo simulation or Variational Inference, without changing the program. See [20] for an overview.

Part of the practical appeal of probabilistic programming is this separation between probabilistic models and inference algorithms. But this also has a foundational appeal: if we can understand probabilistic models as programs, then the foundations of probability and statistics can be discussed in terms of program semantics. This might take the lead of denotational semantics, by interpreting programs in terms of traditional measure theory (e.g. [17, 18]). But there is also a chance of new foundational perspectives on probability by following other semantic methods, such as equational reasoning, rewriting, or categorical axiomatics (see also [1, 4]).

This programming-based foundation for probability is attractive because there are some intuitively simple probabilistic scenarios which have an easy programming implementation but for which a plain measure-theoretic interpretation seems impossible. I now highlight some issues in abstraction and laziness.

Abstraction. Abstraction is a crucial concept in probability: statistics arise by abstracting away information. At a higher level, we have argued that de Finetti’s theorem, a fundamental theorem in probability, can be understood in terms of abstract data types [15], and so too generalizations [8, 16].
Function types are a key abstraction in programming theory, but are less well understood in probability. For example, write $\text{Pr}(X)$ for the space of probability distributions on $X$, and consider the functional

$$\text{piecewise} : \text{Pr}(\mathbb{R} \to \mathbb{R}) \to \text{Pr}(\mathbb{R} \to \mathbb{R})$$

which converts a random function to a random piecewise version of it (see Figure 1). It is easy to define in a few lines of code: \text{piecewise}(f) will draw a random partition of the $x$-axis, draw random functions from $f$ for each part, and splice them together. But although statistics and probability make plenty of use of random piecewise linear functions, random piecewise constant functions, and so on, the \text{piecewise} functional itself has no direct interpretation in traditional measure theory. This has led to some recent semantic developments (e.g. [6, 3, 13, 2, 7, 14]).

**Laziness.** Laziness in programming is a counterpart to the notion of “process” which is fundamental in probability. This has long been understood [5, 9, 10], and I recently explored more aspects of laziness in the prototype LazyPPL [19]. For example, a “stick breaking” process randomly divides the unit interval into an infinite number of parts, each part representing a different cluster of some data. If this is computed lazily, it always terminates, because the data is finite (Figure 2(a)).

One outstanding problem is a semantic interpretation of stochastic memoization. In the non-probabilistic setting, memoization is a program optimization, where we are lazy about re-evaluating a function at a given argument, by caching or tabling. But in the probabilistic setting it gives new semantic possibilities. Stochastic memoization is a functional

$$\text{memoize} : (X \to \text{Pr}(Y)) \to \text{Pr}(X \to Y)$$

**Figure 2** (a) Stick-breaking: To group the data points (right) into an unknown number of clusters, we randomly divide the unit interval “stick” into an infinite partition (left), and then assign a cluster to each data point by randomly picking a number in $[0, 1]$ for each point (lines from the data points to the stick). In practice, this is done lazily. (b) Lazily building the adjacency matrix of an uncountable random graph, as a memoized random function $[0, 1]^2 \to \text{bool}$. 
which converts a family \( f : X \rightarrow \Pr(Y) \) of probability distributions into a distribution on functions \( X \rightarrow \Pr(Y) \), by sampling \( f(x) \) once for every \( x \). When \( X \) is infinite, this is impossible to do eagerly, but it is no problem lazily. For example, consider a function \( g : [0, 1]^2 \rightarrow \Pr(\text{bool}) \) where \( g(x, y) \) is the Bernoulli distribution (a coin flip); then memoize \( g : \Pr([0, 1]^2 \rightarrow \text{bool}) \) is the random adjacency matrix of a random uncountable graph (Figure 2(b)). More generally, \( g \) is a “graphon” (e.g. [12]). This also generalizes clustering by stick-breaking, because clusters can be regarded as connected components of graphs.

This memoize functional is easy to implement. It appears in several languages [5, 11, 19], and is practically useful in random graphs, probabilistic logic [11], clustering [5, §2.1], and natural language modelling [21]. But there remains a big open problem:

▶ **Open problem.** To find a denotational model for a language with stochastic memoization.

I will discuss some recent progress on this problem, based on ongoing work with Swaraj Dash, Younesse Kaddar, Hugo Paquet, and others.

---
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Abstract
We study the implicit computational complexity of constructor term rewriting systems where every function and constructor symbol is unary or nullary. Surprisingly, adding simple and natural constraints to rule formation yields classes of systems that accept exactly the four classes of languages in the Chomsky hierarchy.
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1 Introduction

A natural means of studying the expressive power of declarative programming languages is via constructor term rewriting systems; In these, the set of symbols are partitioned into defined symbols and constructor symbols, the former representing function names, and the latter representing data constructors.

The study of implicit complexity for a class of rewrite systems is, roughly, the study of the set of problems that can be accepted, decided, or otherwise characterized by the class. Implicit complexity has been studied extensively in functional programming (see – amongst many others – [4, 18, 22]), and in term rewriting [3, 2, 9, 19, 8].

In this paper, we study the implicit complexity of constructor term rewriting systems where all function and constructor symbols are restricted to have arity at most one (monadic systems); the rewriting systems are characterized according to the computational complexity of the constructor terms they accept. Unsurprisingly, the most general class of monadic systems accept the entire class of recursively enumerable sets. However, imposing simple and natural restrictions leads to exact characterization of the three other classes in the Chomsky hierarchy [7]: Context-sensitive, context-free, and regular languages. The results hold for the unrestricted rewriting relation, that is, we impose no evaluation order, and no typing beyond partitioning into sets of defined symbols and constructor symbols.

The restrictions we impose echo the usual intuition about classes in the Chomsky hierarchy: R.e. languages are accepted by Turing machines (finite state + two stacks), context-free languages by PDAs (finite state + one stack), regular languages by DFAs (finite state + no stacks), and context-sensitive languages by LBAs (finite state + two stacks with a boundedness condition). The novel bits are that (i) we do not enforce machine-like restrictions on the rewrite relation (e.g., rewriting is not required to be innermost), and (ii) that both the encoding of the stacks and the behaviour of tail vs. general recursion have to be done with some finesse.
The Chomsky Hierarchy and the Expressive Power of Monadic Rewriting

### Classes:

<table>
<thead>
<tr>
<th>Type</th>
<th>Restriction on rules</th>
<th>Example(s) of rule(s)</th>
<th>Expressive power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unrestricted</td>
<td>None</td>
<td>( f(c(x)) \rightarrow g(h((a(d(x)))))) )</td>
<td>RE</td>
</tr>
<tr>
<td>Non-length-increasing</td>
<td>(</td>
<td>r</td>
<td>\leq</td>
</tr>
<tr>
<td>(Strongly) cons-free</td>
<td>No constructor symbols in ( r )</td>
<td>( f(c(x)) \rightarrow g(h(x)), f(c(d(x))) \rightarrow x )</td>
<td>CFL</td>
</tr>
<tr>
<td>(Strongly) cons-free &amp; tail recursive</td>
<td>cons-free, and the order of defined symbols in ( r ) respect a certain preorder</td>
<td>( f(c(x)) \rightarrow g(x), f(x) \rightarrow f(g(h(x))) ) (with ( f ) not appearing below ( g ) or ( h ) in the rhs of any rule with ( g ) or ( h ) in the lhs)</td>
<td>REG</td>
</tr>
</tbody>
</table>

**Figure 1** Classes of monadic constructor TRSs and the classes of sets they accept.

Figure 1 gives an overview of the four classes of systems we consider and their relation to the language classes in the Chomsky hierarchy.

**Related work**

For characterizing context-free and regular languages, we disallow constructors in the right-hand side of rules; this idea stems from Jones’ work on the expressive power of higher-order types in functional programming [18] where a number of complexity classes were characterized in programs with call-by-value semantics and where functions may have arbitrary arity. Similar ideas have since been used in rewriting with less strict constraints on the evaluation order [9, 19], but for symbols with arbitrarily high finite arity. Correspondences between context-free languages and so-called monadic recursion schemes – essentially function declarations where all functions and data constructors are unary – were investigated some 40 years ago [14, 11, 10, 12]; the research focused mostly on decidability results, but close correspondences between monadic programs with very limited data construction abilities and context-free languages, was established there. Caron [6] proved undecidability of termination for non-length-increasing TRSs by encoding a certain class of linear bounded automata; we use a very similar approach to show that non-length-increasing constructor TRSs precisely accept the context-sensitive languages. Implicit complexity for term rewriting systems has been investigated in a number of papers; see the references above. Finally, the restriction to unary and nullary symbols means that all results in the paper can be viewed as concerning an especially well-behaved class of string rewriting; we refer the reader to [27, 28] for overviews of the correspondence between string rewriting and rewriting with unary symbols.

**2 Preliminaries**

We assume a non-empty alphabet, \( A \), of *characters* and consider languages \( L \subseteq A^+ \) where \( A^+ \) is the set of non-empty strings of characters from \( A \). The *empty* string over any alphabet will be denoted \( \epsilon \). We presuppose general familiarity with the Chomsky hierarchy, including the four classes of recursively enumerable languages (RE, type-0), context-sensitive languages (CSL, type-1), context-free languages (CFL, type-2), and regular languages (REG, type-3).
Ample introductions can be found in [15, 26]. For (constructor) term rewriting, we refer to [27] for basic definitions; we very briefly recapitulate the most pertinent notions in the below definition.

**Definition 1.** We assume a denumerably infinite set Var of variables; given a signature \( \Sigma \) of symbols with non-negative integer arities, we define the set of terms \( \text{Ter}(\Sigma, \text{Var}) \) over \( \Sigma \) and \( \text{Var} \) inductively as usual: \( \text{Var} \subseteq \text{Ter}(\Sigma, \text{Var}) \) and if \( s_1, \ldots, s_n \in \text{Ter}(\Sigma, \text{Var}) \) and \( f \in \Sigma \) has arity \( n \), then \( f(s_1, \ldots, s_n) \in \text{Ter}(\Sigma, \text{Var}) \).

A rule is a pair of terms, written \( l \rightarrow r \) such that \( l \) and \( r \) are terms with \( l \notin \text{Var} \) and such that every variable occurring in \( r \) occurs in \( l \). A term rewriting system (abbreviated TRS) is a set of rules.

Let \( \Sigma = F \cup C \) where \( F \) and \( C \) are disjoint sets of defined symbols and constructor symbols, respectively. A constructor TRS is a TRS where each rule \( l \rightarrow r \) satisfies \( l = f(t_1, \ldots, t_n) \) where \( f \in F \) and \( t_1, \ldots, t_n \in \text{Ter}(\Sigma, \text{Var}) \).

A TRS is said to be monadic if the arity of all function and constructor symbols is at most 1. If \( R \) is monadic and \( l \rightarrow r \) is a rule of \( R \), we occasionally write \( l(x) \rightarrow r(x) \) where \( x \) is the unique variable occurring in \( l \) and \( r \) (and we extend the notation to the case where there are no variables in \( l \) or \( r \) in which case the choice of \( x \) does not matter).

A substitution is a partial map \( \theta : \text{Var} \rightarrow \text{Ter}(\Sigma, \text{Var}) \). In monadic systems, each term \( s \) contains at most one variable, and we shall write \( s\theta \) for the term obtained by replacing the variable \( x \) in \( s \) by \( \theta(x) \) (if \( x \in \text{dom}(\theta) \)).

A context in a monadic TRS is a term over the variable set \( \text{Var} \cup \{ \square \} \) where \( \square \notin \Sigma \cup \text{Var} \); if \( C \) is a context and \( w \) is a term, we denote by \( C[w] \) the term obtained by replacing the (unique!) \( \square \) in \( C \) by \( w \). For \( s, t \in \text{Ter}(\Sigma, \text{Var}) \), we write \( s \rightarrow t \) if there is a context \( C \), a rule \( l \rightarrow r \), and a substitution \( \theta \) such that \( s = C[\theta] \) and \( t = C[r\theta] \), and we call \( (C, l \rightarrow r, \theta) \) a redex in \( s \); The redex is said to be contracted in the step \( s \rightarrow t \). The position of a redex is \( 1^k \) where \( k \) is the number of symbols in \( C \) (we set \( 1^0 = e \)); we say that the rule \( l \rightarrow r \) is applied to \( s \) at position \( p \). We write \( s \rightarrow^* t \) for the reflexive, transitive closure of \( \rightarrow \) and \( \rightarrow^+ \) as the transitive closure. We call \( s \rightarrow^* t \) a reduction or rewrite sequence.

Two redexes \( (C, l \rightarrow r, \theta) \) and \( (C', l' \rightarrow r', \theta') \) in \( s = C[\theta] = C'[\theta'] \) overlap if a symbol in \( l \) and a symbol in \( l' \) share the same position in \( C[\theta] = C'[\theta'] \).

A redex \( v \) at position \( p \) in \( s \) is innermost if, for any redex \( w \) at position \( p' > p \), \( w \) overlaps \( v \) (intuitively: \( v \) is innermost if no other redex occurs “to the right of \( v \)”). The size of a term \( s \) in a monadic TRS is defined by induction as: \( |s| = 1 \) if \( s \) is a variable or a nullary function symbol, and \( |s| = 1 + |s'| \) if \( s = g(s') \) where \( g \in \Sigma \).

Throughout the paper, we assume that all rewrite systems have a finite set of rules.

**Definition 2.** Let \( A \) be an alphabet and \( \triangleright \) a nullary constructor symbol. For every \( a \in A \), we associate a unary constructor symbol \( \bar{a} \), and we define \( \bar{A} = \cup_{a \in A} (\bar{a}) \). For any string \( \alpha = a_1 \cdots a_n \in A^+ \), we associate the constructor term \( \bar{\alpha} = \bar{a}_1(\cdots \bar{a}_n(\triangleright)) \), and set \( \bar{\epsilon} = \triangleright \).

**Remark 3.** Throughout the paper, every term is built from unary or nullary symbols. Hence, there is a natural correspondence between terms and strings: If \( f_1, \ldots, f_m \) are unary symbols and \( b \) is nullary, then \( f_1(f_2(\cdots f_m(b))) \) corresponds to the string of symbols \( f_1 f_2 \cdots f_m b \).

**Definition 4.** Let \( A \) be an alphabet and let \( R \) be a constructor TRS with \( \Sigma = F \cup C \), such that \( \bar{\epsilon} \cup \{\triangleright\} \subseteq C \) where \( \triangleright \) is a nullary symbol. \( R \) is said to accept \( L \subseteq A^+ \) if there is a defined symbol \( f_0 \in F \) the “start function” — such that for every \( \alpha \in A^+ \), there is a reduction \( f_0(\bar{\alpha}) \rightarrow^* \triangleright \) iff \( \alpha \in L \).
Remark 5. The use of $\triangleright$ in $f_0(\vec{a}) \rightarrow^* \triangleright$ can be replaced by a fresh constructor (instead of the “nil” constructor $\triangleright$), or a nullary defined symbol when characterizing the classes RE or CSL. For CFL and RE, we consider systems where rules cannot contain any constructors in the right-hand side; there, acceptability by $\triangleright$—the last constructor in the representation $\vec{a}$ of any string $a \in A^+$ is completely natural (it could wlog. be replaced by introducing rules of the form $f(\triangleright) \rightarrow h$ with $h$ a nullary symbol in $\mathcal{F}$, but there seems to be no good reason to do so).

Definition 6. Let $R$ be a monadic constructor TRS with alphabet $\Sigma = \mathcal{F} \cup \mathcal{C}$. $R$ is said to be tail recursive if there is a preorder $\leq$ on $\mathcal{F}$ such that for every rule $f(w) \rightarrow r$ in $R$ and every occurrence of a defined symbol $g \in \mathcal{F}$ in $r$, either (i) $f \geq g$, or (ii) $f \geq g$ and the occurrence of $g$ is at position $\epsilon$.

The reason for requiring $\leq$ to be (only) a preorder as in [8] (rather than a partial order as in, e.g. [18]) is that recursion should be limited to tail calls (so, in rewriting terms, at the root of the rhs), but that the tail call does not need to be the same defined symbol as in the left-hand-side, merely a symbol having the same rank in the $\leq$-order.

3 Recursively enumerable languages: General monadic systems

For each of the class of languages we consider, we first remind the reader of their associated class of accepting machine; for recursively enumerable languages, these are Turing machines.

Definition 7. A (one-tape, non-deterministic) Turing machine is a tuple $(Q, A, \Gamma, \delta, q_0, q_h)$ where $Q$ is a set of states, $A$ is the input alphabet (which does not contain blanks), $\Gamma$ is the tape alphabet (with $\square \in \Gamma$ representing “blank”), $\delta : Q \times \Gamma \rightarrow \mathcal{P}(Q \times (\Gamma \cup \{\epsilon\}) \times \{L,R\})$ is the transition function, $q_0 \in Q$ is the start state, and $q_h \in Q$ is the accept state.

We write $\delta(q,a) \rightarrow (q',b,H)$ if $(q',b,H) \in \delta(a,b)$; note that several such transition rules may exist for each $(q,a)$. On a transition rule $\delta(q,a) \rightarrow (q',b,H)$, the machine is said to transition, when reading symbol $a$ in state $q$, to state $q'$, writing symbol $b$ (or not writing anything when $b = \epsilon$), and moving either left or right on the tape, according to whether $H = L$ or $H = R$.

As usual, we define Turing machine configurations as a (tape contents, tape head position, (state)-triple):

Definition 8. A configuration of a machine $M = (Q, \Gamma, A, \delta, q_0, q_h)$ is a triple $(T, n, q)$ where $T \in \Gamma^+$ is the current content of the tape (disregarding the infinite strings of blanks to the left and right of the portion of the tape that contains the input and the set of cells scanned by $M$ so far; $T$ is assumed to have length at least 1, possibly consisting of a single blank symbol), $n$ is an integer where $1 \leq n \leq |T|$ (the position of the tape head in $T$), and $q \in Q$. $M$ transitions in one step on configuration $(T, n, q)$ to configuration $(T', n', q')$ on transition $\delta(q,b) \rightarrow (q',b',H)$ if the $n$th element of $T$ is $b$ and $(T', n', q')$ represents the machine state after the corresponding move. We say that “$A$ transitions to $B$” if $A$ reduces to $B$ by a sequence of $\geq 0$ steps. $M$ accepts $\alpha$ if it transitions from $(a_1, q_h)$ to a configuration $(T, n, q_h)$—we also say that $M$ transitions to $q_h$ on input $\alpha$. A language $L \subseteq A^+$ is recursively enumerable if there is a Turing machine that, for each $\alpha \in A^+$, accepts $\alpha$ iff $\alpha \in L$.

Huet and Lankford proved that monadic TRSs can simulate Turing machines [16]. For completeness, we re-prove Huet and Lankford’s result in a new setting, giving a new proof of simulation of Turing machines by constructor TRSs with unary function and constructor
The following are equivalent: (i) $L$ is recursively enumerable, (ii) $L$ is accepted by a monadic constructor TRS.

**Proof.** If $R$ is a monadic constructor TRS accepting $L$, we may construct a (non-deterministic) Turing machine accepting $L$ by encoding the finitely many rules of $R$ and non-deterministically applying the rules to input $\alpha$. If this simulation reaches $\triangleright$, the machine halts. It therefore suffices to prove that every recursively enumerable language is accepted by a monadic constructor TRS. By standard results (see e.g. [25, Thm. 17.2]), $L$ is recursively enumerable iff it is accepted by a non-deterministic Turing machine. Lemma 9 then furnishes that, for each $\alpha \in A^+$, we have $f_0(\bar{\alpha}) \rightarrow^* \triangleright$ iff $M$ accepts $\alpha$, as desired.

**Lemma 9.** Let $\alpha \in A^+$. Then, $f_0(\bar{\alpha}) \rightarrow^* \triangleright$ iff $M$ transitions to $q_b$ on input $\alpha$.

We then have:

**Theorem 10.** Let $L \subseteq A^+$. The following are equivalent: (i) $L$ is recursively enumerable, (ii) $L$ is accepted by a monadic constructor TRS.
4 Context-sensitive languages: Non-length-increasing rules

The class of context-sensitive languages is characterized by its class of acceptors: the linearly bounded automata. The following definition is standard.

Definition 11. A non-deterministic Turing (multi-tape) machine \( M \) accepts \( L \subseteq A^+ \) in non-deterministic linear space if there is a \( k \) such that all computation branches halt on all inputs and any computation scans at most \( k \cdot |x| \) distinct cells on each of its tapes. The set of languages acceptable by such machines is called NLINSPACE.

Proposition 12. Let \( L \subseteq A^+ \) be a language accepted by an \( m \)-tape Turing machine in space \( O(n) \). Then there is a one-tape Turing machine with input alphabet \( A \) (but possibly a much larger tape alphabet) that accepts \( L \) in space \( \leq n \) on all inputs.

Proof. Standard exercise in linear space reduction, see e.g. [21, Prop. 21.1.5] for the reduction to one-tape machines (at the cost of an input-independent constant factor of more space use), and [24] for the technique of getting rid of constant space factors on one-tape machines.

Proposition 14. Let \( M \) be an LBA. If \( (\triangleright b_1 \cdots b_m, n, q) \) is a configuration of \( M \) and \( b_1, \ldots, b_m \in \Gamma \setminus \{\triangleright, \triangleright\} \), and \( M \) transitions to configuration \( (T', n', q') \), then \( T' = \triangleright b'_1 \cdots b'_m \triangleright \) for \( b'_1, \ldots, b'_m \in \Gamma \setminus \{\triangleright, \triangleright\} \).

Proof. By the assumptions on the form of the rules of the LBA in Definition 13, neither of the symbols \( \triangleright \) and \( \triangleright \) can be overwritten by \( M \), nor can any symbol be overwritten by \( \triangleleft \) or \( \triangleright \). By the same assumptions on the form of rules, \( M \) cannot move to the left of a \( \triangleleft \), nor to the right of a \( \triangleright \).

Theorem 15. Let \( L \subseteq A^+ \). The following are equivalent: (i) \( L \) is accepted by an LBA, (ii) \( L \) is context-sensitive, (iii) \( L \in \text{NLINSPACE} \).

Proof. Standard textbook exercise, see e.g. [21, Exerc. 6.29], or [25, Thm. 24.3]. For the original proof, see [20].
For every \((a, b, d) \in A^3\):

\[
M_{abd} = (Q_{abd}, A \cup \{\bullet, \triangleright\}, \Gamma, \delta_{abd}, q_0^{abd}, q_h)
\]

(where \(M_{abd}\) is given by Proposition 16)

\[
F_{abd} = \{f_q : q \in Q_{abd}\} \cup \{f_h : b \in \Gamma\} \cup \{f_a\}
\]

\[
C_{abd} = \{b : b \in \Gamma\} \cup \{c_q : q \in Q_{abd}\} \cup \{\triangleright\}
\]

Note that as \(A \cup \{\bullet, \triangleright\} \subseteq \Gamma\), we have \(f_\bullet, f_\triangleright \in F_{abd}\), and \(\bullet, \triangleright \in C_{abd}\).

\[
\begin{array}{|c|c|}
\hline
\text{(L/R)-move} & \text{rewrite rules (}q \in Q_{abd}, b \in \Gamma\}) \\
\hline
\hline
\delta(p, h) \rightarrow (q', b', R) & f_q(b(x)) \rightarrow f_{q'}(f_{\triangleright}(x)) \\
\hline
\delta(p, h) \rightarrow (q', b', L) & f_q(b(x)) \rightarrow c_{q'}(b(x)) \\
\hline
\delta(p, h) \rightarrow (q', \varepsilon, L) & f_q(b(x)) \rightarrow c_{q'}(\varepsilon(x)) \\
\hline
\end{array}
\]

\[
\begin{array}{|c|c|}
\hline
& \text{rewrite rules (}q \in Q_{abd}, b \in \Gamma\}) \\
\hline
\hline
f_q(b(x)) \rightarrow c_{q'}(b(x)) & f_q(x) \rightarrow f_{\triangleright}(x) \\
\hline
\end{array}
\]

**Figure 3** Non-length-increasing constructor TRS defined from an LBA \(M_{abd}\). Observe that \(f_0 \notin F_{abd}\) and that the constructor TRS will not accept any strings on its own.

Due to our convention that constructor TRSs must start their computations on terms on the form \(f_0(\bar{a})\), we encounter the problem that non-length-increasingness prevents us from setting up the simulation of the LBA tape and state: We would need a rule of the form \(f_0(x) \rightarrow f_\triangleright(f_{q_0}(\cdot \cdot \cdot))\). The problem is solved by the following proposition:

**Proposition 16.** Let LBA \(M\) accept the language \(L \subseteq A^+\) and let \((a, b, d) \in A^3\). Then there exists an LBA \(M_{abd}\) with input and tape alphabets identical to those of \(M\) that accepts the language \(L' = \{\beta \in A^+ : abd \cdot \beta \in L\}\).

**Proof.** If the input to \(M\) has size \(n \geq 3\), we may encode all possible configurations of the leftmost 3 cells of the tape of \(M\) in \(|\Gamma|^3\) states. If \(M\) has \(|Q|\) states, we may construct an LBA \(M_{abd}\) with \((4|\Gamma|^3) \times |Q|\) states that encodes any changes to the leftmost 3 cells in its states (the factor 4 is used by \(M_{abd}\) to keep track of where the tape head is (either of the first three “cells” encoded by the states, or to their right), and only uses \(n - 3\) tape cells (where it simply simulates \(M\)).

For each LBA \(M\) and \((a, b, d) \in A^3\), we define a non-length-increasing constructor TRS \(\Delta_{LBA}^{abd}(M)\) by the translation given in Figure 3 – effectively the same translation as that in Figure 2, except for the absence of a start rule and the addition of rules for stopper fitting. For each LBA \(M\), we define a corresponding non-length-increasing system \(\Delta_{LBA}(M)\) by taking the union of all rules from all of the \(|\Gamma|^3\) LBAs \(M_{abd}\) and adding rules to start the computation. The resulting constructor TRS is shown in Figure 4.

**Proposition 17.** If \(M\) is an LBA, then \(\Delta_{LBA}(M)\) is a non-length-increasing monadic constructor TRS.

**Proof.** Observe that every rule of \(M\) is translated by \(\Delta_{LBA}(\cdot)\), whence \(\Delta_{LBA}(M)\) is defined for all \(M\). Furthermore, every rule of \(\Delta_{LBA}(M)\) is non-length-increasing, and the general result follows.
The Chomsky Hierarchy and the Expressive Power of Monadic Rewriting

\[ F = \bigcup_{(a,b,d) \in A^2} F_{abd} \cup \{f_0\} \quad \mathcal{C} = \bigcup_{(a,b,d) \in A^2} C_{abd} \]

The rules of \( \Delta_{LBA}(M) \) are the union of \( \bigcup_{(a,b,d) \in A^2} R_{abd} \) with the set of rules below:

Start rules and stopper rules:

<table>
<thead>
<tr>
<th>Rewrite rules (for each ( a, b, d \in A ), not necessarily distinct)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f_0(a\langle</td>
</tr>
<tr>
<td>( f_0(\bar{a}(\triangleright \triangleright)) \rightarrow \triangleright ) if ( M ) accepts ( ab )</td>
</tr>
<tr>
<td>( f_0(\bar{a}(b(\triangleright \rangle))) \rightarrow f_0(f_{\overline{a}bd}(\langle (\langle \langle e(\langle \rangle)) \rangle)) )</td>
</tr>
<tr>
<td>( e(\bar{a}(\rangle)) \rightarrow \bar{a}(\langle e(\langle \rangle)) )</td>
</tr>
<tr>
<td>( e(\triangleright) \rightarrow \triangleright )</td>
</tr>
</tbody>
</table>

Figure 4 Encoding \( \Delta_{LBA}(M) \) of an LBA \( M \) as a non-length-increasing system.

Again, the following is tedious, but not hard, to prove:

Lemma 18. Let \( \alpha \in A^+ \). Then LBA \( M \) transitions to the halting state on input \( \langle \alpha \rangle \) iff \( f_0(\bar{a}) \rightarrow^* \Delta_{LBA}(M) \triangleright \).

We can now prove the main result of the section:

Theorem 19. Let \( L \subseteq A^+ \). The following are equivalent: (i) \( L \) is context-sensitive, (ii) \( L \) is accepted by a monadic non-length-increasing constructor TRS.

Proof. If \( L \) is context-sensitive, it is accepted by an LBA \( M \) by Theorem 15. Then, Lemma 18 furnishes that \( \Delta_{LBA}(M) \) accepts \( L \), and by Proposition 17, \( \Delta_{LBA}(M) \) is a monadic non-length-increasing constructor TRS. Conversely, if \( L \) is accepted by a monadic non-length-increasing constructor TRS \( R \) over alphabet \( \Sigma \), we can define a non-deterministic Turing machine with tape alphabet \( \Sigma \) that runs in linear space and accepts \( L \): In every rule \( l \rightarrow r \), both \( l \) and \( r \) are terms over unary and nullary symbols, hence essentially strings. As \( |l| \geq |r| \), a rewrite step corresponds to replacing a substring by a substring of at most the same size. Thus, we may simply encode the rules of \( R \) in the states \( M \). The current state of the term \( f_1(f_2(\cdots f_m(b))) \) is encoded in \( m+1 \) symbols \( f_1f_2\cdots f_mb \) on the Turing machine’s tape, and application of a rule is simply done by replacing the symbols on the relevant tape cells. Choosing what rule to apply and where to apply it is selected non-deterministically by \( M \). As \( |l| \geq |r| \), the number of tape cells used will never increase, whence the machine runs in linear space, and Theorem 15 furnishes that \( L \) is context-sensitive.

5 Context-Free Languages: (Strongly) cons-free systems

We now treat context-free languages; we first need their corresponding notion of accepting machine.

Definition 20. A pushdown automaton (PDA) is a tuple \( (Q,A,\Gamma,\delta,q_0,Z_0) \) where \( Q \) is a finite set of states, \( A \) is a finite set of input symbols, \( \Gamma \) is a finite stack alphabet, \( q_0 \in Q \) is the start state, \( Z_0 \in \Gamma \) is the start stack symbol, and \( \delta \) is a relation consisting of a finite number of transition rules of the form \( \delta(q,a,X) \rightarrow (p,\gamma) \) where \( q \in Q \), \( a \in A \cup \{\epsilon\} \), \( X \in \Gamma \), \( p \in Q \), and \( \gamma \in \Gamma^* \).
The definition of PDA above has no final states, and will thus accept by empty stack (and empty input), as is common in the literature [26]. We make the convention that the bottom of the stack is written to the left and the top to the right; hence, symbols are pushed and popped to the right.

As we shall only consider one-state PDAs in this paper; the below definition of acceptance has been specialized to that case (for the general case, see any standard textbook, e.g. [26]):

**Definition 21.** A one-state PDA is said to accept input \( \alpha \in A^+ \) if \( \alpha = a_1 \cdots a_m \) where each \( a_i \in A \cup \{\epsilon\} \) and there is a sequence of strings \( s_1, \ldots, s_m \) from \( \Gamma^* \) such that: (i) \( s_0 = Z_0 \), (ii) for \( i = 0, \ldots, m - 1 \), there is a rule \( \delta(a_{i+1}, Z) \to Z' \) where \( s_i = tZ \) and \( s_{i+1} = tZ' \) for some \( Z, Z' \in \Gamma \cup \{\epsilon\} \) with \( Z \neq \epsilon \), and \( t \in \Gamma^* \) (that is, the PDA moves according to the stack and next input symbol)\(^1\), (iii) \( a_m = \epsilon \) and \( s_m = \epsilon \) (that is, empty input and empty stack are reached at the end). Otherwise, the PDA is said to reject the input.

The following proposition is standard; see for example [13] for a proof.

**Proposition 22.** If \( L \subseteq A^+ \) is accepted by a PDA, it is accepted by a one-state PDA \( (\{q_0\}, A, \Gamma', \delta, q_0, Z_0) \) (where we assume acceptance by empty stack).

The following theorem is standard (see e.g. [26, Thm. 2.12])

**Theorem 23.** A language \( L \subseteq A^+ \) is context-free iff it is accepted by a PDA with input alphabet \( A \).

By Proposition 22 and Theorem 23, a language is thus context-free iff it is accepted by a one-state PDA.

As with the language classes RE and CSL, we shall prove that a particular class of monadic rewrite systems corresponds to CFL; this class consists of the (strongly) cons-free systems:

**Definition 24.** A constructor TRS is said to be (strongly) cons-free if, for every rule \( l \to r \) there are no constructor symbols in \( r \).

**Remark 25.** Cons-freeness has been used for multiple characterizations of complexity classes (see, e.g., [18, 5, 19, 8]). The gist is that, during rewriting, no new constructor terms can be built; thus, the definition of cons-freeness is usually less restrictive than the strong cons-freeness of Definition 24 [19, 8]\(^2\), but we believe that the restriction to the very simple notion of strong cons-freeness is cleaner and simpler to work with here.

**Remark 26.** As pointed out by a referee, there are likely simpler grammar-based proofs that the class of strongly cons-free constructor TRSs characterizes CFL compared to the one we give using PDAs. However, the proof via PDAs shed light on the intuition that rewriting in monadic constructor TRSs essentially consist of manipulation of up to two stacks – and that for (strongly) cons-free systems, the manipulation is essentially a single “general” stack and a “restricted” stack that can only be decremented, exactly as in a PDA.

The following proposition shows that we may disregard nullary defined symbols in the remainder of the paper:

\(^1\) As the PDA has only a single state, we have suppressed the state in the notation of the rule \( \delta(a_{i+1}, Z) \to Z' \).

\(^2\) For example, cons-freeness of a rule \( l \to r \) in [8] is defined as the requirement that every subterm of the form \( c(s) \) in \( r \) (where \( c \in \mathcal{C} \)) either occurs in \( l \), or is a ground constructor term.
\[ M = \{ \{ f_0 \}, A, \Gamma, \delta, q_0, Z_0 \} \]

\[ \mathcal{F} = \{ f_Z : Z \in \Gamma \} \cup \{ f_0 \} \quad \text{and} \quad \mathcal{C} = \{ \tilde{a} : a \in A \} \cup \{ \top \} \]

Rewrite rules induced by transition rules in \( \delta \):

<table>
<thead>
<tr>
<th>transition rule in ( \delta )</th>
<th>rule of ( R_M )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta(a, Z) \rightarrow Z_1 \cdots Z_m )</td>
<td>( f_Z(a(x)) \rightarrow f_Z(\cdots f_Z(x)) )</td>
</tr>
<tr>
<td>( \delta(a, Z) \rightarrow \epsilon )</td>
<td>( f_Z(a(x)) \rightarrow x )</td>
</tr>
<tr>
<td>( \delta(\epsilon, Z) \rightarrow Z_1 \cdots Z_m )</td>
<td>( f_Z(x) \rightarrow f_Z(\cdots f_Z(x)) )</td>
</tr>
<tr>
<td>( \delta(\epsilon, Z) \rightarrow \epsilon )</td>
<td>( f_Z(x) \rightarrow x )</td>
</tr>
</tbody>
</table>

\[ \text{Start rule:} \quad \{ f_0(x) \rightarrow f_{Z_0}(x) \} \]

\[ \begin{array}{l}
\text{Figure 5} \quad \text{Rules of the cons-free system} \ R_M \ \text{induced by the PDA} \ M. \ \text{As} \ M \ \text{has only one state, the state argument has been omitted from} \ \delta. \n\end{array} \]

\[ \text{Proposition 27.} \quad \text{Let} \ R \ \text{be a cons-free, monadic constructor TRS that accepts} \ L \subseteq A^+, \ \text{and let} \ R' \ \text{be the monadic, cons-free constructor TRS obtained by omitting all rules in} \ R \ \text{that contain a nullary defined symbol. Then} \ R' \ \text{accepts} \ L. \]

To greatly simplify our proofs for context-free and regular languages, we introduce normal systems:

\[ \text{Definition 28.} \quad \text{A rule} \ l \rightarrow r \ \text{is normal if} \ l \ \text{contains at most one constructor symbol, and that constructor symbol is unary, that is either} \ l = f(c(x)), \ \text{or} \ l = f(x) \ \text{(for some} \ f \ \text{in} \ \mathcal{F} \ \text{and} \ c \in \mathcal{C}). \ \text{A constructor TRS} \ R \ \text{is normal if every rule is normal.} \]

The following lemma shows that we can transform a set of rules with “large” left-hand sides into a (larger set of) normal rules that accept the same language:

\[ \text{Lemma 29.} \quad \text{If} \ L \subseteq A^+ \ \text{is accepted by a monadic, cons-free constructor TRS} \ R, \ \text{then} \ L \ \text{is accepted by a monadic, cons-free, normal constructor TRS} \ R' \ \text{with} \ C = \tilde{A} \cup \{ \top \}. \ \text{If} \ R \ \text{is tail recursive, then} \ R' \ \text{may be chosen to be tail recursive as well.} \]

For each one-state PDA, we define a cons-free constructor TRS \( R_M \) as given in Figure 5.

In Figure 5, the presence of transition rules of the form \( \delta(\epsilon, Z) \rightarrow r \) force us to let \( R_M \) contain rules of the form \( f(x) \rightarrow r' \). By the definition of TRSs, application of such a rule may occur anywhere in a term. However, as we want to simulate the PDA stack by a string of defined symbols, applying a rule \( f(x) \rightarrow r' \) corresponds to removing a symbol in the middle of the stack rather than popping it off the top. Hence, we are forced to require that redexes in \( R_M \) are contracted only at places corresponding to the top of the stack – which is the case if the redexes are innermost. This is also sufficient, as we shall see shortly.

\[ \text{Definition 30.} \quad \text{Let} \ p \ \text{be a non-negative integer. A ground term} \ s \ \text{has a border position at} \ p \ \text{if} \ s = f_1(\cdots (f_p(t))\cdots) \ \text{where} \ p \geq 1, \ f_1, \ldots, f_p \in \mathcal{F} \ \text{and} \ t \ \text{is a ground constructor term.} \]

The following proposition is proved by induction on the length of the involved rewrite sequence:

\[ \text{Proposition 31.} \quad \text{Let} \ R \ \text{be a monadic, cons-free constructor TRS. If} \ t \ \text{is a ground term with a border position such that} \ t \rightarrow^* \top, \ \text{then every term in the rewrite sequence, except the last, has a border position, and an innermost redex at the border position.} \]

Even if \( R \) contains overlapping redexes, innermost rewrite steps can be retracted across non-innermost ones (and efficiently so, as monadic systems cannot make more than a single copy of each subterm):
Proposition 32. Let $R$ be a monadic, cons-free constructor TRS, let $s$ be a term containing a redex at a border position, and let $m \geq 0$. If $s \rightarrow^k t'$ by non-innermost steps, and $t' \rightarrow_{IM} t$, then there is a term $s'$ such that $s \rightarrow_{IM} s' \rightarrow^k t$, where $\rightarrow_{IM}$ is innermost reduction.

Proof. As $R$ is a constructor TRS, every redex at a border position is innermost, whence $s$ contains an innermost redex. As every non-innermost redex cannot overlap an innermost redex, all innermost redexes in $s$ are preserved across any non-innermost reduction, and remain innermost. Consider the redex $u$ contracted in the step $t' \rightarrow t$, as the innermost redex at border position in $s$ is preserved across $s \rightarrow^k t'$, it overlaps with $u$. But as the left-hand sides of all redexes in $R$ are of the form $f(w)$ where $w$ is a constructor term, no redexes created in the reduction $s \rightarrow^k t'$ can overlap with the descendants of redexes at innermost position in $s$. Hence, $u$ is the descendant of an innermost redex $u'$ in $s$. Furthermore, contracting an innermost redex cannot destroy any redexes except those that overlap with it (and are thus, by definition, also innermost), and thus we may contract $u'$ to obtain the step $s \rightarrow_{IM} s'$, followed by mimicking the steps in $s \rightarrow^k t'$ starting from the term $s'$ (all of which can be performed, as $u'$ does not overlap with any non-innermost redex). Thus, $s' \rightarrow^k t$, concluding the proof.

Lemma 33. Let $R$ be a monadic, cons-free, normal constructor TRS. If $s = f_0(\tilde{a}) \rightarrow^* \triangleright$, then $s \rightarrow_{\tilde{a}_R}^*$.

Proof. By Proposition 31, every term in $s \rightarrow^* \triangleright$, except the last, contains an innermost redex at a border position. Divide $s \rightarrow^* \triangleright$ into subsequences, each of the form $s' \rightarrow_{IM}^* s'' \rightarrow^k t' \rightarrow_{IM}^* t''$ where $s'' \rightarrow^k t'$ consists solely of non-innermost steps for some $k \geq 1$. Observe that this is always possible because the last step of $s \rightarrow^* \triangleright$ must be innermost as $R$ is cons-free and $\triangleright$ is a constructor. By repeated application of Proposition 32, we obtain $s' \rightarrow_{IM}^* s'' \rightarrow^k t''$ for some term $s''$. Hence, a straightforward induction on the length of $s \rightarrow^* \triangleright$ shows that all innermost steps can be retracted across non-innermost steps, resulting in a reduction $s \rightarrow_{IM}^* t'' \rightarrow^* \triangleright$ of length no more than the original where $t'' \rightarrow^* \triangleright$ contains no innermost steps. But as the last step of any reduction $s \rightarrow^* \triangleright$ must be innermost, the length of $t'' \rightarrow^* \triangleright$ is zero, and thus $s \rightarrow_{IM}^* \triangleright$, as desired.

As with our previous simulation results, the following result is tedious to prove, but not difficult:

Lemma 34. Let $M$ be a one-state PDA accepting language $L \subseteq A^+$. Then $R_M$ accepts $L$ by innermost evaluation.

We now show how to simulate any cons-free constructor TRS by a one-state PDA. We consider only normal systems, as this suffices by Lemma 29. For any normal, monadic, cons-free constructor TRS with $C = A \cup \{\triangleright\}$, we define a one-state PDA as shown in Figure 6.

Again, the following is tedious, but fairly straightforward:

Lemma 35. Let $L \subseteq A^+$ be accepted by innermost reduction by a normal, cons-free, monadic constructor TRS $R$. Then $PDA_R$ accepts $L$.

We thus have:

Theorem 36. The following are equivalent for a language $L \subseteq A^+$: (i) $L$ is context-free, (ii) $L$ is accepted by a monadic cons-free constructor TRS.
PDA_R = (\{q_0\}, A, \{Z_f : f \in \mathcal{F}\}, \delta, q_0, Z_\text{f_0})


<table>
<thead>
<tr>
<th>rule of (H)</th>
<th>transition rule in (\delta)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(f(c(x)) \rightarrow f_1(\cdots f_m(x)))</td>
<td>(\delta(c, Z_f) \rightarrow Z_{f_1} \cdots Z_{f_m})</td>
</tr>
<tr>
<td>(f(x) \rightarrow f_1(\cdots f_m(x)))</td>
<td>(\delta(c, Z_f) \rightarrow Z_{f_1} \cdots Z_{f_m})</td>
</tr>
<tr>
<td>(f(c(x)) \rightarrow x)</td>
<td>(\delta(c, Z_f) \rightarrow \varepsilon)</td>
</tr>
<tr>
<td>(f(x) \rightarrow x)</td>
<td>(\delta(\varepsilon, Z_f) \rightarrow \varepsilon)</td>
</tr>
</tbody>
</table>

Figure 6 Definition of the pushdown automaton PDA_R from a normal, monadic, cons-free constructor TRS \(R\) with signature \(\mathcal{F} \cup \mathcal{C} = \mathcal{F} \cup (A \cup \{\}\).

Proof. If \(L\) is context-free, Theorem 23 yields that \(L\) is accepted by a PDA \(M\), which we may assume by Proposition 22, has exactly one state. Lemma 34 yields that \(R_M\) accepts \(L\) by innermost reduction, and Lemma 33 shows that the elements of \(A^*\) accepted by \(R_M\) are exactly those accepted by innermost reduction. Clearly, \(R_M\) is a monadic, cons-free constructor TRS.

Conversely, if \(L\) is accepted by a monadic, cons-free constructor TRS \(R\), Lemma 33 yields that \(R\) accepts \(L\) by innermost reduction, and by Lemma 29 we may assume wlog. that \(R\) is normal. Lemma 35 now shows that PDA_R accepts \(L\), whence \(L\) is context-free by Theorem 23.

6 Regular languages: tail recursive cons-free systems

We shall now consider the class of regular languages. We assume the reader to be familiar with the fact that a language is regular iff it is accepted by an NFA iff it is accepted by a DFA. To fix notation, we give the following definition:

Definition 37. A non-deterministic finite automaton (NFA) is a tuple \((Q, A, \delta, q_0, Q_{\text{accept}})\) such that \(Q\) is a non-empty set of states, \(A\) is the input alphabet, \(\delta\) is a set of transition rules on one of the forms \(\delta(q, a) \rightarrow q'\) or \(\delta(q, \varepsilon) \rightarrow q'\) where \(q, q' \in Q\) and \(a \in A\), \(q_0 \in Q\) is the start state, and \(Q_{\text{accept}} \subseteq Q\) is the set of accept states. Furthermore, for any \(q \in Q\) and any \(a \in A\), there is at least one transition of the form \(\delta(q, a) \rightarrow q'\). A deterministic finite automaton (DFA) is an NFA such that there are no transitions of the form \(\delta(q, \varepsilon) \rightarrow q'\), and if there is a transition of the form \(\delta(q, a) \rightarrow q'\), then there is no transition \(\delta(q, a) \rightarrow q''\) with \(q' \neq q''\).

The class REG is characterized by the monadic constructor TRSs that are both cons-free and one-call (see Definition 40).

In tail-recursive functional programming, the height of the call stack is bounded above by a constant; a similar result holds here for innermost reduction:

Definition 38. Let \(R\) be a monadic, normal, cons-free, tail-recursive constructor TRS. Then there is a constant \(c\) such that for any \(\alpha \in A^*\) and any innermost reduction \(f_0(\tilde{a}) \rightarrow^*_{\text{IM}} \triangleright\), the number of defined symbols in any term of the reduction is at most \(c\).

Proof. By Proposition 31, any term in the reduction \(f_0(\tilde{a}) \rightarrow^*_{\text{IM}} \triangleright\) contains an innermost redex at border position. Hence, the position of any rewrite step in a term \(t\) in the reduction will occur at the rightmost element of \(\mathcal{F}\) in \(t\). Thus, redex contraction in innermost reduction will always occur at the rightmost element of \(\mathcal{F}\) in \(t\). Let \(f \in \mathcal{F}\) be such an element, and let \(f(c(x)) \rightarrow f_1(\cdots f_m(x))\) be the rule of a redex at that position (if there is no variable in the
right-hand side of the rule, the supposition that \( R \) is cons-free entails that no future steps will be able to produce \( \triangleright \), a contradiction). As \( R \) is tail recursive, we have \( f > f_2, \ldots, f_m \), and \( f \geq f_1 \).

Let \( l \) be the maximum number of occurrences of symbols from \( F \) in any right-hand side among rules of \( R \). Any totally ordered chain \( f_1 > f_2 > \cdots > f_m \) in \( F \) has length at most \( |F| \), and thus, the maximal number of defined symbols in any term in \( f_0(\tilde{a}) \rightarrow_{IM} \triangleright \) is at most \( c \triangleq 1 + l \cdot |F| \).

\[\text{Example 39.} \] The assumption that \( f_0(\tilde{a}) \rightarrow_{IM} \triangleright \) in Proposition 38 cannot be omitted (that is, the presence of \( \triangleright \) as the final term is crucial). Consider the following constructor TRS:

\[
R = \left\{ \begin{array}{ll}
  f_0(x) & \rightarrow f_0(g(x)) \\
  f_0(x) & \rightarrow f_0(h(x)) \\
  f_0(x) & \rightarrow g(x) \\
  g(\tilde{a}(x)) & \rightarrow x \quad \text{for all } a \in A
\end{array} \right.
\]

Observe that \( R \) is tail recursive and accepts \( A^+ \) (because \( f_0(\tilde{a}) \rightarrow^* f_0(g^{\alpha-1}(\tilde{a})) \rightarrow g^{\alpha}(\tilde{a}) \rightarrow \triangleright \)). But the number of elements of \( F \) in terms occurring in reductions starting from \( f_0(\tilde{a}) \) is unbounded, as witnessed by \( f_0(\tilde{a}) \rightarrow f_0(g(\tilde{a})) \rightarrow \cdots \) and \( f_0(\tilde{a}) \rightarrow f_0(h(\tilde{a})) \rightarrow f_0(h(h(\tilde{a}))) \rightarrow \cdots \); in particular, the latter reduction shows that there are infinite reductions with an innermost redex at the root of every term, and where the number of elements of \( F \) in the terms has no upper bound.

We now define one-call systems:

\[\text{Definition 40.} \] A monadic constructor TRS is said to be one-call if, for every rule \( l \rightarrow r \), the right-hand side \( r \) contains at most one element of \( F \).

The following lemma shows that instead of tail recursion, we could instead have considered one-call systems:

\[\text{Lemma 41.} \] Let \( R \) be a monadic, cons-free, tail-recursive constructor TRS accepting language \( L \subseteq A^+ \). Then, there is a one-call, normal, monadic, cons-free constructor TRS that accepts \( L \).

\[\text{Proof.} \] By Lemma 29, we may assume wlog. that \( R \) is normal. By Lemma 33, for every \( \alpha \in A^+ \), if \( f_0(\tilde{a}) \rightarrow^* \triangleright \), then \( f_0(\tilde{a}) \rightarrow_{IM} \triangleright \). By Proposition 38, there is a constant \( c \) such that for every \( \alpha \in A^+ \), for every reduction of the form \( f_0(\tilde{a}) \rightarrow_{IM} \triangleright \), the number of elements of \( F \) in any term of the reduction is at most \( c \).

We now construct a one-call (and normal, monadic, cons-free) constructor TRS \( R' \) that accepts \( L \). \( R' \) will have a new set of defined symbols \( F' \) and use the same set of constructors \( C \) as \( R \). For every integer \( k \) with \( 0 < k \leq c \) and every \( (f_1, \ldots, f_k) \in F^k \), create a defined symbol \( g_{f_1 \cdots f_k} \in F' \). As \( R \) is normal and cons-free, every rule of \( R \) is on one of the forms \( f(c(x)) \rightarrow r \) or \( f(x) \rightarrow r \). For each symbol \( g_{f_1 \cdots f_k} \in F' \), and each rule \( l \rightarrow r \) of \( R \) such that the root symbol of \( l \) is \( f_k \), create a rule of \( R' \) as follows:

- \( g_{f_1 \cdots f_k}(c(s)) \rightarrow g_{f_1 \cdots f_k \cdot h_1 \cdots h_m}(s) \) if \( l \rightarrow r = f_k(c(x)) \rightarrow h_1(\cdots h_m(s)) \) (where \( s = x \) or \( s \in F \)).
- \( g_{f_1 \cdots f_k}(x) \rightarrow g_{f_1 \cdots f_k \cdot h_1 \cdots h_m}(s) \) if \( l \rightarrow r = f_k(x) \rightarrow h_1(\cdots h_m(s)) \) (where \( s = x \) or \( s \in F \)).

Define \( S \) to be the resulting TRS. By construction, \( S \) is one-call, monadic, and cons-free.
NFA$_R = (Q, A, \delta, \{q_0\}, \{q_h\})$ where $Q = \{q_f : f \in \mathcal{F}\} \cup \{q_h\}$

Transition rules in $\delta$:

<table>
<thead>
<tr>
<th>rule(s) of $R$</th>
<th>transition rule in $\delta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$f(c(x)) \rightarrow g(x)$</td>
<td>$\delta(q_f, c) \rightarrow q_0$</td>
</tr>
<tr>
<td>$f(x) \rightarrow g(x)$</td>
<td>$\delta(q_f, \epsilon) \rightarrow q_0$</td>
</tr>
<tr>
<td>$f(c(x)) \rightarrow x$</td>
<td>$\delta(q_f, c) \rightarrow q_h$</td>
</tr>
<tr>
<td>$f(x) \rightarrow x$</td>
<td>$\delta(q_f, \epsilon) \rightarrow q_h$</td>
</tr>
</tbody>
</table>

**Figure 7** The NFA-NFA$_R$--defined from a normal, monadic cons-free, one-call constructor TRS $R$.

We claim that, for each $i \in A^+$, we have $f_0(\tilde{\alpha}) \rightarrow^*_R \triangleright$ iff $f_0(\tilde{\alpha}) \rightarrow^*_S \triangleright$.

If $f_0(\tilde{\alpha}) \rightarrow^*_M \triangleright$, write the reduction as $t_0 = f_0(\tilde{\alpha}) \rightarrow_M t_1 \rightarrow_M \cdots \rightarrow_M \triangleright = t_n$. Observe that each term $t_i = f_i(\cdots f_k(c))$ (where $c$ is a constructor term) in the reduction can be mimicked in $S$ by a term of the form $g_{f_1 \cdots f_k}(c)$.

By Proposition 31, every term of $f_0(\tilde{\alpha}) \rightarrow^*_M \triangleright$, except the last, contains at least one innermost redex at border position, and hence, the step $t_i \rightarrow t_{i+1}$ must be $f_i(\cdots f_k(c)) \rightarrow f_i(\cdots f_{k-1}(h_1(\cdots h_m(\cdots)))$ using some rule $f_k(c(x)) \rightarrow h_1(\cdots h_m(s))$ or $f_k(x) \rightarrow h_1(\cdots h_m(s))$ (for some $m \geq 0$). Hence, the step can clearly be mimicked by application of a rule in $S$, and we have $f_0(\tilde{\alpha}) \rightarrow^*_S \triangleright$.

Conversely, if $f_0(\tilde{\alpha}) \rightarrow^*_S \triangleright$, by construction of $S$, every term in the reduction is of the form $g_{f_1 \cdots f_k}(c)$ for some constructor term $c$. For each such term, there is a step $g_{f_1 \cdots f_k}(c) \rightarrow g_{f_1 \cdots f_{k-1}}(h_1(\cdots h_m(s'(x \mapsto c)))$ iff there is a rule $f_k(s) \rightarrow h_1(\cdots h_m(s'))$ in $R$, and hence $f_i(\cdots f_k(c)) \rightarrow_R f_i(\cdots f_{k-1}(h_1(\cdots h_m(s'(x \mapsto c))))$.

Thus, every step of $f_0(\tilde{\alpha}) \rightarrow^*_S \triangleright$ can be mimicked by an innermost step in $R$, whence $f_0(\tilde{\alpha}) \rightarrow^*_R \triangleright$, as desired. Hence, $S$ accepts $L$, and by construction, $S$ is normal, monadic, and one-call.

**Lemma 42.** Let $R$ be a normal, monadic, cons-free, one-call constructor TRS deciding language $L \subseteq A^+$. Then, the NFA NFA$_R$ (see Fig. 7) accepts $L$.

**Proof.** Recall from basic automata theory that we may wlog. assume that an NFA only accepts if it is in an accepting state when all of its input has been consumed. Denote by $L$(NFA$_R$) the language accepted by NFA$_R$. By construction of NFA$_R$, any run of NFA$_R$ clearly mimicks reductions of $R$: every rewrite step is mimicked by exactly one transition in NFA$_R$, and conversely, any transition in NFA$_R$ can be mimicked by a rewrite step in $R$. If $f_0(\tilde{\alpha}) \rightarrow^* \triangleright$, there is in particular a run of NFA$_R$ ending in $q_h$ with the entire input $\alpha$ having been consumed in the run, and hence $L \subseteq L$(NFA$_R$). Conversely, if $\alpha \in L$(NFA$_R$, there is a run of NFA$_R$ on input $\alpha$ that (i) consumes all the input, and (ii) ends in $q_h$, and hence there is a rewrite sequence starting from $f_0(\tilde{\alpha})$ that ends with one of the two rewrite steps $f(c(\triangleright)) \rightarrow \triangleright$ or $f(\triangleright) \rightarrow \triangleright$, whence $L$(NFA$_R$) $\subseteq L$.

By the equivalence of DFAs and NFAs, it suffices to simulate DFAs by rewriting systems. In Figure 8 we show how to obtain such a system.

**Lemma 43.** If $M = (Q, A, \delta, Q_{\text{accept}})$ is a DFA accepting language $L \subseteq A^+$, then $R^\text{DFA}_M$ (see Fig. 8) accepts $L$. 


\( M = (Q, A, \delta, q_0, Q_{\text{accept}}) \)  \( \mathcal{F} = \{f_q : q \in Q\} \)  \( \mathcal{C} = \tilde{A} \cup \{\triangleright\} \)

**Rules:**

- Transition in \( \delta \)
  - \( \delta(q, a) \rightarrow q' \)
  - \( f_q(\delta(x)) \rightarrow f_{q'}(x) \)

**Accepting run:**

- Rule (for every \( q \in Q_{\text{accept}} \))
  - \( f_q(x) \rightarrow x \)

(recall that DFAs do not have \( \epsilon \)-transitions)

**Figure 8** Monadic cons-free, tail recursive constructor TRS \( R_{M}^{\text{DFA}} \) induced by a DFA \( M \).

**Proof.** As the DFA is deterministic, there are no \( \epsilon \)-transitions, and for every \( (q, a) \in Q \times A \), there is at most one transition \( \delta(q, a) \rightarrow q' \). Thus, the constructor TRS \( R_{M}^{\text{DFA}} \) is monadic, cons-free and one-call. Furthermore, if \( q_0 \) is the start state, set \( f_0 = f_{q_0} \). We claim that for any \( \alpha \in A^+ \), we have \( f_0(\tilde{\alpha}) \rightarrow^* \triangleright \) iff there is an accepting run of the automaton on input \( \alpha \) starting in \( q_0 \). To see this, note that there is a transition on string \( b_1b_2 \cdots b_k \) from state \( q \) to state \( q' \notin Q_{\text{accept}} \) iff there is a rule \( \delta(q, b_1) \rightarrow q' \) iff \( f_q(\tilde{b_1} \tilde{b_2} \cdots \tilde{b_k} \triangleright) \rightarrow f_{q'}(\tilde{b_2} \cdots \tilde{b_k} \triangleright) \). Thus, \( M \) reaches an accepting state after emptying the input iff \( f_0(\tilde{\alpha}) \rightarrow^* f_q(\triangleright) \) where \( q \in Q_{\text{accept}} \); and \( f_q(\triangleright) \rightarrow \triangleright \) iff \( q \in Q_{\text{accept}} \). Hence, the DFA accepts string \( \alpha \) iff the above system accepts string \( \alpha \), and the result follows.

We thus have the final result of the paper:

**Theorem 44.** The following are equivalent for a language \( L \subseteq A^+ \): (i) \( L \) is regular, (ii) \( L \) is accepted by a one-call, monadic, cons-free constructor TRS, (iii) \( L \) is accepted by a tail recursive, monadic, cons-free constructor TRS.

**Proof.** If \( L \) is regular, it is accepted by a DFA, hence by Lemma 43 accepted by a monadic, cons-free, one-call constructor TRS. Conversely, if \( L \) is accepted by a monadic cons-free, one-call constructor TRS, Lemma 29 shows that we may wlog, assume that \( R \) is normal and one-call. Lemma 42 then shows that there is an NFA accepting \( L \), whence \( L \) is regular. Finally, observe that a one-call TRS is always tail-recursive (by relating all defined symbols in the weak component of the ordering), and that Lemma 41 shows that any language accepted by a tail-recursive monadic, cons-free constructor TRS is also accepted by a one-call monadic, cons-free constructor TRS.

**7 Conclusion and future work**

While we have characterized the original 4 language classes in the Chomsky hierarchy, it is clear that similar characterizations should exist for other classes, e.g., the visibly pushdown languages [1], or for deterministic context-free languages (where it is natural to conjecture that non-overlapping (strongly) cons-free constructor TRSs suffice). However, the proofs of the correspondences asserted in this paper followed from intuition about the (set of) stacks maintained by the restricted computational models traditionally used to characterize the classes; it is unclear whether this intuition can be used for more esoteric classes of languages.

On a different note, while the restriction to monadic systems plays well with the Chomsky hierarchy, it seems to be less amenable to characterizations of the usual complexity classes of interest in implicit complexity theory, e.g. PTIME, and it would be interesting to find natural constraints on monadic systems that allowed characterization of these classes in a liberal rewriting setting (i.e., no typing beyond what is strictly necessary, and with no restrictions on the evaluation order).
Finally, it should be investigated whether strong cons-freeness can be relaxed to more lenient versions of cons-freeness, but for the reasons noted in the paper, this may not give as short and clean a characterization as for strongly cons-free systems.
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1 Introduction

In 1937 ([2]) Church formulated lambda calculus as a semigroup. His ideas were pursued by Curry and Feys ([3]), and later by Bohm (Barendregt [1, 532]) and Dezani ([4]). If lambda terms in some way represent functions, then such a presentation based on composition is a quite natural complement to the presentation based on application. Of course, it is widely held that lambda calculus, therefore this semigroup, is an important part of the foundation of functional programming.

In 1968 Peter Neumann [6] introduced the notion of an sq-universal group. Many results in classical group theory can be interpreted as saying that a particular group (or class of groups) is sq-universal. The notion of sq-universal makes perfectly good sense for semigroups as well as groups. A countable semigroup $O$ is sq-universal if every countable semigroup is a subsemigroup of a homomorphic image (quotient) of $O$ (“sq” stands for “sub ... of quotient ...”).

We shall show that Church’s semigroup is sq-universal. We shall also characterize lambda theories as special kinds of quotients of the semigroup (there are quotients which do not correspond to lambda theories) at least when $I = 1$ (eta).

2 Church’s semigroup

Some notation will be useful. We adopt for the most part the notation and terminology of [1].

$I := \lambda x. x$
$1 := \lambda xy. xy$
$B := \lambda xyz. x(yz)$
$K := \lambda xy. x$
$C := \lambda xyz. xzy.$

$\sim :=$ beta conversion
$\rightarrow :=$ beta reduction
$\rightarrow^* :=$ beta reduction multistep.

Both Church and Curry observed that the combinators form a semigroup under multiplication $B$ and beta conversion. The same is true for addition $\lambda yuv. xu(yuv)$ and beta conversion. Since these satisfy the right distributive law

$((\lambda yz. x(yz))(\lambda yuv. xu(yuv)))ab \sim ((\lambda yuv. xu(yuv))(\lambda yz. x(yz))ac)(((\lambda yz. x(yz))bc)$

they form a near semiring.
Many years ago I noticed a generalization of this near semiring structure to a hierarchy of semigroups. Define
\[ A_n := \lambda x y u_1 \cdots u_n v. x u_1 \cdots u_n (y u_1 \cdots u_n v) \]
so \( A_0 := B \) and \( A_1 \) is Church’s addition. Then combinators form a semigroup with multiplication \( A_n \) with beta conversion. Again the right distributive law holds. More precisely we have
\[
\begin{align*}
\text{(associativity)} & \quad A_m(A_n xy) \sim A_0(A_n x)(A_n y) \quad \text{if } m = n, \\
\text{(distributivity)} & \quad A_m(A_n xy) \sim A_{n+1}(A_m x)(A_m y) \quad \text{if } m < n.
\end{align*}
\]
and in addition,
\[
\begin{align*}
\text{(i)} & \quad A_m x \sim A_{m+1}(K x) I \\
\text{(ii)} & \quad K(A_m xy) \sim A_{m+1}(K x)(K y).
\end{align*}
\]

Let \( O_n \) be the semigroup of all combinators with multiplication \( A_n \). Let \( J = \lambda x. x I \) (\( J \) is usually written \( C^{**} \)). Now we adopt the infix notation \( * \) for the prefixing of \( B \).
\[
\begin{align*}
\text{(iii)} & \quad J * K \sim I \\
\text{(iv)} & \quad J(A_{m+1} xy) \sim A_m(J x)(J y).
\end{align*}
\]

## Homomorphisms

A homomorphism \( h \) of \( O_n \) induces a congruence relation \( H \) defined by \( M H N \) if \( h(M) = h(N) \). Here we identify \( h \) with the map that takes \( M \) to its congruence class \( \{ N \mid M H N \} \), so \( h \) is a set valued map.

▶ **Example 1.** \( h(M) := BM \) defines a homomorphism of \( O_0 \).

▶ **Definition 2.** \( h \) is said to be “entire” if
\[
\begin{align*}
\text{(a)} & \quad h(K M) = K(h(M)) \\
\text{(b)} & \quad h(J M) \text{ contains } J(h(M)) \\
\text{(c)} & \quad h(1 M) = h(M)
\end{align*}
\]

▶ **Example 3.** \( h(M) := \) the beta-eta congruence class of \( M \) is entire. For, if \( K M \) beta-eta converts to \( N \) there exists \( P \) s.t. \( N \) beta converts to \( K P \). This follows from Church-Rosser and eta postponement.

Now if \( h \) is an entire homomorphism for \( O_n \) then \( h \) is a homomorphism for every \( O_m \) with \( m < n \), for we have
\[
\begin{align*}
K(h(A_{n-1} xy)) & \sim \\
h(K(A_{n-1} xy)) & \sim \\
h(A_n(K x)(K y)) & \sim \\
A_n(h(K x))(h(K y)) & \sim \\
A_n(K(h(x)))(K(h(y))) & \sim \\
K(A_{n-1}(h(x))(h(y))) & \\
\end{align*}
\]
so by (iii) \( h(A_{n-1} xy) \sim A_{n-1}(h(x))(h(y)) \).
Lambda theories are defined as in [1] 4.1.1. Each lambda theory $T$ over beta conversion induces a homomorphism for each $O_n$ where $H$ is defined by $M H N$ if $T \vdash M = N$. Each lambda theory $T$ over beta-eta conversion induces an entire homomorphism for each $O_n$ where $H$ is defined by $M H N$ if $T \vdash M = N$. Now there are $O_0$ homomorphisms which are not induced by theories. For example, the Rees factor monoid induced by the ideal $\{K M \mid \text{all } M\}$. However we shall show that this is essentially the only example.

$\blacktriangleright$ **Theorem 4.** Let $h$ be an entire homomorphism for $O_1$. Then $T = \{M = N \mid M H N\}$ is closed under logical consequence over beta conversion.

**Proof.** We suppose that $T \vdash M = N$ over beta conversion. For what follows we will use a theorem of Jacopini [5] in the form exposited and marginally improved in [8].

By Jacopini’s theorem, there exist $M_i = N_i$ in $T$ for $i = 1, \ldots, n$ and closed terms $P_1, \ldots, P_n$ such that

$$
\begin{align*}
M & \sim P_1 M_1 N_1 \\
P_1 N_1 M_1 & \sim P_2 M_2 N_2 \\
P_2 N_2 M_2 & \sim P_3 M_3 N_3 \\
& \vdots \\
P_n N_n M_n & \sim N.
\end{align*}
$$

Thus by Church’s theorem ([1, 531]), which uses eta in one spot,

$$
\begin{align*}
M H CIN_1 & \ast CIM_1 \ast CIP_1 \ast B \ast B \ast CI \\
CIM_1 & \ast CIN_1 \ast CIP_1 \ast B \ast B \ast CI \ H CIN_2 \ast CIM_2 \ast CIP_2 \ast B \ast B \ast CI \\
CIM_2 & \ast CIN_2 \ast CIP_2 \ast B \ast B \ast CI \ H CIN_3 \ast CIM_3 \ast CIP_3 \ast B \ast B \ast CI \\
& \vdots \\
CIM_n & \ast CIN_n \ast CIP_n \ast B \ast B \ast CI \ H N.
\end{align*}
$$

Now let us write $\#$ for $A_1$ infixed. We have

$$
\begin{align*}
KM H K(CIN_1) & \# K(CIM_1) \# K(CIP_1) \# KB \# KB \# K(CI) \\
K(CIM_1) & \# K(CIN_1) \# K(CIP_1) \# KB \# KB \# K(CI) \ H \\
K(CIN_1) & \# K(CIM_1) \# K(CIP_1) \# KB \# KB \# K(CI) \\
K(CIM_2) & \# K(CIN_2) \# K(CIP_2) \# KB \# KB \# K(CI) \ H \\
K(CIN_2) & \# K(CIM_2) \# K(CIP_2) \# KB \# KB \# K(CI) \\
& \vdots \\
K(CIM_n) & \# K(CIN_n) \# K(CIP_n) \# KB \# KB \# K(CI) \ H KN
\end{align*}
$$

by (ii). Now $K(CI x) \sim CI \ast K x$ so since $h$ is entire

$$
h(K(CIM_i)) = h(K(CIN_i)) \quad \text{for } i = 1, \ldots, n.
$$

Thus, since $h$ is a $\#$ homomorphism, $h(KM) = h(KN)$. But $h$ is entire so $h(M) = h(N)$.  

$\blacktriangleright$ **Corollary 5.** Let $h$ be an entire homomorphism for $O_1$. Then $T = \{M = N \mid M H N\}$ is closed under logical consequence over beta-eta conversion.

$\blacktriangleright$ **Corollary 6.** If $h$ is an entire homomorphism for $O_1$ then it is an entire homomorphism for all $O_n$. 

---
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Definition 7. A set $ of order zero lambda-I terms is said to be independent if for every member $ of $ no beta reduct of $ contains a beta reduct of any member of $ as a proper subterm.

Example 8. The set of terms $(\lambda x.xx)(\lambda x.xx)N$, where $N$ is a non-zero Church numeral is independent.

Curiously, independent sets must exist for recursion theoretic reasons.

Lemma 9. There must be an infinite independent set.

Proof. We construct an increasing sequence of finite independent sets by induction.

Basis: $\{(\lambda x.xx)(\lambda x.xx)\}$ is independent.

Induction step; we suppose that $ is a finite independent set. Now the following sets of lambda-I terms are RE and closed under beta reduction

(i) the set of combinators with positive order
(ii) the set of combinators $M$ s.t. there is a beta reduct of a member of $ \cup \{M\}$ which is a proper subterm of a beta reduct of $M$.

In addition, both of these sets have non-empty complements. Thus by Visser’s theorem (as modified in [7] and adapted to lambda-I) the intersection of the complements of these two sets is infinite (modulo beta-conversion). Thus one element can be added to $.$

Definition 10. The $B$ polynomials over $ are defined as follows. Any variable or member of $ is a $B$ polynomial. If $F$ and $G$ are $B$ polynomials then so is $F * G$.

Lemma 11. Let $ be an independent set. Let $P, P_1, \ldots, P_k$ be products of the members of $$. Then if $P \sim MP_1 \cdots P_k$ there exists a $B$ polynomial $F(x_1, \ldots, x_k)$ over $$ s.t. $Mx_1 \cdots x_k \sim F(x_1, \ldots, x_k)$.

Proof. Wlog we can assume that $P = \lambda x.J_1(\cdots (J_lx) \cdots)$ for the $J_i$ members of $$. When $l = 1$ then $P = J_1$. When $l = 1$ consider a standard reduction of $MP_1 \cdots P_k$ to $P$. Now if one of the $P_j$ comes to the head of the head reduction part of the standard reduction we have

$P_j \rightarrow J_1$

and $Mx_1 \cdots x_k \rightarrow x_j$. Otherwise since the members of $$$ are independent $Mx_1 \cdots x_k \rightarrow J_1$.

Let $l > 1$, and let

$MP_1 \cdots P_k \rightarrow \lambda x.J_1(\cdots (J_lx) \cdots)$

by a standard beta reduction. Now if one of the $P_j$ comes to the head of the head reduction part let @ be the substitution $[P_1/x_1, \ldots, P_k/x_k]$. We have for some $X$, $P_j = \lambda x.J_1(\cdots (J_mx) \cdots)$ or $J_1$

$\lambda x. P_j(@ X) \rightarrow P$

$(\lambda x_1 \cdots x_k x. X)P_1 \cdots P_k \rightarrow \lambda x. J_{m+1}(\cdots (J_lx) \cdots)$.

In this case the proposition follows by induction on $l$. If no $P_j$ comes to the head then at the end of the head reduction we have a term

$\lambda x. @((\lambda y.Y)Y_1 \cdots Y_m)$
which reduces to \( P \) by internal reductions. Thus \( m = 2 \) and \( \circ((\lambda y.Y)Y_1) \Rightarrow J_1 \) by internal reductions, and

\[
(\lambda x_1 \cdots x_k x. Y_2)P_1 \cdots P_k \Rightarrow \lambda x. \, J_2 (\cdots (J_{i} x) \cdots )
\]

Since the \( J_i \) are independent \( (\lambda y.Y)Y_1 \Rightarrow J_1 \) and the case follows by induction.

Now if \( T \) is any set of equations between products of members of the independent set \( S \) then the lambda theory generated by \( T \) is certainly consistent since all these terms are unsolvable. Now these equations can be thought of as the presentation of a semigroup on the alphabet \( S \). If \( P = Q \) is an equation between products of members of \( S \) then we may have \( T \vdash P = Q \) where \( T \) is a lambda calculus theory, or \( T \vdash P = Q \) where \( T \) is thought of as the presentation of a semigroup. It will be convenient to use the terminology \( T \models P = Q \) for the semigroup case. Clearly if \( T \models P = Q \) then \( T \vdash P = Q \).

\[\blacktriangleright\] \textbf{Lemma 12.} If \( T \vdash P = Q \) then \( T \models P = Q \).

\textbf{Proof.} Suppose that \( T \vdash P = Q \). By Jacopini’s theorem ([5]) there exist \( M_1, \ldots, M_m \), and \( P_1 = Q_1, \ldots, P_m = Q_m \) in \( T \) s.t.

\[
P \sim M_1 P_1 Q_1 \\
M_1 Q_1 P_1 \sim M_2 P_2 Q_2 \\
M_2 Q_2 P_2 \sim M_3 P_3 Q_3 \\
\vdots \\
M_m Q_m P_m \sim Q,
\]

The proof is by induction on \( m \). Wlog we can assume that \( P = \lambda x. \, J_1 (\cdots (J_{l} x) \cdots ) \). By lemma 11 there exists a \( B \) polynomial \( F(x_1, x_2) \) over \( S \) s.t.

\[
M_1 x_1 x_2 \sim F(x_1, x_2)
\]

so

\[
P \sim F(P_1, Q_1) \\
T \vdash P = F(P_1, Q_1) \\
T \vdash P = F(Q_1, P_1) \\
F(Q_1, P_1) \sim M_2 P_2 Q_2
\]

and we can apply the induction hypothesis to

\[
F(Q_1, P_1) \sim M_2 P_2 Q_2 \\
M_2 Q_2 P_2 \sim M_3 P_3 Q_3 \\
\vdots \\
M_m Q_m P_m \sim Q.
\]

\[\blacktriangleright\] \textbf{Theorem 13.} \( O_0 \) is sq-universal.

\textbf{Proof.} Suppose that the countable semigroup \( S \) is given. We take a set of generators and a presentation of \( S \) on these generators. Using lemma 9, we construct an independent set, which we identify with these generators, and we construct a lambda theory \( T \), which encodes the presentation of \( S \). By lemma 12 \( T \vdash P = Q \) if and only if \( P = Q \) is true in \( S \). But by section 2 there is a homomorphism \( h \) of \( O_0 \) s.t. \( T \vdash P = Q \) if and only if \( h(P) = h(Q) \). \[\blacktriangleright\]
Church’s Semigroup Is Sq-Universal
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Abstract
The quest for a fully abstract model of the call-by-value $\lambda$-calculus remains crucial in programming language theory, and constitutes an ongoing line of research. While a model enjoying this property has not been found yet, this interesting problem acts as a powerful motivation for investigating classes of models, studying the associated theories and capturing operational properties semantically.

We study a relational model presented as a relevant intersection type system, where intersection is in general non-idempotent, except for an idempotent element that is injected in the system. This model is adequate, equates many $\lambda$-terms that are indeed equivalent in the maximal observational theory, and satisfies an Approximation Theorem w.r.t. a system of approximants representing finite pieces of call-by-value Böhm trees. We show that these tools can be used for characterizing the most significant properties of the calculus – namely valuability, potential valuability and solvability – both semantically, through the notion of approximants, and logically, by means of the type assignment system. We mainly focus on the characterizations of solvability, as they constitute an original result. Finally, we prove the decidability of the inhabitation problem for our type system by exhibiting a non-deterministic algorithm, which is proven sound, correct and terminating.
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Introduction
Despite the fact that the call-by-value (CbV) $\lambda$-calculus has been introduced by Plotkin several decades ago [22], the problem of finding a denotational model satisfactorily reflecting its operational semantics is not completely solved, yet. While a plethora of adequate models has been constructed, e.g., in the Scott continuous and stable semantics [13, 23, 18], none enjoys completeness and it is therefore fully abstract. Similarly, the theory of program approximations for the CbV $\lambda$-calculus remained for a longtime rather involuted compared to the one developed in the call-by-name (CbN) setting (see [5, Ch. 14]). As an example, in [26] the authors show that the continuous model built in [13] does satisfy an Approximation Theorem, but the considered notion of approximant turns out to be too weak for capturing any interesting operational property. The main problem one encounters when approximating CbV reductions is that certain redexes remain stuck along reductions for silly reasons, thus preventing the creation of other redexes and leading to premature CbV normal forms (see [2]). A possible solution has been proposed in [10] by introducing permutation reductions that allow to unblock such redexes without altering fundamental operational properties of the
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calculus, like the capability of a program of reducing to a value or the notion of solvability (as shown in [17]). This breakthrough has renewed the interest in the CbV λ-calculus within the scientific community and led to a wealth of original results [2, 17, 3, 20, 19].

Inspired by the relational semantics of Linear Logic [15] and exploiting Girard’s “boring” translation of intuitionistic arrow in linear logic, sending $A \rightarrow B$ into $!(A \multimap B)$, Ehrhard introduced a class of relational models for CbV λ-calculus [14]. Like filter models correspond to intersection type systems under the celebrated Stone duality [1], also relational models can be nicely presented in a similar fashion [25], except for the fact that the intersection becomes a non-idempotent operator. Thus, the type $\alpha_1 \land \cdots \land \alpha_n$ can be seen as a multiset $[\alpha_1, \ldots, \alpha_n]$. The advantage of counting the multiplicities is that it allows to expose quantitative properties of programs, e.g., by extracting a bound to their head reduction sequences [12]. The disadvantage of using relational models is that they are extremely poor in terms of representable theories. In the CbN setting, it is clear from [7] that all non-extensional relational graph models induce the same theory, and we have reasons to believe that the same holds for the class of CbV models from [14]. Therefore, in order to obtain different theories, one needs to substantially modify the construction of the model. Now, in coherent spaces, it is possible construct CbV models by performing a “lifting” that injects a new point $\star$ (coherent with all existing points) [18], leading to a solution of the domain equation $D \models D \rightarrow s \ D \uplus \{\star\}$, where $[\cdot \rightarrow s \cdot]$ denotes the domain of stable functions [6]. Mimicking this construction in the relational semantics, a new class of relational models for the CbV λ-calculus was introduced in [20]. The main difference is that, in the associated type assignment systems, the intersection is still non-idempotent except for an idempotent element [ ], which is available at will and can be used to type any value in the empty environment. The authors show that all models in this class satisfy adequacy, a property they share with Ehrhard’s relational models, but induce different theories. More precisely, they equate many λ-terms that are indeed equal in the maximal observational equivalence, whence the induced theory is closer to full abstraction. A notable example is given by the λ-terms $(\lambda x.x x) M$ and $MM$ that are observationally indistinguishable – even when $M$ is not a value – but have distinct interpretations in Ehrhard’s models [16]. Moreover it has been proved that all models in this class enjoy an Approximation Theorem.

In this paper we study a particular relational model $M$ living in the class of [20], corresponding to a relevant intersection type system having countably many atoms and no additional equivalences among types (in particular, atoms are not equivalent to arrow types). We show that the model $M$ satisfies an Approximation Theorem with respect to a refined notion of syntactic approximants, that take permutation rules into account and were successfully applied in [19] to introduce a CbV notion of Böhm trees. By exploiting the resource consciousness of the model, we are able to provide an easy inductive proof of this result (Theorem 23) and avoid the impredicative techniques based on reducibility candidates that are needed in the continuous and stable semantics (see, e.g., [4, Ch. 17] or [26, Thm. 11.1.19]). As a consequence of the Approximation Theorem we derive that the model $M$ equates all λ-terms having the same CbV Böhm tree. The fact that $M$ is sensitive to the amount of resources needed by a λ-term during its execution still breaks the full abstraction property (a counter-example is given in [20]).

Despite the lack of full abstraction, we show that the model $M$ and the associated system of approximants allow to characterize nicely operational properties like valuability, potential valuability, and solvability. A λ-term is (potentially) valuable if it reduces to a value (under suitable substitutions), and solvable if it is capable of generating a completely defined result, like the identity, when plugged in a suitable context. The notion of solvability, inherited from
the CbN $\lambda$-calculus, is particularly interesting since it identifies the “meaningful” programs. In CbN, solvability has been characterized operationally (via head reduction), logically (through typability) and semantically (by building models assigning non-trivial interpretations to solvable terms exclusively). The model $M$ provides a logical and semantic characterization of CbV solvability. On the logical side, we show that a $\lambda$-term is solvable if and only if it is typable in $M$ with types that are “proper”, in the sense of Definition 31. On the semantic side, we prove that all solvables admit approximants having a particular shape. Both the logical and semantic characterizations are presented in Theorem 36 and, as a consequence, we obtain that $M$ is not sensible, but semi-sensible. This means that the model is “meaningful” since it does not equate all unsolvables, but neither equates a solvable to an unsolvable.

Finally, since the model $M$ is presented as an intersection type system, it feels natural to wonder whether the type inhabitation problem is decidable.

The Inhabitation Problem (IHP): Given any type environment $\Gamma$ and any type $\alpha$, is there a $\lambda$-term $M$ having type $\alpha$ in $\Gamma$?

Since Urzyczyn’s work [27], it is known that IHP is undecidable for the CbN (idempotent) intersection type system presented in [11]. Van Bakel subsequently simplified the system using strict types [29], where intersection is only allowed on the left-hand side of an arrow, while maintaining the undecidability of inhabitation – even in its “relevant” version where type environments only contain the consumed premises (Urzyczyn’s proof extends easily [28]). On the one hand, this shows that the decidability of inhabitation is not strictly connected with the relevance of the system, on the other hand IHP has been proven decidable for several non-idempotent intersection type systems [9]. In Section 4, we describe a non-deterministic algorithm taking an environment $\Gamma$ and a type $\alpha$ as inputs, and generating as output all minimal approximants having type $\alpha$ in $\Gamma$. First, we show that the algorithm is terminating (Theorem 46), a result only possible because there are finitely many approximants satisfying the above criteria. Then we demonstrate the soundness and completeness properties of the algorithm (Theorem 48), from which the decidability of IHP in this setting follows. Although our inhabitation algorithm is clearly inspired by [9], the adaptation is non-trivial for two reasons: the presence in the CbV setting of normal inhabitants having the shape $(\lambda x. M)N$ of a $\beta$-redex, and the presence of an idempotent element in the type assignment system.

Some related works

Despite the existence of several models of the CbV $\lambda$-calculus, their theories have rarely been explored. An exception is [26], where the theory of the model from [13] has been extensively studied. A semantic characterization of solvability is given, but not completely satisfactory because of the weak notion of approximation employed. The first logical characterization of CbV solvability is in [21], through a particular class of (idempotent) intersection types – it is, in some sense, similar to ours, but it is not based on a semantic model. Two known attempts at characterizing this notion from an operational point of view are [21, 10], both based on ad hoc reduction rules that are however unsound for CbV semantics. This suggests that CbV languages still lack a satisfactory rewriting theory.

1 Preliminaries

For the syntax of $\lambda$-calculus we mainly follow Barendregt’s first book [5], for its call-by-value version [26], and for its extension with permutation rules [10].
We consider fixed a countable set \( \mathbb{V} \) of variables. The set \( \Lambda \) of \( \lambda \)-terms and the set \( \text{Val} \) of values are defined inductively via the following grammar (where \( x \in \mathbb{V} \)):

\[
\begin{align*}
(\Lambda) & \quad M, N ::= MN \mid V \\
(\text{Val}) & \quad V, U ::= x \mid \lambda x.M
\end{align*}
\]

Application is represented as juxtaposition. As usual, we assume that it associates to the left and has higher-precedence than abstraction. Given \( M \in \Lambda \), we shorten \( \lambda x_1.(\cdots(\lambda x_k.M)\cdots) \) as \( \lambda x_1 \cdots x_k.M \) or even as \( \lambda \vec{x}.M \). For example, \( \lambda x y z.x y z \) stands for \( \lambda x.(\lambda y.(\lambda z.(x y z))) \).

Given \( N_1, \ldots, N_n \in \Lambda \), we write \( M N_1 \cdots N_n \) for \( MN_1 \cdots N_n \) (\( k \)-times).

The set \( \text{FV}(M) \) of free variables of \( M \) and \( \alpha \)-conversion are defined as usual [5, §2.1]. We say that a \( \lambda \)-term \( M \) is closed, or a combinator, whenever \( \text{FV}(M) = \emptyset \). We denote by \( \Lambda^* \) the set of all combinators. From now on, \( \lambda \)-terms are considered up to \( \alpha \)-conversion.

Concerning specific combinators, we fix the following notations (for \( n \in \mathbb{N} \)):

\[
\begin{align*}
K & = \lambda x y.x & \Delta & = \lambda x x. & \Omega & = \Delta \Delta, & P_n & = \lambda x_0 \ldots x_n.x_n, \\
B & = \lambda f g x.f(g x) & K^* & = Z K, & Z & = \lambda f.(\lambda y.f(\lambda z.y z))(\lambda y.f(\lambda z.y y)),
\end{align*}
\]

where \( K \) is the first projection, \( \Delta \) the self-application, \( \Omega \) the paradigmatic looping combinator, \( P_n \) erases \( n \) arguments, \( B \) is the composition, \( K^* \) an ogre and \( Z \) a CbV recursion operator.

Notice that \( P_0 = \lambda x_0.0 \) is the identity, therefore we also use \( I \) as an alternative notation.

**Definition 1.** On \( \Lambda \), we define the following notions of reduction (for \( V \in \text{Val} \)):

\[
\begin{align*}
(\beta_0) & \quad (\lambda x.M)V \quad \rightarrow \quad M[V/x], \quad \text{where } [V/x] \text{ denotes capture-free substitution,} \\
(\sigma_1) & \quad ((\lambda x.M)N)P \quad \rightarrow \quad (\lambda x.MP)N, \quad \text{with } x \notin \text{FV}(P), \\
(\sigma_3) & \quad V((\lambda x.M)N) \quad \rightarrow \quad (\lambda x.VM)N, \quad \text{with } x \notin \text{FV}(V).
\end{align*}
\]

We also define \( (\sigma) = (\sigma_1) \cup (\sigma_3) \) and \( (\nu) = (\beta_0) \cup (\sigma) \). Each \( R \in \{ \beta_0, \sigma_1, \sigma_3, \sigma, \nu \} \) induces a one-step (resp. multi-steps) reduction relation \( \rightarrow_R \) (\( \rightarrow_R \)). We say that \( M \) is in \( R \)-normal form (\( R \)-nf, for short) if there is no \( N \in \Lambda \) such that \( M \rightarrow_R N \). We say that \( M \) has an \( R \)-nf if \( M \rightarrow_R N \) for some \( \lambda \)-term \( N \) in \( R \)-nf.

**Fact 2.** The set \( \text{Val} \) is closed under substitutions \( \vartheta : \mathbb{V} \rightarrow \text{Val} \) and \( \nu \)-reductions.

Plotkin’s original formulation of the CbV \( \lambda \)-calculus only considers the \( \beta_0 \)-reduction [22]. The permutation rules \( (\sigma) \), introduced by Regnier in the CbN setting [24], have been extended by Carraro and Guerrieri to CbV in [10], where the following properties are shown.

**Proposition 3.**

(i) The reduction \( \rightarrow_\sigma \) is strongly normalizing. More precisely, there exists a measure \( s : \Lambda \rightarrow \mathbb{N} \) such that \( M \rightarrow_\sigma N \) entails \( s(N) < s(M) \).

(ii) The reduction \( \rightarrow_\nu \) is confluent. In particular, the \( \nu \)-nf of \( M \in \Lambda \) (if any) is unique.

**Example 4.**

(i) \( \Omega \rightarrow_\beta_0 \Omega, \lambda x.\Omega \rightarrow_\beta_0 \lambda x.\Omega \) and \( Ix \rightarrow_\beta_0 x \), while \( I(xy) \) is a \( \nu \)-nf.

(ii) \( (\lambda y.\Delta)(xI) \) is a \( \beta_0 \)-nf, but \( (\lambda y.\Delta)(xI) \rightarrow_\sigma_1 (\lambda y.\Omega)(xI) \rightarrow_\beta_0 (\lambda y.\Omega)(xI) \rightarrow_\nu \cdots \).

(iii) \( I(\Delta(xx)) \) is a \( \beta_0 \)-nf, but contains a \( \sigma_2 \)-redex, indeed \( I(\Delta(xx)) \rightarrow_\sigma_1 (\lambda z.\I(zz))(xx) \).

(iv) \( Z \) is called a recursion operator since \( ZV = \beta_0 V(xz.\I(xV)x) \), for all \( V \in \text{Val} \) and \( x \) fresh.

(v) \( K^* = K(\lambda y K^*) = \lambda x_0 x_1.K^* x_1 = \lambda x_0 x_1 x_2.K^* x_2 = \cdots = \lambda x_0 \cdots x_n.K^* x_n \).

(vi) For all \( \vec{V} \in \text{Val} \), we have \( K^* \vec{V} = \nu K^* \) and \( P_n \vec{V}_1 \cdots \vec{V}_m \rightarrow_\nu P_{n-m} \) provided \( n \geq m \).
Lambda terms are classified into valuable, potentially valuable, solvable or unsolvable depending on their behavior and their capability of interaction with the environment.

**Definition 5.** A \( \lambda \)-term \( M \) is called:

(i) valuable if it reduces to a value, namely \( M \rightarrow^v V \) for some \( V \in \text{Val} \).
(ii) potentially valuable if there exists a substitution \( \vartheta : \mathcal{V} \rightarrow \text{Val} \) such that \( M^{\vartheta} \) is valuable.
(iii) solvable if there exist sequences \( \vec{x}, \vec{V} \in \text{Val} \) such that \( (\lambda \vec{x}. M) \vec{V} \rightarrow^v \mathbf{I} \).
(iv) unsolvable, if it is not solvable.

Notice that the notions of solvability and valuability are both stronger than potential valuability, but orthogonal with each other. We provide some discriminating examples.

**Example 6.**

(i) \( I, \Delta, P, \Delta(\Pi), P_1(\lambda x. \Omega) \) are (potentially) valuable and solvable.
(ii) \( P_1x(\lambda x. \Omega), xyI \Delta \) and \( \Delta(xy) \) are not valuable, but potentially valuable and solvable.
(iii) \( \lambda x. \Omega, ZB \) and \( K^* \) are valuable, but unsolvable. The term \( K^* \) is called an ogre because of its capability of eating any \( \vec{V} \) while remaining valuable: \( K^* \vec{V} \rightarrow^v \lambda x. M \in \text{Val} \).
(iv) \( \Omega, \Omega(xy), (\lambda y. \Delta) (xI) \Delta, \Omega, ZI \) are not potentially valuable nor solvable. The same holds for \( YM \), where \( Y \) is a CbN fixed point operator and \( M \) is a \( \lambda \)-term.

**Remark 7.** The original definitions of valuability, potential valuability and solvability are given in terms of \( \beta_k \)-reduction (see [22] and [26], respectively). In [10] and [17], it is shown that all these notions are preserved when considering the extended \( \nu \)-reduction. In particular, for all \( \lambda \)-terms \( M \), we have that \( M \rightarrow^v \mathbf{I} \) holds exactly when \( M \rightarrow^\nu \mathbf{I} \) does.

**Property 8.** If \( M = (\lambda x_1 \ldots x_k. P)N_1 \cdots N_n \rightarrow^v \mathbf{I} \) then each \( N_i \) is valuable, say \( N_i \rightarrow^v V_i \). Moreover, we must have \( k \leq n + 1 \).

**Proof.** By the above remark, \( M \rightarrow^v \mathbf{I} \) entails \( M \rightarrow^\beta_\nu \mathbf{I} \). Therefore, \( k > n + 1 \) would imply \( M \rightarrow^\beta_\nu (\lambda \vec{x}. P) \vec{V} \rightarrow^\beta_\nu \lambda \vec{x}_{n+1} \ldots x_k. P' \neq^\beta_\nu \mathbf{I} \). \( \Box \)

For the model theory of CbV \( \lambda \)-calculus, we refer to [26]. Every model \( S \) comes equipped with an interpretation map \([-\]) that allows to compute the denotation \( [M] \) of \( M \in \Lambda \). We say that \( S \) equates \( M, N \in \Lambda \) whenever \( [M] = [N] \). The least requirement for a model \( S \) is that it equates all \( \beta \)-convertible \( \lambda \)-terms (soundness). A model \( S \) is called consistent if it does not equate all \( \lambda \)-terms; inconsistent if it is not consistent; sensible if it is consistent and equates all unsolvables; semi-sensible if it does not equate a solvable and an unsolvable.

# 2 A Call-by-Value Relational Model

We define a particular model \( M \) living in the class of relational models introduced in [20]. A model \( S \) in this class can be described as a type assignment system, where finite multisets of types appear at the left-hand side of an arrow. Such a model \( S \) is uniquely identified by a set \( A \) of atomic types and a congruence \( \simeq \) on types, respecting the multiset cardinalities. The model \( M \) under consideration corresponds to the relational model having countably many atoms, and the trivial congruence relation on types (namely, \( \simeq \) is the equality \( = \)).

## 2.1 The Type Assignment System \( M \)

In order to define the type assignment system \( M \), we need to introduce some basic notions and notations concerning finite multisets. Given a set \( A \), we represent a finite multiset over \( A \) as an unordered list \([\alpha_1, \ldots, \alpha_n] \), possibly with repetitions, where \( n \in \mathbb{N} \) and each \( \alpha_i \in A \).
The empty multiset will be denoted by []. We write \( \mathcal{M}_f(A) \) for the set of all finite multisets over \( A \). Given \( \sigma, \tau \in \mathcal{M}_f(A) \), we write \( \sigma + \tau \) for their multiset union. The operator + extends to the \( n \)-ary case \( \sigma_1, \ldots, \sigma_n \in \mathcal{M}_f(A) \) in the obvious way, in symbols, \( \sum_{i=1}^n \sigma_i \in \mathcal{M}_f(A) \).

**Definition 9.** Let us fix a countable set \( \mathbb{A} = \{a, b, c, \ldots\} \) of constants called atomic types.

(i) The set \( \mathbb{T} \) of types over \( \mathbb{A} \) and the set \( \mathbb{T}' \) of multiset types are defined by (for \( n \geq 0 \)):

\[
\begin{align*}
(T) & \quad \alpha, \beta : \sqcup \mid \sigma \rightarrow \alpha \\
(T') & \quad \sigma, \tau, \rho : \sqcup [\alpha_1, \ldots, \alpha_n] \quad \text{with } \alpha_i \neq [] \quad \text{for all } i (1 \leq i \leq n).
\end{align*}
\]

The arrow is right associative, i.e., \( \alpha_1 \rightarrow \cdots \rightarrow \alpha_n \rightarrow \alpha = (\alpha_1 \rightarrow (\cdots (\alpha_n \rightarrow \alpha) \cdots)) \).

(ii) Type environments are functions \( \Gamma : \mathbb{V} \rightarrow \mathbb{T}' \) having a finite domain, which is defined by \( \text{dom}(\Gamma) = \{x \mid \Gamma(x) \neq []\} \). The multiset sum is extended to type environments \( \Gamma \) and \( \Delta \) pointwisely, namely, by setting \( \Gamma + \Delta)(x) = \Gamma(x) + \Delta(x) \), for all \( x \in \mathbb{V} \).

(iii) We denote by \( x_1 : \alpha_1, \ldots, x_n : \alpha_n \) the type environment \( \Gamma \) defined by setting:

\[
\Gamma(x) = \begin{cases} 
\sigma_i, & \text{if } y = x_i \text{ for some } i \in \{1, \ldots, n\}, \\
[], & \text{otherwise}.
\end{cases}
\]

Intuitively, the multiset type \( [\alpha_1, \ldots, \alpha_n] \in \mathbb{T}' = \mathcal{M}_f(\mathbb{T} - \{[]\}) \) represents an intersection type \( \alpha_1 \land \cdots \land \alpha_n \), where \( \land \) enjoys associativity and commutativity, but not idempotency \( (\alpha \land \alpha \neq \alpha) \). The empty multiset [] belongs both to \( \mathbb{T} \) and \( \mathbb{T}' \), but with different meanings: [] \( \in \mathbb{T} \) should be thought of as a special “idempotent” type atom which is available at will; morally, [] \( \in \mathbb{T}' \) is a multiset only containing an indeterminate amount of atoms [] \( \in \mathbb{T} \).

**Definition 10.**

(i) A typing judgement has shape \( \Gamma \vdash M : \xi \), where \( \Gamma \) is an environment, \( M \in \Lambda \) and \( \xi \in \mathbb{T} \cup \mathbb{T}' \). The inference rules of the type system \( \mathcal{M} \) are given in Figure 1.

(ii) We write \( \Pi \triangleright \Gamma \vdash M : \xi \) to indicate that \( \Pi \) is a derivation of \( \Gamma \vdash M : \xi \). Hereafter, when writing \( \Gamma \vdash M : \xi \), we assume that \( \Pi \triangleright \Gamma \vdash M : \xi \) holds for some derivation \( \Pi \).

The rules (var), (lam) and (app) are self-explanatory. In case \( x \notin \text{FV}(M) \), the rule (lam) assigns \( \lambda x.M \) the type [] \( \rightarrow \alpha \) in the environment \( \Gamma \). The rule (val0) can be used to type every value with [] in the empty environment. The rule (val>0) allows to collect several types of \( M \) into a non-empty multiset type, by adding the corresponding environments together. The type system is relevant in the sense that \( \Gamma \vdash M : \alpha \) entails \( \text{dom}(\Gamma) \subseteq \text{FV}(M) \).

**Example 11.** The following is a derivation \( \Pi \) in system \( \mathcal{M} \) (setting \( \Gamma = f : [a, a] \rightarrow a \)):

\[
\begin{align*}
& x : [\ ] \vdash x : [a] \quad x : [\ ] \vdash y : [b] \\
& x : [a] \vdash x : [a] \quad x : [b] \vdash y : [b] \\
& \Gamma \vdash f : [a, a] \rightarrow a \\
& \Gamma + x : [\ ] \vdash a, [b] \vdash a, y : [b] \vdash xy : [a, a] \\
& \Gamma + x : [\ ] \vdash a, [b] \vdash a, y : [b] \vdash f(xy) : a
\end{align*}
\]

Other derivable typing judgements are \( \vdash \text{I} : [a] \rightarrow a, \vdash \text{Ix} : [\ ] \) and \( x : [a] \vdash (\lambda y.x)x : a \).
Through the rule (val₀), it is possible to assign the type [] to a value V without inspecting its shape and typing its subterms\(^1\) – we say that such a V is not fully typed. Similarly, in a derivation of \(\Gamma \vdash M : \alpha\), certain subterms of M might not be fully typed. E.g., in any derivation of \(x : [a] \vdash (\lambda y.x)x : a\), the former occurrence of \(x\) must be fully typed, while the latter cannot be. To identify occurrences of a subterm and formalize this intuitive property, we introduce single-hole contexts. A single-hole context \(C[\_]\) is a \(\lambda\)-term containing exactly one occurrence of a distinguished algebraic variable \(\_\), traditionally called its hole. Given a single-hole context \(C[\_]\) and \(N \in \Lambda\), we write \(C[N]\) for the \(\lambda\)-term obtained by substituting \(N\) for the occurrence of the hole \(\_\) in \(C[\_]\), possibly with capture of free variables. Every such context \(C[\_]\) uniquely identifies one occurrence of a subterm \(N\) of \(M\), as in \(M = C[N]\).

**Definition 12.** Let \(M \in \Lambda\), and \(\Pi \triangleright \Gamma \vdash M : \xi\) for some context \(\Gamma\) and \(\xi \in \mathbb{T} \cup \mathbb{T}'\).

(i) The set \(\text{fto}(\Pi)\) of fully typed occurrences of subterms of \(M\) in \(\Pi\) is the set of single-hole contexts defined by structural induction on \(\Pi\) and by cases on its last applied rule:

- \((\text{var})\) \(\text{fto}(\Pi) = \{[\_]\}\).
- \((\text{lam})\) \(\text{fto}(\Pi) = \{[\_]\} \cup \{\lambda x.C[\_] \mid C[\_] \in \text{fto}(\Pi')\}\), if \(M = \lambda x.M'\) and \(\Pi'\) is the premise of \(\Pi\).
- \((\text{app})\) \(\text{fto}(\Pi) = \{[\_]\} \cup \{(C[\_])Q \mid C[\_] \in \text{fto}(\Pi_1)\} \cup \{P(C[\_]) \mid C[\_] \in \text{fto}(\Pi_2)\}\), where \(M = PQ\) and \(\Pi_1, \Pi_2\) are the major and minor premises of \(\Pi\), respectively.
- \((\text{val})\) \(\text{fto}(\Pi) = \emptyset\).
- \((\text{val}_0)\) \(\text{fto}(\Pi) = \bigcap_{1 \leq i \leq n} \text{fto}(\Pi_i')\), where \(\Pi_i'\) are the premises of \(\Pi\).

(ii) We say that \(N\) is a typed subterm occurrence of \(M\) in \(\Pi\) if \(M = C[N]\) for \(C[\_] \in \text{fto}(\Pi)\).

(iii) On \(\Pi\), define a measure \(m(\Pi) = (\text{app}(\Pi), s(M)) \in \mathbb{N}^2\) (lexicographically ordered) where

- \(\text{app}(\Pi)\) is the number of (app) rules in \(\Pi\), and
- \(s(M)\) is the measure from Proposition 3(i), strictly decreasing along (\(\sigma\)) steps.

**Remark 13.** When the last rule of \(\Pi\) is \((\text{val}_0)\), a subterm occurrence is typed if and only if it is typed in all subjects of the premises. For example, in the derivation \(\Pi\) of Example 11, the occurrence of \(y\) in \(f(xy)\) is not fully typed since \(\text{fto}(\Pi) = \{[\_], [[xy]], f([\_]y)\}\).

**Proposition 14.** Let \(M, N \in \Lambda\) be such that \(M \rightarrow_\alpha N\), \(\Gamma\) be an environment and \(\alpha \in \mathbb{T}\).

(i) **(Weighted Subject Reduction)** If \(\Pi \triangleright \Gamma \vdash M : \alpha\) then \(\Pi' \triangleright \Gamma \vdash N : \alpha\) for some \(\Pi'\).

Moreover, if the redex occurrence contracted in \(M\) is fully typed in \(\Pi\) then \(m(\Pi') < m(\Pi)\).

(ii) **(Subject Expansion)** If \(\Gamma \vdash N : \alpha\) is derivable, then so is \(\Gamma \vdash M : \alpha\).

**Proof.** By Lemma 4.14 in [20].

From this proposition, the soundness of the model \(\mathcal{M}\) follows easily.

**Definition 15.** The interpretation of a \(\lambda\)-term \(M\) in the model \(\mathcal{M}\) is given by:

\[[M] = \{\langle \Gamma, \alpha \rangle \mid \Gamma \vdash M : \alpha\}\].

We write \(\mathcal{M} \models M = N\) whenever \(\mathcal{M} \models [M] = [N]\) holds.

**Corollary 16 (Soundness).** For \(M, N \in \Lambda\), \(M =_\alpha N\) entails \(\mathcal{M} \models M = N\).

\(^1\) This includes the case \(\vdash x : []\), although \(x\) contains itself as a subterm and it is assigned a type. This is consistent with the fact that \((\text{val}_0)\) uses the information that \(x\) is a value, without looking at its shape.
2.2 The Approximation Theory of \( \mathcal{M} \)

We now show that the model \( \mathcal{M} \) is also well-suited to model the theory of program approximation introduced in [19] for defining Call-by-Value Böhm trees. In particular, we provide a quantitative proof of the Approximation Theorem in the spirit of [7, 9, 20].

\begin{itemize}
  \item \textbf{Definition 17.}
    \begin{enumerate}
      \item Let \( \Lambda_\perp \) be the set of \( \lambda \)-terms possibly containing occurrences of a constant \( \perp \), and \( \text{Val}_\perp = \perp \cup \forall \cup \{ \lambda x. M \mid M \in \Lambda_\perp \} \subseteq \Lambda_\perp \) the set of extended values.
      \item The set \( \mathcal{A} \) of (finite) approximants is inductively defined by the grammar (for \( n \geq 0 \)):
        \[
        (\mathcal{A}) \quad \begin{array}{ll}
        A & ::= H | R \\
        H & ::= \perp | x | \lambda x. A \mid xHA_1 \cdots A_n \\
        R & ::= (\lambda x. A)(yHA_1 \cdots A_n)
        \end{array}
        \]
    \end{enumerate}
\end{itemize}

Terms of shape \( H \) are called head approximants as they remind those used for building CbN Böhm trees, while approximants of shape \( R \) are called redex-like because they look like a 3-redex. Let \( H \) (resp. \( R \)) be the set of all head (resp. redex-like) approximants.

\begin{itemize}
  \item \textbf{(iii)} Define \( \sqsubseteq_\perp \subseteq \Lambda_\perp^2 \) as the least order relation compatible with abstraction and application, and including \( \perp \sqsubseteq_\perp V \) for all \( V \in \text{Val}_\perp \). Given a set \( X \subseteq \Lambda_\perp \), we write \( \uparrow X \) if its elements are pairwise compatible, and in this case \( \bigsqcup X \) denotes their least upper bound.
  \item \textbf{(iv)} For \( M \in \Lambda \), define the set \( \mathcal{A}(M) \) of (finite) approximants of \( M \) as follows
    \[
    \mathcal{A}(M) = \{ A \in \mathcal{A} \mid \exists N \in \Lambda \cdot M \rightarrow_v N \text{ and } A \sqsubseteq_\perp N \}.
    \]
    We say that two \( \lambda \)-terms \( M, N \) have the same CbV Böhm tree when \( \mathcal{A}(M) = \mathcal{A}(N) \).
\end{itemize}

\begin{itemize}
  \item \textbf{Remark 18.}
    \begin{enumerate}
      \item Although not formally needed, one could extend the \( v \)-reduction to terms in \( \Lambda_\perp \) in the obvious way, and check that all approximants \( A \in \mathcal{A} \) are in \( v \)-normal form. The subterm of shape \( H \) in \( xHA_1 \cdots A_n \) is precisely needed to prevent a \( \sigma_3 \)-redex.
      \item The terminology “\( M \) and \( N \) have the same CbV Böhm tree” is consistent with [19], where the CbV Böhm tree of a \( \lambda \)-term \( M \) is defined as the possibly infinite tree \( \bigsqcup \mathcal{A}(M) \).
    \end{enumerate}
\end{itemize}

\begin{itemize}
  \item \textbf{Example 19.}
    \begin{enumerate}
      \item \( \mathcal{A}(\Omega) = \mathcal{A}(\Omega(xy)) = \mathcal{A}(ZI) = \emptyset \).
      \item \( \mathcal{A}(\Delta) = \{ \perp, \lambda x. \perp, \lambda x.x \} \), \( \mathcal{A}(\lambda x. \Omega) = \{ \perp \} \) and \( \mathcal{A}(\text{K}^*) = \{ \lambda x_1 \cdots x_n. \perp \mid n \geq 0 \} \).
      \item \( \mathcal{A}(Z) = \bigcup_{n \in \mathbb{N}} (\lambda f.f(\lambda z_0.f(\lambda z_1.f(\cdots (\lambda z_n.f(\perp) \cdots Z_1)Z_0) \mid \forall i. Z_i \in \{ z_i, \perp \} \cup \{ \perp \} \}.
      \item \( \mathcal{A}(ZI) = \{ \perp, \lambda f_0. \perp \} \cup \{ \lambda f_0x_0. (\cdots (\lambda f_{n-1}x_{n-1}.(\lambda f_n. \perp)(f_{n-1}X_{n-1})) \cdots ) (f_0X_0) \mid n > 0, \forall i \in \{ 1, \ldots, n \}, X_i \in \{ x_i, \perp \} \} \}.
    \end{enumerate}
\end{itemize}

\begin{itemize}
  \item \textbf{Definition 20.}
    \begin{enumerate}
      \item The rules in Figure 1 and the interpretation \( [-] \) in Definition 15 are extended to \( \Lambda_\perp \) in the obvious way. E.g., \( (\text{val}_0) \) becomes \( \vdash V : [], \) for all \( V \in \text{Val}_\perp \).
      \item We say that a derivation \( \Pi \vdash \Gamma \vdash M : \alpha \) is in typed \( v \)-normal form if, for all \( C[] \in \text{fto}(\Pi) \), \( M = C[N] \) entails \( N \) is not a \( v \)-redex.
    \end{enumerate}
\end{itemize}
(iii) A derivation \( \Pi \) induces a term \( M_{\Pi} \in \Lambda_{\perp} \) defined by induction on \( \Pi \) as follows:

- (var) \( M_{\Pi} = x \), if \( \Pi \triangleright \Gamma \vdash x : \alpha \).
- (lam) \( M_{\Pi} = \lambda x.M_{\Pi} \), if \( \Pi \triangleright \Gamma \vdash \lambda x.N : \alpha \) and \( \Pi' \) is the premise of \( \Pi \).
- (app) \( M_{\Pi} = M_{\Pi_1}M_{\Pi_2} \), where \( \Pi_1, \Pi_2 \) are the major and minor premises of \( \Pi \), respectively.
- (val_0) \( M_{\Pi} = \bot \).
- (val>_0) \( M_{\Pi} = \bigcup\{M_{\Pi_i} \mid 1 \leq i \leq n\} \), where \( (\Pi'_i)_{1 \leq i \leq n} \) are the premises of \( \Pi \).

In the case (val>_0), notice that \( \uparrow\{M_{\Pi_i} \mid 1 \leq i \leq n\} \), whence its supremum is well-defined. Whenever \( M_{\Pi} \in A \), we rather call this term \( A_{\Pi} \) to stress the fact that it is an approximant.

Intuitively, \( \Pi \triangleright \Gamma \vdash M : \alpha \) is in typed \( \nu \)-nf if no redex occurrence in \( M \) is fully typed in \( \Pi \).

**Lemma 21.**

(i) For all \( A \in A \), there exist \( \alpha \in \nabla \) and \( \Gamma \) such that \( \Gamma \vdash A : \alpha \).

(ii) For all \( A \in A \) and \( N \in \Lambda \), \( \Gamma \vdash A : \alpha \) and \( A \sqsubseteq_{\perp} N \) entail \( \Gamma \vdash N : \alpha \).

**Proof.** Both items follow by a straightforward induction on the structure of \( A \).

**Lemma 22.** If \( \Pi \triangleright \Gamma \vdash N : \alpha \) is in typed \( \nu \)-nf, then \( M_{\Pi} \in A(N) \) and \( \Gamma \vdash M_{\Pi} : \alpha \).

**Proof.** Straightforward induction on the structure of \( \Pi \).

**Theorem 23** (Approximation Theorem). Let \( M \in \Lambda \), \( \alpha \in \nabla \) and \( \Gamma \) be an environment.

\[
\Gamma \vdash M : \alpha \iff \exists A \in A(M). \Gamma \vdash A : \alpha
\]

**Proof.** (\( \Rightarrow \)) Assume \( \Gamma \vdash M : \alpha \). By weighted subject reduction (Proposition 14(ii)), \( M \to^\nu N \) for some \( N \in \Lambda \) such that there exists \( \Pi \triangleright \Gamma \vdash N : \alpha \) in typed \( \nu \)-nf. Conclude by Lemma 22.

(\( \Leftarrow \)) Assume \( \Gamma \vdash A : \alpha \) for some \( A \in A(M) \). By definition, \( M \to^\nu N \) for some \( N \) satisfying \( A \sqsubseteq_{\perp} N \). By Lemma 21(ii), \( \Gamma \vdash N : \alpha \). Conclude by subject expansion (Lemma 14(ii)).

**Corollary 24.** If \( M, N \in \Lambda \) have the same CbV Böhm trees then \( M \models M = N \).

**Proof.** Assume \( A(M) = A(N) \). By applying the Approximation Theorem 23, we get \( [M] = \bigcup_{A \in A(M)}[A] = \bigcup_{A \in A(N)}[A] = [N] \). As a consequence, we conclude \( M \models M = N \).

### 3 Characterizations of Operational Properties

We now provide two characterizations of the most significant properties of the calculus, namely valuability, potential valuability and solvability. The former is logical, through the type assignment system, the latter semantic, through the Approximation Theorem.

**Theorem 25** (Characterizations of valuability and potential valuability). Let \( M \in \Lambda \), then:

1. \( M \) is valuable \( \iff \triangleright \Gamma \vdash M : [] \iff \bot \in A(M) \).
2. \( M \) is potentially valuable \( \iff \exists \Gamma, \alpha. \Gamma \vdash M : \alpha \iff A(M) \neq \emptyset \).

**Proof.** See [20] for the logical characterizations, and [19] for the semantic ones.

To characterize solvability, we need a deeper analysis of the structure of the approximants.
**Definition 26.** The subsets $S, U \subseteq A$ are defined inductively by the grammars (for $n \geq 0$):

$$
\begin{align*}
(S) & \quad S ::= H \mid R \\
(H') & \quad x \mid \lambda x.S \mid xH A_1 \cdots A_n \\
(R') & \quad (\lambda x.S)(yH A_1 \cdots A_n)
\end{align*}
$$

$$(U) \quad U ::= \bot \mid \lambda x.U$$

Note that $\{S, U\}$ constitutes a partition of $A$, namely $A = S \cup U$ and $S \cap U = \emptyset$.

**Example 27.**

(i) $x, I, xK \perp, I(zz), \Delta(zz), K(yI \perp), (\lambda x.(I(zy)))(zy \perp) \in S$.

(ii) $\bot, \lambda x_0 \ldots x_n. \perp, (\lambda x. \perp)(zz), (\lambda x. \perp)(yII), (\lambda x. (\lambda y. \perp)(wz))(zw) \in U$.

(iii) Finally, notice that $A(\Omega), A(\Pi), A(\lambda x. \Omega), A(K^\ast) \subseteq U$.

We are going to show that the existence of an approximant $A \in A(M)$ of shape $S$ is enough to ensure the solvability of $M$. Conversely, when $M$ is unsolvable, $A(M)$ is only populated by approximants of shape $U$. We need a couple of technical lemmas.

**Lemma 28 (Substitution Lemma).** Let $M \in A$, $A(M) \neq \emptyset$ and $\bar{x} = \{x_1, \ldots, x_i\} \supseteq \text{FV}(M)$. Then, for all $j \geq 0$ large enough and $n_1, \ldots, n_i, j \geq j$, we have

$$M[P_{n_1}/x_1, \ldots, P_{n_i}/x_i] \rightarrow^\nu V, \text{ for some } V \in \text{Val} \cap \Lambda^c.$$  

Moreover, if $x_mH A_1 \cdots A_n \in A(M)$ then we can take $V = P_\ell$, for $\ell = n_m - n - 1 \geq 0$.

**Proof.** If $A \in A(M)$, then there is $N \in A$ such that $M \rightarrow^\nu N$ and $A \sqsubseteq_\perp N$. By Fact 2, setting $\vartheta = [P_{n_1}/x_1, \ldots, P_{n_i}/x_i]$, we have $M^\vartheta \rightarrow^\nu N^\vartheta \in \Lambda^c$. It suffices to check $N^\vartheta \rightarrow^\nu V$.

By structural induction on $A$.

Case $A = x_m$ for some $m$ ($1 \leq m \leq i$). Then $N = x_m$, so $N^\vartheta = P_m$ and we are done.

Case $A = \lambda y.A_0$. Then $N = \lambda y.N_0$ with $y \notin \bar{x}$ (wlog), whence $N^\vartheta = \lambda y.N_0^\vartheta \in \text{Val}$.

Case $A = \bot$. Since $\bot \sqsubseteq_\perp N$ entails $N \in \text{Val}$, we have either $N = x_m$ or $N = \lambda y.N_0$. Therefore, we proceed as above.

Case $A = x_mH A_1 \cdots A_n$ for $(1 \leq m \leq i)$. Then $A \sqsubseteq_\perp N$ entails $N = x_mN_0 \cdots N_n$ with $H \in A(N_0)$ and $A_0 \in A(N_i)$ for all $r$ ($1 \leq r \leq n$). Assuming $j > n$, we obtain

$$N^\vartheta = P_{n_m}N_0^\vartheta \cdots N_n^\vartheta,$$

by definition of $\vartheta$.

$$\rightarrow^\nu P_{n_m}V_0 \cdots V_n,$$

by I.H. (induction hypothesis),

$$\rightarrow^{\beta_x} P_{n_m-\ell},$$

with $n_m - n - 1 \geq 0$, since $n_m \geq j > n$.

Case $A = (\lambda y.A_0)(xH A_1 \cdots A_n)$ with $x \notin \bar{x}$ and, wlog, $y \notin \bar{x}$. From $A \sqsubseteq_\perp N$, we derive $N = (\lambda y.N_0)N_1$ where $A_0 \in A(N_0)$ and $xH A_1 \cdots A_n \in A(N_1)$. Easy calculations give:

$$N^\vartheta = (\lambda y.N_0^\vartheta)N_1^\vartheta,$$

since $y \notin \text{dom}(\vartheta)$, then for some $\ell_1 \geq 0$ we get:

$$\rightarrow^\nu (\lambda y.N_0^\vartheta)P_{\ell_1},$$

as the I.H. on $N_1$ gives $N_1^\vartheta \rightarrow^\nu P_{\ell_1}$ since $xH A_1 \cdots A_n \in A(N_1)$,

$$\rightarrow^\nu N_0^\vartheta[\vartheta/\ell],$$

by $\beta_x$,

$$\rightarrow^\nu V,$$

by applying the I.H. to $N_0$ and $\vartheta \circ [P_{\ell}/y]$. ▲

**Proposition 29 (Context Lemma).** Let $M \in A$ and $\{x_1, \ldots, x_i\} \supseteq \text{FV}(M)$. If $A \in A(M) \cap S$ then, for all $j \geq 0$ large enough, there is $k \geq 0$ such that for all $n_1, \ldots, n_{i+k}, j \geq j$ we have

$$M[P_{n_1}/x_1, \ldots, P_{n_i}/x_i]P_{n_{i+1}} \cdots P_{n_{i+k}} \rightarrow^\nu P_\ell, \text{ for some } \ell \geq 0.$$  

**Proof.** Since $A \in A(M)$, there exists $N \in A$ such that $M \rightarrow^\nu N$ and $A \sqsubseteq_\perp N$. Now, setting $\vartheta = [P_{n_1}/x_1, \ldots, P_{n_i}/x_i]$, we have $M^\vartheta \rightarrow^\nu N^\vartheta$. Proceed by structural induction on $A \in S$.

Case $A = x$. Take $k = 0$ and proceed as in the proof of Lemma 28.
Case $A = xHA_1 \cdots A_n$. Again, take $k = 0$ and apply Lemma 28.

Case $A = \lambda y.N$. Then $N = \lambda y.N_0$ with $y \notin \vec{x}$ and $S \in A(N_0)$. By induction hypothesis, there is $k' \geq 0$ such that $n_1, \ldots, n_{i+k'}+1 \geq j'$ entails $N_0^\varphi[P_{n_1}/y]P_{n_2} \cdots P_{n_{i+k'+1}} \rightarrow^* P_{\ell}$, for some $\ell \geq 0$. Taking $k = k' + 1$, easy calculations give $(\lambda y.N_0)^\varphi P_{n_1} \cdots P_{n_{i+k}} \rightarrow^* P_{\ell}$.

Case $A = (\lambda y.S)(x_{n1}HA_1 \cdots A_n)$ with $1 \leq m \leq i$, and wlog, $y \notin \vec{x}$. From $A \subseteq N$, we obtain $N = (\lambda y.N_0)N_1$ with $S \in A(N_0)$, $\text{FV}(N_0) \subseteq \{\vec{x}, y\}$, and $x_{n1}HA_1 \cdots A_n \in A(N_1)$. By induction hypothesis, for all $j'$ large enough, there is $k'$ such that for all $h_1, \ldots, h_{i+k'+1} \geq j'$ we have $N_0[P_{h_1}/x_1, \ldots, P_{h_i}/x_i, P_{h_{i+1}}/y]P_{h_{i+2}} \cdots P_{h_{i+k'+1}} \rightarrow^* P_{\ell}$, for some $\ell \geq 0$. Therefore, taking $k = k' + 1$, we obtain, for all $j \geq j' + n + 1$ and $n_1, \ldots, n_{i+k} \geq j$, the following:

\[
N_0^\varphi P_{n_1+1} \cdots P_{n_{i+k}} = (\lambda y.N_0^\varphi)P_{n_1+1} \cdots P_{n_{i+k}},
\]

as $y \notin \text{dom}(\varphi)$,

\[
\rightarrow^* \varphi \quad (\lambda y.N_0^\varphi)P_{n_1+1} \cdots P_{n_{i+k}},
\]

by Lemma 28,

\[
\rightarrow^* N_0^\varphi[P_{\ell}/y]P_{n_1+1} \cdots P_{n_{i+k}},
\]

setting $\ell = n_m - n - 1$, by I.H. since $\ell' \geq j'$.

\[\blacktriangleright\text{Corollary 30.} \ Let M \in \Lambda \land A \in A(M). \ If A \in S \ then \ M \ is \ solvable.\]

\[\text{Proof.} \ Assume \ A \in A(M) \cap S \land \text{FV}(M) = \{\vec{x}\}. \ By \ Proposition \ 29, \ there \ are \ P_1, \ldots, P_k \in \Lambda^\varphi \ such \ that \ (\lambda \vec{x}.M)^\varphi \rightarrow^* P_n \ for \ some \ n \geq 0. \ By \ applying \ the \ identity \ n \ times, \ we \ get \ (\lambda \vec{x}.M)^\varphi \Gamma^{-n} \rightarrow \ I. \ We \ conclude \ that \ M \ is \ solvable.\]

\[\blacktriangleright\text{Definition 31 (Proper type).} \ A \ type \ \alpha \ is \ trivial \ if \ it \ has \ the \ following \ shape \ (for \ n \geq 0): \]

\[\alpha = \sigma_1 \rightarrow \cdots \rightarrow \sigma_n \rightarrow []\]

The type $\alpha$ is called proper if it is not trivial.

\[\blacktriangleright\text{Example 32.} \]

(i) Every atom $a \in A$ is proper.

(ii) The following types are proper: $[] \rightarrow a, [a] \rightarrow a, [a] \rightarrow [] \rightarrow a$ and $[a, a] \rightarrow a$.

(iii) The following types are trivial: $[] \rightarrow [], [a] \rightarrow [], [a] \rightarrow [] \rightarrow []$ and $[a, a] \rightarrow []$.

\[\blacktriangleright\text{Remark 33.} \ If \ \alpha \in T^\varphi \ is \ proper \ (resp. \ trivial), \ then \ so \ is \ \sigma \rightarrow \alpha \ for \ all \ \sigma \in T^\varphi.\]

We show that solvable terms admit proper types in appropriate type environments. Conversely, unsolvables are either not typable or they only admit trivial types.

\[\blacktriangleright\text{Lemma 34.} \ Let M \in \Lambda. \ If \ M \ is \ solvable \ then \ there \ exist \ an \ environment \ \Gamma \ and \ a \ proper \ type \ \alpha \ such \ that \ \Gamma \vdash M : \alpha \ is \ derivable.\]

\[\text{Proof.} \ Assume \ M \ solvable \ and \ let \ \text{FV}(M) = \{x_1, \ldots, x_k\}. \ By \ definition \ of \ solvability, \ there \ exist \ V_1, \ldots, V_n \in \text{Val} \ such \ that \ (\lambda \vec{x}.M)^\varphi \rightarrow^* I. \ Now, \ for \ \beta \ proper, \ we \ have \ \vdash I : [\beta] \rightarrow \beta. \ By \ subject \ expansion \ (Proposition \ 14(ii)), \ there \ is \ a \ derivation \ \Pi \vdash (\lambda \vec{x}.M)^\varphi : [\beta] \rightarrow \beta. \ If \ n = k = 0 \ then \ M \rightarrow^* I \ and \ we \ are \ done \ taking \ \Gamma = \emptyset \land \alpha = \beta. \ Otherwise, \ we \ split \ into \ cases \ depending \ on \ the \ values \ of \ n, k. \ By \ Property \ 8, \ only \ the \ following \ cases \ are \ possible.\]

\(= \quad \text{Subcase } k = n + 1. \ For \ some \ \Gamma = x_1 : \sigma_1, \ldots, x_{k-1} : \sigma_{k-1}, x_k : [\beta], \ \Pi \ must \ have \ shape: \)

\[
\begin{array}{c}
\Pi_0 \\
\Gamma \vdash M : \beta \\
\vdash (\lambda \vec{x}.M) : \sigma_1 \rightarrow \cdots \rightarrow \sigma_n \rightarrow [\beta] \rightarrow \beta \\
(\text{lam}) \\
\Pi_1 \\
\vdash V_1 : \sigma_1 \cdots \vdash V_n : \sigma_n \\
\Pi_n \\
\vdash (\lambda \vec{x}.M) V_1 \cdots V_n : [\beta] \rightarrow \beta \\
(\text{app})
\end{array}
\]

We found a derivation $\Pi_0 \triangleright \Gamma \vdash M : \beta$, so we conclude because $\beta$ is proper.
Thus, we can take $\alpha = \sigma_{k+1} \rightarrow \cdots \rightarrow \sigma_n \rightarrow [\beta] \rightarrow \beta$, which is proper by Remark 33.

**Lemma 35.** For every $A \in \mathcal{A}$, we have:

(i) $A \in \mathcal{S} \iff \exists \Gamma, \alpha. \Gamma \vdash A : \alpha$, with $\alpha$ proper.

(ii) $A \in \mathcal{U} \iff \forall \Gamma, \alpha. \Gamma \vdash A : \alpha$ implies that $\alpha$ is trivial.

**Proof.** It is enough to show that ($\Rightarrow$) holds for (i) and (ii). The converse implication follows taking the contrapositive and using the facts that $\mathcal{U} = \mathcal{A} - \mathcal{S}$ and $\mathcal{S} = \mathcal{A} - \mathcal{U}$, respectively.

(i) By induction on the structure of $A \in \mathcal{S}$ (following the grammar in Definition 26).

Case $A = x$. For every $a \in \mathcal{A}$, which is a proper type, we have $x : [a] \vdash x : a$ by (var).

Case $A = \lambda x. S$. By I.H., there exist $\Gamma, x : \sigma$ and a proper type $\alpha$ such that $\Gamma, x : \sigma \vdash S : \alpha$.

Thus $\Gamma \vdash \lambda x. S : \sigma \rightarrow \alpha$ is derivable by (lam), where $\sigma \rightarrow \alpha$ is a proper type by Remark 33.

Case $A = x \mathcal{H} A_1 \cdots A_n$. In this case we can assign $A$ any type $\beta$, in the appropriate $\Gamma$. By Lemma 21(i), there are environments $\Gamma_0, \ldots, \Gamma_n$ and types $\alpha_0, \ldots, \alpha_n$ such that $\Gamma_0 \vdash H : \alpha_0$ and $\Gamma_i \vdash A_i : \alpha_i$ for all $i \in \{1, \ldots, n\}$. Setting $\Gamma = \sum_{i=0}^n \Gamma_i + [x : [\alpha_0] \rightarrow \cdots \rightarrow [\alpha_n] \rightarrow \beta]$, we get $\Gamma \vdash x \mathcal{H} A_1 \cdots A_n : \beta$ via (val$_\beta$) and (app). We conclude by taking, e.g., $\beta = a \in \mathcal{A}$.

Case $A = (\lambda y.S)(x \mathcal{H} A_1 \cdots A_n)$. By I.H., there exist $\Gamma_0$ and a proper type $\alpha$ such that $\Gamma_0 \vdash S : \alpha$. Let $\Gamma_0(y) = [\alpha_1, \ldots, \alpha_k]$ with $k \geq 0$, then there are environments $\Gamma_1, \ldots, \Gamma_k$ such that $\Gamma_i \vdash x \mathcal{H} A_1 \cdots A_n : \alpha_i$ for all $i \in \{1, \ldots, k\}$, as we have seen above that such term can be assigned any type. Taking $\Gamma = \sum_{i=0}^n \Gamma_i$, we conclude $\Gamma \vdash A : \alpha$ where $\alpha$ is proper.

(ii) By induction on the structure of $A \in \mathcal{U}$ (following the grammar in Definition 26).

Case $A = \bot$. The only applicable rule is (val$_0$), namely $\bot \vdash \bot$.

Case $A = \lambda x. U$. Assume that $\Gamma \vdash \lambda x. U : \sigma \rightarrow \alpha$ holds, then also $\Gamma, x : \sigma \vdash U : \alpha$ is derivable. By I.H. the type $\alpha$ is trivial, therefore $\sigma \rightarrow \alpha$ is also trivial by Remark 33.

Case $A = (\lambda y.U)(x \mathcal{H} A_1 \cdots A_n)$. Assume that $\Gamma \vdash A : \alpha$ holds, then there exists a decomposition $\Gamma = \Gamma_0 + \Gamma_1$ and a $\sigma \in \mathcal{T}$ such that $\Gamma_0, y : \sigma \vdash U : \alpha$ and $\Gamma_1 \vdash x \mathcal{H} A_1 \cdots A_n : \sigma$. By applying the I.H. on $\Gamma_0, y : \sigma \vdash U : \alpha$, we conclude that $\alpha$ is trivial.

**Theorem 36 (Characterizations of solvability).** For $M \in \mathcal{A}$, the following are equivalent:

1. $M$ is solvable.
2. There exists a proper type $\alpha$ such that $\Gamma \vdash M : \alpha$, for some environment $\Gamma$.
3. There exists an approximant $A \in \mathcal{A}(M) \cap \mathcal{S}$.

**Proof.** (1 $\Rightarrow$ 2) By Lemma 34.

(2 $\Rightarrow$ 3) By the Approximation Theorem, there exists $A \in \mathcal{A}(M)$ such that $\Gamma \vdash M : \alpha$.

By Lemma 35(i), we derive $A \in \mathcal{S}$.

(3 $\Rightarrow$ 1) By Corollary 30.

**Corollary 37.** A $\lambda$-term $M$ is unsolvable exactly when $\mathcal{A}(M) \subseteq \mathcal{U}$, equivalently, whenever $\Gamma \vdash M : \alpha$ entails that $\alpha$ is a trivial type.

**Corollary 38.** The model $\mathcal{M}$ is not sensible, but semi-sensible.

**Proof.** The model is not sensible as $[\Omega] = \emptyset$ and $[\lambda x. \Omega] = \{[\emptyset]\}$, entail $M \not\models \Omega = \lambda x. \Omega$. If $M$ is solvable and $N$ is unsolvable, by Theorem 36 there exist an environment $\Gamma$ and a type $\alpha$ proper such that $(\Gamma, \alpha) \in [M] \setminus [N]$, therefore the model is semi-sensible.
The inhabitation problem for system \( M \) requires to determine for every environment \( \Gamma \) and type \( \alpha \) whether there is a \( \lambda \)-term \( M \) satisfying \( \Gamma \vdash M : \alpha \). To show that this problem is decidable we describe an algorithm that takes \((\Gamma, \alpha)\) as input and returns as output the set of all approximants \( A \) satisfying \( \Gamma \vdash A : \alpha \) as well as the following minimality condition.

\[ \text{Definition 39.} \ Let \( \Gamma \) be an environment and \( \xi \in T \cup T^! \). An \( A \in \mathcal{A} \) is minimal for \((\Gamma, \xi)\) if \( \Gamma \vdash A : \xi \) and, for all \( A' \in \mathcal{A} \) compatible with \( A \) (i.e. \( \uparrow \{A, A'\}\)), \( \Gamma \vdash A' : \xi \) entails \( A \subseteq_{\perp} A' \).

Finding the minimal approximants inhabiting \((\Gamma, \alpha)\) is enough for solving the original inhabitation problem because \( \Gamma \vdash M : \alpha \) holds exactly when there is an \( A \in \mathcal{A}(M) \) minimal for \((\Gamma, \alpha)\). Following [9, 8], we present the inhabitation algorithm as a deductive system.

\[ \text{Definition 40.} \]

(i) Let \( \Gamma \) be an environment and \( \alpha \in T \). The inhabitation algorithm \( \text{IT}(\Gamma ; \alpha) \) for \( M \) is given in Figure 2, via an auxiliary predicate \( \text{IM}(\Gamma; \sigma) \), for \( \sigma \in T^! \). Note that the condition \( A_0 \in \mathcal{H} \) occurring as a premise of the rules \((\text{head}_{>0})\) and \((\text{remlike})\) is decidable since \( \mathcal{H} \) is generated by a context-free grammar (Definition 17(ii)).

(ii) A run of the algorithm is a deduction tree built bottom-up by applying the rules in Figure 2 in such a way that every node is an instance of a rule (as in Example 41). We say that a run of the algorithm terminates if such a tree is finite. The algorithm terminates if it needs to execute a finite number of different terminating runs.

It is easy to check that \( A \in \text{IT}(\Gamma; \alpha) \) (resp. \( A \in \text{IM}(\Gamma; \sigma) \)) implies \( \text{FV}(A) \subseteq \text{dom}(\Gamma) \).

We are going to prove that the inhabitation algorithm is terminating, sound and complete. Completeness is achieved by exploiting the non-determinism of the algorithm: indeed, when \( \alpha = \sigma \rightarrow \beta \), the rules \((\text{abs})\), \((\text{remlike})\) and \((\text{head}...)\) might be applicable and in \((\text{remlike})\) and \((\text{head}_{>0})\), the environment \( \Gamma \) can be decomposed in countably many different ways (taking many \( \Gamma_i = \emptyset \)). By collecting all possible runs, we recover all minimal approximants for \((\Gamma, \alpha)\).

\[ \text{Example 41.} \] The following are examples of possible runs of the algorithm on \( IT(\Gamma; \alpha) \).

(i) Let \( \Gamma = y : [\ ] \rightarrow a \) and \( \alpha = a \). There are two runs:

\[
\begin{align*}
&\text{(bot') } \quad \bot \in \text{IM}(\emptyset; [\ ] ) \quad \bot \in \mathcal{H} \quad x \in \text{IT}(x : [\ ]; a) \\
&\quad \lambda x . x(y, \bot) \in \text{IT}(y : [\ ] \rightarrow a; a) \quad \text{(remlike)} \quad \bot \in \text{IM}(\emptyset; [\ ] ) \quad \bot \in \mathcal{H} \\
&\text{(head\_0) } \quad y, \bot \in \text{IT}(y : [\ ] \rightarrow a; a) \quad \text{(head}_{>0})
\end{align*}
\]
Let \( \Gamma = y : [\square] \rightarrow [\square] \) and \( \alpha = [a] \rightarrow a \). The only possible run is redlike\((\text{abs}([\text{head}_0]), \text{bot}^1)\) which constructs the approximant \((\lambda x.1)(y.1)\).

(iii) Let \( \Gamma = \emptyset \) and \( \alpha = [a] \rightarrow a, [a] \rightarrow a \rightarrow [a] \rightarrow a \). Also in this case, the only possible run is \( \text{abs}([\text{head}_0, \text{sup} ([\text{head}_0])]]) \), which constructs \( \lambda x.y.x(xy) \).

(iv) Let \( \Gamma = \emptyset \) and \( \alpha = [a] \rightarrow a \rightarrow [a] \rightarrow a \). The run \( \text{abs}([\text{head}_0]) \) constructs \( \lambda x.x \), while the run \( \text{abs}([\text{head}_0, \text{sup} ([\text{head}_0])]]) \) constructs \( \lambda x.y.xy \).

(v) Let \( \Gamma = x : [\square] \rightarrow [\square] \) and \( \alpha = \text{a} \). There are two possible runs: \( [\text{head}_0, \text{bot}^1, \text{bot}^1] \), building \( x \perp \perp \), and redlike\( (\text{bot}^1, \text{head}_0) \), building \( (\lambda z.z)(x.\perp) \).

**Definition 42.** To show that the inhabitation algorithm terminates we define two measures, \( \#(\cdot) \) on types, and \( (\cdot)^* \) on multiset types and type environments, as follows (for \( a \in A, n \geq 0 \)):

\[
\begin{align*}
\#a &= [\square], \\
[\alpha_1, \ldots, \alpha_n]^* &= \sum_{i=1}^n \#\alpha_i, \\
(\sigma \rightarrow \alpha)^* &= \sigma^* + \#\alpha + 3, \\
\Gamma^* &= \sum_{x \in \text{dom}(\Gamma)} \Gamma(x)^*.
\end{align*}
\]

Note that \( \#\alpha \geq 1 \), while \([\square]^* = 0 \). If \( \sigma = \sigma_1 + \sigma_2 \) then \( \sigma^* = \sigma_1^* + \sigma_2^* \), thus \( \Gamma = \sum_{x \in \Gamma} \Gamma(x) \) entails \( \Gamma^* = \sum_{x \in \Gamma} \Gamma^*(x) \). The measure \( \#(\cdot) \) is extended to judgements \( \text{IT}(\cdot; -) \) and \( \text{IM}(\cdot; -) \) by

\[
\#(\text{IT}(\Gamma; \alpha)) = \Gamma^* + \#\alpha, \\
\#(\text{IM}(\Gamma; \sigma)) = \Gamma^* + \sigma^* + 1.
\]

Given \( M \in \Lambda_\perp \), we define inductively the size of its syntax-tree, written \( \text{tsize}(M) \), by:

\[
\begin{align*}
\text{tsize}(\perp) &= \text{tsize}(x) = 0, \\
\text{tsize}(\lambda x.P) &= \text{tsize}(P) + 1, \\
\text{tsize}(PQ) &= \text{tsize}(P) + \text{tsize}(Q) + 1.
\end{align*}
\]

**Example 43.**

(i) We have \( \#(\square \rightarrow \square) = \#(\square \rightarrow a) = 4 \), so \( (x : [\square] \rightarrow [\square], [\square] \rightarrow a, a)^* = 9 \).

(ii) Since \( \#[a] \rightarrow a = 5 \), we get \( \#(\text{IT}(x : [\square] \rightarrow a; \alpha)) = 6 \), while \( \#(\text{IT}(x : [\square] \rightarrow a; \alpha)) = 7 \).

(iii) \( \text{tsize}(\lambda x.\perp) = 3 \), \( \text{tsize}(P_n) = n + 1 \) and \( \text{tsize}(x.\perp^n) = n \), for all \( n \geq 0 \).

**Lemma 44.** Every run of the inhabitation algorithm terminates.

**Proof.** We need to show that every run is a finite tree. Since we are considering finite multisets and all indices range over \( \mathbb{N} \), the premises of each rule in Figure 2 are finitely many (i.e., a run is a finitely branching tree), whence it is enough to show that there is no infinite path (by König’s Lemma). This follows from the fact that the measure \( \#(\cdot) \) calculated on each premise of a rule, is strictly smaller than the measure associated with its conclusion. We proceed by cases on the rules applied, the cases \( (\bot), (\bot^1), (\text{head}_0) \) being vacuous.

Cases \( (\text{abs}) \) and \( (\text{sup})^1 \) follow straightforwardly from Definition 42.

Case \( (\text{head}_0) \) with premises \( \text{IM}(\Gamma_j; \sigma_j) \), for all \( 0 \leq j \leq n \), and as a conclusion \( \text{IT}(\Gamma + x : [\sigma_0 \rightarrow \cdots \rightarrow \sigma_n \rightarrow \alpha]) \) for \( \Gamma = \sum_{j=0}^n \Gamma_j \). The measure \# applied to the \( j \)-th premise gives \( \Gamma_j^* + \sigma_j^* + 1 \); on the conclusion, it gives \( \Gamma^* + \sigma_0^* + \cdots + \sigma_n^* + 2(\#\alpha) + 3(n + 1) \).

In the worse case, namely \( n = j = 0 \) and \( \#\alpha = 1 \), we still get \( \Gamma_0^* + \sigma_0^* + 1 < \Gamma^* + \sigma_0^* + 5 \).

Case \( (\text{redlike}) \) with premises \( \text{IM}(\Gamma_j; \sum_{i=0}^n \tau_{ij}) \), for \( 0 \leq j \leq n \) and \( \text{IT}(\Gamma_{n+1}, x : [\alpha_{i_{0\leq i \leq m}}; \alpha]) \), and conclusion \( \text{IT}(\Gamma + y : [\tau_{i_0} \rightarrow \cdots \rightarrow \tau_{i_m} \rightarrow \alpha_{i_{0\leq i \leq m}}; \alpha]) \) for \( \Gamma = \sum_{i=0}^m \Gamma_j + \Gamma_{n+1} \). For the measure applied to the conclusion, easy calculations give the following number \( K \):

\[
K = \Gamma^* + 3(n + 1)(m + 1) + \sum_{i=0}^m (\sum_{j=0}^n \tau_{ij}^* + \#\alpha_i) + \#\alpha = \Gamma_{n+1}^* + 3(n + 1)(m + 1) + \sum_{j=0}^n (\Gamma_j^* + \sum_{i=0}^m (\tau_{ij}^* + \#\alpha_i)) + \#\alpha
\]

For the \( j \)-th premise we can easily check \( \Gamma_j^* + \sum_{i=0}^m \tau_{ij}^* + 1 < K \). For the remaining one, we get \( \Gamma_{n+1}^* + \sum_{i=0}^m \#\alpha_i + \#\alpha \). In the worst case, i.e. \( n = m = 0 \), \( \Gamma^* = \Gamma_0^* + \Gamma_1^* = \Gamma_j^* \) and \( \tau_{00} = 0 \), we obtain \( \Gamma^* + \#\alpha_0 + \#\alpha < \Gamma^* + \#\alpha_0 + \#\alpha + 3 \). This concludes the proof.   \( \blacksquare \)
We show that the size of the approximants generated by $\text{IT}(\Gamma; \alpha)$ is bounded by $\Gamma^* + \#\alpha$. In fact, the coefficient $3$ in the definition of $\#(\sigma \rightarrow \alpha)$ has been chosen to absorb the size of the "$\lambda x.$" and of the outer application in redex-like approximants as $(\lambda x. A)(yA_0 \cdots A_n)$.

**Lemma 45.** For a type environment $\Gamma$, $\alpha \in \mathcal{T}$, $\sigma \in \mathcal{T}^\dagger$, we have:

(i) $A \in \text{IT}(\Gamma; \alpha)$ entails $\text{tsize}(A) \leq \#\text{IT}(\Gamma; \alpha)$.

(ii) $A \in \text{IM}(\Gamma; \sigma)$ entails $\text{tsize}(A) < \#\text{IM}(\Gamma; \sigma)$.

**Proof.** We prove (i) and (ii) by induction on a run of $A \in \text{IT}(\Gamma; \alpha)$ (resp. $A \in \text{IM}(\Gamma; \sigma)$).

Cases (bot), (bot$^*$) and (head$_0$). Trivial, since $\text{tsize}(\bot) = \text{tsize}(x) = 0$ and $\text{IM}(\Gamma; \alpha) \geq 1$.

Case (sup$^*$) follows from I.H., because $A = \bigsqcup_{A_i} A_i$ implies $\text{tsize}(A) \leq \sum_{i \in I} \text{tsize}(A_i)$.

Case (head$_{\geq 0}$) with $\alpha = \sigma \rightarrow \beta$. By induction hypothesis, we get $\text{tsize}(A) \leq \Gamma^* + \#\beta$, therefore we obtain $\text{tsize}(\lambda \alpha x. A) = \text{tsize}(A) + 1 \leq \Gamma^* + \sigma^* + \#\beta + 3 = \#\text{IT}(\Gamma; \sigma \rightarrow \beta)$.

Case (head$_{> 0}$) with $\Gamma = \sum_{j=0}^n \Gamma_j + x : [\sigma_0 \rightarrow \cdots \rightarrow \sigma_n \rightarrow \alpha]$. By I.H., $\text{tsize}(A_j) \leq \Gamma_j^* + \sigma_j^*$. So, $\text{tsize}(xA_0 \cdots A_n) = \sum_{j=0}^n \text{tsize}(A_j) + n + 1 \leq \sum_{j=0}^n \Gamma_j^* + \sigma_j^* + 2\#\alpha + 3(n + 1) = \#\text{IT}(\Gamma; \alpha)$.

Case (redlike) with $\Gamma = \sum_{j=0}^n \Gamma_j + y : [\tau_0 \rightarrow \cdots \rightarrow \tau_n \rightarrow \alpha]$. By I.H., we have $\text{tsize}(A_j) \leq \Gamma_j^* + \sum_{i=0}^m \tau_i^*$ for all $j (0 \leq j \leq n)$, and $\text{tsize}(A) \leq \Gamma^*_{n+1} + \sum_{i=0}^m \#\alpha_i + \#\alpha$. Thus, $\text{tsize}(yA_0 \cdots A_n) = \sum_{j=0}^n \text{tsize}(A_j) + n + 1 \leq \sum_{j=0}^n \Gamma_j^* + \sum_{i=0}^m (\tau_i^* + \cdots + \tau_i^*) + n + 1$ and:

$$\text{tsize}((\lambda \alpha x. A)(yA_0 \cdots A_n)) = \text{tsize}(\lambda \alpha x. A) + \text{tsize}(yA_0 \cdots A_n) + 1$$

$$\leq \Gamma^*_{n+1} + \sum_{i=0}^m \#\alpha_i + \#\alpha + \text{tsize}(yA_0 \cdots A_n) + 2$$

$$\leq \sum_{j=0}^n \Gamma_j^* + \sum_{i=0}^m (\tau_i^* + \cdots + \tau_i^* + \#\alpha_i) + \#\alpha + n + 3$$

$$\leq \sum_{j=0}^n \Gamma_j^* + \sum_{i=0}^m (\sum_{j=0}^n \tau_i^* + \#\alpha_i) + \#\alpha + 3(n + 1)(m + 1)$$

where the last inequation holds since $n + 3 \leq 3(n + 1)(m + 1)$ for all $n, m \geq 0$.

**Theorem 46 (Termination).** The inhabitation algorithm terminates.

**Proof.** Fix an input $(\Gamma, \alpha)$. By Lemma 44, every run $A \in \text{IT}(\Gamma; \alpha)$ terminates. The set $\{ A \in \mathcal{A} | \text{FT}(A) \subseteq \text{dom}(\Gamma) \wedge \text{tsize}(A) \leq \Gamma^* + \#\alpha \}$ is finite, because one cannot add variables or $\bot$ without adding applications. By Lemma 45, we get that the number of runs is finite.

To better understand the inhabitation algorithm it is convenient to provide an effective way of constructing minimal approximants. We have seen in Definition 20(iii) that we are able to associate an approximant $A_H$ with every derivation $\Pi$ in typed $\nu$-normal form. This last condition is always satisfied by derivations $\Pi \triangleright \Gamma \vdash A : \alpha$ for $A \in \mathcal{A}$ because approximants do not contain any occurrence of a $\nu$-redex. We now show that the approximants $A_H$ so constructed are minimal for $(\Gamma, \alpha)$ and that all such minimal approximants arise in this way.

**Lemma 47.** Let $\Gamma$ be a type environment, $\alpha \in \mathcal{T}$ and $A \in \mathcal{A}$. The following are equivalent:

1. $A \in \text{IT}(\Gamma; \alpha)$.
2. $A = A_H$ for some derivation $\Pi \triangleright \Gamma \vdash A : \alpha$.
3. $A$ is minimal for $(\Gamma, \alpha)$.

**Proof.** To perform the induction properly, we prove simultaneously the analogous statement on $\sigma \in \mathcal{T}^\dagger$: $A \in \text{IM}(\Gamma; \sigma) \iff A = A_H$ for some $\Pi \triangleright \Gamma \vdash A : \sigma \iff A$ is minimal for $(\Gamma, \sigma)$.

$(1 \Rightarrow 2)$ By induction on a run of $A \in \text{IT}(\Gamma; \alpha)$ (resp. $A \in \text{IM}(\Gamma; \sigma)$).

Cases (bot), (bot$^*$) and (head$_0$) are trivial.

Cases (sup$^*$) and (abs). Easy. Use the I.H. and apply (val$_{> 0}$) and (lam), respectively.
Case (head\(_{\geq 0}\)) with \(\Gamma = \sum_{j=0}^{n} \Gamma_{j} + \Gamma'\) where \(\Gamma' = x : [\sigma_{0} \rightarrow \cdots \rightarrow \sigma_{n} \rightarrow \alpha]\) and \(A = xA_{0} \cdots A_{n}\). Let \(\Pi' \triangleright \Pi_{n+1} \vdash x : [\sigma_{0} \rightarrow \cdots \rightarrow \sigma_{n} \rightarrow \alpha] \text{ with } A_{\Pi} = x\). By I.H., for every \(j(0 \leq j \leq n)\), there is a derivation \(\Pi_{j} \triangleright \Gamma_{j} \vdash A_{j} : \sigma_{j}\) such that \(A_{j} = A_{\Pi_{j}}\). For \(\Pi\), take:

\[
\text{II' } \triangleright \text{II' } \vdash x : \sigma_{0} \rightarrow \cdots \rightarrow \sigma_{n} \rightarrow \alpha \quad \Pi' \triangleright \Gamma_{j} \vdash A_{j} : \sigma_{j} \quad 0 \leq j \leq n
\]

\[
\Gamma \vdash xA_{0} \cdots A_{n} : \alpha
\]

and conclude because \(A_{\Pi} = A_{\Pi} A_{0} \cdots A_{n} = xA_{0} \cdots A_{n}\).

Case (reducible) with \(\Gamma = \sum_{j=0}^{n+1} \Gamma_{j} + \Gamma'\), where \(\Gamma' = y : [\tau_{0}^{i} \rightarrow \cdots \rightarrow \tau_{n}^{i} \rightarrow \alpha_{0}^{i} \cdots \alpha_{m}^{i}]\), and \(A = (\lambda x. A')(yA_{0} \cdots A_{n})\). By I.H., there exists \(\Pi_{n+1} \triangleright \Gamma_{n+1}, x : [\alpha_{0}^{i} \cdots \alpha_{m}^{i}] \vdash A' : \alpha\) with \(A' = A_{\Pi_{n+1}}\). Moreover, for each \(0 \leq j \leq n\), there is \(\Pi_{j} \triangleright \Gamma_{j} \vdash A_{j} : \sum_{i=0}^{n} \tau_{j}^{i}\) with \(A_{j} = A_{\Pi_{j}}\). This holds exactly when there exists a decomposition \(\Gamma_{j} = \sum_{i=0}^{n} \Gamma_{j}^{i}\) and \(\Pi_{j}^{i} \triangleright \Gamma_{j}^{i} \vdash A_{j} : \tau_{j}^{i}\) satisfying \(A_{j} = \bigsqcup_{i=0}^{n} A_{\Pi_{j}^{i}}\), although individually \(A_{j} \neq A_{\Pi_{j}^{i}}\) might hold. Construct \(\Pi\) as:

\[
\Pi_{n+1} \triangleright \Gamma_{n+1}, x : [\alpha_{0}^{i} \cdots \alpha_{m}^{i}] \vdash A' : \alpha
\]

\[
\Pi_{n+1} \triangleright \lambda x. A' : [\alpha_{0}^{i} \cdots \alpha_{m}^{i}] \rightarrow \alpha
\]

\[
\Pi_{n+1} \triangleright y : [\tau_{0}^{i} \rightarrow \cdots \rightarrow \tau_{n}^{i} \rightarrow \alpha_{i}] \quad \Pi_{i}^{0} \triangleright \Pi_{i}^{0} \vdash A_{0} : \tau_{0}^{i} \quad \Pi_{i}^{n} \triangleright \Pi_{n}^{n} \vdash A_{n} : \tau_{n}^{i}
\]

\[
\sum_{i=0}^{n} \Pi_{i}^{i} \vdash \lambda x. A'(yA_{0} \cdots A_{n}) : \alpha
\]

It is now easy to check that \((\lambda x. A')(yA_{0} \cdots A_{n}) = A_{\Pi}\), for the derivation \(\Pi\) above.

\(2 \Rightarrow 3\) By straightforward induction on \(\Pi \triangleright \Gamma \vdash A : \alpha\). In the case (val\(_{=0}\)) with premises \((\Pi_{i})_{i} \in I\), use the fact that \(A_{\Pi} = \bigsqcup_{i} A_{\Pi_{i}}\) is defined as the least upper bound.

\(3 \Rightarrow 1\) By induction on a derivation \(\Pi \triangleright \Gamma \vdash A : \alpha\), where \(A\) is minimal for \((\Gamma, \alpha)\). The only non-trivial case to handle is (app). We split into subcases depending on the shape of \(A\).

Subcase \(A = xA_{0} \cdots A_{n}\) with \(A_{0} \in \mathcal{H}\). Then there is a decomposition \(\Gamma = \sum_{i=0}^{n} \Gamma_{i} + x : [\sigma_{0} \rightarrow \cdots \rightarrow \sigma_{n} \rightarrow \alpha]\) such that \(\Pi\) has subderivations \(\Pi_{i} \triangleright \Gamma_{i} \vdash A_{i} : \sigma_{i}\) with \(A_{i}\) minimal for \((\Gamma_{i}, \sigma_{i})\). By I.H., \(A_{j} \in \mathcal{I}(\Gamma_{j}; \sigma_{j})\) from which \(xA_{0} \cdots A_{n} \in \mathcal{I}(\Gamma; \alpha)\) follows by (head\(_{=0}\)).

Subcase \(A = (\lambda x. A')(yHA_{1} \cdots A_{n})\). Then, the derivation \(\Pi \triangleright \Gamma \vdash A : \alpha\) must have the shape above (see proof of \((1 \Rightarrow 2)\), case (redlike)) for some decomposition \(\Gamma = \sum_{i=0}^{n+1} \Gamma_{i} + \Gamma'\), where \(\Gamma' = y : [\tau_{0}^{i} \rightarrow \cdots \rightarrow \tau_{n}^{i} \rightarrow \alpha_{i}]\) and setting \(A_{0} = H \in \mathcal{H}\). Since \(A\) is minimal for \((\Gamma, \alpha)\) and \(\Gamma_{j} \vdash A_{j} : \tau_{j}^{i}\) for every \(j(0 \leq j \leq n)\), we must have \(A_{j}\) minimal for \((\Gamma_{j}, \sum_{i=0}^{n} \tau_{j}^{i})\) and \(A'\) minimal for \((\Gamma_{n+1}, x : [\alpha_{i}^{0} \cdots \alpha_{m}^{i}]\). By I.H., we obtain \(A_{j} \in \mathcal{I}(\Gamma_{j}; \sum_{i=0}^{n} \tau_{j}^{i})\) and \(A' \in \mathcal{I}(\Gamma_{n+1}, x : [\alpha_{i}^{0} \cdots \alpha_{m}^{i}]\). As \(A_{0} \in \mathcal{H}\), we get \(A \in \mathcal{I}(\Gamma; \alpha)\) by applying (redlike).

**Theorem 48 (Soundness and Completeness).**

(i) If \(A \in \mathcal{I}(\Gamma; \alpha)\) then, for all \(M \in \lambda\) satisfying \(A \subseteq_{\perp} M\), we have \(\Gamma \vdash M : \alpha\).

(ii) If \(\Gamma \vdash M : \alpha\) then there exists \(A \in \mathcal{I}(\Gamma; \alpha)\) such that \(A \in \mathcal{A}(M)\).

**Proof.** (i) By Lemma 47, we have \(\Gamma \vdash A : \alpha\). Since \(A \subseteq_{\perp} M\), we conclude by Lemma 21(ii).

(ii) By the Approximation Theorem, there exists \(A' \in \mathcal{A}(M)\) satisfying \(\Gamma \vdash A' : \alpha\). Then, there is an approximant \(A \uparrow A'\) which is minimal for \((\Gamma, \alpha)\). By Lemma 47, we obtain \(A \in \mathcal{I}(\Gamma; \alpha)\) and since \(\mathcal{A}(M)\) is downward closed (by definition) we conclude \(A \in \mathcal{A}(M)\).

**Conclusions**

In this paper we have shown that the model \(\mathcal{M}\) allows to characterize solvability semantically, but we believe that Theorem 36 extends to all relational models defined in [20] having a non-empty set of atoms, and whose type equivalence preserves the non-triviality of the types. The fact that \(\mathcal{M}\) constitutes a model of CbV \(\lambda\)-calculus has been shown in [20] by exploiting
the environmental definition à la Hindley-Longo (namely, Definition 10.0.1 in [26]). In future works, we plan to analyze the categorical construction behind this class of models as they do not seem to be an instance of any categorical definition proposed so far.
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1 Introduction

We investigate predicative aspects of order theory in constructive univalent foundations. By predicative and constructive, we respectively mean that we do not assume Voevodsky’s propositional resizing axioms [26, 27] or excluded middle. Our work is situated in our larger programme of developing domain theory constructively and predicatively in univalent foundations. In previous work [12], we showed how to give a constructive and predicative account of many familiar constructions and notions in domain theory, such as Scott’s \(D\infty\) model of untyped \(\lambda\)-calculus and the theory of continuous dcpoś. The present work complements this and other existing work on predicative mathematics (e.g. [2, 21, 6]) by exploring what cannot be done predicatively, as in [7, 8, 9, 10, 11]. We do so by showing that certain statements crucially rely on resizing axioms in the sense that they are equivalent to them. Such arguments are important in constructive mathematics. For example, the constructive failure of trichotomy on the real numbers is shown [4] by reducing it to a nonconstructive instance of excluded middle.
Our first main result is that nontrivial (directed or bounded) complete posets are necessarily large. In [12] we observed that all our examples of directed complete posets have large carriers. We show here that this is no coincidence, but rather a necessity, in the sense that if such a nontrivial poset is small, then weak propositional resizing holds. It is possible to derive full propositional resizing if we strengthen nontriviality to positivity in the sense of [19]. The distinction between nontriviality and positivity is analogous to the distinction between nonemptiness and inhabitedness. We prove our results for a general class of posets, which includes directed complete posets, bounded complete posets and sup-lattices, using a technical notion of a $\delta_V$-complete poset. We also show that nontrivial locally small $\delta_V$-complete posets necessarily lack decidable equality. Specifically, we can derive weak excluded middle from assuming the existence of a nontrivial locally small $\delta_V$-complete poset with decidable equality. Moreover, if we assume positivity instead of nontriviality, then we can derive full excluded middle.

Secondly, we prove that each of Zorn’s lemma, Tarski’s greatest fixed point theorem and Pataraia’s lemma implies propositional resizing. Hence, these principles are inherently impredicative and a predicative development of order theory in univalent foundations must thus forgo them.

Finally, we clarify, in our predicative setting, the relation between the traditional definition of sup-lattice that requires suprema for all subsets and our definition that asks for suprema of all small families. This is important in practice in order to obtain workable definitions of dcpo, sup-lattice, etc. in the context of predicative univalent mathematics.

Our foundational setup is the same as in [12], meaning that our work takes places in intensional Martin-Löf Type Theory and adopts the univalent point of view [24]. This means that we work with the stratification of types as singletons, propositions (or subsingletons or truth values), sets, 1-groupoids, etc., and that we work with univalence. At present, higher inductive types other than propositional truncation are not needed. Often the only consequences of univalence needed here are functional and propositional extensionality. An exception is Section 2.3. Full details of our univalent type theory are given at the start of Section 2.

Related work

Curi investigated the limits of predicative mathematics in CZF [2] in a series of papers [7, 8, 9, 10, 11]. In particular, Curi shows (see [7, Theorem 4.4 and Corollary 4.11], [8, Lemma 1.1] and [9, Theorem 2.5]) that CZF cannot prove that various nontrivial posets, including sup-lattices, dcpo and frames, are small. This result is obtained by exploiting that CZF is consistent with the anti-classical generalized uniformity principle GUP [25, Theorem 4.3.5]. Our related Theorem 35 is of a different nature in two ways. Firstly, our theorem is in the spirit of reverse constructive mathematics [18]: Instead of showing that GUP implies that there are no non-trivial small dcpo, we show that the existence of a non-trivial small dcpo is equivalent to weak propositional resizing, and that the existence of a positive small dcpo is equivalent to full propositional resizing. Thus, if we wish to work with small dcpo, we are forced to assume resizing axioms. Secondly, we work in univalent foundations rather than CZF. This may seem a superficial difference, but a number of arguments in Curi’s papers [9, 10] crucially rely on set-theoretical notions and principles such as transitive set, set-induction, weak regular extension axiom wREA, which cannot even be formulated in the underlying type theory of univalent foundations. Moreover, although Curi claims that the arguments of [7, 8] can be adapted to some version of Martin-Löf Type Theory, it is presently not known whether there is any model of univalent foundations which validates GUP.
2 Foundations and Size Matters

We work with a subset of the type theory described in [24] and we mostly adopt the terminological and notational conventions of [24]. We include $+$ (binary sum), $\Pi$ (dependent products), $\Sigma$ (dependent sum), $\text{Id}$ (identity type), and inductive types, including $\emptyset$ (empty type), $1$ (type with exactly one element $\star$ : $1$), $\mathbb{N}$ (natural numbers). We assume a universe $U_0$ and two operations: for every universe $U$ a successor universe $U^+$ with $U : U^+$, and for every two universes $U$ and $V$ another universe $U \sqcup V$ such that for any universe $U$, we have $U_0 \sqcup U \equiv U$ and $U \sqcup U^+ \equiv U^+$. Moreover, $(\ - \ )$ is idempotent, commutative, associative, and $(\ - \ )^+$ distributes over $(\ - \ ) \sqcup (\ - \ )$. We write $U_1 : U_0$ and $U_2 : U_1$ and so on. If $X : U$ and $Y : V$, then $X + Y : U \sqcup V$ and if $X : U$ and $Y : X \to V$, then the types $\Sigma_{x : X} Y(x)$ and $\Pi_{x : X} Y(x)$ live in the universe $U \sqcup V$; finally, if $X : U$ and $x, y : X$, then $\text{Id}_X(x, y) : U$. The type of natural numbers $\mathbb{N}$ is assumed to be in $U_0$ and we postulate that we have copies $\emptyset_U$ and $1_U$ in every universe $U$. We assume function extensionality and propositional extensionality tacitly, and univalence explicitly when needed. Finally, we use a single higher inductive type: the propositional truncation of a type $X$ is denoted by $\|X\|$ and we write $\exists_{x : X} Y(x)$ for $\|\sum_{x : X} Y(x)\|$.

2.1 The Notion of Size

We introduce the fundamental notion of a type having a certain size and specify the impredicativity axioms under consideration (Section 2.2). We also note the relation to excluded middle (Section 2.2) and univalence (Section 2.3). Finally in Section 2.4 we review embeddings and sections and establish our main technical result on size, namely that having a certain size is closed under retracts whose sections are embeddings.

Definition 1 (Size, UF-Slice.html in [16]). A type $X$ in a universe $U$ is said to have size $V$ if it is equivalent to a type in the universe $V$. That is, $X$ has-size $V : \equiv \sum_{Y : V} (Y \simeq X)$.

2.2 Impredicativity and Excluded Middle

We consider various impredicativity axioms and their relation to (weak) excluded middle. The definitions and propositions below may be found in [15, Section 3.36], so proofs are omitted here.

Definition 2 (Impredicativity axioms).

(i) By Propositional-Resizing$_{U \sqcup V}$ we mean the assertion that every proposition $P$ in a universe $U$ has size $V$.

(ii) The type of all propositions in a universe $U$ is denoted by $\Omega_U$. Observe that $\Omega_U : U^+$. We write $\Omega$-Resizing$_{\&U \sqcup V}$ for the assertion that the type $\Omega_U$ has size $V$. 
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The type of all \(\neg\neg\)-stable propositions in a universe \(U\) is denoted by \(\Omega_U\), where a proposition \(P\) is \(\neg\neg\)-stable if \(\neg\neg P\) implies \(P\). By \(\Omega_{\neg\neg\text{-Resizing}}\) we mean the assertion that the type \(\Omega_{\neg\neg}\) has size \(V\).

For the particular case of a single universe, we write \(\Omega\text{-Resizing}_U\) and \(\neg\neg\text{-Resizing}_U\) for the respective assertions that \(\Omega\) has size \(U\) and \(\neg\neg\) has size \(U\).

Proposition 3.
(i) The principle \(\Omega\text{-Resizing}_U, V\) implies Propositional-Resizing\(U, V\) for every two universes \(U\) and \(V\).
(ii) The conjunction of Propositional-Resizing\(U, V\) and Propositional-Resizing\(V, U\) implies \(\Omega\text{-Resizing}_{U, V}\) for every two universes \(U\) and \(V\).

It is possible to define a weaker variation of propositional resizing for \(\neg\neg\)-stable propositions only (and derive similar connections), but we don’t have any use for it in this paper.

Definition 4 ((Weak) excluded middle).
(i) Excluded middle in a universe \(U\) asserts that for every proposition \(P\) in \(U\) either \(P\) or \(\neg P\) holds.
(ii) Weak excluded middle in a universe \(U\) asserts that for every proposition \(P\) in \(U\) either \(\neg P\) or \(\neg\neg P\) holds.

We note that weak excluded middle says precisely that \(\neg\neg\)-stable propositions are decidable and is equivalent to de Morgan’s Law.

Proposition 5. Excluded middle implies impredicativity. Specifically,
(i) Excluded middle in \(U\) implies \(\Omega\text{-Resizing}_U, U_0\).
(ii) Weak excluded middle in \(U\) implies \(\neg\neg\text{-Resizing}_U, U_0\).

2.3 Size and Univalence
Assuming univalence we can prove that Propositional-Resizing\(U, V\) and \(\Omega\text{-Resizing}_U\) are subsingletons. More generally, univalence allows us to prove that the statement that \(X\) has size \(V\) is a proposition, which is needed in Section 3.5.

Proposition 6 (cf. has-size-is-subsingleton in [15]). If \(V\) and \(U \sqcup V\) are univalent universes, then \(X\) has-size \(V\) is a proposition for every \(X : U\).

The converse also holds in the following form.

Proposition 7. The type \(X\) has-size \(U\) is a proposition for every \(X : U\) if and only if \(U\) is a univalent universe.

Proof. Note that \(X\) has-size \(U\) is \(\sum_{Y : U} Y \simeq X\), so this can be found in [15, Section 3.14].

2.4 Size and Retracts
We show our main technical result on size here, namely that having a size is closed under retracts whose sections are embeddings.

Definition 8 (Sections, retractions and embeddings).
(i) A section is a map \(s : X \to Y\) together with a left inverse \(r : Y \to X\), i.e. the maps satisfy \(r \circ s \sim \text{id}\). We call \(r\) the retraction and say that \(X\) is a retract of \(Y\).
(ii) A function \(f : X \to Y\) is an embedding if the map \(ap_f : (x = y) \to (f(x) = f(y))\) is an equivalence for every \(x, y : X\). (See [24, Definition 4.6.1(ii)].)
(iii) A section-embedding is a section \(s : X \to Y\) that moreover is an embedding. We also say that \(X\) is an embedded retract of \(Y\).
We recall the following facts about embeddings and sections.

**Lemma 9.**

(i) A function \( f : X \to Y \) is an embedding if and only if all its fibres are subsingletons, i.e. \( \prod_{y \in Y} \text{is-subsingleton}(\text{fib}_f(y)) \). (See [24, Proof of Theorem 4.6.3].)

(ii) If every section is an embedding, then every type is a set. (See [22, Remark 3.11(2)].)

(iii) Sections to sets are embeddings. (See [15, lc-maps-into-sets-are-embeddings].)

In phrasing our results it is helpful to extend the notion of size from types to functions.

**Definition 10** (Size (for functions), UF-Slice.html in [16]). A function \( f : X \to Y \) is said to have size \( V \) if every fibre has size \( V \).

**Lemma 11** (cf. UF-Slice.html in [16]).

(i) A type \( X \) has size \( V \) if and only if the unique map \( X \to \mathbb{1}_{\mathbb{U}_0} \) has size \( V \).

(ii) If \( f : X \to Y \) has size \( V \) and \( Y \) has size \( V \), then so does \( X \).

(iii) If \( s : X \to Y \) is a section-embedding and \( Y \) has size \( V \), then \( s \) has size \( V \) too, regardless of the size of \( X \).

**Proof.** The first two claims follow from the fact that for any map \( f : X \to Y \) we have an equivalence \( X \simeq \sum_{y \in Y} \text{fib}_f(y) \) (see [24, Lemma 4.8.2]). For the third claim, suppose that \( s : X \to Y \) an embedding with retraction \( r : Y \to X \). By the second part of the proof of Theorem 3.10 in [22], we have \( \text{fib}_s(y) \simeq \|s(r(y)) = y\| \), from which the claim follows. ▶

**Lemma 12.**

(i) If \( X \) is an embedded retract of \( Y \) and \( Y \) has size \( V \), then so does \( X \).

(ii) If \( X \) is a retract of a set \( Y \) and \( Y \) has size \( V \), then so does \( X \).

**Proof.** The first statement follows from (ii) and (iii) of Lemma 11. The second follows from the first and item (iii) of Lemma 9. ▶

## 3 Large Posets Without Decidable Equality

We show that constructively and predicatively many structures from order theory (directed complete posets, bounded complete posets, sup-lattices) are necessarily large and necessarily lack decidable equality. We capture these structures by a technical notion of a \( \delta_V \)-complete poset in Section 3.1. In Section 3.2 we define when such structures are nontrivial and introduce the constructively stronger notion of positivity. Section 3.3 and Section 3.4 contain the two fundamental technical lemmas and the main theorems, respectively. Finally, Section 3.5 considers alternative formulations of being nontrivial and positive that ensure that these notions are properties, as opposed to data and shows how the main theorems remain valid, assuming univalence.

### 3.1 \( \delta_V \)-complete Posets

We start by introducing a class of weakly complete posets that we call \( \delta_V \)-complete posets. The notion of a \( \delta_V \)-complete poset is a technical and auxiliary notion sufficient to make our main theorems go through. The important point is that many familiar structures (dcpos, bounded complete posets, sup-lattices) are \( \delta_V \)-complete posets (see Examples 15).
Definition 13 (δᵥ-complete poset, δₓ,y,P, ∨ δₓ,y,P). A poset is a type X with a subsingleton-valued binary relation ⊆ on X that is reflexive, transitive and antisymmetric. It is not necessary to require X to be a set, as this follows from the other requirements. A poset (X, ⊆) is δᵥ-complete for a universe V if for every pair of elements x, y : X with x ⊆ y and every subsingleton P in V, the family

\[ \delta_{x,y,P} : 1 + P \to X \]

\[ \text{inl}(*) \mapsto x; \]

\[ \text{inr}(p) \mapsto y; \]

has a supremum ∨ δₓ,y,P in X.

Remark 14 (Every poset is δᵥ-complete, classically). Consider a poset (X, ⊆) and a pair of elements x ⊆ y. If P : V is a decidable proposition, then we can define the supremum of δₓ,y,P by case analysis on whether P holds or not. For if it holds, then the supremum is y, and if it does not, then the supremum is x. Hence, if excluded middle holds in V, then the family δₓ,y,P has a supremum for every P : V. Thus, if excluded middle holds in V, then every poset (in any universe) is δᵥ-complete.

The above remark naturally leads us to ask whether the converse also holds, i.e. if every poset is δᵥ-complete, does excluded middle in V hold? As far as we know, we can only get weak excluded middle in V, as we will later see in Proposition 18. This proposition also shows that in the absence of excluded middle, the notion of δᵥ-completeness isn’t trivial. For now, we focus on the fact that, also constructively and predicatively, there are many examples of δᵥ-complete posets.

Examples 15.
(i) Every V-sup-lattices is δᵥ-complete. That is, if a poset X has suprema for all families I → X with I in the universe V, then X is δᵥ-complete.
(ii) The V-sup-lattice Ωᵥ is δᵥ-complete. The type Ωᵥ of propositions in V is a V-sup-lattice with the order given by implication and suprema by existential quantification. Hence, Ωᵥ is δᵥ-complete. Specifically, given propositions Q, R and P, the supremum of δᵥ,Q,R,P is given by Q ∨ (R × P).
(iii) The V-powerset ℘ᵥ(X) ⊆ X → Ωᵥ of a type X is δᵥ-complete. Note that ℘ᵥ(X) is another example of a V-sup-lattice (ordered by subset inclusion and with suprema given by unions) and hence δᵥ-complete.
(iv) Every V-bounded complete posets is δᵥ-complete. That is, if (X, ⊆) is a poset with suprema for all bounded families I → X with I in the universe V, then (X, ⊆) is δᵥ-complete. A family α : I → X is bounded if there exists some x : X with α(i) ⊑ x for every i : I. For example, the family δₓ,y,P is bounded by y.
(v) Every V-directed complete poset (dcpo) is δᵥ-complete, since the family δₓ,y,P is directed.

We note that [12] provides a host of examples of V-dcpo.

3.2 Nontrivial and Positive Posets

In Remark 14 we saw that if we can decide a proposition P, then we can define ∨ δₓ,y,P by case analysis. What about the converse? That is, if δₓ,y,P has a supremum and we know that it equals x or y, can we then decide P? Of course, if x = y, then ∨ δₓ,y,P = x = y, so we don’t learn anything about P. But what if add the assumption that x ≠ y? It turns out that constructively we can only expect to derive decidability of ¬P in that case. This is due to the fact that x ≠ y is a negated proposition, which is rather weak constructively, leading us to later define (see Definition 20) a constructively stronger notion for elements of δᵥ-complete posets.
We say that \( x, y \) both \( P \) implies \( Q \).

That the conclusion of the implication in Lemma 17(ii) cannot be strengthened to say that \( P \) implies \( Q \).

Proof. Assume the hypothesis in the proposition. We are going to show that \( \neg \neg P \) is the case. However, if the conjunction of \( P \) and \( Q \) were \( \delta \), then \( \delta \) cannot be decided. Since \( 2 \) has exactly two elements, the equality \( \delta \) must be \( 0 \) or \( 1 \). But then we apply Lemma 17 to get decidability of \( \neg P \).

That the conclusion of the implication in Lemma 17(ii) cannot be strengthened to say that \( P \) is the case is shown by the following observation.

Proposition 18 (cf. Section 4 of [12]). Let \( 2 \) be the poset with exactly two elements \( 0 \subseteq 1 \). If \( 2 \) is \( \delta \)-complete, then weak excluded middle in \( V \) holds.

Proof. Suppose that \( 2 \) were \( \delta \)-complete and let \( P : V \) be an arbitrary subsingleton. We must show that \( \neg P \) is decidable. Since \( 2 \) has exactly two elements, the supremum \( \delta \) must be \( 0 \) or \( 1 \). But then we apply Lemma 17 to get decidability of \( \neg P \).

We have seen that having a pair of elements \( x, y \) with \( x \not\subseteq y \) and \( x \neq y \) is very weak constructively. As promised in the introduction of this section, we now introduce a constructively stronger notion.

Definition 20 (Strictly below, \( x \not\subseteq y \)). Let \( (X, \subseteq) \) be a \( \delta \)-complete poset and \( x, y : X \). We say that \( x \) is strictly below \( y \) if \( x \not\subseteq y \) and, moreover, for every \( z \not\subseteq y \) and every proposition \( P : V \), the equality \( z = \delta \) implies \( P \).

Note that with excluded middle, \( x \not\subseteq y \) is equivalent to the conjunction of \( x \not\subseteq y \) and \( x \neq y \). But constructively, the former is much stronger, as the following example and proposition illustrate.

Example 21 (Strictly below in \( \Omega \)). Recall from Examples 15 that \( \Omega \) is \( \delta \)-complete. Let \( P : V \) be an arbitrary proposition. Observe that \( \delta \neq P \) precisely when \( \neg \neg P \) holds. However, \( \Omega \) is strictly below \( P \) if and only if \( P \) holds.

Proposition 22. For a \( \delta \)-complete poset \( (X, \subseteq) \) and \( x, y : X \), we have that \( x \not\subseteq y \) implies both \( x \not\subseteq y \) and \( x \neq y \). However, if the conjunction of \( x \not\subseteq y \) and \( x \neq y \) implies \( x \not\subseteq y \) for every \( x, y : \Omega \), then excluded middle in \( V \) holds.
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**Proof.** Note that \( x \sqsubseteq y \) implies \( x \sqsubseteq y \) by definition. Now suppose that \( x \sqsubseteq y \) and assume \( x = y \) for a contradiction. Since we assumed \( x \sqsubseteq y \), the equality \( y = \bigvee \delta_{x,y,\emptyset} \) implies that \( \emptyset \vdash \) holds. But this equality holds since \( x = y \) by our other assumption, so \( x \neq y \), as desired.

For \( P : \emptyset \vdash \) we observed that \( \emptyset \vdash \) is equivalent to \( \neg \neg P \) and that \( \emptyset \vdash \) is equivalent to \( P \), so if we had \( (x \sqsubseteq y) \times (x \neq y)) \rightarrow x \sqsubseteq y \) in general, then we would have \( \neg \neg P \rightarrow P \) for every proposition \( P \) in \( \mathcal{V} \), which is equivalent to excluded middle in \( \mathcal{V} \).

**Lemma 23.** Let \((X, \sqsubseteq)\) be a \( \delta \)-complete poset and \( x, y, z : X \). The following hold:

1. If \( x \sqsubseteq y \sqsubseteq z \), then \( x \sqsubseteq z \).
2. If \( x \sqsubseteq y \sqsubseteq z \), then \( x \sqsubseteq z \).

**Proof.** For (i), assume \( x \sqsubseteq y \sqsubseteq z \), let \( P \) be an arbitrary proposition in \( \mathcal{V} \) and suppose that \( z \sqsubseteq w \). We must show that \( w = \bigvee \delta_{x,w,p} \) implies \( P \). But \( y \sqsubseteq z \), so we know that the equality \( w = \bigvee \delta_{y,w,p} \) implies \( P \). Now observe that \( \bigvee \delta_{w,p} \subseteq \bigvee \delta_{y,w,p} \), so if \( w = \bigvee \delta_{x,w,p} \), then \( w = \bigvee \delta_{y,w,p} \), finishing the proof. For (ii), assume \( x \sqsubseteq y \sqsubseteq z \), let \( P \) be an arbitrary proposition in \( \mathcal{V} \) and suppose that \( z \sqsubseteq w \). We must show that \( w = \bigvee \delta_{x,w,p} \) implies \( P \). But \( x \sqsubseteq y \) and \( y \sqsubseteq w \), so this follows immediately.

**Proposition 24.** Let \((X, \sqsubseteq)\) be a \( \mathcal{V} \)-sup-lattice and let \( y : X \). The following are equivalent:

1. The least element of \( X \) is strictly below \( y \);
2. For every family \( \alpha : I \rightarrow X \) with \( I : \mathcal{V} \) and \( y \sqsubseteq \bigvee \alpha \), there exists some element \( i : I \).
3. There exists some \( x : X \) with \( x \sqsubseteq y \).

**Proof.** Write \( \bot \) for the least element of \( X \). By Lemma 23 we have:

\[
\bot \sqsubseteq y \iff \exists x : X (\bot \sqsubseteq x \sqsubseteq y) \iff \exists x : X (x \sqsubseteq y),
\]

which proves the equivalence of (i) and (iii). It remains to prove that (i) and (ii) are equivalent. Suppose that \( \bot \sqsubseteq y \) and let \( \alpha : I \rightarrow X \) with \( y \sqsubseteq \bigvee \alpha \). Using \( \bot \sqsubseteq y \sqsubseteq \bigvee \alpha \) and Lemma 23, we have \( \bot \sqsubseteq \bigvee \alpha \). Hence, we only need to prove \( \bigvee \alpha \sqsubseteq \bigvee \delta_{\bot,\bot} \), but \( \alpha_j \sqsubseteq \bigvee \delta_{\bot,\bot} \) for every \( j : I \), so this is true indeed. For the converse, assume that \( y \) satisfies (ii), suppose \( z \sqsubseteq y \) and let \( P : \mathcal{V} \) be a proposition such that \( z = \bigvee \delta_{\bot,\bot} \). We must show that \( P \) holds. But notice that \( y \sqsubseteq z = \bigvee \delta_{\bot,\bot} = \bigvee ((P : \mathcal{V}) \rightarrow z) \), so \( P \) must be inhabited as \( y \) satisfies (ii).

Item (ii) in Proposition 24 says exactly that \( y \) is a positive element in the sense of [19, p. 98]. We note that item (iii) in Proposition 24 makes sense even when \((X, \sqsubseteq)\) is not a \( \mathcal{V} \)-sup-lattice, but just a \( \delta \)-complete poset. Accordingly, we make the following definition.

**Definition 25 (Positive element).** An element of a \( \delta \)-complete poset is positive if it satisfies item (iii) in Proposition 24.

An element of a \( \mathcal{V} \)-dcpo is called compact if it is inaccessible by directed joins of families indexed by types in \( \mathcal{V} \) [12, Definition 44].

**Proposition 26.** A compact element \( x \) of a \( \mathcal{V} \)-dcpo with least element \( \bot \) is positive if and only if \( x \neq \bot \).

**Proof.** One implication is taken care of by Proposition 22. For the converse, suppose that \( x \neq \bot \). We show that \( \bot \) is strictly below \( x \). For if \( x \sqsubseteq y = \bigvee \delta_{\bot,\bot} \), then by compactness of \( x \), there must exist \( i : 1 + P \) such that \( x \sqsubseteq \delta_{\bot,\bot}(i) \) already. But \( i \) can’t be equal to \( \text{inl}(\ast) \), since \( x \) is assumed to be different from \( \bot \). Hence, \( i = \text{inr}(p) \) and \( P \) must hold.

Looking to strengthen the notion of a nontrivial poset, we make the following definition, whose terminology is inspired by Definition 25.
Definition 27 (Positive poset). A $\delta_V$-complete poset $X$ is positive if we have designated $x, y : X$ with $x$ strictly below $y$.

Examples 28.
(i) Consider an element $P$ of the $\delta_V$-complete poset $\Omega_V$. The pair $(0_V, P)$ witnesses nontriviality of $\Omega_V$ if and only if $\neg\neg P$ holds, while it witnesses positivity if and only if $P$ holds.

(ii) Consider the $V$-powerset $\mathcal{P}_V(X)$ on a type $X$ as a $\delta_V$-complete poset (recall Examples 15). We write $\emptyset : \mathcal{P}_V(X)$ for the map $x \mapsto \emptyset_V$. Say that a subset $A : \mathcal{P}_V(X)$ is nonempty if $A \neq \emptyset$ and inhabited if there exists some $x : X$ such that $A(x)$ holds. The pair $(\emptyset, A)$ witnesses nontriviality of $\mathcal{P}_V(X)$ if and only if $A$ is nonempty, while it witnesses positivity if and only if $A$ is inhabited. In particular, $\mathcal{P}_V(X)$ is positive if and only if $X$ is an inhabited type.

3.3 Retract Lemmas

We show that the type of propositions in $\mathcal{V}$ is a retract of any positive $\delta_V$-complete poset and that the type of $\neg\neg$-stable propositions in $\mathcal{V}$ is a retract of any nontrivial $\delta_V$-complete poset.

Definition 29 ($\Delta_{x,y} : \Omega_V \to X$). Suppose that $(X, \sqsubseteq, x, y)$ is a nontrivial $\delta_V$-complete poset. We define $\Delta_{x,y} : \Omega_V \to X$ by the assignment $P \mapsto \bigvee \delta_{x,y,P}$.

We will often omit the subscripts in $\Delta_{x,y}$ when it is clear from the context.

Definition 30 (Locally small). A $\delta_V$-complete poset $(X, \sqsubseteq)$ is locally small if its order has values of size $V$, i.e. we have $\sqsubseteq_V : X \to X \to V$ with $(x \sqsubseteq y) \simeq (x \sqsubseteq_V y)$ for every $x, y : X$.

Examples 31.
(i) The $\mathcal{V}$-sup-lattices $\Omega_V$ and $\mathcal{P}_V(X)$ (for $X : \mathcal{V}$) are locally small.

(ii) All examples of $\mathcal{V}$-depos in [12] are locally small.

Lemma 32. A locally small $\delta_V$-complete poset $(X, \sqsubseteq)$ is nontrivial, witnessed by elements $x \sqsubseteq y$, if and only if the composite $\Omega_V^{-\to} \hookrightarrow \Omega_V \xrightarrow{\Delta_{x,y}} X$ is a section.

Proof. Suppose first that $(X, \sqsubseteq, x, y)$ is nontrivial and locally small. We define
$$
\begin{align*}
r & : X \to \Omega_V^{-\to} \\
z & \mapsto z \sqsubseteq_V x.
\end{align*}
$$

Note that negated propositions are $\neg\neg$-stable, so $r$ is well-defined. Let $P : \mathcal{V}$ be an arbitrary $\neg\neg$-stable proposition. We want to show that $r(\Delta_{x,y}(P)) = P$. By propositional extensionality, establishing logical equivalence suffices. Suppose first that $P$ holds. Then $\Delta_{x,y}(P) \equiv \bigvee \delta_{x,y,P} = y$, so $r(\Delta_{x,y}(P)) = r(y) \equiv (y \sqsubseteq_V x)$ holds by antisymmetry and our assumptions that $x \sqsubseteq y$ and $x \neq y$. Conversely, assume that $r(\Delta_{x,y}(P))$ holds, i.e. that we have $\bigvee \delta_{x,y,P} \sqsubseteq_V x$. Since $P$ is $\neg\neg$-stable, it suffices to derive a contradiction from $\neg P$. So assume $\neg P$. Then $x = \bigvee \delta_{x,y,P}$, so $r(\Delta_{x,y}(P)) = r(x) \equiv x \sqsubseteq_V x$, which is false by reflexivity.

For the converse, assume that $\Omega_V^{-\to} \hookrightarrow \Omega_V \xrightarrow{\Delta_{x,y}} X$ has a retraction $r : \Omega_V^{-\to} \to X$. Then $0_V = r(\Delta_{x,y}(0_V)) = r(x)$ and $1_V = r(\Delta_{x,y}(1_V)) = r(y)$, where we used that $0_V$ and $1_V$ are $\neg\neg$-stable. Since $0_V \neq 1_V$, we get $x \neq y$, so $(X, \sqsubseteq, x, y)$ is nontrivial, as desired.

The appearance of the double negation in the above lemma is due to the definition of nontriviality. If we instead assume a positive poset $X$, then we can exhibit all of $\Omega_V$ as a retract of $X$.
Lemma 33. A locally small $\delta_\mathcal{V}$-complete poset $(X, \sqsubseteq)$ is positive, witnessed by elements $x \sqsubseteq y$, if and only if for every $z \sqsupseteq y$, the map $\Delta_{x,z} : \Omega_\mathcal{V} \to X$ is a section.

Proof. Suppose first that $(X, \sqsubseteq, x, y)$ is positive and locally small and let $z \sqsupseteq y$ be arbitrary. We define

$$
\begin{align*}
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\end{align*}
$$

$$
\begin{align*}
& r_z : X \mapsto \Omega_\mathcal{V} \\
& \quad \quad \quad w \mapsto z \sqsubseteq_\mathcal{V} w.
\end{align*}
$$

Let $P : \mathcal{V}$ be arbitrary proposition. We want to show that $r_z(\Delta_{x,z}(P)) = P$. Because of propositional extensionality, it suffices to establish a logical equivalence between $P$ and $r_z(\Delta_{x,z}(P))$. Suppose first that $P$ holds. Then $\Delta_{x,z}(P) = z$, so $r_z(\Delta_{x,z}(P)) = r_z(z) \equiv (z \sqsubseteq_\mathcal{V} z)$ holds as well by reflexivity. Conversely, assume that $r_z(\Delta_{x,z}(P))$ holds, i.e. that we have $z \sqsubseteq_\mathcal{V} \sqrt{\delta_{x,z,P}}$. Since $\sqrt{\delta_{x,z,P}} \sqsubseteq z$ always holds, we get $z = \sqrt{\delta_{x,z,P}}$ by antisymmetry. But by assumption and Lemma 23, the element $x$ is strictly below $z$, so $P$ must hold.

For the converse, assume that for every $z \sqsupseteq y$, the map $\Delta_{x,z} : \Omega_\mathcal{V} \to X$ has a retraction $r_z : X \to \Omega_\mathcal{V}$. We must show that the equality $z = \Delta_{x,z}(P)$ implies $P$ for every $z \sqsupseteq y$ and proposition $P : \mathcal{V}$. Assuming $z = \Delta_{x,z}(P)$, we have $1_\mathcal{V} = r_z(\Delta_{x,z}(1_\mathcal{V})) = r_z(z) = r_z(\Delta_{x,z}(P)) = P$, so $P$ must hold indeed. Hence, $(X, \sqsubseteq, x, y)$ is positive, as desired. 

\section{3.4 Reductions to Impredicativity and Excluded Middle}

We present our main theorems here, which show that, constructively and predicatively, nontrivial $\delta_\mathcal{V}$-complete posets are necessarily large and necessarily lack decidable equality.

Definition 34 (Small). A $\delta_\mathcal{V}$-complete poset is small if it is locally small and its carrier has size $\mathcal{V}$.

Theorem 35.

(i) There is a nontrivial small $\delta_\mathcal{V}$-complete poset if and only if $\Omega_{\neg \neg_\mathcal{V}}$-Resizing$_\mathcal{V}$ holds.

(ii) There is a positive small $\delta_\mathcal{V}$-complete poset if and only if $\Omega$-Resizing$_\mathcal{V}$ holds.

Proof. (i) Suppose that $(X, \sqsubseteq, x, y)$ is a nontrivial small $\delta_\mathcal{V}$-complete poset. By Lemma 32, we can exhibit $\Omega_\mathcal{V}^{-}$ as a retract of $X$. But $X$ has size $\mathcal{V}$ by assumption, so by Lemma 12 and the fact that $\Omega_\mathcal{V}^{-}$ is a set, the type $\Omega_\mathcal{V}^{-}$ has size $\mathcal{V}$ as well. For the converse, note that $(\Omega_\mathcal{V}^{-}, \rightarrow, 0_\mathcal{V}, 1_\mathcal{V})$ is a nontrivial $\mathcal{V}$-sup-lattice with $\neg \neg \alpha$ given by $\neg \neg \exists_\mathcal{V} \delta_\mathcal{V} \alpha$. And if we assume $\Omega_{\neg \neg_\mathcal{V}}$-Resizing$_\mathcal{V}$, then it is small.

(ii) Suppose that $(X, \sqsubseteq, x, y)$ is a positive small poset. By Lemma 33, we can exhibit $\Omega_\mathcal{V}$ as a retract of $X$. But $X$ has size $\mathcal{V}$ by assumption, so by Lemma 12 and the fact that $\Omega_\mathcal{V}$ is a set, the type $\Omega_\mathcal{V}$ has size $\mathcal{V}$ as well. For the converse, note that $(\Omega_\mathcal{V}, \rightarrow, 0_\mathcal{V}, 1_\mathcal{V})$ is a positive $\mathcal{V}$-sup-lattice. And if we assume $\Omega$-Resizing$_\mathcal{V}$, then it is small.

Lemma 36 (retract-is-discrete and subtype-is-$\neg \neg$-separated in [16]).

(i) Types with decidable equality are closed under retracts.

(ii) Types with $\neg \neg$-stable equality are closed under retracts.

Theorem 37. There is a nontrivial locally small $\delta_\mathcal{V}$-complete poset with decidable equality if and only if weak excluded middle in $\mathcal{V}$ holds.

Proof. Suppose that $(X, \sqsubseteq, x, y)$ is a nontrivial locally small $\delta_\mathcal{V}$-complete poset with decidable equality. Then by Lemmas 32 and 36, the type $\Omega_\mathcal{V}^{-}$ must have decidable equality too. But negated propositions are $\neg \neg$-stable, so this yields weak excluded middle in $\mathcal{V}$. For the converse, note that $(\Omega_\mathcal{V}^{-}, \rightarrow, 0_\mathcal{V}, 1_\mathcal{V})$ is a nontrivial $\mathcal{V}$-sup-lattice that has decidable equality if and only if weak excluded middle in $\mathcal{V}$ holds.
Theorem 38. The following are equivalent:

(i) There is a positive locally small $\delta_V$-complete poset with $\neg\neg$-stable equality.

(ii) There is a positive locally small $\delta_V$-complete poset with decidable equality.

(iii) Excluded middle in $V$ holds.

Proof. Note that (ii) $\Rightarrow$ (i), so we are left to show that (iii) $\Rightarrow$ (ii) and that (i) $\Rightarrow$ (iii). For the first implication, note that $(\Omega_V, \rightarrow, 0_V, 1_V)$ is a positive $V$-sup-lattice that has decidable equality if and only if excluded middle in $V$ holds. To see that (i) implies (iii), suppose that $(X, \sqsubseteq, x, y)$ is a positive locally small $\delta_V$-complete poset with $\neg\neg$-stable equality. Then by Lemmas 33 and 36 the type $\Omega_V$ must have $\neg\neg$-stable equality. But this implies that $\neg\neg P \rightarrow P$ for every proposition $P$ in $V$ which is equivalent to excluded middle in $V$. ◀

Corollary 39.

(i) There is a nontrivial small $V$-sup-lattice (or $V$-bounded complete poset or $V$-dcpo) if and only if $\Omega \neg\neg$-Resizing holds.

(ii) There is a positive small $V$-sup-lattice (or $V$-bounded complete poset or $V$-dcpo) if and only if $\Omega$-Resizing holds.

(iii) There is a nontrivial locally small $V$-sup-lattice (or $V$-bounded complete poset or $V$-dcpo) with decidable equality if and only if weak excluded middle in $V$ holds.

(iv) There is a positive locally small $V$-sup-lattice (or $V$-bounded complete poset or $V$-dcpo) with decidable equality if and only if excluded middle in $V$ holds.

3.5 Unspecified Nontriviality and Positivity

The above notions of non-triviality and positivity are data rather than property. Indeed, a nontrivial poset $(X, \sqsubseteq)$ is (by definition) equipped with two designated points $x, y : X$ such that $x \sqsubseteq y$ and $x \neq y$. It is natural to wonder if the propositionally truncated versions of these two notions yield the same conclusions. In this section we show that this is indeed the case if we assume univalence. The need for the univalence assumption comes from the fact that the notion of having a given size is property precisely if univalence holds, as shown in Propositions 6 and 7.

Definition 40 (Nontrivial/positive in an unspecified way). A poset $(X, \sqsubseteq)$ is nontrivial in an unspecified way if there exist some elements $x, y : X$ such that $x \subseteq y$ and $x \neq y$, i.e. $\exists x \exists y. x \sqsubseteq y \times (x \neq y)$. Similarly, we can define when a poset is positive in an unspecified way by truncating the notion of positivity.

Theorem 41. Suppose that the universes $V$ and $V^+$ are univalent.

(i) There is a small $\delta_V$-complete poset that is nontrivial in an unspecified way if and only if $\Omega \neg\neg$-Resizing holds.

(ii) There is a small $\delta_V$-complete poset that is positive in an unspecified way if and only if $\Omega$-Resizing holds.

Proof. (i) Suppose that $(X, \sqsubseteq)$ is a $\delta_V$-complete poset that is nontrivial in an unspecified way. By Proposition 6 and univalence of $V$ and $V^+$, type $\Omega \neg\neg$-has-size $V$ is a proposition. By the universal property of the propositional truncation, in proving that $\Omega \neg\neg$-has-size $V$ we can therefore assume that are given points $x, y : X$ with $x \sqsubseteq y$ and $x \neq y$. The result then follows from Theorem 35. (ii) By reduction to item (ii) of Theorem 35. ◀
Similarly, we can prove the following theorems by reduction to Theorems 37 and 38.

Theorem 42.
(i) There is a locally small \( \delta_\mathcal{V} \)-complete poset with decidable equality that is nontrivial in an unspecified way if and only if weak excluded middle in \( \mathcal{V} \) holds.
(ii) There is a locally small \( \delta_\mathcal{V} \)-complete poset with decidable equality that is positive in an unspecified way if and only if excluded middle in \( \mathcal{V} \) holds.

4 Maximal Points and Fixed Points

In this section we construct a particular example of a \( \mathcal{V} \)-sup-lattice that will prove very useful in studying the predicative validity of some well-known principles in order theory.

Definition 43 (Lifting, cf. [14]). Fix a proposition \( P_U \) in a universe \( \mathcal{U} \). Lifting \( P_U \) with respect to a universe \( \mathcal{V} \) is defined by

\[
\mathcal{L}_\mathcal{V}(P_U) \equiv \sum_{Q: \Omega_\mathcal{V}} (Q \to P_U).
\]

This is a subtype of \( \Omega_\mathcal{V} \) and it is closed under \( \mathcal{V} \)-suprema (in particular, it contains the least element).

Examples 44.
(i) If \( P_U \equiv \emptyset_U \), then \( \mathcal{L}_\mathcal{V}(P_U) \simeq (\sum_{Q: \Omega_\mathcal{V}} \neg Q) \simeq (\sum_{Q: \Omega_\mathcal{V}} Q = 0_\mathcal{V}) \simeq 1. \)
(ii) If \( P_U \equiv 1_U \), then \( \mathcal{L}_\mathcal{V}(P_U) \equiv (\sum_{Q: \Omega_\mathcal{V}} (Q \to 1_U)) \simeq \Omega_\mathcal{V}. \)

What makes \( \mathcal{L}_\mathcal{V}(P_U) \) useful is the following observation.

Lemma 45. Suppose that the poset \( \mathcal{L}_\mathcal{V}(P_U) \) has a maximal element \( Q : \Omega_\mathcal{V} \). Then \( P_U \) is equivalent to \( Q \), which is the greatest element of \( \mathcal{L}_\mathcal{V}(P_U) \). In particular, \( P_U \) has size \( \mathcal{V} \).

Conversely, if \( P_U \equiv Q \), then \( Q \) is the greatest element of \( \mathcal{L}_\mathcal{V}(P_U) \).

Proof. Suppose that \( \mathcal{L}_\mathcal{V}(P_U) \) has a maximal element \( Q : \Omega_\mathcal{V} \). We wish to show that \( Q \simeq P_U \).

By definition of \( \mathcal{L}_\mathcal{V}(P_U) \), we already have that \( Q \to P_U \). So only the converse remains. Therefore suppose that \( P_U \) holds. Then, \( 1_U \) is an element of \( \mathcal{L}_\mathcal{V}(P_U) \). Obviously \( Q \to P_U \), but \( Q \) is maximal, so actually \( Q = 1_V \), that is, \( Q \) holds, as desired. Thus, \( Q \simeq P_U \).

It is then straightforward to see that \( Q \) is actually the greatest element of \( \mathcal{L}_\mathcal{V}(P_U) \), since \( \mathcal{L}_\mathcal{V}(P_U) \simeq \sum_{Q: \Omega_\mathcal{V}} (Q \to Q) \). For the converse, assume that \( P_U \) is equivalent to a proposition \( Q : \Omega_\mathcal{V} \). Then, as before, \( \mathcal{L}_\mathcal{V}(P_U) \simeq \sum_{Q: \Omega_\mathcal{V}} (Q \to Q) \), which shows that \( Q \) is indeed the greatest element of \( \mathcal{L}_\mathcal{V}(P_U) \).

Corollary 46. Let \( P_U \) be a proposition in \( \mathcal{U} \). The \( \mathcal{V} \)-sup-lattice \( \mathcal{L}_\mathcal{V}(P_U) \) has all \( \mathcal{V} \)-infima if and only if \( P_U \) has size \( \mathcal{V} \).

Proof. Suppose first that \( \mathcal{L}_\mathcal{V}(P_U) \) has all \( \mathcal{V} \)-infima. Then it must have an infimum for the empty family \( \emptyset_\mathcal{V} \to \mathcal{L}_\mathcal{V}(P_U) \). But this infimum must be the greatest element of \( \mathcal{L}_\mathcal{V}(P_U) \). So by Lemma 45 the proposition \( P_U \) must have size \( \mathcal{V} \).

Conversely, suppose that \( P_U \) is equivalent to a proposition \( Q : \mathcal{V} \). Then the infimum of a family \( \alpha : I \to \mathcal{L}_\mathcal{V}(P_U) \) with \( I : \mathcal{V} \) is given by \((Q \times \Pi_i \alpha_i) : \mathcal{V}\).

Definition 47 (Zorn’s-Lemma \( \mathcal{V}_{\mathcal{U}, \mathcal{T}} \)). Let \( \mathcal{U}, \mathcal{V} \) and \( \mathcal{T} \) be universes. Zorn’s-Lemma \( \mathcal{V}_{\mathcal{U}, \mathcal{T}} \) asserts that every pointed \( \mathcal{V} \)-dcpo with carrier in \( \mathcal{U} \) and order taking values in \( \mathcal{T} \) (cf. [12]) has a maximal element.
It important to note that Zorn’s lemma does not imply the Axiom of Choice in the absence of excluded middle [3]. If it did, then the following would be useless, since the Axiom of Choice implies excluded middle, which in turn implies propositional resizing.

Theorem 48. Zorn’s-Lemma_{V,Y,U,Y} implies Propositional-Resizing_{U,Y}.

In particular, Zorn’s-Lemma_{V,Y,+U,Y} implies Propositional-Resizing_{V,+Y}.

Proof. Suppose that Zorn’s-Lemma_{V,Y,+U,Y} were true. Then \( \mathcal{L}_V(P) : V^+ \sqcup \mathcal{U} \) has a maximal element for every \( P : \Omega \mathcal{U} \). Hence, by Lemma 45, every \( P : \Omega \mathcal{U} \) has size \( Y \).

We can also use Lemma 45 to show that the following version of Tarski’s fixed point theorem [23] is not available predicatively.

Definition 49 (Tarski’s-Theorem_{V,U,T}). The assertion Tarski’s-Theorem_{V,U,T} says that every monotone endofunction on a \( \mathcal{V} \)-sup-lattice with carrier in a universe \( \mathcal{U} \) and order taking values in a universe \( T \) has a greatest fixed point.

Theorem 50. Tarski’s-Theorem_{V,Y,+U,Y} implies Propositional-Resizing_{U,Y}.

In particular, Tarski’s-Theorem_{V,Y,+U,Y} implies Propositional-Resizing_{V,+Y}.

Proof. Suppose that Tarski’s-Theorem_{V,Y,+U,Y} were true and let \( P : \Omega \mathcal{U} \) be arbitrary. Consider the \( \mathcal{V} \)-sup-lattice \( \mathcal{L}_V(P) : V^+ \sqcup \mathcal{U} \). By assumption, the identity map on this poset has a greatest fixed point, but this must be the greatest element of \( \mathcal{L}_V(P) \), which implies that \( P \) has size \( V \) by Lemma 45.

Another famous fixed point theorem, for dcpos this time, is due to Pataraia [20, 13] which says that every monotone endofunction on a pointed dcpo has a least fixed point. (A dcpo is called pointed if it has a least element.) A crucial step in proving Pataraia’s theorem is the observation that every dcpo has a greatest monotone inflationary endofunction. (An endomap \( f : X \to X \) is inflationary when \( x \sqsubseteq f(x) \) for every \( x : X \).) We refer to this intermediate result as Pataraia’s lemma.

Definition 51 (Pataraia’s-Lemma_{V,U,T}, Pataraia’s-Theorem_{V,U,T}).

(i) Pataraia’s-Theorem_{V,U,T} says that every monotone endofunction on a pointed \( \mathcal{V} \)-dcpo with carrier in a universe \( \mathcal{U} \) and order taking values in a universe \( T \) has a greatest fixed point.

(ii) Pataraia’s-Lemma_{V,U,T} says that every \( \mathcal{V} \)-dcpo with carrier in a universe \( \mathcal{U} \) and order taking values in a universe \( T \) has a greatest monotone inflationary endofunction.

A careful analysis of the proof in [13, Section 2] shows that in our predicative setting we can still prove that Pataraia’s-Lemma_{V,U,T} implies Pataraia’s-Theorem_{V,U,T}. However, Pataraia’s lemma is not available predicatively.

Theorem 52. Pataraia’s-Lemma_{V,Y,+U,Y} implies Propositional-Resizing_{U,Y}.

In particular, Pataraia’s-Lemma_{V,Y,+U,Y} implies Propositional-Resizing_{V,+Y}.

Proof. Suppose that Pataraia’s-Lemma_{V,Y,+U,Y} were true and let \( P : \Omega \mathcal{U} \) be arbitrary. Consider the \( \mathcal{V} \)-dcpo \( \mathcal{L}_V(P) : V^+ \sqcup \mathcal{U} \). By assumption, it has a greatest monotone inflationary endomap \( g : \mathcal{L}_V(P) \to \mathcal{L}_V(P) \). We claim that \( g(0_V) \) is a maximal element of \( \mathcal{L}_V(P) \), which would finish the proof by Lemma 45. So suppose that we have \( Q : \mathcal{L}_V(P) \) with \( g(0_V) \sqsubseteq Q \). Then we must show that \( Q \sqsubseteq g(0_V) \). Define \( f_Q : \mathcal{L}_V(P) \to \mathcal{L}_V(P) \) by \( Q' \mapsto Q' \lor Q \). Note that \( f_Q \) is monotone and inflationary, so that \( f_Q \sqsubseteq g \). Hence, \( Q = f_Q(0_V) \sqsubseteq g(0_V) \), as desired.
Remark 53. For a single universe $\mathcal{U}$, the usual proofs (see resp. [23] and [13, Section 2]) of Tarski’s-Theorem$_{\mathcal{U},\mathcal{U}}$, Pataraia’s-Lemma$_{\mathcal{U},\mathcal{U}}$, and (hence) Pataraia’s-Theorem$_{\mathcal{U},\mathcal{U}}$ are also valid in our predicative setting. However, in light of Theorem 35, these statements are not useful predicatively, because one would never be able to find interesting examples of posets to apply the statements to.

Finally, we note that Zorn’s lemma implies Pataraia’s lemma with the following universe parameters. Together with Theorem 52 this yields another proof that Zorn’s-Lemma$_{\mathcal{V},\mathcal{V}}$ implies Propositional-Resizing$_{\mathcal{V}^+,\mathcal{V}}$.

Lemma 54. Zorn’s-Lemma$_{\mathcal{V},\mathcal{U}\sqcup\mathcal{T},\mathcal{U}\sqcup\mathcal{T}}$ implies Pataraia’s-Lemma$_{\mathcal{V},\mathcal{U},\mathcal{T}}$.

Proof. Assume Zorn’s-Lemma$_{\mathcal{V},\mathcal{U}\sqcup\mathcal{T},\mathcal{U}\sqcup\mathcal{T}}$ and let $D : \mathcal{U}$ be $\mathcal{V}$-dcpo with order taking values in $\mathcal{T}$. Consider the type $\mathcal{M}_D$ of monotone and inflationary endomaps on $D$. We can order these maps pointwise to get a $\mathcal{V}$-dcpo with carrier and order taking values in $\mathcal{U}\sqcup\mathcal{T}$. Finally, $\mathcal{M}_D$ has a least element: the identity map. Hence, by our assumption, it has a maximal element $g : D \to D$. It remains to show that $g$ is in fact the greatest element. To this end, let $f : D \to D$ be an arbitrary monotone inflationary endomap on $D$. We must show that $f \sqsubseteq g$. Since $f$ is inflationary, we have $g \sqsubseteq f \circ g$. So by maximality of $g$, we get $g = f \circ g$. But $f$ is monotone and $g$ is inflationary, so $f \sqsubseteq f \circ g = g$, finishing the proof.

The answer to the question whether Pataraia’s theorem (or similarly, a least fixed point theorem version of Tarki’s theorem) is inherently impredicative or (by contrast) does admit a predicative proof has eluded us thus far.

5 Families and Subsets

In traditional impredicative foundations, completeness of posets is usually formulated using subsets. For instance, dcpo’s are defined as posets $D$ such that every directed subset $D$ has a supremum in $D$. Examples 15 are all formulated using small families instead of subsets. While subsets are primitive in set theory, families are primitive in type theory, so this could be an argument for using families above. However, that still leaves the natural question of how the family-based definitions compare to the usual subset-based definitions, especially in our predicative setting, unanswered. This section aims to answer this question. We first study the relation between subsets and families predicatively and then clarify our definitions in the presence of impredicativity. In our answers we will consider sup-lattices, but similar arguments could be made for posets with other sorts of completeness, such as dcpo’s.

All Subsets

We first show that simply asking for completeness w.r.t. all subsets is not satisfactory from a predicative viewpoint. In fact, we will now see that even asking for all subsets $X \to \Omega_T$ for some fixed universe $T$ is problematic from a predicative standpoint.

Theorem 55. Let $\mathcal{U}$ and $\mathcal{V}$ be universes and fix a proposition $P_{\mathcal{U}} : \mathcal{U}$. Recall $\mathcal{L}_\mathcal{V}(P_{\mathcal{U}})$ from Definition 43, which has $\mathcal{V}$-suprema. Let $\mathcal{T}$ be any type universe. If $\mathcal{L}_\mathcal{V}(P_{\mathcal{U}})$ has suprema for all subsets $\mathcal{L}_\mathcal{V}(P_{\mathcal{U}}) \to \Omega_T$, then $P_{\mathcal{U}}$ has size $\mathcal{V}$ independently of $\mathcal{T}$.

Proof. Let $\mathcal{T}$ be a type universe and consider the subset $S$ of $\mathcal{L}_\mathcal{V}(P_{\mathcal{U}})$ given by $Q \mapsto 1_\mathcal{T}$. Note that $S$ has a supremum in $\mathcal{L}_\mathcal{V}(P_{\mathcal{U}})$ if and only if $\mathcal{L}_\mathcal{V}(P_{\mathcal{U}})$ has a greatest element, but by Lemma 45, the latter is equivalent to $P_{\mathcal{U}}$ having size $\mathcal{V}$. □
All Subsets Whose Total Spaces Have Size $\mathcal{V}$

The proof above illustrates that if we have a subset $S : X \to \Omega_T$, then there is no reason why the total space $\sum_{x:X} x \in S \equiv \sum_{x:X} (S(x) \text{ holds})$ should have size $T$. In fact, for $S(x) \equiv 1_T$ as above, the latter is equivalent to asking that $X$ has size $T$.

Definition 56 (Total space of a subset, $T$). Let $T$ be a universe, $X$ a type and $S : X \to \Omega_T$ a subset of $X$. The total space of $S$ is defined as $T(S) \equiv \sum_{x:X} x \in S$.

A naive attempt to solve the problem described in Theorem 55 would be to stipulate that a $\mathcal{V}$-sup-lattice $X$ should have suprema for all subsets $S : X \to \Omega_\mathcal{V}$ for which $T(S)$ has size $\mathcal{V}$. Somewhat less naively, we might be more liberal and ask for suprema of subsets $S : X \to \Omega_{\mathcal{U},\mathcal{V}}$ for which $T(S)$ has size $\mathcal{V}$. Here the carrier of $X$ is in a universe $\mathcal{U}$. Perhaps surprisingly, even this more liberal definition is too weak to be useful as the following example shows.

Example 57 (Naturally occurring subsets whose total spaces are not necessarily small). Let $X$ be a poset with carrier in $\mathcal{U}$ and suppose that it has suprema for all (directed) subsets $S : X \to \Omega_{\mathcal{U},\mathcal{V}}$ for which $T(S)$ has size $\mathcal{V}$. Now let $f : X \to X$ be a Scott continuous endofunction on $X$. We would want to construct the least fixed point of $f$ as the supremum of the directed subset $S \equiv \{\bot, f(\bot), f^2(\bot), \ldots\}$. Now, how do we show that its total space $T(S) \equiv \sum_{x:X} (\exists n : n \in \mathbb{N}. x = f^n(\bot))$ has size $\mathcal{V}$? A first guess might be that $\mathbb{N} \simeq T(S)$, which would do the job. However, it’s possible that $f^n(\bot) = f^{m+1}(\bot)$ for some natural number $m$, which would mean that $T(S) \simeq \text{Fin}(m)$ for the least such $m$. The problem is that in the absence of decidable equality on $X$ we might not be able to decide which is the case. But $X$ seldom has decidable equality, as we saw in Theorems 37 and 38.

Remark 58. The example above also makes clear that it is undesirable to impose an injectivity condition on families, as the family $\mathbb{N} \to X, n \mapsto f^n(\bot)$ is not necessarily injective.

All $\mathcal{V}$-covered Subsets

The point of Example 57 is analogous to the difference between Bishop finiteness and Kuratowski finiteness. Inspired by this, we make the following definition.

Definition 59 ($\mathcal{V}$-covered subset). Let $X$ be a type, $T$ a universe and $S : X \to \Omega_T$ a subset of $X$. We say that $S$ is $\mathcal{V}$-covered for a universe $\mathcal{V}$ if we have a type $I : \mathcal{V}$ with a surjection $e : I \twoheadrightarrow T(S)$.

In the example above, the subset $S \equiv \{\bot, f(\bot), f^2(\bot), \ldots\}$ is $\mathcal{U}_0$-covered, because $\mathbb{N} \twoheadrightarrow T(S)$.

Theorem 60. For $X : \mathcal{U}$ and any universe $\mathcal{V}$ we have an equivalence between $\mathcal{V}$-covered subsets $X \to \Omega_{\mathcal{U},\mathcal{V}}$ and families $I \twoheadrightarrow X$ with $I : \mathcal{V}$.

Proof. The forward map $\varphi$ is given by $(S, I, e) \mapsto (I, \text{pr}_1 \circ e)$. In the other direction, we define $\psi$ by mapping $(I, \alpha)$ to the triple $(S, I, e)$ where $S$ is the subset of $X$ given by $S(x) \equiv \exists i : x = \alpha(i)$ and $e : I \twoheadrightarrow T(S)$ is defined as $e(i) \equiv (\alpha(i), ([i, \text{refl}]))$. The composite $\varphi \circ \psi$ is easily seen to be equal to the identity. To show that $\psi \circ \varphi$ equals the identity, we need the following intermediate result, which is proved using function extensionality and path induction.
Claim. Let $S, S': X \to \Omega_{\U \sqcup V}$, $e : I \to T(S)$ and $e' : I \to T(S')$. If $S = S'$ and $\Pr_1 \circ e \sim \Pr_1 \circ e'$, then $(S, e) = (S', e')$.

The result then follows from the claim using function extensionality and propositional extensionality.

Corollary 61. Let $X$ be a poset with carrier in $\U$ and let $\V$ be any universe. Then $X$ has suprema for all $\V$-covered subsets $X \to \Omega_{\U \sqcup \V}$ if and only if $X$ has suprema for all families $I \to X$ with $I : \V$.

Families and Subsets in the Presence of Impredicativity

Finally, we compare our family-based approach to the subset-based approach in the presence of impredicativity.

Theorem 62. Assume $\Omega$-Resizing$_T, U_0$ for every universe $\T$. Then the following are equivalent for a poset $X$ in a universe $\U$:

(i) $X$ has suprema for all subsets;
(ii) $X$ has suprema for all $\U$-covered subsets;
(iii) $X$ has suprema for all subsets whose total spaces have size $\U$;
(iv) $X$ has suprema for all families $I \to X$ with $I : \U$.

Proof. Clearly (i) $\Rightarrow$ (ii) $\Rightarrow$ (iii). We show that (iii) implies (i), which proves the equivalence of (i)–(iii). Assume that $X$ has suprema for all subsets whose total spaces have size $\U$ and let $S : X \to \Omega_T$ be any subset of $X$. Using $\Omega$-Resizing$_T, U_0$, the total space $T(S)$ has size $\U$. So $X$ has a supremum for $S$ by assumption, as desired. Finally, (ii) and (iv) are equivalent by Corollary 61.

Notice that (iv) in Theorem 62 implies that $X$ has suprema for all families $I \to X$ with $I : \V$ and $\V \sqcup \U \equiv \U$. Typically, in the examples of [12] for instance, $\U \equiv U_0$ and $\V \equiv U_0$, so that $\V \sqcup \U \equiv \U$ holds. Thus, our $\V$-families-based approach generalizes the traditional subset-based approach.

Conclusion

Firstly, we have shown, constructively and predicatively, that nontrivial dcpos, bounded complete posets and sup-lattices are all necessarily large and necessarily lack decidable equality. We did so by deriving a weak impredicativity axiom or weak excluded middle from the assumption that such nontrivial structures are small or have decidable equality, respectively. Strengthening nontriviality to the (classically equivalent) positivity condition, we derived a strong impredicativity axiom and full excluded middle.

Secondly, we proved that Zorn’s lemma, Tarski’s greatest fixed point theorem and Pataraia’s lemma all imply impredicativity axioms. Hence, these principles are inherently impredicative and a predicative development of order theory (in univalent foundations) must thus do without them.

Thirdly, we clarified, in our predicative setting, the relation between the traditional definition of a lattice that requires completeness with respect to subsets and our definition that asks for completeness with respect to small families.

In future work, we wish to study the predicative validity of Pataraia’s theorem and Tarski’s least fixed point theorem. Curi [9, 10] develops predicative versions of Tarki’s fixed point theorem in some extensions of CZF. It is not clear whether these arguments could be adapted
to univalent foundations, because they rely on the set-theoretical principles discussed in the introduction. The availability of such fixed-point theorems would be especially useful for application to inductive sets [1], which we might otherwise introduce in univalent foundations using higher inductive types [24]. In another direction, we have developed a notion of apartness [5] for continuous dcpos [12] that is related to the notion of being strictly below introduced in this paper. Namely, if \( x \sqsubseteq y \) are elements of a continuous dcpo, then \( x \) is strictly below \( y \) if \( x \) is apart from \( y \). In upcoming work, we give a constructive analysis of the Scott topology [17] using this notion of apartness.
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The calculus is shown to be normalizing in a strong sense: Whenever a λ-term \( t \) admits a normal form \( n \) in the λ-calculus, then any reduction sequence from \( t \) in the calculus eventually reaches a representative of the normal form \( n \). We also exhibit a restriction of this calculus that has the diamond property and that only performs reduction sequences of minimal length, which makes it systematically better than the existing strategy. We have used the Abella proof assistant to formalize part of this calculus, and discuss how this experiment affected its design.
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1 Introduction

Lambda-calculus is seen as the standard model of computation in functional programming languages, once equipped with an evaluation strategy [26]. The most famous evaluation strategies are call-by-value, which eagerly evaluates the arguments of a function before resolving the function call, call-by-name, where the arguments of a function are evaluated when they are needed, and call-by-need [28, 5], which extends call-by-name with a memoization or sharing mechanism to remember the value of an argument that has already been evaluated.

The strength of call-by-name is that it only evaluates terms whose value is effectively needed, at the (possibly huge) cost of evaluating some terms several times. Conversely, the strength and weakness of call-by-value (by far the most used strategy in actual programming languages) is that it evaluates each function argument exactly once, even when its value is not actually needed and when its evaluation does not terminate. At the cost of memoization, call-by-need combines the benefits of call-by-value and call-by-name, by only evaluating needed arguments and evaluating them only once.

A common point of these strategies is that they are concerned with evaluation, that is computing values. As such they operate in the subset of λ-calculus called weak reduction, in which there is no reduction inside λ-abstractions, the latter being already considered to be values. Some applications however, such as proof assistants or partial evaluation, require reducing inside λ-abstractions, and possibly aiming for the actual normal form of a λ-term.

The first known abstract machine computing the normal form of a term is due to Crégut [16] and implements normal order reduction. More recently, several lines of work have transposed the known evaluation strategies to strong reduction strategies or abstract
machines: call-by-value [19, 10, 3], call-by-name [1], and call-by-need [9, 11]. Some non-advertised strong extensions of call-by-name or call-by-need can also be found in the internals of proof assistants, notably Coq.

These strong strategies are mostly conservative over their underlying weak strategy, and often proceed by iteratively applying a weak strategy to open terms. In other words, they use a restricted form of strong reduction to enable reduction to normal form, but do not try to take advantage of strong reduction to obtain shorter reduction sequences. Since call-by-need has been shown to capture optimal weak reduction [8], it is known that the deliberate use of strong reduction [20] is the only way of allowing shorter reduction sequences.

This paper presents a strong call-by-need calculus, which obeys the following guidelines. First, it only reduces needed redexes. Second, it keeps a level of sharing at least equal to that of call-by-value and call-by-need. Third, it tries to enable strong reduction as generally as possible. This calculus builds on the syntax and a part of the meta-theory of $\lambda$-calculus with explicit substitutions, which we recall in Section 2.

Neededness of a redex is undecidable in general, thus the first and third guidelines are antagonist. Section 3 resolves this tension by exposing a simple syntactic criterion capturing more needed redexes than what is already used in call-by-need strategies. Through reducing only needed redexes, our calculus enjoys a normalization preservation theorem that is stronger than usual: Any $\lambda$-term that is weakly normalizing in the pure $\lambda$-calculus (there is at least one reduction sequence to a normal form, but some other sequences may diverge) will be strongly normalizing in our calculus (any reduction sequence is normalizing). This strong normalization theorem, related to the usual completeness results of call-by-name or call-by-need strategies, is completely dealt with using a system of non-idempotent intersection types. This avoids the traditional tedious syntactic commutation lemmas, hence providing more elegant proofs. This is an improvement over the technique used in previous works [22, 9].

While our calculus contains the strong call-by-need strategy introduced in [9], it also allows more liberal call-by-need strategies that anticipate some strong reduction steps in order to reduce the overall length of the reduction to normal form. Section 4 presents a restriction of the calculus that guarantees reduction sequences of minimal length.

Finally, Section 5 presents a formalization of parts of our results in Abella [6]. Beyond the proof safety provided by such a tool, this formalization has also influenced the design of our strong call-by-need calculus itself in a positive way. In particular, it promoted a presentation based on SOS-style local reduction rules [27], which later became a lever for a more efficient use of non-idempotent intersection types. The formalization can be found at the following address: https://hal.inria.fr/hal-03149692.

2 The host calculus $\lambda_c$

Our strong call-by-need calculus is included in an already known calculus $\lambda_c$, that serves as a technical tool in [9] and which we name our host calculus. This calculus gives the general shape of reduction rules allowing memoization and comes with a system of non-idempotent intersection types. Its reduction however is not constrained by any notion of neededness.

The $\lambda_c$-calculus uses the following syntax of $\lambda$-terms with explicit substitutions, which is isomorphic to the original syntax of the call-by-need calculus using let-bindings [5]:

$$ t \in \Lambda_c ::= x \mid \lambda x.t \mid t\ t \mid t[x\ t] $$

The free variables $fv(t)$ of a term $t$ are defined as usual. We call pure $\lambda$-term a term that contains no explicit substitution. We write $C$ for a context, i.e., a term with exactly one hole $\square$, and $L$ for a context with the specific shape $\square[x_1\ t_1] \ldots [x_n\ t_n]$ ($n \geq 0$). We write $C[t]$
for the term obtained by plugging the subterm \( t \) in the hole of the context \( C \) (with possible capture of free variables of \( t \) by binders in \( C \)), or \( tL \) when the context is of the specific shape \( L \). We also write \( C[t] \) for plugging a term \( t \) whose free variables are not captured by \( C \). The values we consider are \( \lambda \)-abstractions.

Reduction in \( \lambda_c \) is defined by the following three reduction rules, applied in any context. Rather than using traditional propagation rules for explicit substitutions [21], it builds on the Linear Substitution Calculus [25, 4, 2] which is more similar to the let-in constructs commonly used for defining call-by-need.

\[
\begin{align*}
(\lambda x.t)L u &\to_{dB} t[x\backslash u]L \\
C[x][x\backslash v]L &\to_{iv} C[v][x\backslash v]L & \text{with } v \text{ value} \\
t[x\backslash u] &\to_{gc} t & \text{with } x \notin \text{fv}(t)
\end{align*}
\]

The rule \( \to_{dB} \) describes \( \beta \)-reduction “at a distance”. It applies to a \( \beta \)-redex whose \( \lambda \)-abstraction is possibly hidden by a list of explicit substitutions. This rule is a combination of a single use of \( \beta \)-reduction with a repeated use of the structural rule lifting the explicit substitutions at the left of an application. The rule \( \to_{iv} \) describes the linear substitution of a value, i.e., the substitution of one occurrence of the variable \( x \) bound by an explicit substitution. It has to be understood as a lookup operation. Similarly to \( \to_{dB} \), this rule embeds a repeated use of a structural rule for unnesting explicit substitutions. Note that this calculus only allows the substitution of \( \lambda \)-abstractions, and not of variables as it is sometimes seen [24]. This restricted behavior is enough for the main results of this paper, and will allow a more compact presentation. Finally, the rule \( \to_{gc} \) describes garbage collection of an explicit substitution for a variable that does not live anymore. Reduction by any of these rules in any context is written \( t \to_{c} u \).

A term \( t \) of \( \lambda_c \) is related to a pure \( \lambda \)-term \( t^* \) by the unfolding operation which applies all the explicit substitutions. We write \( t\{x\backslash u\} \) for the meta-level substitution of \( x \) by \( u \) in \( t \).

\[
\begin{align*}
x^* &= x & (t^*)^* &= t^* \ u^* \\
(\lambda x.t)^* &= \lambda x.(t^*) & \big( t[x\backslash u] \big)^* &= \big( t^* \big)\{x\backslash u^*\}
\end{align*}
\]

Through unfolding, any reduction step \( t \to_{c} u \) in \( \lambda_c \) is related to a sequence of reductions \( t^* \to_{c} u^* \) in the pure \( \lambda \)-calculus.

The host calculus \( \lambda_c \) comes with a system of non-idempotent intersection types [15, 18], defined in [23] by adding explicit substitutions to an original system from [18]. A type \( \tau \) may be a type variable \( \sigma \) or an arrow type \( M \to \rho \), where \( M \) is a multiset \( \{\sigma_1, \ldots, \sigma_n\} \) of types. A typing environment \( \Gamma \) associates to each variable in its domain a multiset of types. This multiset contains one type for each potential use of the variable, and may be empty if the variable is not actually used. A typing judgment \( \Gamma \vdash t : \tau \) assigns exactly one type to the term \( t \). As shown by the typing rules in Fig. 1, an argument of an application or of an explicit substitution may be typed several times in a derivation. Note that, in the rules, the subscript \( \sigma \in M \) quantifies on all the instances of elements in the multiset \( M \). This type system is known to characterize \( \lambda \)-terms that are weakly normalizing for \( \beta \)-reduction, if associated with the side condition that the empty multiset \( \{\} \) does not appear at a positive position in the typing judgment. Positive type occurrences \( T_+(\Gamma \vdash t : \tau) \) and negative type occurrences \( T_-(\Gamma \vdash t : \tau) \) of a typing judgment are defined by the following equations.

\[
\begin{align*}
T_+(\alpha) &= \{\alpha\} & T_-(\alpha) &= \emptyset \\
T_+(\mathcal{M}) &= \{\mathcal{M}\} \cup \bigcup_{\sigma \in \mathcal{M}} T_+(\sigma) & T_-(\mathcal{M}) &= \bigcup_{\sigma \in \mathcal{M}} T_-(\sigma) \\
T_+(\mathcal{M} \to \sigma) &= \{\mathcal{M} \to \sigma\} \cup T_-(\mathcal{M}) \cup T_+(\sigma) & T_-(\mathcal{M} \to \sigma) &= T_+(\mathcal{M}) \cup T_-(\sigma) \\
T_+(\Gamma \vdash t : \sigma) &= T_+(\sigma) \cup \bigcup_{x \in \text{dom}(\Gamma)} T_-(\Gamma(x)) \\
T_-(\Gamma \vdash t : \sigma) &= T_-(\sigma) \cup \bigcup_{x \in \text{dom}(\Gamma)} T_+(\Gamma(x))
\end{align*}
\]
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\[ x : [\sigma] \vdash x : \sigma \]

\[ \Gamma \vdash t : M \Rightarrow \tau \quad (\Delta_\sigma \vdash u : \sigma)_{\sigma \in \mathcal{M}} \]

\[ \Gamma + \sum_{\sigma \in \mathcal{M}} \Delta_\sigma \vdash t u : \tau \]

\[ \Gamma ; x : M \vdash t : \tau \]

\[ \Gamma ; x : M \vdash t u : \tau \]

\[ \Gamma + \sum_{\sigma \in \mathcal{M}} \Delta_\sigma \vdash t[x \backslash u] : \tau \]

Figure 1 Typing rules for \( \lambda_c \).

Theorem 1 (Typability [17, 12]). If the pure \( \lambda \)-term \( t \) is weakly normalizing for \( \beta \)-reduction, then there is a typing judgment \( \Gamma \vdash t : \tau \) such that \( \{ \} \notin T_\rho(\Gamma : t : \tau) \).

A typing derivation \( \Phi \) for a typing judgment \( \Gamma \vdash t : \tau \) (written \( \Phi \triangleright \Gamma \vdash t : \tau \)) defines in \( t \) a set of typed positions, which are the positions of the subterms of \( t \) for which the derivation \( \Phi \) contains a subderivation. More precisely:

- \( \varepsilon \) is a typed position for any derivation;
- if \( \Phi \) ends with rule TY-\( \lambda \), TY-\( @ \) or TY-ES, then \( 0p \) is a typed position of \( \Phi \) if \( p \) is a typed position of the subderivation \( \Phi' \) relative to the first premise;
- if \( \Phi \) ends with rule TY-\( @ \) or TY-ES, then \( 1p \) is a typed position of \( \Phi \) if \( p \) is a typed position of the subderivation \( \Phi' \) relative to one of the instances of the second premise.

Note that, in the latter case, there is no instance of the second premise and no typed position \( 1p \) when the multiset \( \mathcal{M} \) is empty. On the contrary, when \( \mathcal{M} \) has several elements, we get the union of the typed positions contributed by each instance.

These typed positions have an important property; they satisfy a weighted subject reduction theorem ensuring a decreasing derivation size, which we will use in the next section. We call size of a derivation \( \Phi \) the number of nodes of the derivation tree.

Theorem 2 (Weighted subject reduction [9]). If \( \Phi \triangleright \Gamma \vdash t : \tau \) and \( t \rightarrow_{c} t' \) by reduction of a redex at a typed position, then there is a derivation \( \Phi' \triangleright \Gamma \vdash t' : \tau \) with \( \Phi' \) smaller than \( \Phi \).

3 Strong call-by-need calculus \( \lambda_{sn} \)

Our strong call-by-need calculus is defined by the same terms and reduction rules as \( \lambda_c \), with restrictions on where the reduction rules can be applied. These restrictions ensure in particular that only the needed redexes are reduced. Notice that gc-reduction is never needed in this calculus and will thus be ignored from now on.

3.1 Reduction in \( \lambda_{sn} \)

The main reduction relation is written \( t \rightarrow_{sn} t' \) and represents one step of dB or lsv reduction at an eligible position of the term \( t \). The starting point is the same as the one for the original (weak) call-by-need calculus. Since the argument of a function is not always needed, we do not reduce in advance the right part of an application \( tu \). Instead, we first evaluate \( t \) to an answer \( (\lambda x . t')L \), then apply a dB-reduction to put the argument \( u \) in the environment of \( t' \), and then go on with the resulting term \( t'[x \backslash u]L \), evaluating \( u \) only if and when it is required.
Strong reduction. The previous principle is enough for weak reduction, but new behaviors appear with strong reduction. For instance, consider the top-level term $\lambda x.x \; t \; u$. It is an abstraction, which would not need to be further evaluated in weak call-by-need. Here however, we have to reduce it further to reach its putative normal form. So, let us gather some knowledge on the term. Given its position, we know that this abstraction will never be applied to an argument. This means in particular that its variable $x$ will never be substituted by anything; it is blocked and is now part of the rigid structure of the term. Following [9], we say that variable $x$ is frozen. As for the arguments $t$ and $u$ given to the frozen variable $x$, they will always remain at their respective positions and their neededness is guaranteed. So, the calculus allows their reduction. Moreover, these subterms $t$ and $u$ will never be applied to other subterms; they are in top-level-like positions and can be treated as independent terms. In particular, assuming that the top-level term is $\lambda x.x \; (\lambda y.t') \; u$ (that is, $t$ is the abstraction $\lambda y.t'$), the variable $y$ will never be substituted and both variables $x$ and $y$ can be seen as frozen in the subterm $t'$.

Let us now consider the top-level term $(\lambda x.x \; (\lambda y.t') \; u) \; v$, i.e., the previous one applied to some argument $v$. The analysis becomes radically different. Indeed, both abstractions in this term are at positions where they may eventually interact with other parts of the term: $(\lambda x\ldots)$ is already applied to an argument, while $(\lambda y.t')$ might eventually be substituted at some position inside $v$ whose properties are not yet known. Thus, none of the abstractions is at a top-level-like position and we cannot rule out the possibility that some occurrences of $x$ or $y$ become substituted eventually. Consequently, neither $x$ nor $y$ can be considered as frozen. In addition, notice that the subterms $\lambda y.t'$ and $u$ are not even guaranteed to be needed in $(\lambda x.x \; (\lambda y.t') \; u) \; v$. Thus our calculus shall not allow them to be reduced yet.

Therefore, the set of top-level-like positions of a subterm $t$, and more importantly the set of its positions that are eligible for reduction largely depend on the context surrounding $t$. Consequently, the bulk of the definition of $t \rightarrow_{sn} t'$ is an inductive relation $t \xrightarrow{\rho,\varphi,\mu}_{sn} t'$ that plays two roles: identifying a position where a reduction rule can be applied in $t$, depending on some outer context information, and performing said reduction. The information on the context is abstracted by two parameters of the inductive relation:

- a flag $\mu$ indicating whether $t$ is at a top-level-like position ($\top$) or not ($\bot$);
- the set $\varphi$ of variables that are frozen at the considered position.

The flow of this information along the inductive rules is a critical aspect of the definitions.

Since the identification of positions that are eligible for reduction does not depend on the choice of the rule $dB$ or $lsv$, the inductive reduction relation is also parametric with respect to the rule. This is the role of the parameter $\rho$ of $\xrightarrow{\rho,\varphi,\mu}_{sn}$, whose value can be $dB$, $lsv$, or others that we will introduce shortly. Thus, the top-level reduction relation $t \rightarrow_{sn} t'$ holds whenever $t \xrightarrow{dB,\varphi,\top}_{sn} t'$ or $t \xrightarrow{lsv,\varphi,\top}_{sn} t'$, where the flag $\mu$ is $\top$, and the set $\varphi$ is typically empty when $t$ is closed, or contains the free variables of $t$ otherwise.

Inductive rules. The inference rules for $\xrightarrow{\rho,\varphi,\mu}_{sn}$ are given in Fig. 3. Notice that information about $\varphi$ and $\mu$ flow outside-in, that is from top-level to the position of the reduction, or equivalently upward in the inference rules, while $\rho$ flows the other way. Notice also that in this paper, we define top-level-like positions and frozen variables only through these inductive rules.

Rule @-LEFT makes reduction always possible on the left of an application, but as shown by the premise this position is not a $\top$ position. Rule @-RIGHT on the other hand allows reducing on the right of an application, and even doing so in $\top$ mode, but only when the application is led by a frozen variable.
The latter criterion is made formal through the notion of structure, which is an application $x t_1 \ldots t_n$ led by a frozen variable $x$, possibly interlaced with explicit substitutions (Fig. 2). As implied by the last rule in Fig. 2, an explicit substitution in a structure may even affect the leading variable, provided that the content of the substitution is itself a structure. We write $S_\varphi$ the set of structures under a set $\varphi$ of frozen variables. It differs from the notion in [9] in that it does not require the term to be in normal form.

Notice that frozen variables in a term $t$ are either free variables of $t$, or variables introduced by binders in $t$. As such they obey the usual renaming conventions. In particular, the third and fourth rules in Fig. 2 implicitly require that the variable $x$ bound by the explicit substitution is fresh and hence not in the set $\varphi$. We keep this freshness convention in all the definitions of the paper.

Rules $\lambda$-TOP and $\lambda$-BOT make reduction always possible inside a $\lambda$-abstraction, i.e., unconditional strong reduction. If the abstraction is in a $\top$ position, its variable is added to the set of frozen variables while reducing the body of the abstraction. Rules ES-LEFT and ES-LEFT-$\varphi$ show that it is always possible to reduce a term affected by an explicit substitution. If the substitution contains a structure, the variable bound by the substitution can be added to the set of frozen variables. Rule ES-RIGHT restricts reduction inside a substitution to the case where an occurrence of the substituted variable is at a reducible position. It uses an auxiliary rule id$_x$, which propagates using the same inductive reduction relation, to probe a term for the presence of some variable $x$ at a reduction position. By freshness, $x \not\in \varphi$. This auxiliary rule does not modify the term to which it applies, as witnessed by its base case ID.
Rules $\text{dB}$ and $\text{LSV}$ are the base cases for applying reductions $\text{dB}$ or $\text{LSV}$. Using the notations of $\lambda c$, they allow the following reductions.

\[
\begin{align*}
(\lambda x.t) \ u & \rightarrow_{\text{dB}} t[x\backslash u] \\
L \ v & \rightarrow_{\text{LSV}} t[x]\backslash v \\
C[u][v][L] & \rightarrow_{\text{LSV}} t[x]\backslash v \\
C[x][v][L] & \rightarrow_{\text{LSV}} t[x]\backslash v
\end{align*}
\]

Each is defined using an auxiliary reduction relation dealing with the list $L$ of explicit substitutions. These auxiliary reductions are given in Fig. 4.

Rules $\text{dB}$ and $\text{LSV}$ describe the base cases of the auxiliary reductions, where the list $L$ is empty. Note that, while $\text{dB}$-base is an axiom, the inference rule $\text{LSV}$-base uses as a premise a reduction $\rho,\varphi,\mu \rightarrow_{\text{sn}}$ using a new reduction rule $\rho,\varphi,\mu \rightarrow_{\text{sub}}$. This reduction rule substitutes one occurrence of the variable $x$ at a reducible position by the value $v$ (with, by freshness, $x \notin \varphi$). As seen for $\text{id}_x$ above, this reduction rule propagates using the same inductive reduction relation, and its base case is the rule $\text{sub}$ in Fig. 3. The presence of this premise $t \rightarrow_{\text{sub}} \varphi,\mu,\mu' \rightarrow_{\text{sn}}$ in the rule is the primary reason why the auxiliary relation $\varphi,\mu,\mu' \rightarrow_{\text{LSV}}$ is parameterized by $\varphi$ and $\mu$. The combination of the rules $\text{LSV}$ and $\text{LSV}$-base makes it possible, in the case of a $\text{LSV}$-reduction, to resume the search for a reducible variable in the context in which the substitution has been found (instead of resetting the context). In [9], a similar effect was achieved using a more convoluted condition on a composition of contexts.

Rule $\text{dB}$-σ makes it possible to float out an explicit substitution applied to the left part of an application. That is, if a $\text{dB}$-reduction is possible without the substitution, then the reduction is performed and the substitution is applied to the result. Rules $\text{LSV}$-σ and $\text{LSV}$-σ-φ achieve the same effect with the nested substitutions applied to the value substituted by an $\text{LSV}$-reduction step. As with rule $\text{es}$-left-φ, if the substitution is a structure, the variable can be frozen. This difference between $\text{LSV}$-σ and $\text{LSV}$-σ-φ can be ignored until Sec. 4.

Finally, note that the strong call-by-need strategy introduced in [9] is included in our calculus. One can recover this strategy by imposing two restrictions on $\rho,\varphi,\mu \rightarrow_{\text{sn}}$:

- remove the rule $\lambda$-BOT, so as to only reduce abstractions that are in top-level-like positions;
- restrict the rule $\ominus$-RIGHT to the case where the left member of the application is a structure in normal form, since the strategy imposes left-to-right reduction of structures.
Example. The reduction \((\lambda a. x)[x \langle (\lambda y. t)[z \langle u \rangle v] \rangle] \rightarrow_{\text{sn}} (\lambda a. x)[x \langle y \langle v \rangle [z \langle u \rangle] \rangle] \) is allowed by \(\lambda_{\text{sn}}\), as shown by the following derivation. The left branch of the derivation checks that an occurrence of the variable \(x\) is actually at a needed position in \(\lambda a. x\), while its right branch reduces the argument of the substitution.

\[
\begin{array}{c}
\text{Function application} \\
\text{Substitution} \\
\text{Reduction rules} \\
\end{array}
\]

\[
\frac{a \in S(a)}{\lambda a. a \ x} \quad \frac{(\lambda y. t) v \rightarrow_{\text{db}} t[y \langle v \rangle [z \langle u \rangle]]}{(\lambda y. t)[z \langle u \rangle] v \rightarrow_{\text{db}} t[y \langle v \rangle [z \langle u \rangle]]}
\]

\[
\frac{x \in \varphi}{x \in N_{\varphi}} \quad \frac{t \in N_{\varphi}}{t \in S_{\varphi}} \quad \frac{t \in N_{\varphi}}{u \in N_{\varphi}} \quad \frac{t \in N_{\varphi} \cup \{x\}}{\lambda x. t}
\]

\[
\frac{t \in N_{\varphi}}{t[x \langle u \rangle] \in N_{\varphi}} \quad \frac{u \in S_{\varphi}}{u \in N_{\varphi}} \quad \frac{u \in N_{\varphi}}{t[x \langle u \rangle] \in N_{\varphi}}
\]

\[\text{Figure 5} \quad \text{Normal forms of } \lambda_{\text{sn}}.\]

3.2 Soundness

The calculus \(\lambda_{\text{sn}}\) is sound with respect to the \(\lambda\)-calculus, in the sense that any normalizing reduction in \(\lambda_{\text{sn}}\) can be related to a normalizing \(\beta\)-reduction through unfolding. This section establishes this result (Th. 6). All proofs in this section are formalized in Abella.

The first part of the proof requires relating \(\lambda_{\text{sn}}\)-reduction to \(\beta\)-reduction.

\[\text{Lemma 3 (Simulation). If } t \rightarrow_{\text{sn}} t' \text{ then } t^* \rightarrow_{\beta} t'^*.\]

Proof. By induction on the reduction \(t \rightarrow_{\text{sn}} t'.\)

The second part requires relating the normal forms of \(\lambda_{\text{sn}}\) to \(\beta\)-normal forms. The normal forms of \(\lambda_{\text{sn}}\) correspond to the normal forms of the strong call-by-need strategy [9]. They can be characterized by the inductive definition given in Fig. 5.

\[\text{Lemma 4 (Normal forms). } t \in N_{\varphi} \text{ if and only if there is no reduction } t \rightarrow_{\text{sn}} t'.\]

Proof. The first part (a term cannot be in normal form and reducible) is by induction on the reduction rules. The second part (any term is either a normal form or a reducible term) is by induction on \(t\).

\[\text{Lemma 5 (Unfolded normal forms). If } t \in N_{\varphi} \text{ then } t^* \text{ is a normal form in the } \lambda\text{-calculus.}\]

Proof. By induction on \(t \in N_{\varphi}\).

Soundness is a direct consequence of the three previous lemmas.

\[\text{Theorem 6 (Soundness). Let } t \text{ be a } \lambda_{\text{sn}}\text{-term. If there is a reduction } t \rightarrow_{\text{sn}}^* u \text{ with } u \text{ a } \lambda_{\text{sn}}\text{-normal form, then } u^* \text{ is the } \beta\text{-normal form of } t^*.\]

Proof. By induction on \(t \in N_{\varphi}\).
This theorem implies that all the $\lambda_{\text{sn}}$-normal forms of a term $t$ are equivalent modulo unfolding. This mitigates the fact that the calculus, without a gc rule, is not confluent. For instance, the term $(\lambda x.x) (\lambda y. (\lambda z.z) y)$ admits two normal forms $(\lambda y. z[z[y]])(\lambda y. (\lambda z.z) y)$ and $(\lambda y. (\lambda z[z[y]])(\lambda y. z[z[y]])$, but both of them unfold to $\lambda y. y$.

3.3 Completeness

Our strong call-by-need calculus is complete with respect to normalization in the $\lambda$-calculus in a strong sense: Whenever a $\lambda$-term $t$ admits a normal form in the pure $\lambda$-calculus, every reduction path in $\lambda_{\text{sn}}$ eventually reaches a representative of this normal form. This section is devoted to proving this completeness result (Th. 12). The proof relies on the non-idempotent intersection type system in the following way. First, typability (Th. 1) ensures that any weakly normalizing $\lambda$-term admits a typing derivation (with no positive occurrence of $\emptyset$). Second, we prove that any $\lambda_{\text{sn}}$-reduction in a typed $\lambda_{\text{sn}}$-term $t$ (with no positive occurrence of $\emptyset$) is at a typed position of $t$ (Th. 11). Third, weighted subject reduction (Th. 2) provides a decreasing measure for $\lambda_{\text{sn}}$-reduction. Finally, the obtained normal form is related to the $\beta$-normal form using Lemmas 3, 4, and 5.

The proof of the forthcoming typed reduction (Th. 11) uses a refinement of the non-idempotent intersection types system of $\lambda_c$, given in Fig. 6. Both systems derive the same typing judgments with the same typed positions. The refined system however features an annotated typing judgment $\Gamma \vdash_{\phi}^\mu t : \tau$ embedding the same context information that are used in the inductive reduction relation $\beta_{\phi,\mu,\gamma_{\text{sn}}}$, namely the set $\phi$ of frozen variables at the considered position and a marker $\mu$ of top-level-like positions. These annotations are faithful counterparts to the corresponding annotations of $\lambda_{\text{sn}}$ reduction rules; their information flows upward in the inference rules following the same criteria.

In particular, the rule for typing an abstraction is split in two versions $\text{ty}-\lambda-\perp$ and $\text{ty}-\lambda-\top$, the latter being applicable to $\top$ positions and thus freezing the variable bound by the abstraction (in both rules, by freshness convention we assume $x \not\in \phi$). The rule for typing an application is also split in two version: $\text{ty-@-S}$ is applicable when the left part of the application is a structure and marks the right part as a $\top$ position, while $\text{ty-@}$ is applicable otherwise. Note that this second rule allows the argument of the application to be typed even if its position is not (yet) reducible, but its typing is in a $\bot$ position. Finally, the rule for typing an explicit substitution is similarly split in two versions, depending on whether the content of the substitution is a structure or not, and handling the set of frozen variables accordingly. In both cases, the content of the substitution is typed in a $\bot$ position, since this position is never top-level-like. We write $\Phi \triangleright \Gamma \vdash_{\phi}^\mu t : \tau$ if there is a derivation $\Phi$ of the annotated typing judgment $\Gamma \vdash_{\phi}^\mu t : \tau$. We denote $\text{fzt}(\Phi)$ the set of types associated to frozen variables in judgments of the derivation $\Phi$.

▶ Lemma 7 (Typing derivation annotation). If there is a derivation $\Phi \triangleright \Gamma \vdash t : \tau$, then for any $\phi$ and $\mu$ there is a derivation $\Phi' \triangleright \Gamma \vdash_{\phi}^\mu t : \tau$ such that the sets of typed positions in $\Phi$ and $\Phi'$ are equal.

Proof. By induction on $\Phi$, since annotations do not interfere with typing.

The converse property is also true, by erasing of the annotations, but is not used in the proof of the completeness result.

The most crucial part of the proof of Th. 11 is ensuring that any argument of a typed structure is itself at a typed position. This follows from the following three lemmas.

▶ Lemma 8 (Typed structure). If $\Gamma \vdash_{\phi}^\mu t : \tau$ and $t \in S_\phi$, there is $x \in \phi$ such that $\tau \in T_\top(\Gamma(x))$. 
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Lemma 9 Subformula property.

1. If \( \Phi \vdash \Gamma \vdash \phi \vdash t : \tau \) then

\[
\begin{align*}
T_+ (\text{fzt}(\Phi)) & \subseteq \bigcup_{x \in \phi} T_+ (\Gamma(x)) \cup T_- (\tau) \\
T_- (\text{fzt}(\Phi)) & \subseteq \bigcup_{x \in \phi} T_- (\Gamma(x)) \cup T_+ (\tau)
\end{align*}
\]

2. If \( \Phi \vdash \Gamma \vdash \phi \vdash t : \tau \) then

\[
\begin{align*}
T_+ (\text{fzt}(\Phi)) & \subseteq \bigcup_{x \in \phi} T_+ (\Gamma(x)) \\
T_- (\text{fzt}(\Phi)) & \subseteq \bigcup_{x \in \phi} T_- (\Gamma(x))
\end{align*}
\]

Proof. By mutual induction on the typing derivations. Most cases are fairly straightforward. The only difficult case comes from the rule \( \text{ES-right} \), in which there is a premise \( \Delta \vdash \phi \vdash u : \sigma \) with mode \( \tau \) but with a type \( \sigma \) that does not clearly appear in the conclusion. Here we need the typed structure (Lem. 8) to conclude.

Lemma 10 Typed structure argument. If \( \Phi \vdash \Gamma \vdash \phi \vdash t : \tau \) with \( \{\} \not\in T_+ (\Gamma \vdash \phi \vdash t : \tau) \), then every typing judgment of the shape \( \Gamma' \vdash \phi' \vdash s : M \rightarrow \sigma \) in \( \Phi \) with \( s \in S_{\phi'} \) satisfies \( M \not\in \{\} \).

Proof. Let \( \Gamma' \vdash \phi' \vdash s : M \rightarrow \sigma \) in \( \Phi \) with \( s \in S_{\phi'} \). By Lemma 8, there is \( x \in \phi' \) such that \( M \rightarrow \sigma \in T_+ (\Gamma'(x)) \). Then \( M \in T_- (\Gamma'(x)) \) and \( M \in T_-. (\text{fzt}(\Phi)) \). By Lemma 9, \( M \in T_-. (\Gamma \vdash \phi \vdash t : \tau) \), thus \( M \not\in \{\} \).

Theorem 11 Typed reduction. If \( \Phi \vdash \Gamma \vdash \phi \vdash t : \tau \) with \( \{\} \not\in T_+ (\Gamma \vdash \phi \vdash t : \tau) \), then every \( \lambda_{\text{sn}} \)-reduction \( t \overset{\phi \vdash \phi' \rightarrow n}{\longrightarrow} t' \) is at a typed position.

Proof. We prove by induction on \( t \overset{\phi \vdash \phi' \rightarrow n}{\longrightarrow} t' \) that, if \( \Phi \vdash \Gamma \vdash \phi \vdash t : \tau \) with \( \Phi \) such that any typing judgment \( \Gamma' \vdash \phi' \vdash s : M \rightarrow \sigma \) in \( \Phi \) with \( s \in S_{\phi'} \) satisfies \( M \not\in \{\} \), then \( t \overset{\phi \vdash \phi' \rightarrow n}{\longrightarrow} t' \) reduces at a typed position (the restriction on \( \Phi \) is enabled by Lemma 10). Since all other reduction cases concern positions that are systematically typed, we focus here on \( \text{ES-right} \) and \( \text{ES-right} \).

---

1. See appendix for the complete proof.
Case @-RIGHT: \( u = t\sub{\rho,\phi,\mu}\gamma_{\lambda^n} t' \) with \( t \in S_{\rho} \) and \( u = t\sub{\rho,\phi,\mu}\gamma_{\lambda^n} u' \), assuming \( \Phi \vdash \Gamma \vdash u : \sigma \).

By inversion of the last rule in \( \Phi \) we know there is a subderivation \( \Phi' \vdash \Gamma' \vdash t : \mathcal{M} \rightarrow \sigma \) and by hypothesis \( \mathcal{M} \neq \emptyset \). Then \( u \) is typed in \( \Phi \) and we can conclude by induction hypothesis.

Case ES-RIGHT: \( t[x\backslash u] \) with \( t \in S_{\rho} \) and \( u = t\sub{\rho,\phi,\mu}\gamma_{\lambda^n} u' \), assuming \( \Phi \vdash \Gamma \vdash t[x\backslash u] : \tau \).

By inversion of the last rule in \( \Phi \) we know there is a subderivation \( \Phi' \vdash \Gamma' \vdash t : \tau \). By induction hypothesis we know that reduction \( t = t\sub{\rho,\phi,\mu}\gamma_{\lambda^n} t' \) is at a typed position in \( \Phi' \), thus \( x \) is typed in \( t \) and \( \mathcal{M} \neq \emptyset \). Then \( u \) is typed in \( \Phi \) and we can conclude by induction hypothesis.

**Theorem 12 (Completeness).** If a \( \lambda \)-term \( t \) is weakly normalizing in the \( \lambda \)-calculus, then \( t \) is strongly normalizing in \( \lambda_{an} \). Moreover, if \( n_\beta \) is the normal form of \( t \) in the \( \lambda \)-calculus, then any normal form \( n \) of \( t \) in \( \lambda_{an} \) is such that \( n = n_\beta \).

*Proof.* Let \( t \) be a pure \( \lambda \)-term that admits a normal form \( n_\beta \) for \( \beta \)-reduction. By Theorem 1 there exists a derivable typing judgment \( \Gamma \vdash t : \tau \) such that \( \emptyset \notin \mathcal{T}_u(\Gamma \vdash t : \tau) \). Thus by Theorems 11 and 2, the term \( t \) is strongly normalizing for \( \gamma_{\lambda^n} \). Let \( t \rightarrow_{\lambda^n} n \) be a maximal reduction in \( \lambda_{an} \). By Lemma 4, \( n \in N_{\rho} \), and by Lemma 5, \( n_\beta \) is a normal form in the \( \lambda \)-calculus. Moreover, by simulation (Lem. 3), there is a reduction \( t \rightarrow_{\beta} n_\beta \). By uniqueness of the normal form in the \( \lambda \)-calculus, \( n_\beta = n_\beta \).

Note that, despite the fact that \( \lambda_{an} \) does not enjoy the diamond property, our theorems of soundness (Th. 6) and completeness (Th. 12) imply that, in \( \lambda_{an} \), a term is weakly normalizing if and only if it is strongly normalizing.

### 4 Relatively optimal strategies

Our proposed \( \lambda_{an} \)-calculus guarantees that, in the process of reducing a term to its strong normal form, only needed redexes are ever reduced. This does not tell anything about the length of reduction sequences, though. Indeed, a term might be substituted several times before being reduced, thus leading to duplicate computations. To prevent this duplication, we introduce a notion of local normal form, which is used to restrict the value criterion in the \( \text{LSV-BASE} \) rule. This restricted calculus, named \( \lambda_{an}+ \), has the same rules as \( \lambda_{an} \) (Fig. 3 and 4), except that \( \text{LSV-BASE} \) is replaced by the rule shown in Fig. 7.

We then show that this restriction is strong enough to guarantee the diamond property. Finally, we explain why our restricted calculus only produces minimal sequences, among all the reduction sequences allowed by \( \lambda_{an} \). This makes it a relatively optimal strategy.

#### 4.1 Local normal forms

In \( \lambda_c \) and \( \lambda_{an} \), substituted terms can be arbitrary values. In particular, they might be abstractions whose body contains some redexes. Since substituted variables can appear multiple times, this would cause the redex to be reduced several times if the value is
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\[ t \in \mathcal{N}_{\varphi, \omega, \mu}(x, T) \quad \lambda x.t \in \mathcal{N}_{\varphi, \omega, \mu}(T) \quad \lambda \omega \quad t \in \mathcal{N}_{\varphi, \omega, \mu}(T) \quad \text{ES} \]

\[ t \in \mathcal{N}_{\varphi, \omega, \mu} \quad t \in \mathcal{S}_\varphi \quad u \in \mathcal{N}_{\varphi, \omega, \mu} \quad \text{ES} \varphi \]

\[ t \in \mathcal{N}_{\varphi, \omega, \mu} \quad u \in \mathcal{S}_\varphi \quad \text{ES} \omega \]

\[ (\lambda y.y) \quad (\lambda y.\text{id} y) \]

\[ \frac{\text{db}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \]

\[ \text{Figure 8} \] Local normal forms.

substituted too soon. Let us illustrate this phenomenon on the following example, where \( \text{id} = \lambda x.x \). The sequence of reductions does not depend on the set \( \varphi \) of frozen variables nor on the position \( \mu \), so we do not write them to lighten a bit the notations. Subterms that are about to be substituted or reduced are underlined.

\[ \frac{\text{db}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \]

Notice how \( \text{id} y \) is reduced twice, which would not have happened if the second reduction had focused on the body of the abstraction.

This suggests that a substitution should only be allowed if the substituted term is in normal form. But such a strong requirement is incompatible with our calculus, as it would prevent the abstraction \( \lambda y.y \Omega \) (with \( \Omega \) a diverging term) to ever be substituted in the following example, thus preventing normalization (with \( a \) a closed term).

\[ \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \frac{\text{sn}}{\text{sn}} \]

Notice how the sequence of reductions has progressively removed all the occurrences of \( \Omega \), until the only term left to reduce is the closed term \( a \).

To summarize, substituting any value is too permissive and can cause duplicate computations, while substituting only normal forms is too restrictive as it prevents normalization. So, we need some relaxed notion of normal form, which we call local normal form. The intuition is as follows. The term \( \lambda y.y \Omega \) is not in normal form, because it could be reduced if it was in a \( \top \) position. But in a \( \perp \) position, variable \( y \) is not frozen, which prevents any further reduction of \( y \). The inference rules are presented in Fig. 8.

If an abstraction is in a \( \top \) position, its variable is added to the set \( \varphi \) of frozen variables, as in Fig. 3. But if an abstraction is in a \( \perp \) position, its variable is added to a new set \( \omega \), as shown in rule \( \lambda \omega \) of Fig. 8. That is what will happen to \( y \) in \( \lambda y.y \Omega \).
For an application, the left part is still required to be a structure. But if the leading variable of the structure is not frozen (and thus in \( \omega \)), our \( \lambda_{sn} \)-calculus guarantees that no reduction will occur in the right part of the application. So, this part does not need to be constrained in any way. This is rule \( \odot-\omega \) of Fig. 8. It applies to our example, since \( y \in \Omega \) is a structure led by \( y \in \omega \). Substitutions are handled in a similar way, as shown by rule \( es-\omega \).

### 4.2 Diamond property

As mentioned before, in both \( \lambda_c \) and \( \lambda_{sn} \), terms might be substituted as soon as they are values, thus potentially causing duplicate computations. As a consequence, these calculi cannot have the diamond property, as shown on the following example.

\[
\begin{align*}
((\lambda x. (\lambda y. y) x) w)[w \backslash \lambda x. (\lambda y. y) x] & \rightarrow 1 ((\lambda x. y[y/x]) w)[w \backslash \lambda x. (\lambda y. y) x] \\
(w w)[w \backslash \lambda x. (\lambda y. y) x] & \rightarrow 2 (w w)[w \backslash \lambda x. y[y/x]] \\
& \rightarrow 4 ((\lambda x. y[y/x]) w)[w \backslash \lambda x. y[y/x]]
\end{align*}
\]

In \( \lambda_{sn} \), the leftmost term can be reduced, either by rule \( lsv \) (arrow 1) because the substituted term is a value, or by rule \( dB \) (arrow 2). The top term can only be reduced by rule \( dB \) (arrow 3) because the substitution variable is not reachable. The bottom term can only be reduced by rule \( lsv \) (arrow 4) because the substituted term is not reducible. The two new terms are different, thus breaking the diamond property. It would take one more reduction step (in \( \lambda_c \)) for the top sequence to reach the bottom-right term. But in our restricted calculus \( \lambda_{sn+} \), arrow 1 is forbidden, since the substituted term is not in local normal form. By preventing such sequences, the diamond property is restored.

► **Theorem 13** (Diamond). Suppose \( t \xrightarrow{p_1;\varphi;\mu}_{\lambda_{sn+}} t_1 \) and \( t \xrightarrow{p_2;\varphi;\mu}_{\lambda_{sn+}} t_2 \). Assume that, if \( p_1 \) and \( p_2 \) are sub or id, then they apply to separate variables. Then there exists \( t' \) such that \( t_1 \xrightarrow{p_1;\varphi;\mu}_{\lambda_{sn+}} t' \) and \( t_2 \xrightarrow{p_2;\varphi;\mu}_{\lambda_{sn+}} t' \).

**Proof.** The statement has first to be generalized so that the steps \( t \rightarrow t_1 \) and \( t \rightarrow t_2 \) can use the main reduction \( \xrightarrow{p;\varphi;\mu}_{\lambda_{sn+}} \) or the auxiliary reductions \( \xrightarrow{\odot_{id}} \) and \( \xrightarrow{\odot_{sub}} \). Then it becomes a tedious but rather unsurprising induction on \( t \), with reasoning by case on the last inference rule applied on each side. One notable case is when the two reductions are respectively given by rules \( \odot-\text{LEFT} \) and \( \odot-\text{RIGHT} \). Indeed, the reduction on the left does not interfere with the reduction on the right thanks to a stability property of structures (Lem. 14 below). ◀

► **Lemma 14** (Stability of structures). If \( t \in S_\varphi \) and \( t \xrightarrow{p;\varphi;\mu}_{\lambda_{sn+}} t' \) then \( t' \in S_\varphi \).

### 4.3 Relative optimality

The \( \lambda_{sn+} \)-calculus is a restriction of \( \lambda_{sn} \) that requires terms to be eagerly reduced to local normal form before they can be substituted (Fig. 7). This eager reduction is never wasted: \( \lambda_{sn} \) (and a fortiori its subset \( \lambda_{sn+} \)) only reduces needed redexes, that is redexes that are necessarily reduced in any reduction to normal form. As a consequence, reductions in \( \lambda_{sn+} \) are never longer than equivalent reductions in \( \lambda_{sn} \). On the contrary, by forcing some reductions to be performed before a term is substituted (i.e., potentially duplicated), this strategy produces in many cases reduction sequences that are strictly shorter than the ones given by the original strong call-by-need strategy [9].

► **Theorem 15** (Minimality). With \( t' \in N_\varphi \), if \( t \rightarrow_{sn}^{n} t' \) and \( t \rightarrow_{sn+}^{m} t' \) then \( m \leq n \).
Remark that this minimality result is relative to $\lambda_{sn}$. The reduction sequences of $\lambda_{sn+}$ are not necessarily optimal with respect to the unconstrained $\lambda_c$ or $\lambda$-calculi. For instance, neither $\lambda_{sn+}$ nor $\lambda_{sn}$ allow reducing $r$ in the term $(\lambda x.x \,(x\,a))\,(\lambda y.y \,r)$ prior to its duplication.

5 Formalization in Abella

We used the Coq proof assistant for our first attempts to formalize our results. We experimented both with the locally nameless approach [13] and parametric higher-order abstract syntax [14]. While we might eventually have succeeded using the locally nameless approach, having to manually handle binders felt way too cumbersome. So, we turned to a dedicated formal system, Abella [6], in the hope that it would make syntactic proofs more straightforward. This section describes our experience with this tool.

5.1 Nominal variables and $\lambda$-tree syntax

Our initial motivation for using Abella was the availability of nominal variables through the $\nabla$ quantifier. Indeed, in order to open a bound term, one has to replace the bound variable with a fresh global variable. This freshness is critical to avoid captures; but handling it properly causes a lot of bureaucracy in the proofs. By using nominal variables, which are guaranteed to be fresh by the logic, this issue disappears.

Here is an excerpt of our original definition of the $\text{nabla}$ predicate, which states that a term is in normal form for our calculus. The second line states that any nominal variable is in normal form, while the third line states that an abstraction is in normal form, as long as the abstracted term is in normal form for any nominal variable.

Define $\text{nabla} : \text{trm} \rightarrow \text{prop}$ by

\[
\text{nabla} x, \text{nabla} x; \\
\text{nabla} (\text{abs} \, U) := \text{nabla} x, \text{nabla} (U \, x); \\
\text{...}
\]

Note that Abella is based on a $\lambda$-tree approach (higher-order abstract syntax). In the above excerpt, $U$ has a bound variable and $(U \, x)$ substitutes it with the fresh variable $x$. More generally, $(U \, V)$ is the term in which the bound variable is substituted with the term $V$.

This approach to fresh variables was error-prone at first. Several of our formalized theorems ended up being pointless, despite seemingly matching the statements of our pen-and-paper formalization. Consider the following example. This proposition states that, if $T$ is a structure with respect to $x$, and if $U$ is related to $T$ by the unfolding relation $\text{star}$, then $U$ is also a structure with respect to $x$.

\[
\forall T \ U, \ \text{nabla} x, \\
\text{struct} \ T \ x \rightarrow \text{star} \ T \ U \rightarrow \text{struct} \ U \ x.
\]

Notice that the nominal variable $x$ is quantified after $T$. As a consequence, its freshness ensures that it does not occur in $T$. Thus, the proposition is vacuously true, since $T$ cannot be a structure with respect to a variable that does not occur in it. Had the quantifiers been exchanged, the statement would have been fine. Unfortunately, Abella kind of requires universal quantifiers to happen before nominal ones in theorem statements, thus exacerbating the issue. The correct way to state the above proposition is by carefully lifting any term in which a given free variable could occur:

\[\text{for all } T \ U, \text{ nabla } x, \\
\text{struct } T \ x \rightarrow \text{ star } T \ U \rightarrow \text{ struct } U \ x.\]

\[\text{See appendix for the definitions and the statement of the main theorems, and online material for the full development.}\]
for all $T U$, nabla $x$,
$$\text{struct} \ (T \ x) \ x \rightarrow \text{star} \ (T \ x) \ (U \ x) \rightarrow \text{struct} \ (U \ x) \ x.$$ 

Once one has overcome these hurdles, advantages become apparent. For example, to state that some free variable does not occur in a term, not lifting this term is sufficient. And if it needed to be lifted for some other reason, one can always equate it to a constant $\lambda$-tree. For instance, one of our theorems needs to state that the free variable $x$ occurring in $T$ cannot occur in $U$, by virtue of $\text{star}$. This is expressed as follows (with $y \mapsto V$ denoting $y \mapsto V$):
$$\text{star} \ (T \ x) \ (U \ x) \rightarrow \exists V, U = (y \mapsto V).$$

### 5.2 Judgments, contexts, and derivations

Abella provides two levels of logic: a minimal logic used for specifications and an intuitionistic logic used for inductive reasoning over relations. At first, we only used the reasoning logic. By doing so, we were using Abella as if we were using Coq, except for the additional nabla quantifiers. We knew of the benefits of the specification logic when dealing with judgments and contexts; but in the case of the untyped $\lambda$-calculus, we could not see any use for those.

Our point of view started to shift once we had to manipulate sets of free variables, in order to distinguish which of them were frozen. We could have easily formalized such sets by hand; but since Abella is especially designed to handle sets of binders, we gave it a try. Let us consider the above predicate $\text{nf}$ anew, except that it is now defined using $\lambda$-Prolog rules ($\pi$ is the universal quantifier in the specification logic).

\[
\begin{align*}
\text{nf} \ X & : = \ \text{frozen} \ X. \\
\text{nf} \ (\text{abs} \ U) & : = \ \pi \ x \ \text{\frozen} \ x \Rightarrow \text{nf} \ (U \ x).
\end{align*}
\]

Specification-level propositions have the form \(\{L \vdash P\}\), with $P$ a proposition defined in $\lambda$-Prolog and $L$ a list of propositions representing the context of $P$. Consider the proposition \(\{L \vdash \text{nf} \ (\text{abs} \ T)\}\). If there were only the two rules above, there would be only three ways of deriving the proposition. Indeed, it can be derived from \(\{L \vdash \text{frozen} \ (\text{abs} \ T)\}\) (first rule). It can also be derived from nabla $x$, \(\{L, \text{frozen} \ x \vdash \text{nf} \ (T \ x)\}\) (second rule). Finally, the third way to derive it is if \(\text{nf} \ (\text{abs} \ T)\) is already a member of the context $L$.

The second and third derivations illustrate how Abella automates the handling of contexts. But where Abella shines is that some theorems come for free when manipulating specification-level properties, especially when it comes to substitution. Suppose that one wants to prove \(\{L \vdash P \ (T \ U)\}\), i.e., term $T$ whose bound variable was replaced with $U$ satisfies predicate $P$ in context $L$. The simplest way is if one can prove $\text{nabla} \ x$, \(\{L \vdash P \ (T \ x)\}\). In that case, one can instantiate the nominal variable $x$ with $U$ and conclude.

But more often that not, $x$ occurs in the context, e.g., \(\{L, Q \ x \vdash P \ (T \ x)\}\) instead of \(\{L \vdash P \ (T \ x)\}\). Then, proving \(\{L \vdash P \ (T \ U)\}\) is just a matter of proving \(\{L \vdash Q \ x\}\). But, what if the latter does not hold? Suppose one can only prove \(\{L \vdash R \ x\}\), with $R$ $V$ $\vdash Q \ V$. In that case, one can reason on the derivation of \(\{L, Q \ x \vdash P \ (T \ x)\}\) and prove that \(\{L, R \ x \vdash P \ (T \ x)\}\) necessarily holds, by definition of $R$. This ability to inductively reason on derivations is a major strength of Abella.

Having to manipulate contexts led us to revisit most of our pen-and-paper concepts. For example, a structure was no longer defined as a relation with respect to its leading variable (e.g., $\text{struct} \ T \ x$) but with respect to all the frozen variables (e.g., $\{\text{frozen} \ x \vdash \text{struct} \ T\}$). In turn, this led us to handle live variables purely through their addition to contexts: $\varphi \cup \{x\}$. Our freshness convention is a direct consequence, as in Fig. 2 for example.
Performing specification-level proofs does not come without its own set of issues, though. As explained earlier, a proposition \( \{ L \vdash \text{nf } (\text{abs } T) \} \) is derivable from the consequent being part of the context \( L \), which is fruitless. The way around it is to define a predicate describing contexts that are well-formed, \( e.g. \), \( L \) contains only propositions of the form \( (\text{nf } x) \) with \( x \) nominal. As a consequence, the case above can be eliminated because \( (\text{abs } T) \) is not a nominal variable. Unfortunately, defining these predicates and proving the associated helper lemmas is tedious and extremely repetitive. Thus, the user is encouraged to reuse existing context predicates rather than creating dedicated new ones, hence leading to sloppy and convoluted proofs. Having Abella provide some automation for handling well-formed contexts would be a welcome improvement.

5.3 Functions and relations

Our Abella formalization assumes a type \( \text{trm} \) and three predefined ways to build elements of that type: application, abstraction, and explicit substitution. For example, a term \( t[x\,u] \) of our calculus will be denoted \( (\text{es } (x\,t) \, u) \) with \( t \) containing some occurrences of \( x \).

\[
\begin{align*}
\text{type app } & \quad \text{trm} \to \text{trm} \to \text{trm}. \\
\text{type abs } & \quad (\text{trm} \to \text{trm}) \to \text{trm}. \\
\text{type es } & \quad (\text{trm} \to \text{trm}) \to \text{trm} \to \text{trm}.
\end{align*}
\]

Since Abella does not provide functions, we instead use a relation to define the unfolding function \( t \mapsto t^\ast \). Of particular interest is the way binders are handled; they are characterized by stating that they are their own image: \( \text{star } x \, x \).

\[
\begin{align*}
\text{star } (\text{app } U \, V) & \quad (\text{app } X \, Y) :- \, \text{star } U \, X, \, \text{star } V \, Y. \\
\text{star } (\text{abs } U) & \quad (\text{abs } X) :- \, \pi \, x \\backslash \, \text{star } x \, x \Rightarrow \, \text{star } (U \, x) \, (X \, x). \\
\text{star } (\text{es } U \, V) & \quad (X \, Y) :- \, \text{star } V \, Y, \, \pi \, x \\backslash \, \text{star } x \, x \Rightarrow \, \text{star } (U \, x) \, (X \, x).
\end{align*}
\]

Since this is just a relation, we have to prove that it is defined over all the closed terms of our calculus, that it maps only to pure \( \lambda \)-terms, and that it maps to exactly one \( \lambda \)-term. Needless to say, all of that would be simpler if Abella had native support for functions.

6 Conclusion

This paper presents a \( \lambda \)-calculus dedicated to strong reduction. In the spirit of a call-by-need strategy with explicit substitutions, it builds on a linear substitution calculus [2]. Our calculus, however, embeds a syntactic criterion that ensures that only needed redexes are considered. Moreover, by delaying substitutions until they are in so-called local normal forms rather than just values, all the reduction sequences are of minimal length.

Properly characterizing these local normal forms proved difficult and lots of iterations were needed until we reached the presented definition. Our original approach relied on evaluation contexts, as in the original presentation of a strong call-by-need strategy [9]. While tractable, this made the proof of the diamond property long and tedious. It is the use of Abella that led us to reconsider this approach. Indeed, the kind of reasoning Abella favors forced us to give up on evaluation contexts and look for reduction rules that were much more local in nature. In turn, these changes made the relation with typing more apparent. In hindsight, this would have avoided a large syntactic proof in [9].

Due to decidability, our syntactic criterion can characterize only part of the needed redexes at a given time. All the needed reductions will eventually happen, but detecting the neededness of a redex too late might prevent the optimal reduction. It is an open question whether some other simple criterion would characterize more needed redexes, and thus potentially allow for even shorter sequences than our calculus.
Even with the current criterion, there is still work to be done. First and foremost, the Abella formalization should be completed to at least include the diamond property. There are also some potential improvements to consider. For example, our calculus could be made to not substitute variables that are not applied (rule $\text{lsv-base}$), following [29, 3] but it opens the question of how to characterize the normal forms then. Another venue for investigation is how this work interacts with fully lazy sharing, which avoids more duplications but whose properties are tightly related to weak reduction [7]. Finally, this paper stops at describing the reduction rules of our calculus and does not investigate what an efficient abstract machine would look like.
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This appendix describes the main definitions of the Abella formalization. The reduction rules of $\lambda_{sn}$ and $\lambda_{sn+}$ presented in Fig. 3 are as follows.

\begin{verbatim}
step R top (abs T) (abs T') :-
    pi x\ frozen x => step R top (T x) (T' x).
step R B (abs T) (abs T') :- pi x\ omega x => step R bot (T x) (T' x).
step R B (app T U) (app T' U) :- step R bot T T '.
step R B (app T U) (app T U') :- struct T, step R top U U '.
step R B (es T U) (es T' U) :- pi x\ omega x => step R B (T x) (T' x).
step R B (es T U) (es T' U) :-
    pi x\ frozen x => step R B (T x) (T' x), struct U.
step R B (es T U) (es T U') :-
    pi x\ active x => step (idx x) B (T x) (T x), step R bot U U'.
step (idx X) B X X :- active X.
\end{verbatim}
A small difference with the core of the paper is the predicate `active`, which characterizes the variable being considered $id_x$ $(idx)$ and $sub_x^v$ $(sub)$. This predicate is just a cheap way of remembering that the active variable is fresh yet not frozen. Similarly, the predicate `omega` is used in two rules to tag a variable as being neither frozen nor active. Another difference is rule $\lambda$-bot. While the antecedent of the rule is at position $\bot$ as in the paper, the consequent is in any position rather than just $\bot$. Since any term reducible in position $\bot$ is provably reducible in position $\top$, this is just a conservative generalization of the rule.

The auxiliary rules for $\lambda_{sn+}$, as given in Fig. 4 and Fig. 7 for rule LSV-BASE, are the same as in the core of the paper.

Finally, an actual reduction is just comprised of rules $\text{dB}$ and $\text{LSV}$ in a $\top$ position:

```
red T T' :- step db top T T'.
red T T' :- step lsv top T T'.
```

The normal forms of $\lambda_{sn}$ and $\lambda_{sn+}$, given in Fig. 5, are as follows.

```
nf X :- frozen X.
nf (app U V) :- nf U, nf V, struct U.
nf (abs U) :- pi x\ frozen x => nf (U x).
nf (es U V) :- pi x\ frozen x => nf (U x), nf V, struct V.
nf (es U V) :- pi x\ nf (U x).
```

They make use of structures ($\text{struct}$), as given in Fig. 2.

```
struct X :- frozen X.
struct (app U V) :- struct U.
struct (es U V) :- pi x\ struct (U x).
struct (es U V) :- pi x\ frozen x => struct (U x), struct V.
```

The local norm forms of Fig. 8 are as follows. As for the step relation, one of the rules for abstraction was generalized with respect to the paper. This time, it is for the $\top$ position, since any term that is locally normal in a $\top$ position is locally normal in any position.

```
lnf B X :- frozen X.
lnf B X :- omega X.
lnf B (app T U) :- lnf B T, struct T, lnf top U.
lnf B (app T U) :- lnf B T, struct_omega T.
lnf B (abs T) :- pi x\ frozen x => lnf top (T x).
lnf (abs T) :- pi x\ omega x => lnf bot (T x).
lnf bot (abs T) :- pi x\ active x => lnf B (T x).
lnf B (es T U) :- pi x\ frozen x => lnf B (T x), lnf bot U, struct U.
lnf B (es T U) :- pi x\ omega x => lnf B (T x), struct_omega U.
```
Structures with respect to the set $\omega$ use a dedicated predicate `struct_omega`, which is just a duplicate of `struct`. Another approach, perhaps more elegant, would have been to parameterize `struct` with either `frozen` or `omega`.

```prolog
struct_omega X :- omega X.
struct_omega (app U V) :- struct_omega U.
struct_omega (es U V) :- pi x\ struct_omega (U x).
struct_omega (es U V) :-
  pi x\ omega x =\ struct_omega (U x), struct_omega V.
```

Normal forms of the $\lambda$-calculus are defined as follows:

```prolog
nfb X :- frozen X.
nfb (abs T) :- pi x\ frozen x =\ nfb (T x).
nfb (app T U) :- nfb T, nfb U, notabs T.
notabs T :- frozen T.
notabs (app T U).
```

The definition of $\lambda_{sn}$-terms is sometimes useful to allow induction on terms rather than induction on one of the previous predicates.

```prolog
trm (app U V) :- trm U, trm V.
trm (abs U) :- pi x\ trm x =\ trm (U x).
trm (es U V) :- pi x\ trm x =\ trm (U x), trm V.
```

Finally, let us remind the definitions of a pure $\lambda$-term, of the unfolding operation from $\lambda_c$ to $\lambda$, of a $\beta$-reduction, and of a sequence of zero or more $\beta$-reductions.

```prolog
pure (app U V) :- pure U, pure V.
pure (abs U) :- pi x\ pure x =\ pure (U x).
star (app U V) (app X Y) :- star U X, star V Y.
star (es U V) (abs X) :- pi x\ star x x =\ star (U x) (X x).
star (es U V) (X Y) :- star V Y, pi x\ star x x =\ star (U x) (X x).

beta (app M N) (app M' N) :- beta M M'.
beta (app M N) (app M N') :- beta N N'.
beta (abs R) (abs R') :- pi x\ beta (R x) (R' x).
beta (app (abs R) M) (R M).
betas M M.
betas M N :- beta M P, betas P N.
```

### B Formally verified properties

This appendix states the theorems that were fully proved using Abella. First comes the simulation property (Lem. 3), which states that, if $T \rightarrow_{sn+} U$, then $T' \rightarrow_{\beta} U'$.

**Theorem simulation':** $\forall T U T^* U^*$, $\{ T T^* \} \rightarrow \{ T U U^* \} \rightarrow \{ \text{red } T U \} \rightarrow \{ \text{betas } T^* U^* \}$.

Then comes the fact that (local) normal forms are exactly the terms that are not reducible in $\lambda_{sn+}$ (Lem. 4).

**Theorem lnf_nand_red**: $\forall T U$, $\{ \text{lnf top } T \} \rightarrow \{ \text{red } T U \} \rightarrow \{ \text{false } \}$.

**Theorem nf_nand_red**: $\forall T U$, $\{ \text{nf } T \} \rightarrow \{ \text{red } T U \} \rightarrow \{ \text{false } \}$. 
We recall here Lemma 8:

If $\Gamma \vdash_\varphi t : \tau$ and $t \in S_\varphi$, then there is $x \in \varphi$ such that $\tau \in T_+((\Gamma(x)))$.

**Proof.** By induction on the structure of $t$.

- **Case $t = x$.** By inversion of $x \in S_\varphi$ we deduce $x \in \varphi$. Moreover the only rule applicable to derive $\Gamma \vdash_\varphi x : \tau$ is $\textsc{ty-var}$, which gives the conclusion.

- **Case $t = t_1 \cdot t_2$.** By inversion of $t_1, t_2 \in S_\varphi$ we deduce $t_1 \in S_\varphi$. Moreover the only rules applicable to derive $\Gamma \vdash_\varphi t_1 \cdot t_2 : \tau$ are $\textsc{ty-@}$ and $\textsc{ty-@-S}$. Both have a premise $\Gamma' \vdash_\varphi t_1 : \mathcal{M} \rightarrow \tau$ with $\Gamma' \subseteq \Gamma$, to which the induction hypothesis applies, ensuring $\mathcal{M} \rightarrow \tau \in T_+((\Gamma'(x)))$ and thus $\tau \in T_+((\Gamma'(x)))$ and $\tau \in T_+((\Gamma(x)))$.

- **Case $t = t_1[x\backslash t_2]$.** We reason by case on the last rules applied to derive $t_1[x\backslash t_2] \in S_\varphi$ and $\Gamma \vdash_\varphi t_1[x\backslash t_2] : \tau$. There are two possible rules for each.

  - **Case where** $t_1[x\backslash t_2] \in S_\varphi$ is deduced from $t_1 \in S_\varphi$ (with $x \not\in \varphi$) and $\Gamma \vdash_\varphi t_1[x\backslash t_2] : \tau$ comes from rule $\textsc{ty-es}$. This rule has in particular a premise $\Gamma' \vdash_\varphi t_1 : \tau$ for a $\Gamma' = \Gamma''; x : \mathcal{M}$ such that $\Gamma'' \subseteq \Gamma$. We thus have by induction hypothesis on $t_1$ that $\tau \in T_+((\Gamma''(y)))$ for some $y \in \varphi \cap \text{dom}(\Gamma')$. Since $y \in \varphi$ and $x \not\in \varphi$ we have $y \neq x$. Then $y \in \text{dom}(\Gamma''(y))$ and $y \in \text{dom}(\Gamma)$, and $\Gamma(y) = \Gamma''(y)$.

  - **In the three other cases**, we have:

    1. a hypothesis $t_1 \in S_\varphi$ or $t_1 \in S_{\varphi \cup \{x\}}$, from which we deduce $t_1 \in S_{\varphi \cup \{x\}}$.
    2. a hypothesis $\Gamma' \vdash_\varphi t_1 : \tau$ or $\Gamma' \vdash_\varphi t_1[x\backslash t_2] : \tau$ (for a $\Gamma' = \Gamma''; x : \mathcal{M}$ such that $\Gamma'' \subseteq \Gamma$), from which we deduce $\Gamma' \vdash_\varphi t_1[x\backslash t_2] : \tau$, and
    3. a hypothesis $t_2 \in S_\varphi$, coming from the derivation of $t_1[x\backslash t_2]$ or the derivation of $\Gamma \vdash_\varphi t_1[x\backslash t_2] : \tau$ (or both).

Then by induction hypothesis on $t_1$ we have $\tau \in T_+((\Gamma''(y)))$ for some $y \in \varphi \cup \{x\}$.

- If $y \neq x$, then $y \in \varphi$ and $\Gamma(y) = \Gamma''(y)$, which allows a direct conclusion.
- If $y = x$, then $\tau \in T_+((\Gamma''(x)))$ implies $\mathcal{M} \neq \emptyset$. Let $\sigma \in \mathcal{M}$ with $\tau \in T_+((\sigma))$. The instance of the rule $\textsc{ty-es}$ or $\textsc{ty-es-@}$ we consider thus has at least one premise $\Delta \vdash_\varphi t_2 : \sigma$ with $\Delta \subseteq \Gamma$. Since $t_2 \in S_\varphi$, by induction hypothesis on $t_2$ there is $z \in \varphi \cap \text{dom}(\Delta)$ such that $\sigma \in T_+((\Delta(z)))$. Then $\tau \in T_+((\Delta(z)))$, and $\tau \in \Gamma$.

We recall here Lemma 9:

1. If $\Phi \triangleright \Gamma \vdash_\varphi t : \tau$ then
   \[
   \begin{align*}
   T_+((\text{fzt}(\Phi))) & \subseteq \bigcup_{x \in \varphi} T_+((\Gamma(x))) \cup \bigcup_{\tau} T_-(\tau) \\
   T_-((\text{fzt}(\Phi))) & \subseteq \bigcup_{x \in \varphi} T_-(\Gamma(x)) \cup \bigcup_{\tau} T_+(\tau)
   \end{align*}
   \]

2. If $\Phi \triangleright \Gamma \vdash_\varphi t : \tau$ then
   \[
   \begin{align*}
   T_+((\text{fzt}(\Phi))) & \subseteq \bigcup_{x \in \varphi} T_+((\Gamma(x))) \\
   T_-((\text{fzt}(\Phi))) & \subseteq \bigcup_{x \in \varphi} T_-(\Gamma(x))
   \end{align*}
   \]
**Proof.** By mutual induction on the typing derivations.

- Both properties are immediate in case \( \text{TY-\text{VAR}} \), where \( fzt(\Phi) = \{\sigma\} \).
- Cases for abstractions.
  - If \( \Phi \triangleright \Gamma \vdash \lambda x.t : \mathcal{M} \rightarrow \tau \) by rule \( \text{TY-\lambda-\Rightarrow} \), with premise \( \Phi' \triangleright \Gamma ; x : \mathcal{M} \vdash \Lambdasym \vdash \tau \).
    
    Write \( \Gamma' = \Gamma ; x : \mathcal{M} \). By induction hypothesis we have \( T_+ fzt(\Phi') \subseteq \bigcup_{\varphi \in \Gamma} T_+ (\Gamma'(y)) \).
    
    Since \( x \notin \varphi \) by renaming convention, we deduce that \( T_+ fzt(\Phi') \subseteq \bigcup_{\varphi \in \Gamma} T_+ (\Gamma(y)) \) and \( T_+ fzt(\Phi) \subseteq \bigcup_{\varphi \in \Gamma} T_+ (\Gamma(y)) \). The same applies to negative type occurrences, which concludes the case.

- If \( \Phi \triangleright \Gamma \vdash \tau \) by rule \( \text{TY-\lambda-\Rightarrow} \) with premise \( \Phi' \triangleright \Gamma ; x : \mathcal{M} \vdash \Lambdasym \vdash \tau \).
  
  Write \( \Gamma' = \Gamma ; x : \mathcal{M} \). By induction hypothesis we have
  
  \[
  T_+ fzt(\Phi') \subseteq \bigcup_{\varphi \in \Gamma} T_+ (\Gamma'(y)) \cup T_-(\tau)
  = \bigcup_{\varphi \in \Gamma} T_+ (\Gamma(y)) \cup T_+ (\mathcal{M}) \cup T_-(\tau)
  = \bigcup_{\varphi \in \Gamma} T_+ (\Gamma(y)) \cup T_-(\mathcal{M} \rightarrow \tau)
  \]
  
  Thus \( T_+ fzt(\Phi') \subseteq \bigcup_{\varphi \in \Gamma} T_+ (\Gamma(y)) \cup T_-(\mathcal{M} \rightarrow \tau) \). The same applies to negative occurrences, which concludes the case.

- Cases for application.
  - Cases for \( \text{TY-\text{\@}} \) are by immediate application of the induction hypotheses.
  
    - If \( \Phi \triangleright \Gamma \vdash \mu \vdash \tau \) by rule \( \text{TY-\text{\@}} \), with premises \( \Phi_t \triangleright \Gamma_t \vdash \mu \vdash t : \mathcal{M} \rightarrow \tau \), \( t \in \mathcal{S}_\varphi \) and \( \Phi_\sigma \triangleright \Gamma_\sigma \vdash \mu \vdash \sigma \) for \( \sigma \in \mathcal{M} \), with \( \Gamma_t \subseteq \Gamma \) and \( \Gamma_\sigma \subseteq \Gamma \) for all \( \sigma \in \mathcal{M} \).

    Independently of the value of \( \mu \), we show that \( T_+ \big(fzt(\Phi)\big) \subseteq \bigcup_{x \in \varphi} T_+ (\Gamma(x)) \) and \( T_- \big(fzt(\Phi)\big) \subseteq \bigcup_{x \in \varphi} T_- (\Gamma(x)) \) to conclude on both sides of the mutual induction.

    Directly from the induction hypothesis, \( T_+ \big(fzt(\Phi)\big) \subseteq \bigcup_{x \in \varphi} T_+ (\Gamma_t(x)) \subseteq T_+ \big(fzt(\Phi)\big) \). By induction hypothesis on the other premises we have \( T_+ \big(fzt(\Phi_\sigma)\big) \subseteq \bigcup_{x \in \varphi} T_+ (\Gamma_\sigma(x)) \cup T_- (\tau) \) for \( \sigma \in \mathcal{M} \). We immediately have \( \bigcup_{x \in \varphi} T_+ (\Gamma(x)) \subseteq \bigcup_{x \in \varphi} T_- (\Gamma(x)) \). We conclude by showing that \( T_- (\sigma) \subseteq T_+ (\Gamma_t(x)) \) for some \( x \in \varphi \). Since \( t \in \mathcal{S}_\varphi \), by the first subformula property and the typing hypothesis on \( t \) we deduce that there is a \( x \in \varphi \) such that \( \mathcal{M} \rightarrow \tau \in T_+ (\Gamma_t(x)) \). By closeness of type occurrences sets \( T_+ (\tau) \) this means \( T_+ (\mathcal{M} \rightarrow \tau) \subseteq T_+ (\Gamma_t(x)) \). By definition \( T_+ (\mathcal{M} \rightarrow \tau) = T_- (\mathcal{M}) \cup T_+ (\tau) = \bigcup_{\sigma \in \mathcal{M}} T_- (\sigma) \cup T_+ (\tau) \), which allows us to conclude the proof that \( \bigcup_{\sigma \in \mathcal{M}} T_- (\sigma) \cup T_+ (\tau) \subseteq \bigcup_{x \in \varphi} T_- (\Gamma(x)) \).

    The same argument also applies to negative positions, and concludes the case.

- Cases for explicit substitution immediately follow the induction hypothesis. ▶
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1 Introduction

1.1 Quantitative semantics

In quantitative semantics, the interpretation of a program provides information on the number of times the program uses its input to compute a given output whereas qualitative semantics only allows us to recover which inputs were used. Quantitative semantics originates from Girard’s normal functor semantics of system F [16]. His original intuition was to interpret types as vector spaces such that linear maps between them correspond to programs using their arguments exactly once and analytic functions correspond to general programs.

This approach led to the birth of linear logic but it does not directly provide a model for it. Indeed, the exponential modality of linear logic leads to infinite dimensional vector spaces which are no longer isomorphic to their double dual, a property required to model classical negation. Topological vector spaces were therefore considered to circumvent this issue [17, 6, 8]. In this setting, the series interpreting a program usually has infinite support describing all its possible behaviors for all possible inputs which allows for the study of non-deterministic languages.

1.2 Controlling non-deterministic computation

Finiteness spaces are a model of linear logic introduced by Ehrhard as a way to enforce finite interactions between programs and reject infinite computations [9]. Finiteness spaces do not provide a model of PCF since the fixpoint operator is not a morphism in the model. Vaux showed however that it allows for primitive recursion and is hence a model of Gödel’s system T [26].

The construction of the finiteness spaces model is done in two steps: the first step is a double glueing construction (in the sense of Hyland and Schalk [20]) on the relational model Rel. A finiteness space $A = (|A|, \mathcal{F}A)$ is a countable set $|A|$ together with a set of
finitary subsets $\mathcal{F}A$ such that the intersection of a finitary subset in $\mathcal{F}A$ together with a finitary subset in the dual type $\mathcal{F}A^\perp$ is always finite. Morphisms between finiteness spaces are relations that preserve the finitary structure backward and forward.

The second step is parameterized by a fixed field (or commutative semi-ring) $R$: for every finiteness space, one can define a vector space (or semi-module) whose vectors are linear combinations with finitary support, and this space is endowed with a topology induced by the duality. In this setting, morphisms in the linear category correspond to linear continuous maps between these vector spaces and non-linear maps correspond to analytic maps for which there is a natural notion of differentiation. This construction provided the semantical motivation for differential linear logic and the syntactic notion of Taylor expansion which associates a formal sum of resource terms to a given term [11, 10]. Finiteness spaces were also used to characterize strongly normalizing terms in non-deterministic $\lambda$-calculus [25]. More recently, finiteness spaces were used in the theory of generalized power series rings and topological groupoids [5, 1].

This finiteness space construction yields a model of controlled non-determinism: the objects can be infinite dimensional vector spaces and the morphisms are series with possibly infinite support but whenever an explicit computation is made, the result is always finite. It corresponds to the operational property that a program always has a finite number of reduction paths for a given input and output.

1.3 Generalized species of structures

In this paper, we use species of structures to extend the finiteness construction on the relational model to a bicategorical setting. Species of structures were originally introduced by Joyal as a unified framework for the theory of generating series in enumerative combinatorics [21]. Fiore et al. then presented a generalized definition that both encompasses Joyal’s species and constitutes a model of differential linear logic [13]. This model of generalized species is based on the bicategory of profunctors $\textbf{Prof}$ and it can be considered as a generalization of the differential relational model $\textbf{Rel}$. It follows the line of research of categorifying $\lambda$-calculus models by replacing sets or preorders by richer categorical structures [7, 19]. Generalized species are also connected to the Girard’s normal functor model [16] which was later extended by Hasegawa [18].

The exponential modality in the model of generalized species is based on the free symmetric monoidal completion for small categories which generalizes the finite multiset construction for the relational model. Morphisms in the co-Kleisli bicategory correspond to the notion of analytic functors which provide the series counterpart of generalized species [12].

1.4 Finiteness spaces with profunctors

In the original model of relational finiteness spaces, types are interpreted as pairs $A = (|A|, \mathcal{F}A)$ of countable set $|A|$ with a set of so-called finitary subsets $\mathcal{F}A \subseteq \mathcal{P}(|A|)$ satisfying $\mathcal{F}A = (\mathcal{F}A)^\perp\perp$. In our setting, the types will correspond to pairs $A = (|A|, \mathcal{F}A)$ of a locally finite category $|A|$ equipped with a full subcategory of finite presheaves $\mathcal{F}A \leftrightarrow [[|A|^{op}, \text{FinSet}]]$ such that $\mathcal{F}A \cong (\mathcal{F}A)^\perp\perp$.

The categorification of the orthogonality relation allows us to work in a better behaved setting of focused orthogonalities where forward preservation is equivalent to backward preservation for morphisms preserving the finiteness structure [20]. In our case, a morphism from $(|A|, \mathcal{F}A)$ to $(|B|, \mathcal{F}B)$ will be a finite profunctor $P : |A| \rightarrow |B|$ such that $(P)\mathcal{F}A \leftrightarrow \mathcal{F}B$ which will imply that $(P^\perp)\mathcal{F}B^\perp \leftrightarrow \mathcal{F}A^\perp$. We follow the same pattern of the double-
For the set relations that preserve the finitary structure forward and backward. Explicitly, for finiteness spaces as they “behave” like finite sets in that subsets.

The model of relational finiteness spaces is obtained from \( \text{Prof} \) via a glueing construction for 1-categories to obtain a bicategory of finiteness spaces and profunctors between them where computations are enforced to be finite and show that all the differential linear logic constructions in \( \text{Prof} \) can be refined to our bicategory.

### Notation

- For an integer \( n \in \mathbb{N} \), we write \( \mathbb{N} \) for the set \( \{1, \ldots, n\} \).
- For a small category \( \mathcal{A} \), we denote by \( \mathcal{A} \) the presheaf category \( [\mathcal{A}^{\text{op}}, \text{Set}] \) and write \( y_{\mathcal{A}}: \mathcal{A} \to \mathcal{A} \) for the Yoneda embedding.
- We denote by \( \mathbf{1} \) the category with one object and one morphism and by \( \mathbf{0} \) the empty category.
- We use \( \cong \) for natural isomorphisms between functors or category isomorphisms and \( \simeq \) for equivalences.

## 2 Relational Finiteness Spaces

The model of relational finiteness spaces is obtained from \( \text{Rel} \) via a glueing construction along hom-functors using the following orthogonality relation:

▶ **Definition 1.** For a countable set \( S \), subsets \( x \in \text{Rel}(1, S) \cong \mathcal{P}(S) \) and \( x' \in \text{Rel}(1, 1) \cong \mathcal{P}(S) \), we say that \( x \) and \( x' \) are orthogonal if \( x \cap x' \) is a finite set and we denote it by \( x \perp x' \).

The idea is that morphisms in \( \text{Rel}(1, S) \) are thought of as closed programs of type \( S \) and morphisms in \( \text{Rel}(1, 1) \) correspond to counter-programs or environments. The orthogonality relation allows for more control on interactions between programs and environments as we require their interaction to always be finite even if the type \( S \) is infinite. For a subset \( \mathcal{F} \subseteq \mathcal{P}(S) \), we define its **orthogonal** as \( \mathcal{F}^\perp := \{ x \in \mathcal{P}(S) \mid \forall x' \in \mathcal{F}, x \perp x' \} \subseteq \mathcal{P}(S) \). This orthogonality relation induces a Galois connection on \( \mathcal{P}\mathcal{P}(S) \):

\[
\begin{array}{ccc}
\mathcal{P}\mathcal{P}(S) & \xleftarrow{\perp} & \mathcal{P}\mathcal{P}(S) \\
\downarrow & \searrow \downarrow & \\
(-)^\perp & \searrow & (-)^\perp \\
\end{array}
\]

where finiteness spaces, introduced below, are its fixpoints \( \mathcal{F} = \mathcal{F}^{\perp\perp} \).

▶ **Definition 2.** A relational finiteness space is a pair \( A = (|A|, \mathcal{F}(A)) \) where \( |A| \) is a countable set and \( \mathcal{F}(A) \) is a subset of \( \mathcal{P}(|A|) \) satisfying \( \mathcal{F}(A) = \mathcal{F}(A)^{\perp\perp} \).

For any countable set \( S \), the smallest finiteness structure is given by the set of finite subsets of \( S \), \( \mathcal{P}_{\text{fin}}(S) \) whose orthogonal is given by the whole powerset \( \mathcal{P}(S) \). For a relational finiteness space \( A \), while elements of \( \mathcal{F}(A) \) may be infinite subsets of \( |A| \), they are called finitary subsets as they “behave” like finite sets in that \( \mathcal{F}(A) \) is closed under inclusion (for \( x \in \mathcal{F}(A) \), if \( x' \subseteq x \), then \( x' \in \mathcal{F}(A) \) and finite unions.

▶ **Definition 3.** The category \( \text{FinRel} \) has objects finiteness spaces and morphisms are relations that preserve the finitary structure forward and backward. Explicitly, for finiteness spaces \( A = (|A|, \mathcal{F}(A)) \) and \( B = (|B|, \mathcal{F}(B)) \), a relation \( R \subseteq |A| \times |B| \) induces two functions \( R^* \) and \( R_* \) given by \( R_* : x \mapsto \{ b \in |B| \mid \exists a \in |A|, (a, b) \in R \} \) and \( R^* : y \mapsto \{ a \in |A| \mid \exists b \in |B|, (a, b) \in R \} \). The relation \( R \) is said to be a morphism of finiteness spaces from \( A \) to \( B \) if for all \( x \in \mathcal{F}(A) \), \( R_* \cdot x \in \mathcal{F}(B) \) and for all \( y \in \mathcal{F}(B)^\perp \), \( R^* \cdot y \in \mathcal{F}(A)^\perp \).
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Formally, the category $\text{FinRel}$ is the tight orthogonality category in the sense of Hyland and Schalk obtained from the orthogonality relation defined above [20]. Ehrhard showed that the linear logic structure from $\text{Rel}$ can be lifted to $\text{FinRel}$ which constitutes a model of differential linear logic [10]. The morphisms in the co-Kleisli category of $\text{FinRel}$ play the role of supports for power series for the second part of the construction: for a fixed field (or semiring) $\mathcal{R}$, we can define for every relational finiteness space $A = (|A|, \mathcal{F}(A))$, the following vector space (or semi-module): $\mathcal{R}(A) := \{ X \in \mathcal{R}^{|A|} | \text{ support}(X) \in \mathcal{F}(A) \}$. Ehrhard showed that $\mathcal{R}(A)$ can be endowed with a topology $T_A$ such that a matrix $M \in \mathcal{R}(A \rightarrow B)$ corresponds to a linear continuous map $\mathcal{R}(A) \rightarrow \mathcal{R}(B)$ and a matrix $M \in \mathcal{R}(|A| \rightarrow B)$ corresponds to an analytic map $\mathcal{R}(A) \rightarrow \mathcal{R}(B)$ [9].

3 Profunctorial Finiteness Spaces

3.1 Orthogonality on bicategories

We work with a fragment of $\text{Prof}$ where the objects are locally finite categories, it has the important consequence that finitely presentable presheaves are always finite presheaves as we will see below.

► Definition 4. A small category $A$ is said to be locally finite if it is enriched over finite sets i.e. for any objects $a, a' \in A$, the homset $A(a, a')$ is finite.

► Definition 5. For a category $A$, a presheaf $X : A^{\text{op}} \rightarrow \text{Set}$ is said to be finite if for all $a \in A$, $X(a)$ is a finite set. We denote by $\hat{\mathcal{A}}_{\text{fin}} \hookrightarrow \hat{\mathcal{A}}$ the full subcategory of finite presheaves. Note that the Yoneda embedding $y_A$ for a locally finite category $A$ factors through the inclusion $\hat{\mathcal{A}}_{\text{fin}} \hookrightarrow \hat{\mathcal{A}}$ by an embedding $A \hookrightarrow \hat{\mathcal{A}}_{\text{fin}}$.

For presheaf categories, finitely presentable objects can be characterized as presheaves that are isomorphic to a finite colimit of representables. For a locally finite category $A$, since a finite colimit of finite presheaves is also a finite presheaf, there is an embedding from the subcategory of finitely presentable objects $\hat{\mathcal{A}}_{\text{fp}}$ to $\hat{\mathcal{A}}_{\text{fin}}$.

► Definition 6. A profunctor $F : A \rightarrow B$ between two small categories $A$ and $B$ is a functor $F : A \times B^{\text{op}} \rightarrow \text{Set}$ or equivalently a functor $F : A \rightarrow \hat{B}$. $F$ is said to be a finite profunctor if it can be factored as a functor $F : A \rightarrow \hat{B}_{\text{fin}}$ through the embedding $\hat{B}_{\text{fin}} \hookrightarrow \hat{B}$. In other words, for all $a \in A$ and $b \in B$, $F(a, b)$ is a finite set. A finite profunctor will be denoted by $F : A \rightarrow_{\text{fin}} B$.

The composite of two profunctors $F : A \rightarrow B$ and $G : B \rightarrow C$ is the profunctor $G \circ F : A \rightarrow C$ given by the coend formula:

$$(a, c) \mapsto \int^{b \in B} F(a, b) \times G(b, c) \cong \left( \sum_{b \in B} F(a, b) \times G(b, c) \right) / \sim$$

where $\sim$ is the least equivalence relation such that $(b, F(a, f)(s), t) \sim (b', s, G(f, c)(t))$ for $s \in F(a, b')$, $t \in G(b, c)$ and $f : b \rightarrow b' \in B$. Composition of profunctors is associative only up to natural isomorphisms which puts us in the setting of a bicategory [3]. Note that the
composite of two finite profunctors between locally finite categories need not to be finite (since the sum above can be infinite if $B$ has an infinite object set for example) but we will see how finiteness structures will enable us to make this notion compositional.

Definition 7. Let $A$ be a locally finite category, $X : A^{op} \to \text{Set}$ a presheaf and $X' : A \to \text{Set}$ a copresheaf, we say that $X$ and $X'$ are orthogonal and write $X \perp A X'$ if the set $(X, X') := \int_a \in A X(a) \times X'(a)$ is finite.

In the bicategorical case, presheaves in $\hat{A}$ or equivalently profunctors $1 \to A$ (where 1 is the terminal category) are thought of as closed programs of type $A$ and co-presheaves in $\hat{A}^{op}$ or profunctors $A \to 1$ correspond to environments. In our setting, the interaction between a program $X : A^{op} \to \text{Set}$ and an environment $X' : A \to \text{Set}$ corresponds to their composition in $\text{Prof}: X' \circ X = \int_a X(a) \times X'(a)$.

Adding the orthogonality structure on categories allows us to work in a setting where we enforce this composite to always be finite. Note that the condition in Definition 7 becomes $X' \circ X \in \text{FinSet} \iff \text{Set} \cong \text{Prof}(1, 1)$. In the case of 1-categories, for $C$ a model of linear logic with monoidal units 1 and $\perp$, and for $\perp \subseteq C(1, \perp)$ a distinguished pole, if the orthogonality relation $\perp_c \Rightarrow C(1, c) \times C(c, \perp)$ is given by:

$$\perp_c = \{(x, x') \in C(1, c) \times C(c, \perp) \mid x' \circ x \in \perp\}$$

we say that the orthogonality is focused and it is one of the better behaved cases [20]. It implies in particular that for all $x \in C(1, c)$, $f \in C(c, d)$ and $y \in C(d, \perp)$, $f \circ x \perp_d y$ if and only if $x \perp_c y \circ f$. In the general case, a morphism preserving the orthogonality needs to preserve it forward and backward whereas in the focused case, forward preservation becomes equivalent to backward preservation which simplifies the proofs significantly since we do not have to prove both directions every time. Unlike the relational case, the orthogonality in the categorized setting becomes focused so that the two preservation conditions for relations of Definition 3 reduce to a single preservation condition for profunctors as we will see in Definition 14.

Lemma 8. For all $X : 1 \to A$, $Y : B \to 1$ and $F : A \to B$, we have:

$$F \circ X \perp B Y \iff X \perp A Y \circ F.$$  

Proof. It follows from the fact that the sets $(F \circ X, Y)$ and $(X, Y \circ F)$ are both isomorphic to $\int_a \in A \int_b \in B F(a, b) \times X(a) \times Y(b)$.  

For a set $A$ considered as a discrete category, a subset $x \subseteq A$ can be viewed as a presheaf $x : A^{op} \to \text{Set}$ (or a copresheaf $x : A \to \text{Set}$) that maps $a \in A$ to the singleton $\{\ast\}$ if $a \in x$ and to the empty set otherwise. Hence, for $x \subseteq A$ viewed as a presheaf and $x' \subseteq A$ viewed as a copresheaf, $x \cap x'$ is finite is equivalent to the set $\int_a \in A x(a) \times x'(a)$ being finite. This analogy provides the connection between the bicategorical case and the relational case.

Definition 9. For a subcategory $C \hookrightarrow \hat{A}_{\text{fin}}$, we denote by $C^\perp$, the full subcategory of $\hat{A}^{op}_{\text{fin}}$ of finite copresheaves $X'$ such that for all $X \in C$, $X' \perp A X$.

Let $\text{Sub}(\hat{A})$ be the poset of full subcategories of $\hat{A}$, the orthogonality relation induces a Galois connection:
A Bicategorical Model for Finite Nondeterminism

\[
\text{Sub}(\hat{\mathcal{A}}) \quad \perp \quad \text{Sub}(\hat{\mathcal{A}}^{\text{op}})^{\text{op}}
\]


 whose fixed points are full subcategories \( \mathcal{C} \) verifying \( \mathcal{C}^{\perp \perp} \cong \mathcal{C} \).

**Definition 10.** A finiteness structure is a pair \( \mathcal{A} = (|\mathcal{A}|, \mathcal{F}\mathcal{A}) \) of a locally finite category \(|\mathcal{A}|\) and a full subcategory \( \mathcal{F}\mathcal{A} \hookrightarrow \hat{|\mathcal{A}|}_{\text{fin}} \) verifying \( \mathcal{F}\mathcal{A} \cong \mathcal{F}\mathcal{A}^{\perp \perp} \).

**Lemma 11.** For a finiteness structure \( \mathcal{A} = (|\mathcal{A}|, \mathcal{F}\mathcal{A}) \), the subcategory of finitely presentable objects \( \hat{|\mathcal{A}|}_{\text{fp}} \hookrightarrow \hat{|\mathcal{A}|}_{\text{fin}} \) is always a full subcategory of \( \mathcal{F}\mathcal{A} \).

**Proof.** If \( X \) is finitely presentable, then \( X \) is isomorphic to a finite colimit of representables \( X \cong \lim_{i \in I} |\mathcal{A}|(-, a_i) : |\mathcal{A}|^{\text{op}} \to \text{Set} \). For any \( X' \in (\mathcal{F}\mathcal{A})^{\perp} \),

\[
\langle X, X' \rangle = \int^{a \in |\mathcal{A}|} X(a) \times X'(a) \cong \lim_{i \in I} \int^{a \in |\mathcal{A}|} |\mathcal{A}|(a, a_i) \times X'(a) \cong \lim_{i \in I} X'(a_i).
\]

Since a finite colimit of finite sets is finite, we obtain that \( X \perp_{\mathcal{A}} X' \) as desired. \( \Box \)

The minimal finiteness structure is \( (|\mathcal{A}|, \hat{|\mathcal{A}|}_{\text{fp}}) \) and its orthogonal is the maximal finiteness structure \( (|\mathcal{A}|, \hat{|\mathcal{A}|}_{\text{fin}}) \) so for any finiteness structure \( \mathcal{A} = (|\mathcal{A}|, \mathcal{F}\mathcal{A}) \), we have

\[
(\hat{|\mathcal{A}|}, \hat{|\mathcal{A}|}_{\text{fp}}) \hookrightarrow \mathcal{A} \hookrightarrow (|\mathcal{A}|, \hat{|\mathcal{A}|}_{\text{fin}}).
\]

**Lemma 12.** If \( \mathcal{A} \) is a finite category (both the object and morphism sets are finite), then there is a unique finiteness structure given by \( \hat{|\mathcal{A}|}_{\text{fin}} \).

**Proof.** By Lemma 11, it suffices to show that if \( \mathcal{A} \) is finite, then any finite presheaf \( X : \mathcal{A}^{\text{op}} \to \text{FinSet} \) is finitely presentable. If \( \mathcal{A} \) is finite, then the category of elements \( \int X \) of \( X \) is finite as well and since \( X \cong \lim (\int X \to \mathcal{A} \to \hat{\mathcal{A}}) \), \( X \) is a finite colimit of representables and hence is finitely presentable. \( \Box \)

In the relational case, for a finiteness structure \( \mathcal{A} = (|\mathcal{A}|, \mathcal{F}\mathcal{A}) \), \( \mathcal{F}\mathcal{A} \) can be larger than \( \mathcal{P}_{\text{fin}}(|\mathcal{A}|) \) but its elements “behave” like finite sets in the sense that \( x \subseteq y \in \mathcal{F}(\mathcal{A}) \) implies \( x \in \mathcal{F}(\mathcal{A}) \) and a finite union of finitary elements is finitary. In the categorical case, \( \mathcal{F}(\mathcal{A}) \) can be thought of as a category larger than \( \hat{|\mathcal{A}|}_{\text{fp}} \) but its elements “behave” like finitely presentable elements as \( \mathcal{F}(\mathcal{A}) \) is closed under retraction and finite colimits.

**Lemma 13.** Let \( \mathcal{A} = (|\mathcal{A}|, \mathcal{F}\mathcal{A}) \) be a finiteness structure, then the following two properties hold:

1. if \( X' \) is a retract of an element \( X \in \mathcal{F}(\mathcal{A}) \), then \( X' \in \mathcal{F}(\mathcal{A}) \);
2. \( \mathcal{F}(\mathcal{A}) \) is closed under finite colimits.

**Proof.** Let \( \alpha : X \to X' \) be a retraction in \( \hat{|\mathcal{A}|} \). Since a retraction is an epimorphism and colimits in \( |\mathcal{A}| \) are computed pointwise, for every \( a \in |\mathcal{A}| \), \( \alpha_a : X(a) \to X'(a) \) is a surjection. Hence, for every \( Y \in \mathcal{F}(\mathcal{A})^{\perp} \),

\[
\langle Y, X \rangle = \int^{a \in |\mathcal{A}|} Y(a) \times X(a) \to \int^{a \in |\mathcal{A}|} Y(a) \times X'(a) = \langle Y, X' \rangle
\]

which implies that \( \langle Y, X' \rangle \) is a finite set as well so that \( X' \in \mathcal{F}(\mathcal{A}) \). The second property follows from the fact that a finite colimit of finite sets is finite. \( \Box \)
Definition 14. Given two finiteness structures $A = (|A|, \mathcal{FA})$ and $B = (|B|, \mathcal{FB})$, a finite profunctor $F : |A| \to |B|$ is called a finiteness profunctor if for all presheaves $X \in \mathcal{FA}$, the mapping $\hat{F} : \mathcal{FA} \to \mathcal{FB}$ verifies $\hat{F}(\mathcal{FA}) \to \mathcal{FB}$ i.e. if there exists a functor $\mathcal{FA} \to \mathcal{FB}$ making the diagram below commute:

\[
\begin{array}{c}
|A| \xrightarrow{\hat{F}} |B| \\
\uparrow \quad \uparrow \\
\mathcal{FA} \xrightarrow{\mathcal{FA}} \mathcal{FB}
\end{array}
\]

Lemma 15. Given two finiteness structures $A = (|A|, \mathcal{FA})$ and $B = (|B|, \mathcal{FB})$, a profunctor $F : |A| \to |B|$ is a finiteness profunctor if for all copresheaves $Y \in \mathcal{FB}$, $F^\perp : (|B|^{\text{op}}, \mathcal{FB}) \to (|A|^{\text{op}}, \mathcal{FA}^\perp)$ is also a finiteness profunctor.

Proof. Direct consequence of Lemma 8.

Definition 16. Define FinProf to be the bicategory whose 0-cells are finiteness structures, 1-cells are finiteness profunctors as in Definition 14 and 2-cells are natural transformations between such profunctors.

Proof. We show below that FinProf is indeed a bicategory.

Identity For a finiteness structure $A = (|A|, \mathcal{FA})$, id$_{|A|} : |A| \to |A|$ is a finite profunctor as $|A|$ is a locally finite category. Since id$_{|A|}$ verifies id$_{|A|} \cong \text{id}_{\mathcal{FA}}$, it is a finiteness profunctor $A \to A$.

Composition Let $A = (|A|, \mathcal{FA})$, $B = (|B|, \mathcal{FB})$ and $C = (|C|, \mathcal{FC})$ be finiteness structures and $F : A \to B$ and $G : B \to C$ be finiteness profunctors. It is clear that if $\hat{F}(\mathcal{FA}) \to \mathcal{FB}$ and $\hat{G}(\mathcal{FB}) \to \mathcal{FC}$, then $\hat{G} \circ \hat{F}(\mathcal{FA}) \cong \hat{G} \circ \hat{F}(\mathcal{FA}) \to \mathcal{FC}$. It remains to show that $G \circ F$ is a finite profunctor. For all $a \in |A|$ and $c \in |C|$, we have

\[ (G \circ F)(a,c) = \int^{b \in |B|} F(a,b) \times G(b,c) \cong \hat{G}(\hat{F}(y(a)))(c). \]

Since $y(a) \in \mathcal{FA}$, $\hat{G}(\hat{F}(y(a)))$ is an element of $\mathcal{FC}$ so it is a finite presheaf, which implies that $G(\hat{F}(y(a)))(c)$ is finite as desired.

We obtain as a corollary of Lemma 15 that the mapping $A \mapsto A^\perp := (|A|^{\text{op}}, \mathcal{FA}^\perp)$ can be extended to a full and faithful functor $\text{FinProf}^{\text{op}} \to \text{FinProf}$.

Lemma 17. The forgetful functor $\mathcal{U} : \text{FinProf} \to \text{Prof}$ is locally fully faithful and injective on 1-cells. Explicitly, for finiteness structures $A$ and $B$, the induced functor $\text{FinProf}(A,B) \to \text{Prof}(|A|,|B|)$ is injective on objects and fully faithful.
4 Linear Logic Structure

In this section, we prove that the differential linear logic structure in \textbf{Prof} can be lifted to \textbf{FinProf}. While the full definition of a bicategorical model of linear logic has yet to be spelled out, the standard 1-categorical constructions have canonical bicategorical analogues which we use. The proofs will make use of the lemma below that shows how certain families of adjoint equivalences needed for the linear logic structure can be lifted from \textbf{Prof} to \textbf{FinProf} using the fact that the forgetful functor is locally fully faithful.

\textbf{Lemma 18.} Let \(A, B, C, D\) be categories and \((L: A \to B, R: B \to A, \eta, \varepsilon)\) be an adjoint equivalence. Let \(L' : C \to D, R' : D \to C, F : C \to A\) and \(G : D \to B\) be functors such that \(F\) and \(G\) are fully faithful, \(GL' = LF\) and \(FR' = RG\). Then \(L'\) and \(R'\) are adjoint equivalent \(L' \dashv R'\).

\begin{center}
\begin{tikzpicture}
\node (A) at (0,0) {\(A\)}; \node (B) at (2,0) {\(B\)}; \node (C) at (0,-2) {\(C\)}; \node (D) at (2,-2) {\(D\)};
\draw[->] (A) -- (B) node[above] {\(L\)};
\draw[->] (B) -- (C) node[right] {\(F\)};
\draw[->] (A) -- (C) node[below] {\(R\)};
\draw[->] (B) -- (D) node[below] {\(G\)};
\draw[->] (C) -- (D) node[left] {\(L'\)};
\end{tikzpicture}
\end{center}

\textbf{Proof.} For objects \(c \in C\) and \(d \in D\), using the hypotheses above, we have:

\[C(c, R'd) \cong A(Fc, FR'd(d)) = A(Fc, RGd) \cong B(LFc, Gd) = B(GL'c, Gd) \cong D(L'c, d)\]

which implies that \(L' \dashv R'\).

For \(c \in C\), the component of the unit \(\eta'\) of the adjunction \(L' \dashv R'\) is the morphism \(\eta'_c\) determined by \(F(\eta'_c) = \eta_{Fc(c)}\). It is an isomorphism since \(F\) is fully faithful and hence conservative. We can show that the counit of the adjunction \(L' \dashv R'\) is an isomorphism in a similar fashion.

4.1 Additive structure

Similarly to the 1-categorical case, \textbf{FinProf} is endowed with a finite biproduct structure. For a family of categories \((A_i)_{i \in I}\), we denote by \(\sqcup_i A_i\), their coproduct in \textbf{Cat}. There is an isomorphism \(\sqcup_i \mathbb{A}_i \cong \prod_i \mathbb{A}_i\), so we will often identify a presheaf \(Z \in \sqcup_i \mathbb{A}_i\) with a tuple of presheaves \((Z_i)_{i \in I} \in \prod_i \mathbb{A}_i\).

\textbf{Lemma 19.} For a finite family of finiteness structures \((A_i)_{i \in I}\), \(\&_i A_i := (\&_i |A_i|, \prod_i \mathcal{F} A_i)\) is a finiteness structure.

\textbf{Proof.} It suffices to show that \(\prod_i (\mathcal{F} A_i)^\perp \cong \prod_i (\mathcal{F} A_i)^\perp\).

\textbf{Definition 20.} For a family of finiteness structures \((A_i)_{i \in I}\), we define the finiteness structure \(\oplus_i A_i\) by \((\&_i |A_i|, (\mathcal{F}(\&_i A_i^\perp))^\perp)\).

\textbf{Lemma 21.} The empty category \(0\) with its presheaf category \((0, \mathbf{0})\) forms a finiteness structure that is the neutral for \(\&\) and \(\oplus\).

\textbf{Lemma 22.} For a finite family of finiteness structures \((A_i)_{i \in I}\), the profunctors \(\pi_i : \&_i |A_i| \rightarrow |A_i|\) and \(\mathsf{in}_i : |A_i| \rightarrow \&_i |A_i|\) are finiteness profunctors \(\&_i A_i \rightarrow A_i\) and \(A_i \rightarrow \oplus_i A_i\), respectively. They induce adjoint equivalences:

\[\text{FinProf}(X, \&_i A_i) \simeq \prod_i \text{FinProf}(X, A_i)\] and \[\text{FinProf}(\oplus_i A_i, X) \simeq \prod_i \text{FinProf}(A_i, X)\].
Proof. The profunctors \( \pi_i \) and \( \text{inj}_j \) are given by \( (i, a_i, a) \mapsto |A_i| \langle a, a_i \rangle \) and \( (a, (i, a_i)) \mapsto |A_i| \langle (a_i), a \rangle \) since they are finite profunctors since the category \(|A_i|\) is locally finite. For \( Z \in \mathcal{F}(\xi, A) \) and \( X \in \mathcal{F}A^+ \), \( (\pi_i, X) \cong (Z_i, X) \in \text{FinSet} \) which implies that \( \pi_i \in \text{FinProf}(\&_{\xi}, A_i, A_i) \). Likewise, for \( X \) in \( \mathcal{F}A \), and \( Z \in \mathcal{F}(\oplus_{\xi} A_i)^+ \), \( \text{inj}_j, X, Z \cong \langle X, Z_i \rangle \in \text{FinSet} \) so that \( \text{inj}_j \in \text{FinProf}(A_i, \oplus_{\xi} A_i) \).

Using Lemma 18, the adjoint equivalences above follow from the biproduct structure in \( \text{Prof} \) where we have adjoint equivalences \( \text{Prof}(|X|, \&_{\xi} |A_i|) \cong [\text{Prof}(|X|, |A_i|)] \) and \( \text{Prof}(\&_{\xi} |A_i|, |X|) \cong [\text{Prof}(|X|, |A_i|)] \).

4.2 Star-Autonomous Structure

The bicategory \( \text{Prof} \) is symmetric monoidal with tensor product given by the cartesian product of categories \( (A, B) \mapsto A \times B \) and monoidal unit \( 1 \). The duality functor \( A \mapsto \text{op} A \) provides \( \text{Prof} \) with a compact closed structure. Adding the orthogonality structure allows for less degenerate model as the bicategory \( \text{FinProf} \) is now \(*\)-autonomous with dualizing object \( 1 \).

To show that the symmetric monoidal structure in \( \text{Prof} \) lifts to \( \text{FinProf} \), it suffices to prove that the tensor product lifts to a pseudo-functor \( \text{FinProf} \times \text{FinProf} \to \text{FinProf} \) and that the symmetry, associator and left and right unitors pseudo-natural transformations have counterparts in \( \text{FinProf} \).

For relational finiteness spaces, the tensor product of \( A = (|A|, \mathcal{F}(A)) \) and \( B = (|B|, \mathcal{F}(B)) \) is the smallest structure that contains all products \( x \times y \) of subsets \( x \in \mathcal{F}(A) \) and \( y \in \mathcal{F}(B) \). Since the set \( \{ x \times y \mid x \in \mathcal{F}(A), y \in \mathcal{F}(B) \} \) is not necessarily closed under double orthogonality, \( A \otimes B \) is defined as \( (|A| \times |B|, \{ x \times y \mid x \in \mathcal{F}(A), y \in \mathcal{F}(B) \}) \). In the categorified case, the construction is similar, for finiteness structures \( A \) and \( B \), \( \mathcal{F}(A \otimes B) \) is the smallest finiteness structure containing all products \( X \times Y \) for \( X \in \mathcal{F}(A) \) and \( Y \in \mathcal{F}(B) \), where \( X \times Y : (|A| \times |B|) \to \text{Set} \) is the presheaf given by the pointwise product \( (a, b) \mapsto X(a) \times Y(b) \).

\[\text{Definition 23.} \text{ For finiteness structures } A = (|A|, \mathcal{F}(A)) \text{ and } B = (|B|, \mathcal{F}(B)), \text{ their tensor product is defined as } A \otimes B := (|A| \times |B|, \mathcal{F}(A \otimes B)), \text{ where } \mathcal{F}(A \otimes B) \text{ is the full subcategory of } |A| \times |B| \text{ in } \mathcal{F}(A) \times \mathcal{F}(B) \text{ whose object set is given by } \{ X \times Y \mid X \in \mathcal{F}(A) \text{ and } Y \in \mathcal{F}(B) \}.\]

\[\text{Lemma 24.} \text{ For profunctors } F_1 : A_1 \to B_1 \text{ and } F_2 : A_2 \to B_2, \text{ the profunctor } F_1 \circ F_2 : |A_1| \times |A_2| \to |B_1| \times |B_2| \text{ given by } (F_1 \circ F_2)((a_1, a_2), (b_1, b_2)) := F_1(a_1, b_1) \times F_2(a_2, b_2) \text{ is in } \text{FinProf}(A_1 \otimes A_2, B_1 \otimes B_2).\]

Proof. Using Lemma 15, we show that \( F_1 \circ F_2 \) is in \( \mathcal{F}(A_1 \otimes A_2) \). Let \( Z \in \mathcal{F}(B_1 \otimes B_2) \) be the profunctor \( (F_1 \otimes F_2):(|A| \times |B|) \to |A| \times |B| \) given by \( (F_1 \circ F_2)((a_1, a_2), (b_1, b_2)) := F_1(a_1, b_1) \times F_2(a_2, b_2) \). Then \( (F_1 \circ F_2)_{\otimes} : \mathcal{F}(B_1 \otimes B_2) \to \mathcal{F}(A_1 \otimes A_2) \) is equivalent to:

\[\forall X_1 \in \mathcal{F}A_1, \forall X_2 \in \mathcal{F}A_2, (F_1 \otimes F_2)((Z, X_1 \times X_2)) \in \mathcal{F}B_1 \times \mathcal{F}B_2, (F_1 \circ F_2)(Z, X_1 \times X_2) \in \mathcal{F}B_1 \times \mathcal{F}B_2 \]

Since \( F_1X_1 \) is in \( \mathcal{F}B_1 \) and \( F_2X_2 \) is in \( \mathcal{F}B_2 \), we obtain the desired result.

\[\text{Lemma 25.} \text{ (1, FinSet) is the tensor unit.}\]

Proof. Let \( A \) be a finiteness structure, we show that \( \mathcal{F}(A) \) is the tensor unit. Since \( \mathcal{F}(A) \) is the smallest structure that contains all products \( X \times Y \) for \( X \in \mathcal{F}(A) \) and \( Y \in \mathcal{F}(A) \), the tensor product \( X \times Y \) is given by the pointwise product \( (a, b) \mapsto X(a) \times Y(b) \).
colimits, \(X \times S\) is in \(\mathcal{F}(A)\) which implies the desired result. Now, for \(Y \in \mathcal{F}(A \otimes 1)^{\perp}\) and \(X \in \mathcal{F}(A)\), \((Y, X) \cong (Y, X \times \{\ast\})\) \(\in \text{FinSet}\) so that \(Y \in \mathcal{F}(A)^{\perp}\) as desired. The proof for \(\mathcal{F}(A)^{\perp} \cong \mathcal{F}(1 \otimes A)^{\perp}\) is similar.

Lemma 26. For finiteness structures \(A = (|A|, \mathcal{F}A)\) and \(B = (|B|, \mathcal{F}B)\), the categories \(\mathcal{F}(A \otimes B)\) and \(\mathcal{F}(B \otimes A)\) are isomorphic which implies that the component of the symmetry \(\sigma_{|A|,|B|} : |A| \times |B| \Rightarrow |B| \times |A|\) is in \(\text{FinProf}(A \otimes B, B \otimes A)\).

Proof. Immediate.

Showing that the associator has components in \(\text{FinProf}\) is difficult to prove directly so we make use of the duality between the tensor and the internal hom to do it.

Lemma 27. For finiteness structures \(A = (|A|, \mathcal{F}A)\) and \(B = (|B|, \mathcal{F}B)\), define the finiteness structure \(A \to B\) as \((|A|^{\text{op}} \times |B|, \mathcal{F}(A \to B))\) where \(\mathcal{F}(A \to B)\) is the full subcategory of finite presheaves \(|A|^{\text{op}} \times |B|\) that verify Definition 14.

Proof. We prove that \(A \to B\) is indeed a finiteness structure. We first show that for \(X \in \mathcal{F}A\) and \(Y' \in \mathcal{F}B^{\perp}\), \(X \times Y' \in \mathcal{F}(A \to B)^{\perp}\). Indeed, for \(F \in \mathcal{F}(A \to B)\), we have:

\[
\langle X \times Y', F \rangle = \int_{a \in |A|, b \in |B|} X(a) \times Y'(b) \times F(a, b) \cong \langle Y', FX \rangle \in \text{FinSet}.
\]

Now, let \(W \in \mathcal{F}(A \to B)^{\perp\perp}\), we want to show that \(W \in \mathcal{F}(A \to B)\), i.e. that for all \(X \in \mathcal{F}A, WX \in \mathcal{F}B\). Let \(Y' \in \mathcal{F}B^{\perp}\), \(\langle Y', WX \rangle \cong \langle X \times Y', W \rangle \in \text{FinSet}\) by the previous remark.

Lemma 28. For finiteness structures \(A = (|A|, \mathcal{F}A)\) and \(B = (|B|, \mathcal{F}B)\), the categories \(\mathcal{F}(A \otimes B)\) and \(\mathcal{F}(A \to B)^{\perp}\) are isomorphic.

Proof. We prove that \(\mathcal{F}(A \otimes B)^{\perp} \cong \mathcal{F}(A \to B)^{\perp}\). Let \(F : A \to B^{\text{op}}\), we have:

\[
F \in \mathcal{F}(A \otimes B)^{\perp} \iff \forall X \in \mathcal{F}(A), \forall Y \in \mathcal{F}(B) \langle F, X \times Y \rangle \in \text{FinSet} \\
\iff \forall X \in \mathcal{F}(A), \forall Y \in \mathcal{F}(B) \langle FX, Y \rangle \in \text{FinSet} \\
\iff \forall X \in \mathcal{F}(A), FX \in \mathcal{F}(B)^{\perp} \iff F \in \mathcal{F}(A \to B^{\perp})
\]

Lemma 29. For finiteness structures \(A = (|A|, \mathcal{F}A)\), \(B = (|B|, \mathcal{F}B)\) and \(C = (|C|, \mathcal{F}C)\), the categories \(\mathcal{F}(A \otimes B \to C)\) and \(\mathcal{F}(A \to (B \to C))\) are isomorphic.

Proof. Let \(F : |A| \times |B| \Rightarrow |C|\) be in \(\mathcal{F}((A \otimes B) \to C)\) and denote by \(\overline{F} : |A| \Rightarrow |B|^{\text{op}} \times |C|\) the corresponding profunctor obtained from the isomorphism \(\text{Prof}(|A| \times |B|, |C|) \cong \text{Prof}(|A|, |B|^{\text{op}} \times |C|)\). Let \(X \in \mathcal{F}(A)\), we want to show that \(FX\) is in \(\mathcal{F}(B \to C)\), i.e. for all \(Y \in \mathcal{F}(B)\), \(\overline{F}(X)(Y) \in \mathcal{F}(C)\). We have that \(X \times Y\) is in \(\mathcal{F}(A \otimes B)\) so that \(F \circ (X \times Y) \cong \overline{F}(X)(Y)\) is in \(\mathcal{F}(C)\).

For the other direction, let \(G : |A| \Rightarrow |B|^{\text{op}} \times |C|\) be in \(\mathcal{F}(A \to (B \to C))\) and denote by \(\overline{G}\) the corresponding profunctor in \(\text{Prof}(|A| \times |B|, |C|)\). We show that \(\overline{G}^{\perp} \in \mathcal{F}(C^{\perp} \to (A \otimes B)^{\perp})\). Let \(Z \in \mathcal{F}(C)^{\perp}\), we want \(\overline{G}^{\perp} Z \in \mathcal{F}(A \otimes B)^{\perp}\) i.e. for all \(X \in \mathcal{F}A\) and \(Y \in \mathcal{F}B\), \((\overline{G}^{\perp} Z, X \times Y) \in \text{FinSet}\). Since \((\overline{G}^{\perp} Z, X \times Y) \cong (G(X)(Y), Z)\), we obtain the desired result.
Corollary 30. For finiteness structures $A = \langle A, \mathcal{F}A \rangle$, $B = \langle B, \mathcal{F}B \rangle$ and $C = \langle C, \mathcal{F}C \rangle$, the component of the associator $\alpha_{A,B,C} : \langle A|B|C \rangle : \langle A\times (B \times C) \rangle$ given by:

$$(a_1,b_1,c_1), (a_2,b_2,c_2) \mapsto |A| (a_2,a_1) \times |B| (b_2,b_1) \times |C| (c_2,c_1)$$

is a finiteness profunctor in $\text{FinProf}(A \otimes B \otimes C, A \otimes (B \otimes C))$.

Proof. It suffices to show that the categories $\mathcal{F}((A \otimes B) \otimes C)$ and $\mathcal{F}(A \otimes (B \otimes C))$ are isomorphic. By Lemmas 28 and 29, we have $\mathcal{F}((A \otimes B) \otimes C) \cong \mathcal{F}((A \otimes B) \rightarrow C^\perp)^\perp \cong \mathcal{F}(A \rightarrow (B \rightarrow C^\perp))^\perp \cong \mathcal{F}(A \rightarrow (B \otimes C))$. △

A symmetric monoidal bicategory $\mathcal{B}$ is $*$-autonomous if there exists a full and faithful functor $(\rightarrow)^* : \mathcal{B}^{op} \rightarrow \mathcal{B}$ verifying $A \simeq A^{**}$ and for every objects $A, B$ and $C$, a pseudo-natural family of adjoint equivalences $\mathcal{B}(A \otimes B, C^*) \simeq \mathcal{B}(A, (B \otimes C)^*)$.

Proposition 31. $\text{FinProf}$ a $*$-autonomous bicategory.

Proof. The duality $(\rightarrow)^* : A \rightarrow A^\perp = \langle |A|^{op}, \mathcal{F}A^\perp \rangle$ induces a full and faithful functor by Lemma 15. For finiteness structures $A = \langle |A|, \mathcal{F}A \rangle$, $B = \langle |B|, \mathcal{F}B \rangle$ and $C = \langle |C|, \mathcal{F}C \rangle$, by Lemma 18, there is a pseudo-natural family of adjoint equivalences $\text{FinProf}(A \otimes B, C^*) \simeq \text{FinProf}(A, (B \otimes C)^*)$. △

The interpretation of the $\otimes$ connective is defined by dualizing the tensor $A \otimes B = (A^\perp \otimes B^\perp)^\perp$. In the compact closed bicategory $\text{FinProf}$, the two connectives have the same interpretation whereas in $\text{FinProf}$, adding the orthogonality eliminates this degeneracy. The inclusion $\mathcal{F}(A \otimes B) \rightarrow \mathcal{F}(A \otimes B)$ always hold which implies that we can interpret the mix rule in $\text{FinProf}$. It can be derived from the set inclusion

$$\{X \times Y \mid X \in \mathcal{F}A^\perp \text{ and } Y \in \mathcal{F}B^\perp\} \hookrightarrow \{X \times Y \mid X \in \mathcal{F}A \text{ and } Y \in \mathcal{F}B\}$$

and the fact that $\mathcal{F}(A \otimes B)$ has object set $\{X \times Y \mid X \in \mathcal{F}(A)^\perp \text{ and } Y \in \mathcal{F}(B)^\perp\}^\perp$.

The other inclusion does not hold in general: consider the presheaf $P : (\langle |1| \otimes !|1| \rangle \rightarrow \text{Set}$ given by $(n,m) \mapsto \langle !1 \otimes |1| \rangle$. $P$ is in $\mathcal{F}(1 \rightarrow !1) \cong \mathcal{F}(\langle |1| \oplus !|1| \rangle$ but it is not in $\mathcal{F}(\langle |1| \oplus |1| \rangle$. Indeed, let $Q : (\langle |1| \otimes !|1| \rangle \rightarrow \text{Set}$ be dually given by $(n,m) \mapsto \langle !1 \otimes |1| \rangle$, it verifies that for all $X \in \mathcal{F}(|1|)^\perp$ and $Y \in \mathcal{F}(|1|)$,

$$\langle X \times Y, Q \rangle = \int^{n,m} X(n) \times Y(m) \times !1(n,m) \cong \langle X, Y \rangle \in \text{FinSet}$$

which implies that $Q$ is in $\mathcal{F}(\langle |1| \oplus |1| \rangle)^\perp$. However, $\langle P, Q \rangle = \int^{n,m} !1(n,m) \times !1(n,m) \cong \int^{n} !1(n,m) \not\in \text{FinSet}$.

4.3 Exponential structure

The exponential modality in the setting of generalized species presented by Fiore et al. relies on the free symmetric strict monoidal completion construction for a small category.

Definition 32. For a small category $A$, define $!A$ as the category whose objects are finite sequences $(a_1,\ldots,a_n)$ of objects of $A$ and a morphism $f$ between two sequences $(a_1,\ldots,a_n)$ and $(b_1,\ldots,b_n)$ consists of a pair $(\sigma,(f_i)_{i\in \mathbb{N}})$ where $\sigma$ is a permutation in the symmetric group $\mathfrak{S}_n$ and $(f_i : a_i \rightarrow b_{\sigma(i)})_{i\in \mathbb{N}}$ is a sequence of morphisms in $A$. 
The category \(!\mathcal{A}\) described above is symmetric monoidal with tensor product \(\otimes: (u, v) \mapsto u \otimes v\) given by the concatenation of sequences and unit the empty sequence. This construction induces a 2-monad on \(\text{Cat}\) which lifts to a pseudo-monad on \(\text{Prof}\) [14]. By dualization, one obtains a pseudo-comonad on \(\text{Prof}\) where the counit \(\text{der}\) and the comultiplication \(\text{dig}\) dig have the following components:

\[
\text{der}_A: !\mathcal{A} \to A \quad \text{dig}_A: !\mathcal{A} \to !!\mathcal{A}
\]

\[
(u, a) \mapsto !\mathcal{A}(a, u) \\
(u, (u_1, \ldots, u_n)) \mapsto !\mathcal{A}(u_1 \otimes \cdots \otimes u_n, u)
\]

For a profunctor \(P: \mathcal{A} \to \mathcal{B}\), the action of the pseudo-comonad is given by

\[
!P: (u, v) \mapsto \sum_{\sigma \in \mathbb{S}_n} \prod_{i=1}^{n} P(u_i, v_{\sigma(i)})
\]

if \(u \in !\mathcal{A}\) and \(v \in !\mathcal{B}\) are sequences of length \(n\) and \(!P: (u, v) \mapsto \emptyset\) if \(u\) and \(v\) have different lengths. Generalized species correspond to the 1-cells in the co-Kleisli bicategory \(\text{Prof}^!\). For a species \(F: !\mathcal{A} \to \mathcal{B}\), its comonadic lifting \(F^!: !\mathcal{A} \to !\mathcal{B}\) is given by \((F) \circ \text{dig}_A\). The composite of two species \(G: !\mathcal{B} \to \mathcal{C}\) and \(F: !\mathcal{A} \to !\mathcal{B}\) in \(\text{Prof}^!\) is then given by \(G \circ F^!: !\mathcal{A} \to \mathcal{C}\).

We show in this section that the comonadic structure described above can be refined to the setting of finiteness structures.

**Definition 33.** For a finiteness structure \(\mathcal{A} = (|\mathcal{A}|, \mathcal{F}\mathcal{A})\), we define \((|\mathcal{A}|, \mathcal{F}\mathcal{A}) := (|\mathcal{A}|, \mathcal{F}!\mathcal{A})\) where \(\mathcal{F}!\mathcal{A}\) is the full subcategory of \(|\mathcal{A}|_{\text{fin}}\) with object set \(\{X^! \mid X \in \mathcal{F}\mathcal{A}\}^{++}\).

Note that for a presheaf \(X: |\mathcal{A}|^{op} \to \text{Set}\) (seen as a species \(10 \to |\mathcal{A}|\)), its lifting \(X^!: |\mathcal{A}|^{op} \to \text{Set}\) is given by \(|a_1, \ldots, a_n| \mapsto X \circ \text{dig}_0((a_1, \ldots, a_n)) \cong \prod_{i \in \mathbb{E}} X(a_i)\). In particular, if \(X\) is a finite presheaf, then so is \(X^!\).

Joyal presented the notion of analytic functor as the Taylor series counterpart of combinatorial species [22]. Fiore extended Joyal’s results in the setting of generalized species and showed that there is a bi-equivalence between the bicategory of generalized species (restricted to groupoids) and the 2-category of analytic functors [12]. For small categories \(\mathcal{A}\) and \(\mathcal{B}\), a functor \(P : \mathcal{A} \to \mathcal{B}\) is said to be analytic if there exists a generalized species \(F: !\mathcal{A} \to !\mathcal{B}\) such that \(P\) is isomorphic to \(\text{Lan}_{s_A} F\) (denoted by \(\tilde{F}\)):

\[
\begin{array}{ccc}
!\mathcal{A} & \xrightarrow{F} & !\mathcal{B} \\
\text{s}_A \downarrow & & \downarrow \\
\hat{\mathcal{A}} & \xrightarrow{\text{Lan}_{s_A} F} & \tilde{\mathcal{B}}
\end{array}
\]

where \(s_A: !\mathcal{A} \to \hat{\mathcal{A}}\) is the functor that maps a sequence \(|a_1, \ldots, a_n|\) in \(!\mathcal{A}\) to the presheaf \(\sum_{i=1}^{n} \mathcal{X}_A(a_i)\) in \(\hat{\mathcal{A}}\) so that \(\tilde{F}\) is given by \(X \mapsto \int_{u \in !\mathcal{A}} F(u) \times \hat{\mathcal{A}}(s_A(u), X) \cong \int_{u \in !\mathcal{A}} F(u) \times X^!(u)\).

**Lemma 34.** For finiteness structures \(\mathcal{A} = (|\mathcal{A}|, \mathcal{F}\mathcal{A})\) and \(\mathcal{B} = (|\mathcal{B}|, \mathcal{F}\mathcal{B})\), a species \(F: !|\mathcal{A}| \to !|\mathcal{B}|\) (viewed as a finite presheaf \(||\mathcal{A}|^{op} \times |\mathcal{B}|^{op}| \to \text{Set}\) if and only if for all \(X \in \mathcal{F}(\mathcal{A})\), \(FX^! \cong \tilde{F}X \in \mathcal{F}(\mathcal{B})\).

**Proof.** Assume that \(F\) is in \(\mathcal{F}(|\mathcal{A}| \to !|\mathcal{B}|)\) and let \(X\) be in \(\mathcal{F}(\mathcal{A})\). Since \(X^!\) is in \(\mathcal{F}(|\mathcal{A}|)\), we have that \(FX^! \cong \tilde{F}X \in \mathcal{F}(\mathcal{B})\).

For the other direction, it suffices to show that if for all \(X \in \mathcal{F}(\mathcal{A})\), \(FX^!\) is in \(\mathcal{F}(\mathcal{B})\), then \(F^!(\mathcal{F}(\mathcal{B}))^! \to (\mathcal{F}(|\mathcal{A}|)^!)^!\). Let \(Y\) be in \((\mathcal{F}(\mathcal{B}))^!\) and \(X \in \mathcal{F}(\mathcal{A})\), since \(\langle F^! Y, X^! \rangle \cong \langle FX^!, Y \rangle \in \text{FinSet}\), we obtain the desired result.
We obtain as a corollary that for a finiteness structure $\mathbf{A} = (|\mathbf{A}|, \mathcal{F}\mathbf{A})$, $(\mathcal{F}!\mathbf{A})^\perp$ is isomorphic to the full subcategory of finite copresheaves $P : |\mathbf{A}| \to \mathbf{Set}$ (or equivalently finite profunctors $|\mathbf{A}| \Rightarrow 1$) such that $\tilde{P}(\mathcal{F}\mathbf{A}) \hookrightarrow \text{FinSet}$.

### Example 35
In particular, $\mathcal{F}(1)^\perp$ is isomorphic to species whose analytic functor maps finite to finite sets. In other words, $F : 1 \to \mathbf{Set}$ must verify that for all $S \in \text{FinSet}$, $
\sum_{n \in \mathbb{N}} F(n) \times \mathfrak{e}_n \cdot S^n$ is finite.

Similarly to relational finiteness spaces, we can see here that the fixpoint operator cannot be interpreted in $\text{FinProf}$. Indeed, consider the species of binary trees $B : 1 \to 1$, it is a solution of the fixpoint equation $B = 1 + X \cdot B^2$ where $1 : 1 \to 1$ is the species $(u, \ast) \mapsto 1(\ast), u)$ whose analytic functor $\text{Set} \to \text{Set}$ is the constant $S \mapsto \{\ast\}$ and $X : 1 \to 1$ is the species $(u, \ast) \mapsto 1(\ast), u)$ whose analytic functor $\text{Set} \to \text{Set}$ is the identity $S \mapsto S$ (see [4] for more details). Both $1$ and $X$ are finiteness species since their analytic functors restrict to $\text{FinSet} \to \text{FinSet}$. The species of binary trees however has analytic functor $\text{Set} \to \text{Set}$ given by $S \mapsto \sum_{n \in \mathbb{N}} C_n \times S^n$ where $C_n$ is the $n$th Catalan number so this functor can not be restricted as a functor $\text{FinSet} \to \text{FinSet}$.

### Lemma 36
For finiteness structures $\mathbf{A} = (|\mathbf{A}|, \mathcal{F}\mathbf{A})$ and $\mathbf{B} = (|\mathbf{B}|, \mathcal{F}\mathbf{B})$, if $F : \mathbf{A} \Rightarrow \mathbf{B}$ is a finiteness profunctor, then $!F : |\mathbf{A}| \Rightarrow |\mathbf{B}|$ is in $\text{FinProf}(!\mathbf{A}, !\mathbf{B})$.

**Proof.** We show that $(!F)(\mathcal{F}!\mathbf{B})^\perp = \mathcal{F}!\mathbf{A}^\perp$. Let $P$ be in $\mathcal{F}!\mathbf{B}^\perp$, i.e. for all $Y$ in $\mathcal{F}\mathbf{B}$, $\tilde{P}Y$ is in $\text{FinSet}$.

$$(!F)(P) \in \mathcal{F}!\mathbf{A}^\perp \iff \forall X \in \mathcal{F}\mathbf{A}, \int_{u \in |\mathbf{A}|, v \in |\mathbf{B}|} F(u, v) \times P(v) \times X'(u) \in \text{FinSet}$$

$$\iff \forall X \in \mathcal{F}\mathbf{A}, \int_{v \in |\mathbf{B}|} P(v) \times (\!F \circ X')^!(v) \in \text{FinSet}$$

$$\iff \forall X \in \mathcal{F}\mathbf{A}, \int_{v \in |\mathbf{B}|} P(v) \times (F \circ X)^!(v) \in \text{FinSet}$$

Since $FX$ is in $\mathcal{F}\mathbf{B}$, $(FX)^! \in \mathcal{F}!\mathbf{B}$ which implies the desired result. 

We now show that the pseudo-comonad structure in $\mathbf{Prof}$ can be restricted to $\text{FinProf}$.

### Lemma 37
For a finiteness structure $\mathbf{A} = (|\mathbf{A}|, \mathcal{F}\mathbf{A})$, the component of the counit pseudo-natural transformation $\text{der}_{|\mathbf{A}|} : |\mathbf{A}| \Rightarrow |\mathbf{A}|$ is in $\text{FinProf}(!\mathbf{A}, \mathbf{A})$.

**Proof.** Since $|\mathbf{A}|$ is locally finite, $\text{der}_{|\mathbf{A}|}$ is a finite profunctor. By Lemma 15, it remains to show that $\text{der}_{|\mathbf{A}|}((\mathcal{F}!\mathbf{A})^\perp) \hookrightarrow (\mathcal{F}!\mathbf{A})^\perp$ i.e. that for all $X' \in (\mathcal{F}!\mathbf{A})^\perp$ and $X \in \mathcal{F}\mathbf{A}$, $(\text{der}_{|\mathbf{A}|})^{!\mathbf{A}} X' \perp X'$.

$$((\text{der}_{|\mathbf{A}|})^{!\mathbf{A}} X', X') = \int_{a \in |\mathbf{A}|} X'(a) \times \int_{a \in |\mathbf{A}|} |\mathbf{A}|((a), u) \times X'(a)$$

$$\cong \int_{a, a' \in |\mathbf{A}|} X(a') \times |\mathbf{A}|(a, a') \times X'(a) \cong \int_{a \in |\mathbf{A}|} X(a) \times X'(a) \in \text{FinSet}$$

### Lemma 38
For a finiteness structure $\mathbf{A} = (|\mathbf{A}|, \mathcal{F}\mathbf{A})$, the component of the comultiplication pseudo-natural transformation $\text{dig}_{|\mathbf{A}|} : |\mathbf{A}| \Rightarrow |!!\mathbf{A}|$ is in $\text{FinProf}(!\mathbf{A}, |!!\mathbf{A}|)$.

**Proof.** Since $|\mathbf{A}|$ is locally finite, $\text{dig}_{|\mathbf{A}|}$ is a finite profunctor. We show that $(\text{dig}_{|\mathbf{A}|})^{\mathcal{F}!!\mathbf{A}} \hookrightarrow (\mathcal{F}!!\mathbf{A})^\perp$. 

"FSCD 2021"
For a presheaf $X$ in $\mathcal{F}\mathcal{A}$ considered as a species $! \to |A|$, we have $\text{dig}_{|A|} \circ X' = \text{dig}_{|A|} \circ !X \circ \text{dig}_0 \cong !!X \circ \text{dig}_0 \circ \text{dig}_0 \cong !!X \circ \text{dig}_0 \circ \text{dig}_0 \cong X''$, the first isomorphism follows from the pseudo-naturality of $\text{dig}$ and the last from the pseudo-comonad axioms. Hence, for $W$ in $\mathcal{F}!!\mathcal{A}$ and $X$ in $\mathcal{F}\mathcal{A}$, we have $\langle (\text{dig}_{|A|}) W, X' \rangle \cong \langle W, \text{dig}_{|A|} X' \rangle \cong \langle W, X'' \rangle$. Since $X''$ is in $\mathcal{F}!!\mathcal{A}$, we obtain the desired result. \hfill \blacksquare

### 4.4 Cartesian closed structure

We show in this section that the cartesian closed structure of $\textbf{Prof}$ exhibited by Fiore et al. [13] can be extended to $\textbf{FinProf}$.

**Definition 39.** A cartesian bicategory $\mathcal{B}$ is closed if for every pair of objects $A, B \in \mathcal{B}$, we have:

1. an exponential object $A \Rightarrow B$ together with an evaluation map $\text{Ev}_{A,B} \in \mathcal{B}((A \Rightarrow B) \& A, B)$ and
2. for every $X \in \mathcal{B}$, an adjoint equivalence pseudo-natural in $A, B$ and $X$:

$$\mathcal{B}(X, B^A) \cong \mathcal{B}(X \& A, B)$$

For finiteness structures $\mathcal{A}$ and $\mathcal{B}$, the exponential object $A \Rightarrow B$ is given by $!A \to B$. We first show that the Seely adjoint equivalence in $\textbf{Prof}$ lifts to $\textbf{FinProf}$.

**Lemma 40.** For finiteness structures $\mathcal{A} = (|A|, \mathcal{F}\mathcal{A})$ and $\mathcal{B} = (|B|, \mathcal{F}\mathcal{B})$, the Seely profunctors $S^{|A|,|B|} : !(|A| \otimes |B|) \Rightarrow !(|A| \otimes |B|)$ and $I^{|A|,|B|} : !(|A| \otimes |B|) \Rightarrow !(|A| \otimes |B|)$ induce an adjoint equivalence $!(\mathcal{A} \otimes \mathcal{B}) \simeq !(\mathcal{A} \otimes \mathcal{B})$ in $\textbf{FinProf}$.

**Proof.**

We first show that $S^{|A|,|B|} : !(|A| \otimes |B|) \Rightarrow !(|A| \otimes |B|)$ given by $(w, (u, v)) \mapsto !(|A|, \pi_1 w) \otimes !(|B|, \pi_2 w)$ is in $\textbf{FinProf}(!(\mathcal{A} \& \mathcal{B}), !(\mathcal{A} \& \mathcal{B}))$ i.e. $(S^{|A|,|B|})^\perp \cong (\mathcal{F}(\mathcal{A} \& \mathcal{B}))^\perp$.

Let $T$ be in $\mathcal{F}(\mathcal{A} \otimes \mathcal{B})^\perp$, we want to show that for all $W = (W_1, W_2) \in \mathcal{F}(\mathcal{A} \& \mathcal{B})$, $\langle S^{|A|,|B|}(T), W' \rangle \in \text{FinSet}$. The set $\langle S^{|A|,|B|}(T), W' \rangle$ is isomorphic to:

$$\int_{w \in !(|A| \otimes |B|)} W'(w) \times \int_{u \in |A|, v \in |B|} !(|A|, \pi_1 w) \times !(|B|, \pi_2 w) \times T(u, v)$$

$$\cong \int_{u \in |A|, v \in |B|} W'_1(u) \times W'_2(v) \times T(u, v)$$

Since $W$ is in $\mathcal{F}(\mathcal{A} \& \mathcal{B})$, $W_1$ and $W_2$ are in $\mathcal{F}(\mathcal{A})$ and $\mathcal{F}(\mathcal{B})$ respectively, so that $W'_1$ and $W'_2$ are in $\mathcal{F}(\mathcal{A})$ and $\mathcal{F}(\mathcal{B})$ respectively. Hence, $T \perp W'_1 \times W'_2$ as desired.

We show that $I^{|A|,|B|} : !(|A| \otimes |B|) \Rightarrow !(|A| \otimes |B|)$ given by $((u, v), w) \mapsto !(|A|, \pi_1 w, u) \times !(|B|, \pi_2 w, v)$ is in $\mathcal{F}(!(\mathcal{A} \otimes \mathcal{B}) \Rightarrow !(\mathcal{A} \& \mathcal{B}))$. By Lemma 29, $\mathcal{F}(!(\mathcal{A} \otimes \mathcal{B}) \Rightarrow !(\mathcal{A} \& \mathcal{B})) \cong \mathcal{F}(!(\mathcal{A} \to (\mathcal{B} \Rightarrow !(\mathcal{A} \& \mathcal{B}))))$ and using Lemma 27 twice, it suffices to show that for all $X \in \mathcal{F}\mathcal{A}$ and $Y \in \mathcal{F}\mathcal{B}$, $\langle I^{|A|,|B|}(X'), Y' \rangle$ is in $\mathcal{F}(\mathcal{A} \& \mathcal{B})$. Let $Z$ be $\mathcal{F}(!(\mathcal{A} \& \mathcal{B}))^\perp$, the set $\langle (I^{|A|,|B|}(X'), Y'), Z \rangle$ is isomorphic to:
\[
\int_{w \in !(A \& B), u \in !A, v \in !B} Z(w) \times ![A]_1 w, u) \times ![B]_1 (u, v) \times X^1(u) \times Y^1(v)
\]

\[
\simeq \int_{w \in !(A \& B)} Z(w) \times (X, Y)^1(w)
\]

Since \((X, Y)^1\) is in \(\mathcal{F}(!(A \& B))\), we obtain the desired result. ▷

It remains to show that the non-linear evaluation and currying preserve the finiteness structure. The non-linear evaluation \(Ev_{[A], [B]} : !(([A] \Rightarrow [B]) \& [A]) \Rightarrow [B]\) is given by the composite \(ev_{[A], [B]} \circ (\text{def}_{[A]} \Rightarrow [B]) \& \text{id}) \circ S_{[A] \Rightarrow [B], [A]}\) where \(ev_{[A], [B]} : A \otimes (A \Rightarrow B) \Rightarrow B\) is the linear evaluation coming from the monoidal closed structure in the linear bicategory \(\text{FinProf}\). As a composite of finiteness profunctors, \(ev_{[A], [B]}\) is in \(\text{FinProf}_{(!}(A \Rightarrow B) \& A, B)\). For a finiteness species \(P\) in \(\text{FinProf}_{(!}(A \& B, C)\), its currying \(\Lambda(P) \in \text{FinProf}_{(!}(A, B \Rightarrow C)\) is given by \(\lambda(P \circ !_{[A], [B]}\) where \(\lambda : \text{FinProf}_{(!}(A \& [B] \Rightarrow C) \rightarrow \text{FinProf}_{(!}(A, B \Rightarrow C)\) is provided by the monoidal closed structure on \(\text{FinProf}\).

▷ Theorem 41. \(\text{FinProf}\) is cartesian closed.

Proof. Direct consequence of the remarks above and Lemma 18. ▷

### 4.5 Differential structure

The bicategory of generalized species \(\text{Prof}^!\) is a model of differential linear logic where differentiation on analytic functors generalises the standard differential operation on formal power series [13]. We show in this section that the differential structure extends to \(\text{FinProf}\). It suffices to show that the codereliction, coweakening and cocontraction pseudo-natural transformations have components in \(\text{FinProf}\) and all the coherence axioms will be immediately verified.

▷ Lemma 42. For a finiteness structure \(A = ([A], \mathcal{F}A)\), the component of codereliction pseudo-natural transformation \(\text{der}_{!A} : ![A] \Rightarrow ![A]\) given by \((a, u) \mapsto ![A]([a, (a))]\) is a finiteness profunctor \(A \Rightarrow ![A]\).

Proof. Since \([A]\) is locally finite, \(\text{der}_{!A}\) is a finite profunctor. By Lemma 15, it remains to show that \(\text{der}_{!A} ([\mathcal{F}A])^{-} \Rightarrow ([\mathcal{F}A])^{-}\) i.e. that for all \(Z \in ([\mathcal{F}A])^{-}\) and \(X \in \mathcal{F}A\),

\[(\text{der}_{!A})^\perp Z, X = \int_{w \in ![A], a \in ![A]} Z(a) \times ![A]([a, (a)) ) \times X(a)\]

\[\simeq \int_{a \in ![A]} Z([a]) \times X(a) \rightarrow \int_{a \in ![A]} Z(a) \times X^1(a) \in \text{FinSet}\]

The last inclusion follows from the isomorphism \(X^1((a)) \cong X(a)\). ▷

Since the components of the coweakening \(\text{we}_{[A]} : 1 \Rightarrow ![A]\) and cocontraction \(\text{cc}_{[A]} : ![A] \times ![A] \Rightarrow ![A]\) pseudo-natural transformations are obtained from the Seely equivalences and the biproduct structure, it is immediate that they can be extended to \(\text{FinProf}\). It implies that the deriving pseudo-natural transformation \(\delta_{[A]} : ![A] \Rightarrow ![A] \times ![A]\) given by

\[
\begin{align*}
\text{id} \times \text{der}_{!A} & \Rightarrow ![A] \times ![A] \\
\text{cc}_{!A} & \Rightarrow ![A] \\
\end{align*}
\]
is therefore a finiteness profunctor \(!A \otimes A \to !A\) so that for a finiteness species \(!A \to B\) its differential \(F \circ \delta_{|A|} : !A \otimes A \to B\) given by \(((u, a), b) \mapsto F(u \otimes \langle a \rangle, b)\) is also a finiteness species.

**Conclusion and perspectives**

We have constructed a new bicategorical model of differential linear logic categorifying the finiteness model first introduced by Ehrhard [9]. The resulting cartesian closed bicategory refines the model of generalized species by Fiore et al. [13]. The objects are endowed with an additional structure which enables to enforce finite computations as morphisms are species that preserve the finiteness structure.

In future work, we aim to prove that our construction can be generalized to the setting of enriched species studied by Gambino and Joyal [15]. In the 1-categorical model of finiteness spaces, we can express various forms of non-determinism depending on the semi-ring of scalars chosen for the series coefficients. In our case, the analogous variation would come from changing the enrichment basis. In particular, for species enriched over vector spaces, our construction will guarantee that computations are always finite dimensional even if we work in an infinite dimensional setting which could lead to interesting applications for the semantics of quantum \(\lambda\)-calculus [24] and stochastic rewriting systems [2].

In this paper, we have worked on a focused orthogonality on the subclass of finitely presented objects. Our construction opens the way for a lot of variation in terms of the chosen class of objects: for example, restricting the interactions to absolutely presentable objects could yield to a model of totality in the spirit of the one studied by Loader [23].
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Abstract

Cyclic proof systems are sequent-calculus style proof systems that allow circular structures representing induction, and they are considered suitable for automated inductive reasoning. However, Kimura et al. have shown that the cyclic proof system for the symbolic heap separation logic does not satisfy the cut-elimination property, one of the most fundamental properties of proof systems. This paper proves that the cyclic proof system for the bunched logic with only nullary inductive predicates does not satisfy the cut-elimination property. It is hard to adapt the existing proof technique chasing contradictory paths in cyclic proofs since the bunched logic contains the structural rules. This paper proposes a new proof technique called proof unrolling. This technique can be adapted to the symbolic heap separation logic, and it shows that the cut-elimination fails even if we restrict the inductive predicates to nullary ones.
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1 Introduction

Static verification of software often needs to check the validity of entailments, which are implications between logical formulas. One of the ways to check entailments is an automated proof search in some proof systems.

The bunched logic [9] was introduced to reason compositional properties of resources with some additional logical connectives such as the multiplicative conjunction. The separation logic [11], which is based on the bunched logic, is one of the most successful logical foundations for verification of heap-manipulating programs using pointers. For inductive reasoning in these logics, Brotherston et al. proposed some cyclic proof systems for the bunched logic [3] and the separation logic [4, 5]. The cyclic proof systems allow cycles in proofs, which correspond to induction. They offer an efficient way for automated validity checking of entailments with inductive definitions since they provide a proof search algorithm that does not require finding induction hypothesis formulas a priori.

1 Corresponding author
The cut-elimination property of proof systems means that the provability does not change with or without the cut rule:

\[ A \vdash C \quad C \vdash B \quad \Rightarrow \quad A \vdash B \]

(Cut).

From a theoretical viewpoint, the cut-elimination property means that applying lemma is admissible, and it implies significant properties such as the subformula property and consistency. The cut-elimination property is also important from a practical viewpoint: When the cut rule is included as a candidate of the next rules during an automated proof search, we have to find a suitable cut formula, namely the formula \( C \) in the cut rule above. In general, cut formulas are independent of formulas in the conclusion of cut rules, and we have to find them heuristically.

Hence, we expect proof systems to enjoy the cut-elimination property, and it holds in many proof systems such as Gentzen’s LK for the first-order logic and the (non-cyclic) proof system LBI for the bunched logic [10]. Furthermore, it has been shown that the cut-elimination property holds in some infinitary proof systems [6, 7, 2]. The cut-elimination processes in the existing proofs are not closed under the regularity of infinitary proof trees, and that suggests that the cut-elimination does not hold in the cyclic proof systems since cyclic proofs are regular infinitary proofs.

Kimura et al. [8] showed that the cut-elimination property fails for Brotherston’s cyclic proof system [4] for the symbolic heaps, which are restricted forms of the separation logic formulas. They gave a counterexample entailment \( \text{ls}(x,y) \vdash \text{sl}(x,y) \), where both \( \text{ls}(x,y) \) and \( \text{sl}(x,y) \) are inductive predicates that represent the semantically same data structure, namely singly-linked list from \( x \) to \( y \), but are defined in the different ways. They assumed the existence of a cut-free cyclic proof of this counterexample and showed that a unique infinite path in the cyclic proof is a contradictory path, namely, an infinite path in which the sizes of sequents are strictly increasing. The contradictory path leads to a contradiction since it breaks the finiteness of the cyclic proof.

In [8], they guessed that the cut-elimination would not hold for the bunched logic either, but suggested that their proof technique needs some modification to handle the structural rules, the left weakening and the left contraction rules, in the bunched logic. The structural rules cause much more possibilities of paths than the symbolic heap separation logic, and we have to find a contradictory path from them. For example, we can assume a segment of a cyclic proof of the sequent \( P_{AB} \vdash P_{BA} \) in the bunched logic as in Figure 1, where \( P_{AB} \) and \( P_{BA} \) are inductively defined as

\[
\begin{align*}
P_{AB} &:= P_B \mid P_{AB} \ast A \\
P_{BA} &:= P_A \mid P_{BA} \ast B \\
P_A &:= I \mid P_A \ast A \\
P_B &:= I \mid P_B \ast B.
\end{align*}
\]

Here, the separators “,” and “;” on the left-hand sides of sequents correspond to the multiplicative conjunction (\( \ast \)) and the additive conjunction (\( \land \)), respectively. The proposition constants \( I \) and \( \top \) are the units for \( \ast \) and \( \land \), respectively. The rule (UL) unfolds predicates on the left-hand side from bottom to top. The rule (E) replaces the left-hand side with an equivalent one. The rules (W) and (C) are the left weakening and the left contraction rules, respectively. The rule (\( \dagger \)) is admissible using the left weakening rule, and a link between two sequents marked with (\( \dagger \)) forms a cycle, which satisfies the soundness condition for the cyclic proofs, the global trace condition [6]. Therefore, the rightmost path contains no contradiction. Furthermore, the part (\( \ast \)) is easily proved. This means that, to find a contradictory path, we
We have to chase it in the part (#), and hence we sometimes have to choose the right assumption (at (UL)$^1$), and also have to choose the left assumption (at (UL)$^2$). Therefore, it is hard to find such a contradictory path in cyclic proofs.

Kimura et al. also mentioned a possibility to recover the cut-elimination property by restricting the number of arities (to unary or nullary) for inductive predicates. Restricting arities of inductive predicates may drastically change the situation as the result of Tatsuta et al. [12]. They showed the decidability of the entailment checking problem for the symbolic heap separation logic with only unary inductive predicates whereas the problem for that with general inductive predicates is known to be undecidable [1].

In this paper, we show that the cut-elimination property fails for the cyclic proof system of the bunched logic [3] by a counterexample only with nullary inductive predicates. We develop a proof technique called proof unrolling. For a cut-free cyclic proof of $\Gamma \vdash \phi$, by using proof unrolling, we can construct a cut-free non-cyclic proof of $\Delta \vdash \phi$ for any $\Delta$ obtained by unfolding inductive predicates in $\Gamma$. For the example in Figure 1 and the formula $I \ast A^m = ((I \ast A) \ast \cdots \ast A) \ast A$ ($m$ copies of $A$’s) obtained by unfolding $P_{AB}$, we can construct the non-cyclic proof of $I \ast A^m \vdash P_{BA}$ in Figure 2 by proof unrolling. During the proof unrolling, we unroll the cycle (at (\(\vdash\))), and choose cases at the rule (UL) depending on the unfolding tree of $P_{AB}$ to obtain $I \ast A^m$. We will show that, for any cyclic proof of $P_{AB} \vdash P_{BA}$, if $m$ is sufficiently large, any path in the non-cyclic proof by proof unrolling corresponds...
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The proof unrolling is a general technique almost independent of a choice of logic. We can straightforwardly adapt our proof to any cyclic proof system of a logic that contains a connective representing resource composition such as the separation logic and the multiplicative linear logic. Hence, the cut-elimination fails for the cyclic proof system of the separation logic even if we restrict inductive predicates to nullary ones.

The structure of the paper is as follows. Section 2 introduces a simple fragment of the propositional bunched logic $\text{BI}_{ID}$ with inductive definitions, and its cyclic proof system $\text{CLBI}_{ID}^\omega$, which is a subsystem of $\text{CLBI}_{ID}^\omega$ given by Brotherston [3]. Section 3 presents our proof unrolling technique. Section 4 proves the main result of this paper, which shows that the cut-elimination property does not hold in $\text{CLBI}_{ID}^\omega$ using the proof unrolling technique. It also discusses that our proof technique can be adapted to other systems including $\text{CLBI}_{ID}^\omega$.

Section 5 concludes.

2 Bunched Logic with Inductive Propositions

In this section, we define the syntax and semantics of a core of the bunched logic $\text{BI}_{ID}$, which is based on the logic in [3]. In $\text{BI}_{ID}$, atomic and inductive predicates are restricted to nullary ones, which we call atomic propositions and inductive propositions, respectively. We also define proof systems for $\text{BI}_{ID}$: one is the ordinary proof system $\text{LBI}_{ID}$, and the other is the cyclic proof system $\text{CLBI}_{ID}^\omega$.

In the following sections, we will prove that cuts cannot be eliminated in $\text{CLBI}_{ID}^\omega$, and this result can be easily extended to the system in [3].

2.1 Syntax of $\text{BI}_{ID}$

We use metavariables $A, B, \ldots$ for atomic propositions and $P, Q, \ldots$ for inductive propositions. We implicitly fix a language $\Sigma$ consisting of atomic and inductive propositions. Note that in $\text{BI}_{ID}$, we have neither terms, variables, nor function symbols.

Definition 1 (Formulas of $\text{BI}_{ID}$). Let $I$ and $\top$ be propositional constants. The formulas of $\text{BI}_{ID}$, denoted by $\phi, \psi, \ldots$, are defined as

$$\phi ::= I \mid \top \mid A \mid P \mid \phi \ast \phi \mid \phi \land \phi.$$ 

In this paper, $\ast$ and $\land$ are treated as left-associative operators, that is, we write $\phi_1 \ast \phi_2 \ast \phi_3$ for $(\phi_1 \ast \phi_2) \ast \phi_3$. The notation $A^n$ denotes $A \ast \cdots \ast A$ where the number of $A$'s is $n$. We also use the notation $P \ast A^n$ for $P \ast A \ast \cdots \ast A$, namely $(\cdots((P \ast A) \ast A) \cdots) \ast A$.

Definition 2 (Bunch). The bunches, denoted by $\Gamma, \Delta, \ldots$, are defined as

$$\Gamma, \Delta ::= \phi \mid \Gamma, \Gamma \mid \Gamma; \Gamma.$$ 

We sometimes use terminologies of trees to bunches by identifying a bunch as a tree whose internal nodes are labeled by “,” or “;”, and whose leaves are labeled by a formula. We write $\Gamma(\Delta)$ to mean that $\Gamma$ of which $\Delta$ is a subtree. For a bunch $\Gamma(\Delta)$, $\Gamma(\Delta')$ is a bunch obtained by replacing the subtree $\Delta$ of $\Gamma$ by $\Delta'$.
The labels “,” and “;” intuitively mean * and ∧, respectively. For a bunch Γ, we define the bunch formula ϕΓ as the formula defined as:

\[ ϕ_Γ = Γ, \quad (Γ \text{ is a formula}); \]
\[ ϕ_{Γ_1,Γ_2} = ϕ_{Γ_1} * ϕ_{Γ_2}; \]
\[ ϕ_{Γ_1;Γ_2} = ϕ_{Γ_1} ∧ ϕ_{Γ_2}. \]

**Definition 3 (Equivalence of bunches).** Define the bunch equivalence ≡ as the least equivalence relation satisfying:
- commutative monoid equations for ‘,’ and I;
- commutative monoid equations for ‘;’ and \( ⊤ \);
- congruence: if \( ∆ ≡ ∆′ \) then \( Γ(∆) ≡ Γ(∆′) \).

**Definition 4 (Size of formulas and bunches).** Let \( ϕ \) be a formula and \( Γ \) be a bunch. The size of \( ϕ \) (denoted by \( |ϕ| \)) is as

\[ |ϕ| = 1 \quad (ϕ = I \text{ or } ⊤ \text{ or } A \text{ or } P); \]
\[ |ϕ| = |ψ| + |ψ'| + 1 \quad (ϕ = ψ * ψ' \text{ or } ψ ∧ ψ'). \]

The size of \( Γ \) (denoted by \( |Γ| \)) is as

\[ |Γ| = |ϕ| \quad (Γ = ϕ); \]
\[ |Γ| = |∆| + |∆'| + 1 \quad (Γ = ∆, ∆' \text{ or } ∆; ∆'). \]

**Definition 5 (Inductive definition).** An inductive definition clause of \( P \) is of the form \( P := ϕ \). For a set \( Φ \) of inductive definition clauses of inductive propositions, we define \( Φ_P = \{ ϕ \mid P := ϕ ∈ Φ \} \). We say that \( P \) is defined by \( P := ϕ_1 | · · · | ϕ_k \) in \( Φ \) if and only if \( Φ_P = \{ ϕ_1, · · · , ϕ_k \} \).

**Definition 6 (BI₀D₀ sequent).** Let \( Γ \) be a bunch and \( ϕ \) be a formula. \( Γ ⊩ ϕ \) is called a \( BI₀D₀ \) sequent. \( Γ \) is called the antecedent of \( Γ ⊩ ϕ \) and \( ϕ \) is called the succedent of \( Γ ⊩ ϕ \). We define \( L(Γ ⊩ ϕ) = Γ \) and \( R(Γ ⊩ ϕ) = ϕ \).

### 2.2 Semantics of \( BI₀D₀ \)

We recall a standard model [3] as the semantics of \( BI₀D₀ \). In the following, we fix a set \( Φ \) of inductive definition clauses.

**Definition 7 (\( BI₀D₀ \) standard model).** A \( BI₀D₀ \) standard model is a tuple \( M = ((R, o, e), A^M) \) satisfying the following:
- \( (R, o, e) \) is a partial commutative monoid with the unit \( e \);
- \( A^M \) is a set consisting of \( A^M ⊆ R \) for each atomic proposition \( A \).
Let $M$ be a $BI_{ID0}$ standard model and let $r \in R$. We define the satisfaction relation $M, r \models E \phi$ by

\[
\begin{align*}
M, r \models \top & \iff \text{true} \\
M, r \models I & \iff r = e \\
M, r \models A & \iff r \in A^M \text{ (for atomic proposition } A) \\
M, r \models P^{(0)} & \text{ never holds} \\
M, r \models P^{(m+1)} & \iff M, r \models \phi[P_1^{(m)}, \ldots, P_k^{(m)}/P_1, \ldots, P_k] \\
& \quad \text{for some } \phi \in \Phi_P \text{ containing inductive propositions } P_1, \ldots, P_k \\
M, r \models P & \iff M, r \models P^{(m)} \text{ for some } m \\
M, r \models \phi_1 \land \phi_2 & \iff M, r \models \phi_1 \text{ and } M, r \models \phi_2 \\
M, r \models \phi_1 \circ \phi_2 & \iff r = r_1 \circ r_2 \text{ and } M, r_1 \models \phi_1 \text{ and } M, r_2 \models \phi_2 \text{ for some } r_1, r_2 \in R,
\end{align*}
\]

where $P^{(m)}$ are auxiliary proposition symbols, and $\phi[P_1^{(m)}, \ldots, P_k^{(m)}/P_1, \ldots, P_k]$ is the formula obtained by replacing each $P_i$ by $P_i^{(m)}$. We define $M, r \models \Gamma$ as $M, r \models \phi_1$.

By defining in this way, the satisfaction relation for inductive propositions is the same as that in the standard model of [3].

\begin{itemize}
\item \textbf{Definition 8 (Validity).} Let $M$ be a standard model. A sequent $\Gamma \vdash \phi$ is true in $M$, denoted by $\Gamma \models_M \phi$, if and only if, $M, r \models \Gamma$ implies $M, r \models \phi$ for any $r$. A sequent $\Gamma \vdash \phi$ is valid, denoted by $\Gamma \models \phi$, if and only if, it is true for any standard models. $\Gamma \models \Delta$ and $\Gamma \models \Delta$ are similarly defined.
\end{itemize}

\begin{itemize}
\item \textbf{Example 9.} An example of the standard models is the \textit{multiset model}. Let the set of atomic propositions $\Sigma$ be \{A, B\}. The multiset model $M_{\text{multi}}$ for $\Sigma$ is the tuple $((R_{\text{multi}}, \psi, \emptyset), A^{M_{\text{multi}}})$ such that
\begin{itemize}
\item $R_{\text{multi}}$ is the set of multisets consisting of $a$ and $b$;
\item $\psi$ is the merging operation of two multisets;
\item $A^M$ and $B^M$ are $\{\{a\}\}$ and $\{\{b\}\}$, respectively.
\end{itemize}
For example, $M_{\text{multi}}, \{a\} \models A$, $M_{\text{multi}}, \{a, b\} \models A * B$, and $M_{\text{multi}}, \{a\} \models A * A * I$ are true, and $M_{\text{multi}}, \{a\} \models B$ and $M_{\text{multi}}, \{a\} \models A * B$ are false.
\end{itemize}

\subsection{Inference rules of $LBI_{ID0}$ and $CLBI_{ID0}$}

This and the next subsection define two proof systems $LBI_{ID0}$ and $CLBI_{ID0}$. The system $LBI_{ID0}$ is a non-cyclic proof system and the system $CLBI_{ID0}$ is a cyclic proof system. The common inference rules of them are given as follows.

\begin{itemize}
\item \textbf{Definition 10.} The common inference rules of the proof systems $LBI_{ID0}$ and $CLBI_{ID0}$ are the following.
\begin{align*}
\phi \vdash \phi & \quad (Ax) \\
\Gamma \vdash \phi \quad \Delta(\phi) \vdash \psi & \quad (Cut), \\
\Gamma(\Delta) \vdash \phi & \quad \Gamma(\Delta) \vdash \phi \quad (W) \\
\Gamma(\Delta; \Delta') \vdash \phi & \quad \Gamma(\Delta; \Delta') \vdash \phi \quad (C) \\
\Gamma(\phi; \psi) \vdash \chi & \quad \Gamma(\phi; \psi) \vdash \chi \quad (\land L) \quad \Gamma \vdash \phi \quad \Gamma \vdash \psi & \quad \Gamma \vdash \phi \land \psi \quad (\land R), \\
\Gamma(\phi \circ \psi) \vdash \chi & \quad \Gamma(\phi \circ \psi) \vdash \chi \quad (\ast L) \quad \Gamma \vdash \phi \quad \Gamma \vdash \psi & \quad \Gamma \vdash \phi \circ \psi \quad (\ast R).
\end{align*}
\end{itemize}
\[
\Gamma(\phi_1) \vdash \phi \quad \cdots \quad \Gamma(\phi_n) \vdash \phi \\
\Gamma(\mathcal{P}) \vdash \phi \\
\Gamma \vdash \mathcal{P} \quad (UR) \quad (1 \leq i \leq n),
\]

where the inductive predicate \( \mathcal{P} \) is defined by \( \mathcal{P} := \phi_1 \mid \ldots \mid \phi_n \). (UL) and (UR) are called unfolding rules. The formula \( \phi \) in (Cut) is called its cut formula.

### 2.4 Proofs in \( \text{LBI}_{ID0} \) and \( \text{CLBI}^\omega_{ID0} \)

Let \( \text{Seq} \) be the set of the \( \text{B1}_{ID0} \) sequents, Rules be the set of the common inference rules of \( \text{LBI}_{ID0} \) and \( \text{CLBI}^\omega_{ID0} \), and Rules* be the set \( \text{Rules} \cup \{(\text{Bud})\} \).

#### Definition 11 (\( \text{LBI}_{ID0} \) Proof).
An \( \text{LBI}_{ID0} \) proof is a tuple \( \text{Pr} = (N, l, r) \) satisfying the following:

- \( N \) is the set of nodes for a finite tree. The elements of \( N \) are strings of positive integers, the root is the empty string \( \varepsilon \), and children of \( v \) are \( v_1, v_2, \ldots \), where \( v_i \) is a concatenation of the string \( v \) and the integer \( i \).
- \( l : N \rightarrow \text{Seq} \) is a labelling function.
- \( r : N \rightarrow \text{Rules} \) is a rule function.
- If \( r(v) \in \text{Rules} \) is a rule with \( n \) premises, then \( v \) has exactly \( n \) children, and \( l(v_1) \ldots l(v_n) \overset{r(v)}{\rightarrow} \) is a correct rule instance of \( \text{LBI}_{ID0} \).

An \( \text{LBI}_{ID0} \) proof \( \text{Pr} = (N, l, r) \) is called an \( \text{LBI}_{ID0} \) proof of \( l(\varepsilon) \). When \( r(v) \) is not (Cut) for any \( v \in N \), \( \text{Pr} \) is called a cut-free \( \text{LBI}_{ID0} \) proof.

#### Definition 12 (\( \text{CLBI}^\omega_{ID0} \) pre-proof).
A \( \text{CLBI}^\omega_{ID0} \) pre-proof is a tuple \( \text{Pr} = (N, l, r, \rho) \) satisfying the following:

- \( N \) and \( l \) are defined similarly as those of the \( \text{LBI}_{ID0} \) proofs.
- \( r : N \rightarrow \text{Rules}^* \) is a rule function.
- \( \rho : \{v \in N \mid r(v) = (\text{Bud})\} \rightarrow N \) is a bud-companion function.
- If \( r(v) \in \text{Rules} \) is a rule with \( n \) premises, then \( v \) has exactly \( n \) children, and \( l(v_1) \ldots l(v_n) \overset{r(v)}{\rightarrow} \) is a correct rule instance.

If \( r(v) = (\text{Bud}) \), then \( v \) has no child and we have \( l(v) = l(\rho(v)) \).

When \( r(v) = (\text{Bud}) \), \( v \) is called a bud, and \( \rho(v) \) is called the companion of \( v \).

#### Definition 13 (Path).
Let \( \text{Pr} = (N, l, r, \rho) \) be a \( \text{CLBI}^\omega_{ID0} \) pre-proof. The proof graph \( G(\text{Pr}) \) is a directed graph whose set of the nodes are \( N \), and which has an edge from \( v \) to \( v' \) if and only if either \( v' \) is a child of \( v \) or \( v' \) is the companion of \( v \). A path in \( \text{Pr} \) is a path in \( G(\text{Pr}) \).

The path of \( \text{LBI}_{ID0} \) is defined in the same way except for the bud-companion edges. We consider both finite and infinite paths in proofs. We use \( \alpha \) for either a natural number or the ordinal \( \omega \), and we denote a path by \( (v_i)_{i<\alpha} \).

#### Definition 14 (Trace).
A trace along \( (v_i)_{i<\alpha} \) is a sequence of occurrences of inductive predicates \( (P_i)_{i<\alpha} \) such that each \( P_i \) occurs in \( L(l(v_i)) \), and satisfies the following conditions:

- If \( r(v_i) = (U) \) and \( P_i \) is unfolded by this rule instance, \( P_{i+1} \) appears as a subformula in the unfolding result of \( P_i \) in \( L(l(v_{i+1})) \). In this case, \( i \) is called a progressing point of the trace \( (P_i)_{i<\alpha} \).

- Otherwise, \( P_{i+1} \) is the subformula occurrence in \( L(l(v_{i+1})) \) corresponding to \( P_i \) in \( L(l(v_i)) \).

If a trace contains infinitely many progressing points, it is called an infinitely progressing trace.
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Definition 15 (CLBI\textsubscript{ID0} Proof). A CLBI\textsubscript{ID0} pre-proof $\Pr = (N, l, r, \rho)$ is called a CLBI\textsubscript{ID0} proof when it satisfies the global trace condition, that is, for every infinite path $(v_n)_{n < \omega}$ in $\Pr$, there is an infinitely progressing trace following some tail of the path $(v_n)_{n < \omega}$. A CLBI\textsubscript{ID0} proof $\Pr = (N, l, r, \rho)$ is called a CLBI\textsubscript{ID0} proof of $l(\varepsilon)$. When $r(v)$ is not (Cut) for any $v \in N$, $\Pr$ is called a cut-free CLBI\textsubscript{ID0} proof.

Both the proof systems LBI\textsubscript{ID0} and CLBI\textsubscript{ID0} are subsystems of CLBI\textsubscript{ID} in [3], and hence their soundness follows from the soundness of CLBI\textsubscript{ID}.

Theorem 16 (Soundness of LBI\textsubscript{ID0} and CLBI\textsubscript{ID0}). If $\Gamma \vdash \phi$ is provable in either LBI\textsubscript{ID0} or CLBI\textsubscript{ID0}, then $\Gamma \vdash \phi$ is valid.

3 Proof Unrolling

In this section, we introduce a new technique, called proof unrolling, for constructing a non-cyclic proof from a given cyclic proof: we first define a non-cyclic proof system that is a variant of LBI\textsubscript{ID0} (say LBI\textsubscript{ID0}), and then, for a cyclic proof of $\Gamma \vdash \phi$ in CLBI\textsubscript{ID0} and $\Gamma'$ obtained from $\Gamma$ by unfolding inductive propositions, construct a non-cyclic proof of $\Gamma' \vdash \phi$ in LBI\textsubscript{ID0}.

Definition 17 (Unfolded formula and unfolded bunch). The set $\text{Unf}(\phi)$ of unfolded formulas of $\phi$ is defined with auxiliary sets $\text{Unf}^m(\phi)$, which is the set of formulas without inductive propositions obtained by at most $m$-time unfoldings of inductive predicates in $\phi$, as follows:

$$\text{Unf}(\phi) = \bigcup_m \text{Unf}^m(\phi);$$

$$\text{Unf}^0(\phi) = \{\phi\} \quad \text{(when } \phi \text{ is } I, \top, \text{ or an atomic proposition);}$$

$$\text{Unf}^m(\phi_1 * \phi_2) = \{\phi'_1 * \phi'_2 \mid \phi'_1 \in \text{Unf}^m(\phi_1) \text{ and } \phi'_2 \in \text{Unf}^m(\phi_2)\};$$

$$\text{Unf}^m(\phi_1 \land \phi_2) = \{\phi'_1 \land \phi'_2 \mid \phi'_1 \in \text{Unf}^m(\phi_1) \text{ and } \phi'_2 \in \text{Unf}^m(\phi_2)\};$$

$$\text{Unf}^0(P) = \emptyset;$$

$$\text{Unf}^{m+1}(P) = \bigcup_{\phi \in \Phi_P} \text{Unf}^m(\phi).$$

The set $\text{Unf}(\Gamma)$ of unfolded bunches of $\Gamma$ is defined as follows:

$$\text{Unf}(\Gamma) = \text{Unf}(\phi) \quad \text{(when } \Gamma = \phi)$$

$$\text{Unf}(\Gamma; \Gamma') = \{\Delta, \Delta' \mid \Delta \in \text{Unf}(\Gamma) \text{ and } \Delta' \in \text{Unf}(\Gamma')\};$$

$$\text{Unf}(\Gamma; \Gamma') = \{\Delta, \Delta' \mid \Delta \in \text{Unf}(\Gamma) \text{ and } \Delta' \in \text{Unf}(\Gamma')\};$$

Before discussing the proof unrolling technique, we define an weakened variant of the rule $(Ax)$ in LBI\textsubscript{ID0}.

Definition 18. We consider the following inference rule.

$$\phi \vdash \psi \quad \phi \in \text{Unf}(\psi)$$

We define LBI\textsubscript{ID0} as LBI\textsubscript{ID0} in which $(Ax)$ is replaced by $(Ax')$.

Lemma 19. If a sequent is cut-free provable in LBI\textsubscript{ID0}, then it is cut-free provable in LBI\textsubscript{ID0}, and hence LBI\textsubscript{ID0} is sound.
Lemma 22. It is sufficient to show that $\Gamma \vdash \phi$ is cut-free provable in $\text{LBI}_{\text{D0}}$ for any $n$ and $\phi \in \text{Unf}^{(n)}(\psi)$, and it is proved by induction on $(n, \psi)$. The only nontrivial case is the case where $n > 1$, $\psi = P$, and $\phi \in \text{Unf}^{(n)}(P)$. In this case, for some definition clause $\psi'$ of $P$, we have $\phi \in \text{Unf}^{(n-1)}(\psi')$. By the induction hypothesis, we have $\phi \vdash \psi'$, and hence we have $\phi \vdash P$ by the rule $(UR)$. 

Lemma 20. If $\Delta \in \text{Unf}(\Gamma)$, then $\Delta \models \Gamma$ holds.

Proof. It is proved by induction on $\Gamma$ and the soundness of the rule $(Ax')$ by Lemma 19.

Lemma 21. If an $\text{LBI}_{\text{D0}}$ proof contains a finite path $(v_i)_{i \leq n}$ such that $l(v_0) = \Gamma \vdash \phi$, $l(v_n) = \Gamma' \vdash \phi$, and $r(v_i)$ is either $(W)$, $(C)$, $(E)$, or $(*L)$ for $0 \leq i < n$, then we have $\Gamma \models \Gamma'$.

Proof. It is sufficient to show that $\Gamma \models \Gamma'$ holds for any rule instance

\[
\Gamma' \vdash \phi \quad (R)
\]

where $(R)$ is either $(W)$, $(C)$, $(E)$, or $(*L)$. It is easily proved.

Lemma 22. Let $(R)$ be a rule of $\text{CLBI}_{\text{D0}}$ except for $(\text{Cut})$. If $\Gamma \vdash \phi$ is inferred by $(R)$ from the premises $\Gamma_1 \vdash \phi_1, \ldots, \Gamma_n \vdash \phi_n$, and $\Delta \in \text{Unf}(\Gamma)$, we have the following.

1. If $(R) = (Ax)$, $\Delta \vdash \phi$ is inferred by $(Ax')$.
2. If $(R) = (UL)$, $\Delta \in \text{Unf}(\Gamma_i)$ and $\phi = \phi_i$ hold for some $i$.
3. Otherwise, $\Delta \vdash \phi$ is inferred by $(R)$ from $\Delta_1 \vdash \phi_1, \ldots, \Delta_n \vdash \phi_n$ for some $\Delta_i \in \text{Unf}(\Gamma_i)$ ($1 \leq i \leq n$).

Proof.

1. By the definition of $(Ax')$.
2. In the definition of $\Delta \in \text{Unf}(\Gamma)$, we choose an inductive definition clause of $P$, which is unfolded by the rule $(UL)$. If the clause is $i$-th one, we can choose a premise $\Gamma_i \vdash \phi$ such that $\Delta \in \text{Unf}(\Gamma_i)$ holds.
3. If $(R)$ is a left rule, by the definition of the unfolded bunches, $\Delta \vdash \phi$ contains the corresponding connectives of the principal formula in $\Gamma \vdash \phi$ for $(R)$. Otherwise, it is easily proved.

Definition 23 (UL path). A finite path $(v_i)_{i \leq m}$ in a cyclic proof $(N, l, r, \rho)$ is called a UL path when $r(v_i)$ is either $(UL)$ or $(\text{Bud})$ for any $i$ such that $0 \leq i < m$.

Lemma 24 (Proof unrolling). Let $P_{r_1} = (N_1, l_1, r_1, \rho_1)$ be a cut-free $\text{CLBI}_{\text{D0}}$ proof of $\Gamma_1 \vdash \phi$ and $\Gamma_2 \in \text{Unf}(\Gamma_1)$. We can construct a cut-free $\text{LBI}_{\text{D0}}$ proof $P_{r_2} = (N_2, l_2, r_2)$ of $\Gamma_2 \vdash \phi$ accompanied with a mapping $f : N_2 \rightarrow N_1$ such that the following hold:

- $f(\varepsilon) = \varepsilon$.
- For any $v \in N_2$, $L(l_2(v)) \in \text{Unf}(L(l_1(f(v))))$ and $R(l_2(v)) = R(l_1(f(v)))$.
- For any $v \in N_2, \text{there is a UL path } (v_i)_{0 \leq i \leq m} \text{ in } P_{r_1} \text{ such that } v_0 = f(v), r_1(v_m) = r_2(v), \text{ and } f(v_m) = v_m n$.

Proof. (Sketch) We can construct $P_{r_2}$ from $P_{r_1}$ by unrolling the cyclic structures and choosing the premises of $(UL)$ depending on the definition of the unfolded bunch $\Gamma_2$. Lemma 22 guarantees that this construction works well and the global trace condition guarantees that the construction eventually terminates for the unfolded bunch $\Gamma_2$ since any infinite path in $Pr_1$ has an infinitely progressing trace.
### Figure 3 \( \text{CLBI}^*_{ID0} \) proof of \( P_{AA} \vdash P_A \).

\[
\begin{array}{c}
P_{AA} \vdash P_A(8) & \vdash A(9) & (Ax) \\
P_{AA}, A \vdash P_A * A(7) & (UR) & A \vdash A(10) & (Ax) \\
P_{AA}, A \vdash P_A(6) & A \vdash P_A(A) & (UR) & A \vdash A(10) & (Ax) \\
I \vdash I(2) & (Ax) \\
I \vdash P_A(8) & (UR) \\
I, A \vdash P_A * A(7) & (UR) & A \vdash A(10) & (Ax') \\
I, A \vdash P_A(6) & (UR) \\
(I, A), A \vdash P_A(5) & (UR) \\
I, A \vdash P_A(4) & (UL) \\
I, A * A \vdash P_A(8) & (UL) \\
I, A * A \vdash P_A(7) & (UL) \\
I, A * A \vdash P_A(6) & (UL) \\
I, A * A \vdash P_A(5) & (UL) \\
I, A * A \vdash P_A(4) & (UL) \\
I, A * A \vdash P_A(3) & (UL) \\
I, A * A \vdash P_A(2) & (UL) \\
\end{array}
\]

### Figure 4 \( \text{LBI}^*_{ID0} \) proof of \( I * A * A * A * A \vdash P_A \) constructed by proof unrolling.

\[
\begin{array}{c}
I * I(2) & (Ax') \\
I * P_A(8) & (UR) \\
I, A * P_A * A(7) & (UL) \\
I, A * P_A(6) & (UL) \\
(I, A), A \vdash P_A(5) & (UR) \\
I, A * A \vdash P_A(4) & (UL) \\
I, A * A * A \vdash P_A(3) & (UL) \\
I, A * A * A * A \vdash P_A(2) & (UL) \\
\end{array}
\]

Intuitively, a cyclic proof of \( \Gamma \vdash \phi \) contains several (possibly infinite) cases according to the unfolding of inductive propositions in \( \Gamma \). The proof unrolling technique takes one case among them by \( \Gamma' \in \text{Unf}(\Gamma) \) and extracts a non-cyclic proof of \( \Gamma' \vdash \phi \) from the cyclic proof of \( \Gamma \vdash \phi \).

**Example 25.** We consider two inductive propositions \( P_A \) and \( P_{AA} \), which are defined by

\[
P_A := I \mid P_A * A \\
P_{AA} := I \mid P_{AA} * A * A.
\]

For these inductive propositions, the sequent \( P_{AA} \vdash P_A \) is provable in \( \text{CLBI}^*_{ID0} \) as Figure 3. The sequents marked (†) are corresponding bud and companion. The numbers (1), (2), \ldots are identifiers of sequents.

From this cyclic proof, we can construct an \( \text{LBI}^*_{ID0} \) (non-cyclic) proof of \( I * A * A * A * A \vdash P_A \) for \( I * A * A * A * A \in \text{Unf}(P_{AA}) \) by the proof unrolling as Figure 4. The identifiers of sequents indicate the corresponding nodes in the cyclic proof, where we unroll the cycle at (†) twice, and for (UL) in the cyclic proof, we choose the right premise twice at (3) and the left premise at (2).
the language example for the cut-elimination. We need to show two things: One is that each bud marked in CLBI provable in and then unit of it, respectively.

In this section, we give a counterexample of the cut-elimination property in CLBI. The intention of the name \( P_{AB} \) defined by:

\[
\begin{align*}
P_{AB} &:= P_B \mid P_{AB} \ast A; \\
P_{BA} &:= P_A \mid P_{BA} \ast B; \\
P_A &:= I \mid P_A \ast A; \\
P_B &:= I \mid P_B \ast B.
\end{align*}
\]

Intuitively, \( P_A \) and \( P_B \) mean \( I \ast A^n \) and \( I \ast B^m \) with arbitrary \( n, m \geq 0 \), respectively. \( P_{AB} \) and \( P_{BA} \) mean \( (I \ast B^m) \ast A^n \) and \( (I \ast A^n) \ast B^m \) with arbitrary \( n, m \geq 0 \), respectively. We note that \( P_{AB} \) and \( P_{BA} \) are logically equivalent in the standard models since the separating conjunction \( \ast \) and the formula \( I \) are interpreted as a commutative monoid operator and the unit of it, respectively.

The intention of the name \( P_{AB} \) is that, during the unfolding of \( P_{AB} \), \( A \)’s appear first, and then \( B \)’s appear in the unfolding of \( P_B \). \( P_{BA} \) is also named by a similar intention.

Our main result will be obtained by showing the entailment \( P_{AB} \vdash P_{BA} \) is a counterexample for the cut-elimination. We need to show two things: One is that \( P_{AB} \vdash P_{BA} \) is provable in CLBI with \( \text{Cut} \), and the other is that \( P_{AB} \vdash P_{BA} \) is not cut-free provable in CLBI.

First, we show that \( P_{AB} \vdash P_{BA} \) is provable in CLBI with \( \text{Cut} \).

**Proposition 26.** \( P_{AB} \vdash P_{BA} \) is provable in CLBI with \( \text{Cut} \).

**Proof.** The proof figures in Figure 5 show this proposition. 

\[
\begin{align*}
P_{AB} &\vdash P_{BA} (\ast) \\
P_{AB} &\vdash P_{BA} (\#) \\
P_{AB} &\vdash P_{BA} (1) \\
P_{AB} &\vdash P_{BA} (\ast) \\
P_{AB} &\vdash P_{BA} (\#) \\
P_{AB} &\vdash P_{BA} (1) \\
P_{AB} &\vdash P_{BA} (\ast) \\
P_{AB} &\vdash P_{BA} (\#) \\
P_{AB} &\vdash P_{BA} (1)
\end{align*}
\]

Each bud marked (\( \ast \)), (\( \# \)), or (\( \ast \)) has its companion with the same mark.

\section{Failure of Cut-Elimination}

In this section, we give a counterexample of the cut-elimination property in CLBI. We fix the language \( \Sigma \) consisting of the atomic propositions \( A \) and \( B \), and the inductive propositions \( P_{AB}, P_{BA}, P_A, \) and \( P_B \). We also fix the set \( \Phi \) of inductive definitions for \( P_{AB}, P_{BA}, P_A, \) and \( P_B \) defined by:

\[
\begin{align*}
P_{AB} &:= P_B \mid P_{AB} \ast A; \\
P_{BA} &:= P_A \mid P_{BA} \ast B; \\
P_A &:= I \mid P_A \ast A; \\
P_B &:= I \mid P_B \ast B.
\end{align*}
\]
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In this section, we give a counterexample of the cut-elimination property in CLBI. We fix the language \( \Sigma \) consisting of the atomic propositions \( A \) and \( B \), and the inductive propositions \( P_{AB}, P_{BA}, P_A, \) and \( P_B \). We also fix the set \( \Phi \) of inductive definitions for \( P_{AB}, P_{BA}, P_A, \) and \( P_B \) defined by:

\[
\begin{align*}
P_{AB} &:= P_B \mid P_{AB} \ast A; \\
P_{BA} &:= P_A \mid P_{BA} \ast B; \\
P_A &:= I \mid P_A \ast A; \\
P_B &:= I \mid P_B \ast B.
\end{align*}
\]

Intuitively, \( P_A \) and \( P_B \) mean \( I \ast A^n \) and \( I \ast B^m \) with arbitrary \( n, m \geq 0 \), respectively. \( P_{AB} \) and \( P_{BA} \) mean \( (I \ast B^m) \ast A^n \) and \( (I \ast A^n) \ast B^m \) with arbitrary \( n, m \geq 0 \), respectively. We note that \( P_{AB} \) and \( P_{BA} \) are logically equivalent in the standard models since the separating conjunction \( \ast \) and the formula \( I \) are interpreted as a commutative monoid operator and the unit of it, respectively.

The intention of the name \( P_{AB} \) is that, during the unfolding of \( P_{AB} \), \( A \)’s appear first, and then \( B \)’s appear in the unfolding of \( P_B \). \( P_{BA} \) is also named by a similar intention.

Our main result will be obtained by showing the entailment \( P_{AB} \vdash P_{BA} \) is a counterexample for the cut-elimination. We need to show two things: One is that \( P_{AB} \vdash P_{BA} \) is provable in CLBI with \( \text{Cut} \), and the other is that \( P_{AB} \vdash P_{BA} \) is not cut-free provable in CLBI.

First, we show that \( P_{AB} \vdash P_{BA} \) is provable in CLBI with \( \text{Cut} \).

**Proposition 26.** \( P_{AB} \vdash P_{BA} \) is provable in CLBI with \( \text{Cut} \).

**Proof.** The proof figures in Figure 5 show this proposition.
To show that $P_{AB} \vdash P_{BA}$ is not cut-free provable in $CLBI_{D0}^{\omega}$, we assume that it is cut-free provable to derive a contradiction. For this purpose, we will consider only the multiset model $M_{\text{multi}}$ introduced in Example 9. We omit $M_{\text{multi}}$ in the satisfaction relation, that is, $r \models \phi$ means $M_{\text{multi}}, r \models \phi$. We write $\{a^n\}$ for the multiset consisting of $n$ $a$’s.

We shall describe our proof approach before starting the formal discussion. We assume the existence of a cut-free cyclic proof of $P_{AB} \vdash P_{BA}$. By the proof unrolling, we can construct proofs of $\phi \vdash P_{AB}$ in $LBI_{D0}^{\omega}$ for any unfolded formula $\phi$ of $P_{AB}$. Hence we have proofs of $I \ast A^n \vdash P_{BA}$ for arbitrary $n$. We consider parts of the proofs of $I \ast A^n \vdash P_{BA}$ which contain the conclusion and do not contain the rule $(UR)$. We call such parts the proof segments. In such a proof segment, $\{a^n\} \in M_{\text{multi}}$ satisfies every antecedent. Then, $\{a^n\}$ also satisfies every antecedent in the corresponding part of the cyclic proof. Since the cyclic proof is finite, for a sufficiently large $n$, the antecedents cannot contain $A^n$, but they must contain either $P_{AB}$ or $\top$, and then both $\{a^n\}$ and $\{a^n, b\}$ satisfy the antecedents. On the other hand, since the proof segment does not contain $(UR)$, every succeedent is $P_{BA}$. When we unfold $P_{BA}$, we have to decide either $P_A$ or $P_{BA} \ast B$. However, neither of them can be satisfied by both $\{a^n\}$ and $\{a^n, b\}$.

To achieve our plan, we prepare some definitions and theorems.

**Definition 27** (P_{AB}-formula and P_{AB}-bunch). A $P_{AB}$-formula $\phi_{P_{AB}}$ is defined as follows:

$$\phi_{P_{AB}} := (I \mid \top \mid A \mid B \mid P_{AB} \mid P_B \mid P_{AB} \ast A \mid P_B \ast B).$$

A $P_{AB}$-bunch $\Gamma_{P_{AB}}$ is a bunch all of whose leaves are $P_{AB}$-formulas.

**Lemma 28.** Let $(N, l, r, \rho)$ be a cut-free $CLBI_{D0}^{\omega}$ proof of $P_{AB} \vdash \phi$. For any $v \in N$, $L(l(v))$ is a $P_{AB}$-bunch.

**Proof.** This lemma is proved by induction on the size of $N$.

**Lemma 29.** Let $\Gamma$ be a $P_{AB}$-bunch. If we have $\{a^i\} \models \Gamma$ for $i > 2^{|\Gamma|}$, then we also have $\{a^i, b\} \models \Gamma$.

**Proof.** It is proved by induction on $\Gamma$. The only nontrivial case is the case of $\Gamma = \Delta, \Delta'$. In this case, we have $\{a^i\} \models \Delta$ and $\{a^j\} \models \Delta'$ for some $j$ and $j'$ such that $j + j' = i$. By the assumption, we have $i > 2 \cdot 2^{|\Gamma|-1} > 2 \cdot 2^{|\Delta|+|\Delta'|}$. Hence either $j > 2^{\Delta}$ or $j' > 2^{\Delta'}$ holds. By induction hypothesis, we have either $\{a^i, b\} \models \Delta$ or $\{a^j, b\} \models \Delta'$ holds. Therefore we have $\{a^i, b\} \models \Gamma$.

**Definition 30** (Proof segment). Let $Pr_1 = (N_1, l_1, r_1)$ be a $LBI_{D0}^{\omega}$ proof. $Pr = (N_2, l_2, r_2)$ is a proof segment of $Pr_1$ when it enjoys the following conditions:

- $N_2 \subseteq N_1$ holds, and $v \in N_2$ implies $v \in N_2$.
- For any $v \in N_2$, $l_2(v) = l_1(v)$ and $r_2(v) = r_1(v)$ hold.

Note that leaves of a proof segment are not necessarily assigned the rule $(Ax')$.

**Proposition 31.** $P_{AB} \vdash P_{BA}$ is not cut-free provable in $CLBI_{D0}^{\omega}$.

**Proof.** This proposition is shown by contradiction. We assume that there is a cut-free $CLBI_{D0}^{\omega}$ proof $Pr_1 = (N_1, l_1, r_1, \rho_1)$ of $P_{AB} \vdash P_{BA}$. Let $n = \max\{|L(l_1(v))| \mid v \in N_1\}$.

Since $I \ast A^n \ast 1 \in \text{Unf}(P_{AB})$, we can construct a cut-free $LBI_{D0}^{\omega}$ proof $Pr_2 = (N_2, l_2, r_2)$ of $I \ast A^n \ast 1 \vdash P_{BA}$ and the mapping $f : N_2 \rightarrow N_1$ by Lemma 24.

Let $Pr_{2,2} = (N_2^{BA}, l_2^{BA}, r_2^{BA})$ be the biggest proof segment of $Pr_2$ such that $R(l_2^{BA}(v)) = P_{BA}$ for any $v \in N_2^{BA}$. Note that $Pr_{2,2}$ is not empty since $R(l_2(\epsilon)) = P_{BA}$. For any $v \in N_2^{BA}$, $r_2^{BA}(v)$ is either $(W)$, $(C)$, $(\ast L)$, $(E)$, $(Ax')$, or $(UR)$. In particular, $(Ax')$ and
We have proved by the proof unrolling technique that the cut-elimination fails for the cyclic predicates, for example,

\[ \exists x. \phi(x) \in \Phi P \text{ and } \Gamma : \text{arbitrary terms} \]

and we reread the atomic propositions \( A \) and \( B \) in our proof as to the following nullary predicates, for example,
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\[ A = \exists x (x \mapsto x) \quad B = \exists x (x \mapsto \text{nil}), \]

and then we can prove that the cut-elimination fails for the cyclic proof system of the separation logic with only nullary predicates.

We can adapt the proof unrolling to cyclic proof system \( CLKID^{\omega} \) [6] for the first-order logic when we consider a cut-free cyclic proof that contains only positive occurrences of inductive predicates. However, the proof in Section 4 depends on the multiset model, and it is an interesting question if we can apply our proof idea for the first-order logic. Another direction of future work is to find reasonable restrictions for the inductive predicates to recover the cut-elimination property in the cyclic proof systems. Our result shows that the restriction on the arity of predicates is not sufficient.
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1 Introduction
Delimited continuations have been proven useful in diverse domains. Their applications range from representation of monadic effects [19], to formalization of partial evaluation [13], and to implementation of automatic differentiation [41]. As a means to handle delimited continuations, researchers have designed a variety of control operators [18, 15, 21, 16, 32]. Among them, Danvy and Filinski’s shift/reset operators [15] have a solid theoretical foundation: there are a canonical CPS translation [15], a general type system [14], and a set of equational axioms [25]. Recent work by Materzok and Biernacki [32, 31] has also fostered understanding of shift0 and reset0, by establishing similar artifacts for these operators. Other variants, however, are not as well-understood as the aforementioned ones, due to their complex semantics.

Understanding the subtleties of control operators is important, especially given the rapid adoption of algebraic effects and handlers [36, 6] observed in the past decade. Effect handlers can be thought of as a form of exception handlers that provide access to delimited
continuations. As suggested by the similarity in the functionality, effect handlers have a close connection with control operators [20, 35], and in fact, they are often implemented using control operators provided by the host language [27, 28]. This means, a well-established theory of control operators is crucial for safer and more efficient implementation of effect handlers.

In this paper, we formalize a typed calculus of control and prompt, a pair of control operators proposed by Felleisen [18]. These operators bring an interesting behavior into programs: when a captured continuation $k$ is invoked, the subsequent computation may capture the context surrounding the invocation of $k$. From a practical point of view, the ability to manipulate invocation contexts is useful for implementing sophisticated algorithms, such as list reversing [8] and breadth-first traversal [10]. From a theoretical perspective, on the other hand, this ability makes it hard to type programs in a way that fully reflects their runtime behavior.

We address the challenge with typing by rigorously following Danvy and Filinski’s [14] recipe for building a type system of a delimited control calculus. The idea is to analyze the CPS translation of the calculus, and identify all the constraints that are necessary for making a translated expression well-typed. In fact, the recipe has already been applied to the control and prompt [26] operators, but the type system obtained is not satisfactory for two reasons. First, the type system imposes certain restrictions on the contexts in which a captured continuation may be invoked. Second, the type system does not precisely describe the way contexts compose and propagate during evaluation. We show that, by choosing a right representation of invocation contexts in the CPS translation, we can build a type system without such limitations.

Below is a summary of our specific contributions:

- We present a type system of control and prompt that allows fine-grain reasoning of programs involving manipulation of invocation contexts. The type system is the control/prompt-equivalent of Danvy and Filinski’s [14] type system for shift/reset, in that it incorporates all and only constraints that are imposed by the CPS translation.
- We prove three properties of our calculus: type soundness, type preservation of the CPS translation, and termination of well-typed programs. Among these, termination relies on the precise typing of invocation contexts available in our calculus; indeed, the property does not hold for the existing type system of control and prompt [26].

We begin with an informal account of control and prompt (Section 2), highlighting the dynamic behavior of these operators. We next formalize an untyped calculus of control/prompt (Section 3) and its CPS translation (Section 4), which is equivalent to the translation given by Shan [40]. Then, from the CPS translation, we derive a type system of our calculus (Section 5), and prove its properties (Section 6). Lastly, we discuss related work (Section 7) and conclude with future directions (Section 8).

As an artifact, we provide a formalization of our calculus and proofs in the Agda proof assistant [34]. The code is checked using Agda version 2.6.0.1, and is available online at:

https://github.com/YouyouCong/fscd21-artifact

**Relation to Prior Work.** This is an updated and extended version of our previous paper [2]. The primary contributions of this paper are a complete proof of type soundness of the proposed calculus, and a proper formalization of the target language of the CPS translation. We have also changed the title to clarify the kind of contexts considered in the paper.
2 Control and Prompt

As a motivating example, consider the following program:

\[((\mathcal{F}k_1.\text{is0} (k_1 5)) + (\mathcal{F}k_2.\text{b2s} (k_2 8)))\]

Throughout the paper, we write \(\mathcal{F}\) to mean control and () to mean prompt. We also assume two primitive functions: \text{is0}, which tells us if a given integer is zero or not, and \text{b2s}, which converts a boolean into a string "true" or "false".

Under the call-by-value, left-to-right evaluation strategy, the above program evaluates in the following way:

\begin{align*}
((\mathcal{F}k_1.\text{is0} (k_1 5)) + (\mathcal{F}k_2.\text{b2s} (k_2 8))) \\
= (\text{is0} (k_1 5) [\lambda x. x + (\mathcal{F}k_2.\text{b2s} (k_2 8))/k_1]) \\
= (\text{is0} (5 + (\mathcal{F}k_2.\text{b2s} (k_2 8)))) \\
= (\text{b2s} (k_2 8) [\lambda x. \text{is0} (5 + x)/k_2]) \\
= (\text{b2s} (\text{is0} (5 + 8))) \\
= (\text{b2s} \text{false}) \\
= ("false") \\
= "false"
\end{align*}

The first control operator captures the delimited context up to the enclosing prompt, namely \([.] + (\mathcal{F}k_2.\text{b2s} (k_2 8))\) (where \([.]\) denotes a hole). The captured context is then reified into a function \(\lambda x. x + (\mathcal{F}k_2.\text{b2s} (k_2 8))\), and evaluation shifts to the body \text{is0} (k_1 5), where \(k_1\) is the reified continuation. After \(\beta\)-reducing the invocation of \(k_1\), we obtain another control in the evaluation position. This control captures the context \text{is0} (5 + [.]), which is a composition of two contexts: the addition context originally surrounding the control construct, and the application of \text{is0} surrounding the invocation of \(k_1\). The context is then reified into a function \(\lambda x. \text{is0} (5 + x)\), and evaluation shifts to the body \text{b2s} (k_2 8), where \(k_2\) is the reified continuation. By \(\beta\)-reducing the invocation of \(k_2\), we obtain the expression \text{b2s} (\text{is0} (5 + 8)), where the original delimited context, the invocation context of \(k_1\), and the invocation context of \(k_2\) are all composed together. The expression returns the value "false" to the enclosing prompt clause, and the evaluation of the whole program finishes with this value.

From the above example, we can make two observations. First, a control operator can capture the context surrounding the invocation of a previously captured continuation. More generally, control may capture a trail of such invocation contexts. The ability comes from the absence of the delimiter in the body of captured continuations. Indeed, if we replace control with shift \((\mathcal{S})\) in the above program, the second shift would have no access to the context \text{is0} [.], since the first shift would insert a reset into the continuation \(k_1\). As a consequence, the program gets stuck after the application of \(k_2\).

\begin{align*}
((\mathcal{S}k_1.\text{is0} (k_1 5)) + (\mathcal{S}k_2.\text{b2s} (k_2 8))) \\
= (\text{is0} (k_1 5) [\lambda x. x + (\mathcal{S}k_2.\text{b2s} (k_2 8))/k_1]) \\
= (\text{is0} (5 + (\mathcal{S}k_2.\text{b2s} (k_2 8)))) \\
= (\text{is0} (\text{b2s} (k_2 8) [\lambda x. (5 + x)/k_2])) \\
= (\text{is0} (\text{b2s} (5 + 8))) \\
= (\text{is0} (\text{b2s} 13))
\end{align*}
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Syntax

\[ v ::= c \mid x \mid \lambda x. e \quad \text{Values} \quad e ::= v \mid e e \mid Fk. e \mid \langle e \rangle \quad \text{Expressions} \]

Evaluation Contexts

\[ E ::= [.] \mid E e \mid v E \mid \langle E \rangle \quad \text{General Contexts} \]
\[ F ::= [.] \mid F e \mid v F \quad \text{Pure Contexts} \]

Reduction Rules

\[
E[(\lambda x. e) v] \leadsto E[e[v/x]] \quad (\beta) \\
E[[F[Fk. e]]] \leadsto E[[e[\lambda x. F[x]/k]]] \quad (F) \\
E[(v)] \leadsto E[v] \quad (P)
\]

Figure 1 \( \lambda_F \): A Calculus of control and prompt.

The second observation is that a trail of invocation contexts can be heterogeneous. In our particular example, the first continuation \( k_1 \) is called in a int-to-bool context, whereas the second continuation \( k_2 \) is called in a bool-to-string context. These are apparently distinct types, and furthermore, the input and output types of each context are also different.

It turns out that our motivating example would be judged ill-typed by the existing type system for control and prompt [26]. This is because the type system imposes the following restrictions on the type of invocation contexts.

- All invocation contexts within a prompt clause must have the same type.
- For each invocation context, the input and output types must be the same.

We claim that, a fully general type system of control and prompt should be more flexible about the type of invocation contexts. Now the question is: Is it possible to allow such flexibility? Our answer is “yes”. As we will see in Section 5, we can build a type system that accommodates invocation contexts having varying types, and that accepts our motivating example as a well-typed program.

3 \( \lambda_F \): A Calculus of control and prompt

In Figure 1, we present \( \lambda_F \), a \( \lambda \)-calculus featuring the control and prompt operators. The calculus has a separate syntactic category for values, which, in addition to variables and abstractions, has a set of constants \( c \), such as integers, booleans, and string literals. Expressions consist of values, application, and delimited control constructs control and prompt.

We equip \( \lambda_F \) with a call-by-value, left-to-right evaluation strategy. As is usual with delimited control calculi, there are two groups of evaluation contexts: general contexts \( (E) \) and pure contexts \( (F) \). Their difference is that general contexts may contain prompt surrounding a hole, while pure contexts can never have such prompt. The distinction is used in the reduction rule \( (F) \) of control, which says, control always captures the context up to the nearest enclosing prompt. In the reduct, we see that the body of a captured continuation is not surrounded by prompt, as we observed in the previous section. On the other hand, the body of control is evaluated in a prompt clause. The reduction rule \( (P) \) for prompt simply removes a delimiter surrounding a value.

Note that \( \lambda_F \) is currently presented as an untyped calculus. We will introduce types in Section 5, according to the CPS translation to be defined in the next section.
Syntax

\[ v ::= e \mid x \mid \lambda x. e \mid () \]  

Values

\[ e ::= v \mid e \mid (\text{case } t \text{ of } () \Rightarrow e \mid k \Rightarrow e) \]  

Expressions

Evaluation Contexts

\[ E ::= [\_] \mid E e \mid v E \mid (\text{case } E \text{ of } () \Rightarrow e \mid k \Rightarrow e) \]  

Reduction Rules

\[ E[\lambda x. e] v \rightsquigarrow E[e[v/x]] \quad (\beta) \]
\[ E[\text{case } () \text{ of } () \Rightarrow e_1 \mid k \Rightarrow e_2] \rightsquigarrow E[e_1] \quad (\text{CASE-()} \)
\[ E[\text{case } v \text{ of } () \Rightarrow e_1 \mid k \Rightarrow e_2] \rightsquigarrow E[e_2[v/k]] \quad (\text{CASE-}k) \]

Figure 2 \( \lambda_C \): Target Calculus of CPS Translation.

4 CPS Translation

As we mentioned earlier, the type system of a delimited control calculus is often derived from a translation into continuation-passing style (CPS) [14]. When the source calculus has control and prompt, a CPS translation exposes both continuations and trails of invocation contexts. Trails can be represented either as a list of functions [8, 9] or as a composition of functions [40]. While previous work [26] on typing control and prompt adopts the list representation, we adopt the functional representation, as it fits better for the purpose of building a general type system (see Section 5 for details).

4.1 \( \lambda_C \): Target Calculus of CPS Translation

In Figure 2, we define the target calculus of the CPS translation, which we call \( \lambda_C \). The calculus is a pure, call-by-value \( \lambda \)-calculus featuring the unit value \( () \), which represents an empty trail, and a case analysis construct, which allows inspection of trails. Note that a non-empty trail is represented as a regular function.

As in \( \lambda_F \), we evaluate \( \lambda_C \) programs under a call-by-value, left-to-right strategy. The particular choice of evaluation strategy is not necessary in our setting, but it is mandatory if the source and target calculi of the CPS translation have non-control effects (such as non-termination and I/O), because the result of the translation may have non-tail calls.

4.2 The CPS Translation

In Figure 3, we present the CPS translation \( \_ \) from \( \lambda_F \) to \( \lambda_C \), which is equivalent to the translation given by Shan [40]. The translation converts an expression into a function that takes in a continuation \( k \) and a trail \( t \). The trail is the composition of the invocation contexts encountered so far, and is used together with a continuation to produce an answer (hence a continuation now receives a trail). Below, we detail the translation of three representative constructs: variables, prompt, and control.
Variables. The translation of a variable is an \(\eta\)-expanded version of the standard, call-by-value translation. The trivial use of the current trail \(t\) communicates the fact that a variable can never change the trail during evaluation. In general, the CPS translation of a pure expression uniformly calls the continuation with an unmodified trail.

Prompt. The translation of \textit{prompt} has the same structure as the translation of variables, because \textit{prompt} forms a pure expression. The translated body \([e]\) is run with the identity continuation \(k_{id}\) and an empty trail \((\cdot)^1\), describing the behavior of \textit{prompt} as a control delimiter. Note that, in this CPS translation, the identity continuation is \textit{not} the identity function. It receives a value \(v\) and a trail \(t\), and behaves differently depending on whether \(t\) is empty or not. When \(t\) is empty, the identity continuation simply returns \(v\). When \(t\) is non-empty, \(t\) must be a function composed of one or more invocation contexts, which looks like \(\lambda x. E_n[... E_1[x] ...]\). In this case, the identity continuation builds an expression \(E_n[... E_1[v] ...]\) by calling the trail with \(v\) and \(()\).

Control. The translation of \textit{control} shares the same pattern with the translation of \textit{prompt}, because its body is evaluated in a \textit{prompt} clause (as defined by the \((F)\) rule in Figure 1). The translated body \([e]\) is applied a substitution that replaces the variable \(c\) with the trail \(t \circ (k' :: t')\), describing how the trail is extended when a captured continuation is invoked\(^2\). Recall that, in this CPS translation, trails are represented as functions. The \(\circ\) and :: operators are thus defined as a function producing a function\(^3\). More specifically, these operators compose contexts in a first-captured, first-called manner (as we can see from the second clause of ::). Notice that :: is defined as a \textit{recursive} function\(^4\). The reason is that, when extending a trail \(t\) with a continuation \(k\), we need to produce a function that takes in a trail \(t'\), which in turn must be composed with a continuation \(k'\).

The CPS translation is correct with respect to the definitional abstract machine given by Biernacka et al. \cite{Biernacka}. The statement is proved by Shan \cite{Shan}, using the functional correspondence\(^1\) between evaluators and abstract machines.

As a last note, let us mention here that the alternative CPS translation of \textit{control} and \textit{prompt}, where trails are represented as lists, can be obtained by replacing \((\cdot)\) with the empty list, and the two operations \(\circ\) and :: with ones that work on lists.

5 Type System

Having defined a CPS translation, we now derive a type system of \(\lambda x\). We proceed in three steps. First, we specify the syntax of trail types (Section 5.1). Next, we identify an appropriate form of typing judgment (Section 5.2). Lastly, we define the typing rules of individual syntactic constructs (Section 5.3). In each step, we contrast our outcome with its counterpart in Kameyama and Yonezawa’s \cite{Kameyama} type system, showing how different representations of trails in the CPS translation lead to different typing principles.

---

1 The identity continuation \(k_{id}\) and the empty trail \((\cdot)\) correspond to the \texttt{send} function and the \#f value of Shan \cite{Shan}, respectively.

2 There is in fact a superficial difference between our CPS translation and Shan’s original translation \cite{Shan}. In the rule for \textit{control}, we replace the continuation variable \(c\) with the function \(\lambda x. \lambda k'. \lambda t'. k x (t \circ (k' :: t'))\), while Shan replaces \(c\) with \(\lambda x. \lambda k'. \lambda t'. (k :: t) x (k' :: t')\). However, by expanding the definition of \(\circ\) and ::, we can easily see that the two functions are equivalent. We prefer the one that uses \(\circ\) because it is closer to the abstract machine given by Biernacki et al. \cite{Biernacki}, as well as the list-based CPS translation derived from it.

3 The :: function is equivalent to Shan’s \texttt{compose} function.

4 While recursive, the :: function is guaranteed to terminate, as the types of the two arguments become smaller in every three successive recursive calls (or they reach the base case in fewer steps).
\[ [c] = \lambda k. \lambda t. k \ c \ t \]
\[ [x] = \lambda k. \lambda t. k \ x \ t \]
\[ [\lambda x. e] = \lambda k. \lambda t. k \ (\lambda x. \lambda k'. \lambda t'. [e] \ k' \ t') \ t \]
\[ [e_1 \ e_2] = \lambda k. \lambda t. [e_1] \ (\lambda v_1. \lambda t_1. [e_2] \ (\lambda v_2. \lambda t_2. v_1 \ k \ t_2) \ t_1) \ t \]
\[ [F . c . e] = \lambda k. \lambda t. [e] \ [\lambda x. \lambda k'. \lambda t'. k \ x \ (t \ @ \ (k' :: t'))/c] \ k_id \ () \]
\[ [e] = \lambda k. \lambda t. [\lambda v. \lambda t. case \ t \ of \ () \Rightarrow v \ | \ k \Rightarrow k \ v \ ()] \]
\[ k_id = \lambda v. \lambda \ t. case \ t \ of \ () \Rightarrow v \ | \ k \Rightarrow k \ :: \ t' \]
\[ _@_ = \lambda k. \lambda t. case \ t \ of \ () \Rightarrow k \ | \ k' \Rightarrow \lambda v. \lambda t. k \ v \ (k' :: t') \]

\[ _@_ = \lambda v. \lambda \ t. case \ t \ of \ () \Rightarrow v \ | \ k \Rightarrow k \ :: \ t' \]

\[ _@_ = \lambda k. \lambda t. case \ t \ of \ () \Rightarrow k \ | \ k' \Rightarrow \lambda v. \lambda t. k \ v \ (k' :: t') \]

**Figure 3** CPS Translation of \( \lambda F \) Expressions.

### 5.1 Syntax of Trail Types

Recall from Section 4.1 that, in \( \lambda_C \), trails have two possible forms: () or a function. Correspondingly, in \( \lambda F \), trail types \( \mu \) are defined by a two-clause grammar:

\[ \bullet | \tau \rightarrow \langle \mu \rangle \tau' \]

The latter type is interpreted in the following way.

- The trail accepts a value of type \( \tau \).
- The trail is to be composed with a context of type \( \mu \).
- After the composition, the trail produces a value of type \( \tau' \).

Put differently, \( \tau \) is the input type of the innermost invocation context, \( \tau' \) is the output type of the context to be composed in the future, and \( \mu \) is the type of this future context.

To better understand non-empty trail types, let us revisit the example from Section 2.

\[
((\mathcal{F} k_1. \text{is0}(k_1 5)) + (\mathcal{F} k_2. \text{b2s}(k_2 8)))
\]
\[
= (\text{is0}(k_1 5)[\lambda x. x + (\mathcal{F} k_2. \text{b2s}(k_2 8))/k_1])
\]
\[
= (\text{is0}(5 + (\mathcal{F} k_2. \text{b2s}(k_2 8))))
\]
\[
= (\text{b2s}(k_2 8)[\lambda x. \text{is0}(5 + x)/k_2])
\]
\[
= (\text{b2s}(\text{is0}(5 + 8)))
\]
\[
= "false"
\]

When the continuation \( k_1 \) is invoked, the trail is extended with the context \( \text{is0} \ [.] \). This context will be composed with the invocation context \( \text{b2s} \ [.] \) of \( k_2 \) later in the reduction sequence. Therefore, the trail at this point is given type \( \text{int} \rightarrow (\text{bool} \rightarrow \langle \bullet \rangle \text{ string}) \text{ string} \), consisting of the input type of \( \text{is0} \), the type of \( \text{b2s} \), and the output type of \( \text{b2s} \).

When the continuation \( k_2 \) is invoked, the trail is extended with the context \( \text{b2s} \ [.] \) (hence the whole trail looks like \( \text{b2s} \ (\text{is0} \ [ ]) \)). This context will not be composed with any further contexts in the subsequent steps of reduction. Therefore, the trail at this point is given type \( \text{int} \rightarrow \langle \bullet \rangle \text{ string} \), consisting of the input type of \( \text{is0} \), the type of an empty trail, and the output type of \( \text{b2s} \).

Observe that our trail types can be inhabited by heterogeneous trails, where the input and output types of each invocation context may be different. The flexibility is exactly what we wish a general type system of control and prompt to have, as we discussed in Section 2.
Comparison with Previous Work. In the CPS translation of Kameyama and Yonezawa [26], a trail is treated as a list of invocation contexts. Such a list is given a recursive type $\text{Trail}(\rho)$ defined as follows:

$$\text{Trail}(\rho) = \mu X. \text{list}(\rho \rightarrow X \rightarrow \rho)$$

We can easily see that the definition restricts the type of invocation contexts in two ways. First, all invocation contexts in a trail must have the same type. This is because lists are homogeneous by definition. Second, each invocation context must have equal input and output types. This is a direct consequence of the first restriction. The two restrictions prevent one from invoking a continuation in a context such as $\text{is0}[]$ or $\text{b2s}[]$. Moreover, the use of the list type makes empty and non-empty trails indistinguishable at the level of types, and extension of trails undetectable in types. On the other hand, these limitations allow one to use an ordinary expression type (such as $\text{int}$, instead of a type designed specifically for trails) to encode the information of trails in the control/prompt calculus. That is, if a trail has type $\text{Trail}(\rho)$ in the target, it has type $\rho$ in the source.

5.2 Typing Judgment

We next turn our attention to the typing of a CPS-translated expression. Suppose $e$ is a $\lambda_\tau$ expression of type $\tau$. In the general case, the CPS counterpart of $e$ is typed in the following way:

$$\|e\| = \lambda k. \tau \rightarrow \alpha. \lambda t. \mu_\beta. e'$$

Here, $\alpha$ and $\beta$ are answer types, representing the return type of the enclosing prompt before and after evaluation of $e$. It is well-known that delimited control can make the two answer types distinct [14], and since they are needed for deciding the typability of programs, they must be integrated into the typing judgment. The other pair of types, $\mu_\beta$ and $\mu_\alpha$, are trail types, representing the composition of invocation contexts encountered before and after evaluation of $e$. As control can extend a given trail by invoking a captured continuation, the two trail types may be different, and have to be integrated into the typing judgment.

Summing up the above discussion, we conclude that a fully general typing judgment for control and prompt must carry five types, as follows:

$$\Gamma \vdash e : \tau (\mu_\alpha) \alpha (\mu_\beta) \beta$$

We place the types in the same order as their appearance in the annotated CPS expression. That is, the first three types $\tau$, $\mu_\alpha$, and $\alpha$ correspond to the continuation of $e$, the next one $\mu_\beta$ represents the trail required by $e$, and the last one $\beta$ stands for the eventual value returned by $e$. We will hereafter call $\alpha$ and $\beta$ initial and final answer types, and $\mu_\beta$ and $\mu_\alpha$ initial and final trail types – be careful of the direction in which answer types and trail types change.

With the typing judgment specified, we can define the syntax of expression types in $\lambda_\tau$ (Figure 4). Expression types are formed with base types $\iota$ (such as $\text{int}$ and $\text{bool}$) and arrow types $\tau_1 \rightarrow \tau_2 (\mu_\alpha) \alpha (\mu_\beta) \beta$. Notice that the codomain of arrow types carries five components. These types represent the control effect of a function’s body, and correspond exactly to the five types that appear in a typing judgment.

Comparison with Previous Work. In the type system developed by Kameyama and Yonezawa [26], a CPS-translated expression is typed in the following way:

$$\lambda k. \tau \rightarrow \text{Trail}(\rho) \rightarrow \alpha. \lambda t. \text{Trail}(\rho). e'$$
It is obvious that the typing is not as general as ours, since the two trail types are equal. This constraint is imposed by the list representation of trails: since a list type is insensitive to extension, we can always use a trail of the same type for the evaluation of $e$ and the rest of the computation. Thus, Kameyama and Yonezawa arrive at a typing judgment carrying four types, with the last one ($\rho$) representing the information of trails:

$$\Gamma \vdash e : \tau, \alpha, \beta/\rho$$

Correspondingly, they assign source functions an arrow type of the form $\tau_1 \rightarrow \tau_2, \alpha, \beta/\rho$.

### 5.3 Typing Rules

Now we are ready to define the typing rules of $\lambda_\varphi$ (Figure 4). As in the previous section, we elaborate the typing rules of variables, prompt, and control.

**Variables.** Recall that the CPS translation of variables is an $\eta$-expanded version of the standard translation. If we annotate the types of each subexpression, a translated variable would look like:

$$\lambda k^{\tau \rightarrow \mu_\alpha \rightarrow \alpha}. \lambda t^{\mu_\alpha}. (k \ x \ t)^\alpha$$

We see duplicate occurrences of the answer type $\alpha$ and the trail type $\mu_\alpha$. The duplication arises from the application $k \ x \ t$, and reflects the fact that a variable cannot change the answer type or the trail type. By a straightforward conversion from the annotated expression into a typing judgment, we obtain rule (VAR) in Figure 4. In general, when the subject of a typing judgment is a pure construct, the answer types and trail types both coincide.

**Prompt.** We next analyze the CPS translation of prompt, again with type annotations.

$$\lambda k^{\tau \rightarrow \mu_\alpha \rightarrow \alpha}. \lambda t^{\mu_\alpha}. (k \ ([e]^{\beta \rightarrow \mu_\alpha \rightarrow \beta_\prime} \rightarrow \bullet \rightarrow \tau \ k_{id} \ ()) \ t)^\alpha$$

As $(e)$ is a pure expression, we again have equal answer types $\alpha$ and trail types $\mu_\alpha$ for the whole expression. The initial trail type $\bullet$ and final answer type $\tau$ are determined by the application $[e] \ k_{id} \ ()$ and $k \ ([e] \ k_{id} \ ())$, respectively. What is left is to ensure that the application of $[e]$ to the identity continuation $k_{id}$ is type-safe. In our type system, we use a relation is-id-trail$(\tau, \mu, \tau_\prime)$ to ensure this type safety. The relation holds when the type $\tau \rightarrow \mu \rightarrow \tau_\prime$ can be assigned to the identity continuation. The valid combination of $\tau$, $\mu$, and $\tau_\prime$ is derived from the definition of the identity continuation, repeated below:

$$\lambda v^\tau. \lambda t^{\mu}. \text{case } t \text{ of } () \Rightarrow v^{\tau\prime} | k \Rightarrow (k \ v \ ())^{\tau\prime}$$

When $t$ is an empty trail $()$ of type $\bullet$, the return value of $k_{id}$ is $v$, which has type $\tau$. Since the expected return type of $k_{id}$ is $\tau_\prime$, we need the equality $\tau \equiv \tau_\prime$.

When $t$ is a non-empty trail $k$ of type $\tau_1 \rightarrow \mu \rightarrow \tau_1\prime$, the return value of $k_{id}$ is the result of the application $k \ v \ ()$, which has type $\tau_1\prime$. Since the expected return type of $k_{id}$ is $\tau_\prime$, we need the equality $\tau_\prime \equiv \tau_1\prime$. Furthermore, since $k$ must accept $v$ and $()$ as arguments, we need the equalities $\tau \equiv \tau_1$ and $\mu \equiv \bullet$.

We define is-id-trail as an encoding of these constraints, and in the rule (PROMPT), we use is-id-trail$(\beta, \mu_{id}, \beta_\prime)$ to constrain the type of the continuation of $e$. Now, it is statically guaranteed that $e$ can be safely evaluated in an empty context.
12:10  A Functional Abstraction of Typed Invocation Contexts

Syntax of Types

\[ \begin{align*}
\tau, \alpha, \beta &::= \iota \mid \tau \to \tau \left( \mu_\alpha \right) \alpha \left( \mu_\beta \right) \beta \\
\mu, \mu_\alpha, \mu_\beta &::= \bullet \mid \tau \to \left( \mu \right) \tau
\end{align*} \]

Expression Types

Trail Types

Typing Rules

- \( \frac{c : \iota \in \Sigma}{\Gamma \vdash c : \left( \mu_\alpha \right) \alpha \left( \mu_\alpha \right) \alpha} \) (CONST)
- \( \frac{x : \tau \in \Gamma}{\Gamma \vdash x : \left( \mu_\alpha \right) \alpha \left( \mu_\alpha \right) \alpha} \) (VAR)
- \( \frac{\Gamma, x : \tau_1 \vdash e : \tau_2 \left( \mu_\alpha \right) \alpha \left( \mu_\beta \right) \beta}{\Gamma \vdash \lambda x . e : \left( \tau_1 \to \tau_2 \left( \mu_\alpha \right) \alpha \left( \mu_\beta \right) \beta \right) \left( \mu_\gamma \right) \gamma} \) (ABS)
- \( \frac{\Gamma \vdash e_1 : \left( \tau_1 \to \tau_2 \left( \mu_\alpha \right) \alpha \left( \mu_\beta \right) \beta \right) \left( \mu_\gamma \right) \gamma \left( \mu_\delta \right) \delta}{\Gamma \vdash e_1 e_2 : \tau_2 \left( \mu_\alpha \right) \alpha \left( \mu_\beta \right) \beta} \) (APP)
- \( \frac{\Gamma, k : \tau \to \tau_1 \left( \mu_1 \right) \tau_1' \left( \mu_2 \right) \alpha \vdash e : \gamma \left( \mu_{id} \right) \gamma' \left( \bullet \right) \beta}{\Gamma \vdash \mathcal{F} k . e : \left( \mu_\alpha \right) \alpha \left( \mu_\beta \right) \beta} \) (CONTROL)
- \( \frac{\Gamma \vdash e : \left( \mu_{id} \right) \beta' \left( \bullet \right) \tau}{\Gamma \vdash \left( e \left( \mu_\alpha \right) \alpha \left( \mu_\beta \right) \beta \right) \beta} \) (PROMPT)

Auxiliary Relations

- \( \text{id-trail}(\tau, \bullet, \tau') = \tau \equiv \tau' \) (first branch of \( \kappa_{id} \) in Figure 3)
- \( \text{id-trail}(\tau, (\tau_1 \to \left( \mu \right) \tau_1'), \tau') = (\tau \equiv \tau_1) \land (\tau' \equiv \tau_1') \land (\mu \equiv \bullet) \) (second branch of \( \kappa_{id} \) in Figure 3)

\( \text{compatible}(\bullet, \mu_2, \mu_3) = \mu_2 \equiv \mu_3 \) (first branch of \( \@ \) in Figure 3)

\( \text{compatible}(\mu_1, \bullet, \mu_3) = \mu_1 \equiv \mu_3 \) (first branch of \( \cdot \) in Figure 3)

\( \text{compatible}(\left( \tau_1 \to \left( \mu_1 \right) \tau_1' \right), \left( \mu_2 \right), \bullet) = \bot \) (no counterpart in Figure 3)

\( \text{compatible}(\left( \tau_1 \to \left( \mu_1 \right) \tau_1' \right), \left( \mu_2 \right), \left( \tau_3 \to \left( \mu_3 \right) \tau_3' \right)) = (\tau_1 \equiv \tau_3) \land (\tau_1' \equiv \tau_3') \land (\text{compatible}(\mu_2, \mu_3, \mu_1)) \) (second branch of \( \cdot \) in Figure 3)

\( \text{Figure 4} \) Type System of \( \lambda_T \). We assume a global signature \( \Sigma \) mapping constants to base types.
Control. Lastly, we apply the same method to control. Here is the annotated CPS translation:

\[ \lambda t: \tau_1 \rightarrow \mu_3. \lambda \alpha. \beta: \gamma \rightarrow \mu_2. k: x (t' :: t') \mu_0 / c \] k_id() \]

As the body of control is evaluated in a prompt clause, we again have an empty initial trail type for \( e \), and we know that the types \( \gamma, \mu_0, \gamma' \) must satisfy the \texttt{id-trail} relation. What is left is to ensure that the composition of contexts in \( \tau \rightarrow \mu_2 \rightarrow \gamma \Rightarrow \beta \) \texttt{[\ldots]} \texttt{[\ldots]} \texttt{[\ldots]} \texttt{[\ldots]} is type-safe. In our type system, we use a relation \texttt{compatible}(\mu_1, \mu_2, \mu_3) to ensure this type safety. The relation holds when composing a context of type \( \mu_1 \) and another context of type \( \mu_2 \) results in a context of type \( \mu_3 \). Intuitively, the relation can be thought of as an addition over trail types, and the valid combination of \( \mu_1, \mu_2, \mu_3 \) is derived from the definition of the \( @ \) and \( :: \) functions.

The first clause of \( @ \) and that of \( :: \) are straightforward: they tell us that the empty trail type \( \bullet \) serves as the left and right identity of the addition.

The second clause of \( :: \) requires more careful reasoning. The return value of this case is the result of the application \( k v (k' :: t') \), which has type \( \tau_1 \). Since the expected return type of \( :: \) is \( \tau_0 \), we need the equality \( \tau_1 \equiv \tau_0 \). Moreover, since \( k \) must accept \( v \) and \( k' :: t' \) as arguments, we need the equality \( \tau_1 \equiv \tau_3 \), as well as a recursive use of \texttt{compatible}, where the third type is \( \mu_3 \).

The definition of \( @ \) and \( :: \) further tells us that, when either of their arguments is non-empty, the result of composition cannot be an empty trail. In terms of types, this can be rephrased as: when one of \( \mu_1 \) and \( \mu_2 \) is an arrow type, \( \mu_3 \) cannot be the empty trail type.

We define \texttt{compatible} as an encoding of these constraints, and in the (\texttt{CONTROL}) rule, we use two instances of this relation to constrain the type of contexts appearing in \( t @ (k' :: t') \). Among the two instances, the first one \texttt{compatible}(\( \tau_1 \rightarrow (\mu_1 \Rightarrow \tau_0) \), \( \mu_2, \mu_0 \)) states that consing \( k' \) to \( t \) is type-safe, and the result has type \( \mu_0 \). The second one \texttt{compatible}(\( \mu_3, \mu_0, \mu_3 \)) states that appending \( t \) to \( k' :: t' \) is type-safe, and the result has type \( \mu_3 \), which is required by the continuation \( k \) of the whole control expression.

Comparison with Previous Work. In the type system of Kameyama and Yonezawa [26], the typing rules for \texttt{control} and \texttt{prompt} are defined as follows:

\[
\Gamma, k: \tau \rightarrow \rho, \beta/\gamma \vdash e: \gamma, \gamma, \beta/\gamma \\
\Gamma \vdash F_{k.e}: \tau, \alpha, \beta/\rho \\
\Gamma \vdash e: \rho, \rho, \alpha/\rho \] (CONTROL) \\
\Gamma \vdash e: \rho, \rho, \alpha/\sigma \\
\Gamma \vdash (e): \tau, \alpha, \alpha/\sigma \\
\] (PROMPT)

The rules are simpler than the corresponding rules in our type system. In particular, there is no equivalent of is-id-trail or \texttt{compatible}, since the homogeneous nature of trails makes those relations trivial. Note that the input and output types shared among invocation contexts come from the body of \texttt{prompt}, namely the first occurrence of \( \rho \) in the premise of (PROMPT).

5.4 Typing Motivating Example

We now show that the motivating example discussed in Section 2 is judged well-typed in \( \lambda F \). The well-typedness of the whole program largely relies on the well-typedness of the two \texttt{control} constructs, so let us look at the typing of these constructs:

\[ \textbf{exp4} \text{ in } \texttt{lambdaf.agda} \]
\[
\Gamma \vdash F_{k_1}.\text{is0} (k_1 5) : \text{int} (\mu_1) \text{string} (\bullet) \text{string}
\]
\[
\Gamma \vdash F_{k_2}.\text{b2s} (k_2 8) : \text{int} (\mu_2) \text{string} (\mu_1) \text{string}
\]

For brevity, we write $\mu_1$ to mean $\text{int} \to (\text{bool} \to (\bullet) \text{string}) \text{string}$, and $\mu_2$ to mean $\text{int} \to (\bullet) \text{string}$. We can see how the trail type changes from empty ($\bullet$), to one that refers to a future context ($\mu_1$), and to one that mentions no further context ($\mu_2$). In particular, $\mu_2$ is the result of “adding” $\mu_1$ and the type of $\text{b2s}$. That is, the invocation of $k_2$ discharges the future context awaited by $\text{is0}$. The trail type $\mu_2$ serves as the final trail type of the body of the enclosing $\text{prompt}$, and as it allows us to establish the $\text{is-id-trail}$ relation required by $(\text{Prompt})$, we can conclude that the whole program is well-typed.

### 6 Properties

The type system of $\lambda_F$ enjoys various pleasant properties. First, the type system is sound, that is, well-typed programs do not go wrong [33]. Following Wright and Felleisen [42], we prove type soundness via the preservation and progress theorems.

#### ▶ Theorem 1 (Preservation).
If $\Gamma \vdash e : \tau (\mu_\alpha) \alpha (\mu_\beta) \beta$ and $e \leadsto e'$, then $\Gamma \vdash e' : \tau (\mu_\alpha) \alpha (\mu_\beta) \beta$.

**Proof.** The proof is by induction on the typing derivation, and is formalized in Agda (the Reduce relation in `lambdaf-red.agda`). Note that, to prove type preservation of the control reduction (rule $(F)$ in Figure 1), we need to define a set of typing rules for evaluation contexts.

#### ▶ Theorem 2 (Progress).
If $\bullet \vdash e : \tau (\mu_\alpha) \alpha (\mu_\beta) \beta$, then either (i) $e$ is a value, (ii) $e$ takes a step, or (iii) $e$ is a stuck term of the form $F[Fk.e']$.

**Proof.** The proof is by induction on the typing derivation. The third alternative is commonly found in the progress property of effectful calculi [3, 43]. We can remove this alternative by refining our type system to one that can decide the purity of an expression; with this refinement, we can state the usual progress theorem for pure expressions (which include top-level programs).

#### ▶ Theorem 3 (Type Soundness).
If $\bullet \vdash \langle e \rangle : \tau (\mu_\alpha) \alpha (\mu_\alpha) \alpha$, then evaluation of $\langle e \rangle$ does not get stuck.

**Proof.** The statement is a direct implication of preservation and progress. The need for the top-level $\text{prompt}$ stems from the fact that a well-typed, closed expression may be a stuck term (corresponding to the third clause of the progress theorem).

Secondly, our CPS translation preserves typing, i.e., it converts a well-typed $\lambda_F$ expression into a well-typed $\lambda_C$ expression. To establish this theorem, we define the type system of $\lambda_C$ (Figure 5) and a CPS translation $^*$ on $\lambda_F$ types (Figure 6).

Let us elaborate on rule (CASE) in Figure 5, which is the only non-trivial typing rule. This rule is used to type the case analysis construct in the three auxiliary functions of the CPS translation, namely $k_{id}$, $\circ$, and $\cdot$. Unlike the standard typing rule for case analysis, rule (CASE) type-checks the two branches using equality assumptions $\mu \equiv \bullet$ and
Syntax of Types

\[ \tau = \iota \mid \tau \to \tau \mid \bullet \]

Typing Rules

\[
\begin{align*}
\Gamma \vdash e : \iota & \quad (\text{Const}) \\
\Gamma \vdash x : \tau & \quad (\text{VAR}) \\
\Gamma, x : \tau_1 \vdash e : \tau_2 & \quad (\text{ABS}) \\
\Gamma \vdash () : \bullet & \quad (\text{UNIT}) \\
\Gamma \vdash e_1 : \tau_1 \to \tau_2 & \quad \Gamma \vdash e_2 : \tau_1 & \quad (\text{APP}) \\
\forall \tau_1, \mu_1, \tau_1', \Gamma, k : \mu^*, \mu \equiv \tau_1 \to \langle \mu_1 \rangle \tau_1' \vdash e_2 : \tau & \quad (\text{CASE})
\end{align*}
\]

Figure 5 Type System of \(\lambda_C\). We assume a global signature \(\Sigma\) mapping constants to base types.

\(\mu \equiv \tau_1 \to \langle \mu_1 \rangle \tau_1'\). These assumptions, together with the is-id-trail and compatible relations, allow us to fill in the gap between the expected and actual return types. To see how the assumptions work, consider the typing of \(k_{\text{id}} : \lambda v.\lambda t.\mu.\text{case } t \text{ of } () \Rightarrow v \tau' | k \Rightarrow (k \ v ()) \tau'\).

In the first branch, we see an inconsistency between the expected return type \(\tau'\) and the actual return type \(\tau\). However, by the typing rules defined in Figure 4, we know that \(k_{\text{id}}\) is used only when the relation is-id-trail(\(\tau, \mu, \tau'\)) holds, and that if \(\mu \equiv \bullet\), we have \(\tau \equiv \tau'\).

The equality assumption \(\mu \equiv \bullet\) made available by rule (CASE) allows us to derive \(\tau \equiv \tau'\) and conclude that the first branch has the correct type. Similarly, in the second branch, we use the equality assumption \(\mu \equiv \tau_1 \to \langle \mu_1 \rangle \tau_1'\) to derive \(\tau \equiv \tau_1, \tau' \equiv \tau_1', \text{ and } \mu_1 \equiv \bullet\), which imply the well-typedness of the application \(k \ v ()\). The @ and :: functions can be typed in an analogous way.

Theorem 4 (Type Preservation of CPS Translation). If \(\Gamma \vdash e : \tau \langle \mu_\alpha \rangle \alpha \langle \mu_\beta \rangle \beta \text{ in } \lambda_C\), then \(\Gamma^* \vdash [e] : (\tau^* \to \mu^*_{\alpha} \to \alpha^*) \to \mu^*_{\beta} \to \beta^* \text{ in } \lambda_C\).

Proof. The proof is by induction on the typing derivation, and is formalized in Agda (the cpse function in cps.agda). With the carefully designed rule for case analysis, we can prove the statement in a straightforward manner, as our type system is directly derived from the CPS translation.

Thirdly, and most interestingly, our type system enjoys termination.

---

\(\text{6 The use of equality assumptions in (CASE) is inspired by dependent pattern matching [12] available in dependently typed languages. Our case analysis is weaker than the dependent variant, in that the return type only depends on the type of the scrutinee, not on the scrutinee itself.}\)
Translation of Expression Types

\[ \tau^* = \tau \]
\[ (\tau_1 \rightarrow \tau_2 \langle \mu_\alpha \rangle \alpha \langle \mu_\beta \rangle \beta)^* = (\tau_1^* \rightarrow \mu_\alpha^* \rightarrow \alpha^*) \rightarrow \mu_\beta^* \rightarrow \beta^* \]

Translation of Trail Types

\[ •^* = • \]
\[ (\tau \rightarrow \langle \mu \rangle \tau')^* = \tau^* \rightarrow \mu^* \rightarrow \tau'^* \]

\textbf{Figure 6} CPS Translation of \( \lambda_\tau \) Types.

\textbf{Theorem 5 (Termination).} If \( \Gamma \vdash e : \tau \langle • \rangle \alpha \langle • \rangle \alpha \), then there exists some value \( v \) such that \( e \leadsto^* v \), where \( \leadsto^* \) is the reflexive, transitive closure of \( \leadsto \) defined in Figure 1.

\textbf{Proof.} The statement is witnessed by a CPS interpreter of \( \lambda_\tau \) implemented in Agda (the \texttt{go} function in \texttt{lambdaf.agda}). Since every well-typed Agda program terminates, and since our interpreter is judged well-typed, we know that evaluation of \( \lambda_\tau \) expressions must terminate. \( \blacklozenge \)

The termination property is unique to our type system. In the existing type system of Kameyama and Yonezawa [26], it is possible to write a well-typed program that does not evaluate to a value, as shown below:

\[
\langle (\langle k_1 \rangle. k_1 1; k_1 1) \rangle; (\langle k_2 \rangle. k_2 1; k_2 1) \rangle
\]
\[
= (k_1 \; k_1 \; (\lambda x. x; (\langle k_2 \rangle. k_2 1; k_2 1) / k_1))
\]
\[
= ((\langle k_2 \rangle. k_2 1; k_2 1); (\lambda x. x; (\langle k_2 \rangle. k_2 1; k_2 1) / k_2))
\]
\[
= (k_2 \; k_2 \; (\lambda y. y; (\lambda x. x; (\langle k_2 \rangle. k_2 1; k_2 1) / k_2)) / k_2))
\]
\[
= ((\langle k_2 \rangle. k_2 1; k_2 1); (\lambda y. y; (\lambda x. x; (\langle k_2 \rangle. k_2 1; k_2 1) / k_2)) / k_2))
\]
\[
= ... 
\]

We see that the two succeeding invocations of captured continuations result in duplication of control, leading to a looping behavior.

The well-typedness of the above program in Kameyama and Yonezawa’s type system is due to the limited expressiveness of trail types. More precisely, their trail types are mere expression types, which carry no information about the type of contexts to be composed in the future. In our type system, on the other hand, trail types explicitly mention the type of future contexts. This prevents us from duplicating expressions forever, which in turn allows us to statically reject the above looping program.

\textbf{7 Related Work}

\textbf{Variations of Control Operators.} There are four variants of delimited control operators in the style of \texttt{control} and \texttt{prompt}, differing in whether the control operator keeps the surrounding delimiter, and whether it inserts a delimiter into the captured continuation [16].
Among those variants, \texttt{shift} and \texttt{reset} \cite{15} are called \textit{static}, as the extent of a captured continuation can always be determined from the lexical structure of the program. Other variants are all \textit{dynamic}, since the control operator may capture the invocation contexts of previously captured continuations (as \texttt{control} does), or the meta-contexts outside of the original innermost delimiter (as \texttt{shift0} \cite{32} does), or both kinds of contexts (as \texttt{control0} \cite{16} does). Dynamic control operators all have a semantics that involves a trail-like structure, containing the contexts beyond the lexically enclosing one.

\textbf{Type Systems for Control Operators.} The CPS-based approach to designing type systems has been applied to several variants of delimited control operators, including \texttt{shift/reset} \cite{14, 3}, \texttt{control/prompt} \cite{26}, and \texttt{shift0/prompt0} \cite{32}. While Danvy and Filinski \cite{14} consider all expressions as effectful (like we do), subsequent studies distinguish between pure and effectful expressions. This is typically done by not mentioning the answer type (and trail type) of syntactically pure expressions. Having pure expressions makes more programs typable \cite{3, 26, 32}, and allows more efficient compilation via a selective CPS translation \cite{37, 32, 4}.

\textbf{Algebraic Effects and Handlers.} In the past decade, algebraic effects and handlers \cite{6, 36} have become a popular tool for handling delimited continuations. A prominent feature of effect handlers is that a captured continuation is used at the delimiter site. This makes it unnecessary to keep track of answer types in the type system, as we can decide within a handler whether the use of a continuation is consistent with the actual context. The irrelevance of answer types in turn makes the connection between the type system and CPS translation looser. Indeed, type systems of effect handlers \cite{5, 27} existed before their CPS semantics \cite{29, 24, 23}. Also, type-preserving CPS translation of effect handlers is an open problem in the community \cite{23}.

\section{Conclusion and Future Work}

In this paper, we show how to derive a general type system for the \texttt{control} and \texttt{prompt} operators. The main idea is to identify all the typing constraints from a CPS translation, where trails are represented as a composition of functions.

The present study is part of a long-term project on formalizing delimited control facilities whose theory is not yet fully developed. In the rest of this section, we describe several directions for future work.

\textbf{Implementation.} Having designed a type system for \texttt{control} and \texttt{prompt}, a natural next step is to implement a language based on the type system. To make the language practical, we need to address the following challenges. First, we must extend our type system with a form of effect polymorphism or subtyping \cite{26, 32}, in order to allow a function or continuation to be called in different contexts. We are currently attempting to adapt Kameyama and Yonezawa’s treatment of trail polymorphism to a setting where every typing judgment carries two trail types. Second, we need to design an algorithm for type inference and type checking. We conjecture that answer types can be left implicit in the user program, because it is the case in a calculus featuring \texttt{shift} and \texttt{reset} \cite{3}. On the other hand, we anticipate that some of the trail types need to be explicitly given by the user, as it does not seem always possible to synthesize the intermediate trail types \((\mu_0, \tau_1 \rightarrow (\mu_1) \tau_1', \text{ and } \mu_2)\) in the (\texttt{Control}) rule. Once we have done these, we will develop an implementation (possibly as an extension of OchaCaml \cite{30}) and experiment with various programs from the continuations literature.
**Equational Theory.** The semantics of control and prompt is currently given in the form of a CPS translation or an abstract machine [40, 9]. A more direct approach to specifying the semantics of these operators is to establish an *equational theory*, that is, we identify a set of equations that are sound and complete with respect to the existing semantics. Such equations are particularly useful for compilation: for instance, they enable converting an optimization in a CPS compiler into a rewrite in a direct-style (DS) program [38]. We intend to develop an equational theory for control and prompt, following previous studies on call/cc [38], shift/reset [25], and shift0/reset0 [31].

**Reflection.** An equational theory can be strengthened to a *reflection* [39] by defining a DS translation that serves as a left inverse of the CPS translation. Having a reflection means every reduction in the DS calculus has a corresponding reduction in the CPS calculus, and vice versa. We seek to establish a reflection for control and prompt, by extending Biernacki et al.'s [11] reflection for shift and reset.

**Control0/Prompt0 and Shallow Effect Handlers.** The control0 and prompt0 operators are a variation of control and prompt that remove the matching delimiter upon capturing of a continuation (which is a feature of shift0 and reset0). We plan to formalize a typed calculus of control0/prompt0, as well as their equational theory, by combining the insights from our work on control/prompt and previous studies on shift0/reset0 [32, 31]. As shown by Piróg et al. [35], there exists a pair of macro translations [17] between control0/prompt0 and shallow effect handlers [22]. Therefore, an equational theory for control0/prompt0 could potentially serve as a stepping stone to optimization of shallow handlers, which has not yet been explored [43].

---
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Abstract
In this paper we consider the intuitionistic sentential calculus with Suszko’s identity (ISCI). After recalling the basic concepts of the logic and its associated Hilbert proof system, we introduce a new sound and complete class of models for ISCI which can be viewed as algebraic counterparts (and extensions) of sheaf-theoretic topological models of intuitionistic logic. We use this new class of models, called Beth semantics for ISCI, to derive a first labelled sequent calculus and show its adequacy w.r.t. the standard Hilbert axiomatization of ISCI. This labelled proof system, like all other current proof systems for ISCI that we know of, does not enjoy the subformula property, which is problematic for achieving termination. We therefore introduce a second labelled sequent calculus in which the standard rules for identity are replaced with new special rules and show that this second calculus admits cut-elimination. Finally, using a key regularity property of the forcing relation in Beth models, we show that the eigenvariable condition can be dropped, thus leading to the termination and decidability results.
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1 Introduction
In this paper we consider the intuitionistic sentential calculus with identity (ISCI) which extends intuitionistic logic with Suszko’s identity operator \( \approx \) introduced in [12] for non-Fregean logics, and studied in the context of classical logic in [9] and [1].

Under the usual Fregean interpretation, the question of the equivalence of two formulas reduces to the problem of asking whether or not they have the same logical value. In presence of the non-truth functional identity operator, the rejection of the Fregean axiom makes it possible for two logically equivalent formulas to be considered non-identical in Suszko’s sense. The philosophical motivation behind the Sentential Calculus with Identity (SCI) is related to the ontology of situations. In classical logic, only two situations are possible: truth and falsity, and truth (resp. falsity) is described and witnessed by any true (resp. false) proposition. According to [1], this is unfortunate and could be remedied by allowing a new identity connective \( \approx \) to describe and witness the fact that two propositions denote the same situation. From this point of view, SCI can be considered as a generalization of classical logic in which we assume that there are more than (and at least) two different situations [7, 9].

In this paper, our aim is to revisit the interpretation of the identity connective on the grounds of intuitionistic logic [3] and to propose a new labelled sequent calculus with good properties like termination from which we can obtain the decidability of the logic. Related works include sequent calculi for both the classical and intuitionistic variants of SCI [2]. Such sequent calculi are obtained following the strategy described in [10] and do not have the
subformula property. They have been compared with other proof systems for SCI [6, 13] but cannot lead to a decidability procedure for SCI [2]. In the case of the intuitionistic version ISCI, there exists an initial algebraic semantics that combines the ideas of the matrix semantics for sentential calculi with the Kripke semantics of intuitionistic logic. An Hilbert proof system is provided in [9]. A Kripke semantics for ISCI is introduced in [3] along with a sequent calculus for which cut elimination holds. However, since the sequent calculus is not analytic, the cut elimination theorem does not provide a decidability argument.

In Section 2 we introduce ISCI and its standard Hilbert calculus $\mathcal{H}_{\text{ISCI}}$. In Section 3, we propose a new class of models for ISCI, called Beth semantics, which can be viewed as algebraic counterparts (and extensions) of sheaf-theoretic topological models of intuitionistic logic. We first show that general Beth models are complete w.r.t. $\mathcal{H}_{\text{ISCI}}$ (Th. 11). Then, we define the more specific class of regular Beth models and show that they are also complete w.r.t. $\mathcal{H}_{\text{ISCI}}$ (Th. 14). In Section 4, we introduce a first labelled calculus $L_{\text{ISCI}}^{1\text{ec}}$ which is proved complete w.r.t. $\mathcal{H}_{\text{ISCI}}$ (Th. 22) and also w.r.t. Beth models (Th. 23). In Section 5, we derive a second labelled calculus $L_{\text{ISCI}}^{2\text{ec}}$ with new rules for identity and show that $L_{\text{ISCI}}^{2\text{ec}}$ is also complete w.r.t. $\mathcal{H}_{\text{ISCI}}$ (Th. 25) and w.r.t. Beth models (Th. 26), but more interestingly, we show that any $L_{\text{ISCI}}^{2\text{ec}}$-proof can be translated into an $L_{\text{ISCI}}^{1\text{ec}}$-proof (Th. 27). Moreover, we show that cut is admissible in $L_{\text{ISCI}}^{2\text{ec}}$, leading to the cut-free labelled calculus $L_{\text{ISCI}}^{2\text{e}}$ (Th. 33). In Section 6, we derive $L_{\text{SCI}}^{2}$, a liberalized variant of $L_{\text{ISCI}}^{2\text{e}}$ in which the eigenvariable condition can be dropped. We show the soundness of $L_{\text{ISCI}}^{2\text{e}}$ w.r.t. regular Beth models (Th. 40), which implies the soundness of regular Beth models w.r.t. $\mathcal{H}_{\text{ISCI}}$ and the soundness of all our labelled calculi w.r.t. regular Beth models, as depicted and summarized in the picture below.

Finally, we discuss and give arguments for the termination of $L_{\text{ISCI}}^{2\text{e}}$, from which we deduce the decidability of ISCI.

## 2  Intuitionistic Sentential Calculus with Identity

In this section, we recall the basic notions of intuitionistic sentential calculus with Suszko’s identity (ISCI) [9, 12]. ISCI extends propositional intuitionistic logic by adding a set of axioms that formalizes the non-truth functional nature of the identity connective $\approx$. The Hilbert-style system for ISCI [3, 9] is introduced and illustrated with examples.

**Definition 1.** Let $P = \{ p, q, \ldots \}$ be a countable set of propositional letters. The formulas of ISCI, the set of which is denoted $\mathbf{F}$, are given by the grammar:

\[
A ::= P \mid \bot \mid A \land A \mid A \lor A \mid A \supset A \mid A \bowtie A
\]

Formulas of the form $A \bowtie B$ are called *equations*. We write $\mathbf{F}/\bowtie$ for the restriction of $\mathbf{F}$ to equations. Negation $\neg A$ and truth $\top$ are respectively defined as $A \supset \bot$ and $\bot \supset \bot$. To reduce the amount of parentheses, we interpret connectives up to left associativity according to the following strictly decreasing order of precedence: $\neg, \bowtie, \land, \lor, \supset$. Therefore, $A \land B \land C \bowtie \neg A \bowtie B \bowtie C$ means $((A \land B) \land A) \bowtie ((\neg A) \bowtie B) \bowtie C$.

ISCI can be axiomatized by adding the four identity axioms described in Figure 1 to any axiom schemata for intuitionistic logic (IL). We call $\mathcal{H}_{\text{ISCI}}$ the Hilbert proof system consisting of the four axioms for identity, the ten axioms for IL and the rule of modus
whereas Beth and topological models require more complex notions such as bars and covers.
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Axioms for ISCI

(1) A ∼ B assumption

(2) B ∼ B ∼_ 1

(3) ((B ∼ A) ∨ (A ∼ B)) ⊩ ((B ∼ A) ∼ (B ∼ B)) ∼_ 4

(4) (B ∼ B) ⊩ ((A ∼ B) ⊩ ((B ∼ B) ∨ (A ∼ B))”) IL_ 3

(5) (A ∼ B) ⊩ ((B ∼ B) ∨ (A ∼ B)) ⊢ _ 4

(6) (B ∼ B) ⊩ (A ∼ B) ⊢ _ 5

(7) (B ∼ A) ∼ (B ∼ B) ⊢ _ 6

(8) ((B ∼ A) ∼ (B ∼ B)) ⊩ ((B ∼ B) ⊩ (B ∼ A)) ∼_ 4

(9) (B ∼ B) ⊩ (B ∼ A) ⊢ _ 8

(10) B ∼ A ⊢ _ 9

3 Beth Semantics for ISCI

In this section we propose a new class of models, which we call Beth semantics for ISCI. Let

us recall that there already exists an algebraic semantics for ISCI [9]. A Kripke semantics

has also been recently investigated in [3]. Kripke-style semantics are usually better suited to

the construction of labelled proof systems than algebraic semantics since the forcing relation

enables an easy interpretation of a labelled formula A : x as ρ(x) ⊩ A, where ρ(x) is the

denotation of the label x in some suitable class of models. Kripke models have succeeded in

becoming the most popular forcing semantics for intuitionistic logic. One reason for this

success is their very natural interpretation of disjunction as m ⊩ A ∨ B if m ⊩ A or m ⊩ B,

whereas Beth and topological models require more complex notions such as bars and covers.

The models we propose in this section interpret disjunctions in a way which is similar to

their interpretation in (sheaf-theoretic) topological models of intuitionistic logic, but in the

more algebraic context of distributive bounded lattices (Heyting algebras). While we

pay the price of losing the very natural Kripke interpretation of disjunction, we gain a

regularity property that allows us to build a labelled proof system that does not require any

eigenvariable conditions, thus opening the way for simpler termination arguments.

Definition 2. Let M be a set of elements, called worlds, such that ω, π ∈ M and ω ≠ π.
Beth Semantics and Labelled Deduction for ISCI

A Beth frame is a bounded distributive lattice $\mathcal{F} = (\mathcal{M}, \leq, \sqcup, \sqcap, \omega, \pi)$ with $\omega$ and $\pi$ as least and greatest elements respectively.

**Definition 3.** A Beth pre-model is a triple $\mathcal{M} = (\mathcal{F}, [\cdot], \models)$, where $\mathcal{F}$ is a Beth frame, and $[\cdot]$ is a valuation function from $\mathcal{M}$ to $\wp(\mathcal{F}/\sim)$, such that for all worlds $m$ and $n$:

1. $\mathcal{M} = (\mathcal{F}, [\cdot], \models)$
2. $\mathcal{M}_\omega$ is inductively defined as the smallest relation on $\mathcal{M}$.

The forcing relation $\models$ is inductively defined as the smallest relation on $\mathcal{M} \times \mathcal{F}$ such that:

- $m \models p$ iff $p \in [m]$.
- $m \models A \equiv B$ iff $A \equiv B$ in $[m]$.
- $m \models \top$ iff $\pi \leq m$.
- $m \models A \land B$ iff $m \models A$ and $m \models B$.
- $m \models A \lor B$ iff for all worlds $n$, if $n \models A$ then $m \lor n \models B$.
- $m \models A \rightarrow B$ iff there exist two worlds $n_1, n_2$ such that $n_1 \cap n_2 \leq m$, $n_1 \models A$ and $n_2 \models B$.

A Beth-model is a Beth pre-model in which $\models$ satisfies the following admissibility condition: $\mathcal{M}_\approx$ if $m \models A \approx B$ then $m \models B \supset A$.

As usual, a formula $A$ is true (or satisfied) in a Beth model $\mathcal{M}$, written $\mathcal{M} \vDash A$, iff $m \vDash A$ for all worlds $m$ in $\mathcal{M}$ (or equivalently, iff $\omega \vDash A$) and valid, written $\vDash A$, iff it is true in all Beth models. It is routine to show that $\mathcal{M}_\approx$ and $\mathcal{M}_\leq$ extend from propositional letters and equations to all formulas. $\mathcal{M}_K$ is the well-known Kripke monotonicity condition, which applies to equations in our setting (see [3] for a discussion on alternative choices). Let us remark that $\mathcal{M}_\approx$ implies that all Beth models have a world $\pi$ that forces all formulas, including inconsistency ($\bot$).

### 3.1 Completeness of Beth models

A standard way of proving the completeness of a given semantics is to build a canonical model that relates the denotation of formulas to a derivability relation that syntactically defines the logic under consideration (often an Hilbert proof system). Algebraic semantics are
usually obtained through Lindenbaum-Tarski constructions that mostly rely on equivalence classes of formulas w.r.t. the underlying derivability relation (for $\text{ISCI}$, we would consider classes such as $A = \{ B \mid B \vdash_{\text{ISCI}} A \text{ and } A \vdash_{\text{ISCI}} B \}$). Following an idea of Beth, we replace equivalence classes with theories of formulas to build a canonical model for $\text{ISCI}$ in which the forcing relation faithfully mimics the derivability relation in $H_{\text{ISCI}}$.

$\blacktriangleright$ **Definition 4.** The theory $A'$ associated with a formula $A$ is the set $\{ B \mid A \vdash_{\text{ISCI}} B \}$.

Let $\mathbf{T}$ denote the set $\{ A' \mid A \in \mathbf{F} \}$ of theories generated by all formulas of $\text{ISCI}$. Reading $A \vdash_{\text{ISCI}} B$ as “$A \leq B$”, all sets of formulas can be preordered by derivability in $H_{\text{ISCI}}$. We define $\text{min}(X)$ as the set $\{ A \in X \mid \forall B \in X, A \vdash_{\text{ISCI}} B \}$ of all formulas that are minimal in $X$ w.r.t. $\vdash_{\text{ISCI}}$. It follows that for all theories $X \in \mathbf{T}$, $X = A'$ for all $X \in \text{min}(X)$. Moreover, for all formulas $A, B \in \mathbf{F}$, if $X = A' = B'$ then both $A \vdash_{\text{ISCI}} B$ and $B \vdash_{\text{ISCI}} A$.

$\blacktriangleright$ **Definition 5.** The canonical Beth frame for $\text{ISCI}$ is the structure $\mathcal{T} = (\mathbf{T}, \subseteq, \sqcup, \sqcap, \sqcup, \sqcap)$, where for all theories $X, Y \in \mathbf{T}$:

$X \cap Y = X \cap Y$ and $X \cup Y = \bigcup \{ (A \land B)^t \mid A \in \text{min}(X), B \in \text{min}(Y) \}$.

$\blacktriangleright$ **Lemma 6.** For all theories $X, Y \in \mathbf{T}$ and all formulas $A \in \text{min}(X), B \in \text{min}(Y)$, the canonical Beth frame for $\text{ISCI}$ satisfies the following properties:

(a) $X \cap Y = (A \lor B)^t$,  
(b) $X \cup Y = (A \land B)^t$,  
(c) $X \subseteq Y$ iff $B \vdash_{\text{ISCI}} A$.

**Proof.** Since $A \in \text{min}(X)$ and $B \in \text{min}(Y)$ we have both $X = A'$ and $Y = B'$.

For (a), by definition $A' \cap B' = A' \cap B'$. Firstly, we show $A' \cap B' \subseteq (A \lor B)^t$. If $C \in A' \cap B'$ then $A \vdash_{\text{ISCI}} C$ and $B \vdash_{\text{ISCI}} C$, which implies $A \lor B \vdash_{\text{ISCI}} C$ (by axiom $\text{IL}_\lor$). Thus, $C \in (A \lor B)^t$. Secondly, we show $(A \lor B)^t \subseteq A' \cap B'$. If $C \in (A \lor B)^t$, then $A \lor B \vdash_{\text{ISCI}} C$. Since axioms $\text{IL}_\land$ and $\text{IL}_\lor$ imply $A \vdash_{\text{ISCI}} A \lor B$ and $B \vdash_{\text{ISCI}} A \lor B$, we have $A \vdash_{\text{ISCI}} C$ and $B \vdash_{\text{ISCI}} C$. Thus, $C \in A' \cap B'$.

For (b), by definition, $(A \land B)^t \subseteq X \cup Y$. We show $X \cup Y \subseteq (A \land B)^t$. If $C \in X \cup Y$ then $C \in (F \land G)^t$ for some $F \in \text{min}(X)$ and some $G \in \text{min}(Y)$. Since $X = A'$, $Y = B'$, and $A \vdash_{\text{ISCI}} F$ and $B \vdash_{\text{ISCI}} G$, which implies $A \land B \vdash_{\text{ISCI}} F \lor G$. By definition, $C \in (F \lor G)^t$ implies $F \lor G \vdash_{\text{ISCI}} C$. Thus, $A \land B \vdash_{\text{ISCI}} C$ implies $C \in (A \land B)^t$.

For (c), we show that $B \vdash_{\text{ISCI}} A$ iff $A' \subseteq B'$. If $B \vdash_{\text{ISCI}} A$ then for all $C \in A'$, we have $A \vdash_{\text{ISCI}} C$, from which it follows that $B \vdash_{\text{ISCI}} C$, i.e. $C \in B'$. Conversely, since $A \vdash_{\text{ISCI}} A$ implies $A \in A'$, if $A' \subseteq B'$ then $A \in B'$, i.e. $B \vdash_{\text{ISCI}} A$.

Lemma 6 shows that, in the canonical Beth frame $\mathcal{T}$, the partial order defined as set inclusion mimics derivability in $H_{\text{ISCI}}$. Moreover, the lattice meet $\sqcap$ and join $\sqcup$ respectively correspond to disjunction and conjunction in the logic. It then easily follows that $\mathcal{T}$ is a bounded distributive lattice since $\land$ and $\lor$ distribute over one another in the logic. Let us note that while the meet of two theories coincides with intersection, their join does not coincide with union since for any two distinct propositional letters $p$ and $q$, we have $p \land q \in (p \land q)^t$, but neither $p \land q \in p^t$, nor $p \land q \in q^t$ (since neither $p \vdash_{\text{ISCI}} p \land q$, nor $q \vdash_{\text{ISCI}} p \land q$).

$\blacktriangleright$ **Definition 7.** The canonical Beth model for $\text{ISCI}$ is the triple $\mathcal{M}^d = (\mathcal{T}, [\cdot], \models)$, where the canonical valuation is defined as $[X] = \bigcup \{ A' \mid A \in \text{min}(X) \} \cap (\mathbf{P} \cup \mathbf{F}_{\approx})$ for all $X \in \mathbf{T}$.

$\blacktriangleright$ **Lemma 8.** The canonical valuation satisfies the conditions of Definition 3 and for all theories $X \in \mathbf{T}$ and all formulas $A \in \text{min}(X)$, $[X] = A' \cap (\mathbf{P} \cup \mathbf{F}_{\approx})$. 
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Proof. \([X] = \mathcal{A} \cap (\mathcal{P} \cup \mathcal{F}_{/=})\) for all \(A \in \text{min}(X)\) follows from the fact that \(C^t = D^t\) for all \(C, D \in \text{min}(X)\), which implies \(\bigcup \{ B^t \mid B \in \text{min}(X) \} = \mathcal{A}^t\) for all \(A \in \text{min}(X)\).

Case \(\mathcal{M}_{\text{sc}}\): By definition, \([1^t] = \{ B \mid B \in 1 \cap (\mathcal{P} \cup \mathcal{F}_{/=}) \} \). Since \(\vdash \triangledown \mathcal{H}_{\text{IRSCI}}\) for all formulas \(B\), we have \(1^t = \mathcal{F}\), which implies \(\mathcal{A}^t \cap (\mathcal{P} \cup \mathcal{F}_{/=}) = [1^t]\).

Case \(\mathcal{M}_{\text{SC}}\): Suppose we have \(X, Y \in \mathcal{T}\) such that \(X \subseteq Y\), then \(X = \mathcal{A}^t\) and \(Y = \mathcal{B}^t\) for some \(A \in \text{min}(X)\) and some \(B \in \text{min}(Y)\). Since \(X \subseteq Y\) implies \(A^t \subseteq B^t\), if \(C \in [X] = \mathcal{A}^t \cap (\mathcal{P} \cup \mathcal{F}_{/=})\), then \(C \in \mathcal{B}^t \cap (\mathcal{P} \cup \mathcal{F}_{/=}) = [Y]\). Thus, \([X] \subseteq [Y]\).

The other cases \(\mathcal{M}_{\text{ir}}, \mathcal{M}_{\text{ic}}, \mathcal{M}_{\text{id}}\) easily follow from the \(\mathcal{H}_{\text{IRSCI}}\) axioms \(\approx_{i \in \{1, 2, 4\}}\).

Lemma 9. For all \(X \in \mathcal{T}\), for all \(A \in \text{min}(X)\), \(X \vDash B\) iff \(A^t \vdash B\) iff \(B \in \mathcal{A}\) iff \(A \vdash_{\mathcal{H}_{\text{IRSCI}}} B\).

Proof. By definition of a theory we have \(B \in \mathcal{A}\) iff \(A \vdash_{\mathcal{H}_{\text{IRSCI}}} B\). Moreover, since \(X = \mathcal{A}\), for all \(A \in \text{min}(X)\), we only need to prove that \(A^t \vdash B\) iff \(B \in \mathcal{A}^t\) by structural induction on \(B\).

Base case: \(B \in (\mathcal{P} \cup \mathcal{F}_{/=})\). Lemma 8 implies \(B \in [A^t]\) iff \(B \in \mathcal{A}\). Since \(A^t \vdash B\) iff \(B \in [A^t]\) by Definition 3, \(A^t \vdash B\) iff \(B \in \mathcal{A}^t\).

Case \(B = B_1 \lor B_2\):
\[
A^t \vdash B_1 \lor B_2 \iff \exists C^t, C_1^t, C_2^t. C_1^t \cap C_2^t \subseteq A^t, C_1^t \vdash B_1, C_2^t \vdash B_2
\]

\(\iff \exists C^t, C_1^t, C_2^t. (C \lor C_2^t) \subseteq A^t, B_1 \in C_1^t, B_2 \in C_2^t\)

\(\iff \exists C_1, C_2, A \vdash_{\mathcal{H}_{\text{IRSCI}}} C_1 \lor C_2, C_1 \vdash_{\mathcal{H}_{\text{IRSCI}}} B_1, C_2 \vdash_{\mathcal{H}_{\text{IRSCI}}} B_2\)

\(\iff A \vdash_{\mathcal{H}_{\text{IRSCI}}} B_1 \lor B_2\)

\(\iff B_1 \lor B_2 \in \mathcal{A}^t\)

Case \(B = B_1 \lor B_2\):
\[
A^t \vdash B_1 \lor B_2 \iff \forall C^t, \text{ if } C^t \vdash B_1 \text{ then } A^t \lor C^t \vdash B_2
\]

\(\iff \forall C^t, \text{ if } B_1 \in C^t \text{ then } B_2 \in (A \land C)^t\)

\(\iff \forall C, \text{ if } C \vdash_{\mathcal{H}_{\text{IRSCI}}} B_1 \text{ then } A \land C \vdash_{\mathcal{H}_{\text{IRSCI}}} B_2\)

\(\iff A \vdash_{\mathcal{H}_{\text{IRSCI}}} B_1 \lor B_2\)

\(\iff B_1 \lor B_2 \in \mathcal{A}^t\)

The other cases are similar.

Lemma 10. The canonical Beth model \(\mathcal{M}^t\) satisfies the admissibility condition \(\mathcal{M}_{\text{ir}}\).

Proof. Any \(X \in \mathcal{T}\) such that \(X \vDash A \approx B\) entails \(C \vdash_{\mathcal{H}_{\text{IRSCI}}} A \approx B\) for all \(C \in \text{min}(X)\) by Lemma 9, which implies \(C \vdash_{\mathcal{H}_{\text{IRSCI}}} B \supseteq A\) by axiom (\(\approx_{3}\)). Thus, \(X \vDash B \supseteq A\) by Lemma 9.

Theorem 11. Beth models for ISCI are complete, i.e., if \(\vdash A\) then \(\vdash_{\mathcal{H}_{\text{IRSCI}}} A\).

Proof. We show that \(\vdash_{\mathcal{H}_{\text{IRSCI}}} A\) implies \(\vdash A\). Suppose that \(\vdash_{\mathcal{H}_{\text{IRSCI}}} A\), then \(\vdash_{\mathcal{H}_{\text{IRSCI}}} \neg A\) which implies \(A \not\in \mathcal{T}\). By Lemma 9 we get \(\vdash \neg A\) in \(\mathcal{M}^t\), which by definition implies \(\vdash A\).

3.2 Regular Beth Models

We now show that the canonical Beth model for ISCI satisfies a regularity property that is essential for the termination arguments in Section 6.3.

Definition 12. Let \(\mathcal{M} = (\mathcal{F}, [\cdot], \vdash)\) be a Beth model. \(\mathcal{M}\) is regular iff for all formulas \(A\), if \(m \vdash A\) for some world \(m\), then there exists a world \(m_A\), called A-minimal, such that \(m_A \vdash A\) and for all worlds \(n\), \(n \vdash A\) implies \(m_A \leq n\). We write \(\vdash r\) (instead of \(\vdash\)) for the restriction of validity to the class of regular Beth models.

Lemma 13. The canonical model \(\mathcal{M}^t\) is regular: for all formulas \(A, A^t\) is A-minimal.

Proof. Suppose that \(B^t \vdash A\) for an arbitrary theory \(B^t\). Then, \(B \vdash_{\mathcal{H}_{\text{IRSCI}}} A\) by Lemma 9, which implies \(A^t \subseteq B^t\) by Lemma 6.
Theorem 14. Regular Beth models for ISCI are complete: if $\vdash r \ A$ then $\vdash_{\text{ISCI}} A$.

Proof. The result is an immediate consequence of Lemma 13. ▲

Theorem 15. Regular Beth models for ISCI are sound: if $\vdash_{\text{ISCI}} A$ then $\vdash r \ A$.

Proof. The result follows from Theorems 22, 27, 33, 34 and 40. ▲

Let us remark that non-regular Beth models are neither sound for ISCI, nor for IL. Indeed, $p \lor p \lor p$ is a theorem of IL, but $\not\vdash p \lor p \lor p$ in the Beth model ($(M, \leq, \cup, \omega, \cap, \pi), [\cdot], \vdash$), where $M = \{ \omega, m_1, m_2, \pi \}$, $m \leq n$ iff $m = \omega$ or $n = \pi$, $[\omega] = \{ A \approx A \mid A \in F \}$, $[m_1] = [m_2] = [\omega] \cup \{ p \}$, and $[\pi] = \mathcal{P} \cup \mathcal{F}_{/\approx}$.

Theorem 16. In a regular Beth model $\mathcal{M}$, if $m \vdash A$ and $n \vdash A$ then $m \cap n \vdash A$.

Proof. Since $\mathcal{M}$ is regular, $m \vdash A$ and $n \vdash A$ imply the existence of an A-minimal world $m_A$. Since $m_A \subseteq m$ and $m_A \subseteq n$ imply $m_A \subseteq m \cap n$, $m \cap n \vdash A$ by Kripke monotonicity. ▲

4.1 A Labelling Algebra

Let $L^n$ be the set $\{ S \mid S \subseteq \mathbb{N} \text{ and } |S| = n \}$ of all subsets of $\mathbb{N}$ of size (cardinal) $n$. The set $L^*$ of label letters is defined as $\bigcup_{n \in \mathbb{N}} L^n$. Let $L^u = \{ \emptyset, \mathbb{N} \}$ be the set of label units, the set $L$ of labels is then defined as $L^* \cup L^u$. We use the (possibly subscripted or primed) letters $a, b, c$ to denote labels which are singletons (i.e., elements of $L^1$) and save the letters $x, y, z$ to denote arbitrary labels. A label $x$ is a sublabel of a label $y$ if $x \subseteq y$.

We work with a labelling algebra $L$ defined as the lattice $(L, \subseteq, \cup, \emptyset, \cap, \mathbb{N})$, where join $\cup$ and meet $\cap$ are standard set union and intersection. We consider that $\cup$ binds stronger than $\cap$ and we shall frequently write $xy$ instead of $x \cup y$ (xx $\cap y y$ should therefore be read as (x $\cup x'$) $\cap (y y')$). In this paper, we shall only use examples with label letters built from the subset $\{ 1, \ldots, 9 \}$. Therefore, we shall use the more concise notation $\{ 1, 3 \}$ (and not to the label letter $\{ 13 \}$).

4.2 The Labelled Sequent Calculus $L^{\text{ISCI}}$

Definition 17. A labelled formula is a pair $(C, x)$, written $C : x$, where $C$ is a formula and $x$ is a label. A labelled sequent is a pair $(\Gamma, \Delta)$, written $\Gamma \vdash \Delta$, where $\Gamma, \Delta$ are multi-sets of labelled formulas.

We use the generic notation $O(T)$ to mean that the object $T$ is a subobject of an object $O$ (for some well defined notion of object inclusion). For example, when $S$ is a set, $S(e_1, \ldots, e_m)$ means that $\{ e_1, \ldots, e_m \}$ is a subset of $S$. Similarly, if $F$ and $G$ are formulas, $F(G)$ means that $G$ is a subformula of $F$ and if $x$ is a label, $x(y)$ means that $x$ is a sublabel of $y$. If $\Delta$ is a set or multi-set of labelled formulas, we define $x \subseteq \Delta$ as $\exists A : y \in \Delta$ such that $x \subseteq y$, which is more shortly written $\Delta(x)$. The notation $x \subseteq A : y$ is a shorthand for $x \subseteq \{ A : y \}$. A labelled sequent $\Gamma \vdash \Delta$ is connected iff $x \subseteq \Delta$ for all $A : x \in \Gamma$. 
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The labelled calculus $L_{ISCI}^{leq}$ is given in Figure 4. The only structural rule in $L_{ISCI}^{leq}$ is cut. All lattice properties of Beth models are implicitly reflected in our labelling algebra by our choice of labels as subsets of $\mathbb{N}$. The rules $\supset_R$ and $\forall_L$ have *eigenvariable* (or *freshness*) conditions on the label letters $a, b$ they introduce. Since connectedness plays a significant role in our forthcoming proof of cut elimination, the rules of $L_{ISCI}^{leq}$ have been carefully designed so as to preserve this property from their conclusion to their premise. For instance, the cut rule has a side condition that requires the label of the cut formula to occur as a sublabel on the right-hand side of the conclusion.

**Definition 18.** A formula $A$ is a theorem of (or derivable in) $L_{ISCI}^{leq}$, written $\vdash_{L_{ISCI}^{leq}} A$, if the labelled sequent $\vdash A : \emptyset$ is derivable from the rules given in Figure 4.
4.3 Soundness and Completeness of $L_{ISCI}^{leq}$

**Theorem 19 (Soundness).** If $\vdash_{L_{ISCI}} A$ then $\vdash_{HSC} A$.

**Proof.** A corollary of Theorems 27, 33, 34 and 40.

**Lemma 20.** All of the axioms for $\approx$ given in Figure 1 are derivable in $L_{ISCI}^{leq}$.

**Proof.** Axiom $\approx_1$:

$$
\vdash A \approx : 1 \vdash A \approx : 1
$$

Axioms $\approx_2$, $\approx_3$:

$$
\vdash (A \approx B) \vdash (-A \approx -B) : 1 \\
B \vdash (-A \approx -B) : 1 \\
\vdash (A \approx B) \vdash (A \approx B) : 1
$$

Axiom $\approx_4$:

$$
\vdash (A \approx C) \vdash (B \approx D) : 1 \\
\vdash (A \approx C) \vdash (B \approx D) : 1 \\
\vdash (A \approx B) \vdash (C \approx D) \vdash (A \approx C) \vdash (B \approx D) : 1
$$

**Lemma 21.** All of the axioms for IL given in Figure 1 are derivable in $L_{ISCI}^{leq}$.

**Proof.** Axiom $\forall_6$:

$$
A \vdash A : 1 \vdash A : 1 \\
A \vdash A : 1 \vdash A : 1 \\
B \vdash A : 1 \vdash A : 1 \\
B \vdash A : 1 \vdash A : 1 \\
\vdash (A \approx B) \vdash (B \approx C) ; (A \approx C) : 1
$$

Axioms $\forall_7$, $\forall_8$, $\forall_10$:

$$
\vdash A : 1 \vdash A : 1 \vdash A : 1 \\
\vdash A : 1 \vdash A : 1 \vdash A : 1 \\
\vdash A : 1 \vdash A : 1 \vdash A : 1 \\
\vdash A : 1 \vdash A : 1 \vdash A : 1 \\
\vdash (A \approx B) \vdash (A \approx B) : 1
$$
\[
\Gamma \vdash \Delta, \sigma : y \\
\Gamma(\alpha \equiv B : x) \vdash \Delta(C : y) \\
\sigma = [B \mapsto A] \text{ if } |A| \leq |B| \text{ and } [A \mapsto B] \text{ otherwise.}
\]

\begin{figure}
\begin{center}
\textbf{Figure 7} $L_{\text{ISCI}}^{\text{ec}}$ “Special” Identity Rules.
\end{center}
\end{figure}

\begin{table}[h]
\begin{tabular}{|c|c|}
\hline
Rule MP: & We use admissibility of weakening, which is stated and proved in the paper for $L_{\text{ISCI}}^{\text{ec}}$ in Lemma 29, but which also holds for $L_{\text{ISCI}}^{\text{ec}}$ with a similar proof. \\
\hline
$\vdash A : \emptyset$ & $\vdash B : \emptyset$ \\
\hline
$\vdash B : \emptyset, A : \emptyset$ & $\vdash B : \emptyset$ cut \\
\hline
\end{tabular}
\end{table}

The other cases are similar.

\begin{theorem}[H_{\text{ISCI}} completeness].
If $\vdash_{\text{H}_{\text{ISCI}}} A$ then $\vdash_{L_{\text{ISCI}}^{\text{ec}}} A$.
\end{theorem}

\begin{proof}
A direct consequence of Theorems 33, 34 and 40.
\end{proof}

\begin{theorem}[Beth completeness].
If $\models A$ then $\vdash_{L_{\text{ISCI}}^{\text{ec}}} A$.
\end{theorem}

\begin{proof}
If $\models A$ then Theorem 11 yields $\vdash_{\text{H}_{\text{ISCI}}} A$, which by Theorem 25 implies $\vdash_{L_{\text{ISCI}}^{\text{ec}}} A$.
\end{proof}

\section{The Labelled Calculus $L_{\text{ISCI}}^{\text{ec}}$}

$L_{\text{ISCI}}^{\text{ec}}$ is not very interesting from the point of view of termination as it lacks the subformula property. Indeed, even if we eliminate the cut rule from $L_{\text{ISCI}}^{\text{ec}}$, we can still introduce infinitely many subformulas using the identity rule $\equiv_{L_1}$. Moreover, defining the size $|A|$ of a formula $A$ as the number of its connectives, it is easy to see that the identity rules $\equiv_{L_4}$ and $\equiv_{L_4'}$ introduce in their single premiss an active formula the size of which is greater than the size of the principal formula in their conclusion.

As a first step toward termination we define $L_{\text{ISCI}}^{\text{ec}}$ as the variant of $L_{\text{ISCI}}^{\text{ec}}$ in which all of the identity rules of Figure 4 are replaced with the identity rules of Figure 7. Depending on the size of $A$ and $B$, the rule $\equiv_{L_4}$ simultaneously replaces all occurrences of the formula $B$ in $C$ with the formula $A$ whenever $|A| \leq |B|$ and $A$ is not syntactically equal to $B$.

\subsection{Soundness and Completeness}

\begin{theorem}[Soundness].
If $\vdash_{L_{\text{ISCI}}^{\text{ec}}} A$ then $\vdash_{\text{H}_{\text{ISCI}}} A$.
\end{theorem}

\begin{proof}
A corollary of Theorems 33, 34 and 40.
\end{proof}

\begin{theorem}[H_{\text{ISCI}} completeness].
If $\vdash_{\text{H}_{\text{ISCI}}} A$ then $\vdash_{L_{\text{ISCI}}^{\text{ec}}} A$.
\end{theorem}

\begin{proof}
Similar to the proof of Theorem 22.
\end{proof}

\begin{theorem}[Beth completeness].
If $\models A$ then $\vdash_{L_{\text{ISCI}}^{\text{ec}}} A$.
\end{theorem}

\begin{proof}
If $\models A$ then Theorem 11 yields $\vdash_{\text{H}_{\text{ISCI}}} A$, which by Theorem 25 implies $\vdash_{L_{\text{ISCI}}^{\text{ec}}} A$.
\end{proof}
Theorem 27 (L1ec to L2ec). If \( \Pi \) is an L1ec proof of \( A \), then there exists a translation \( t(\Pi) \) of \( \Pi \) which is an L2ec proof of \( A \).

Proof. The proof is by induction on the height of L1ec proofs. Since L2ec only differs from L1ec on the identity rules, the base cases for axioms are immediate and we only need to show that L2ec can simulate L1ec identity rules. We assume without loss of generality that \(|A| \leq |B|\) and \(|C| \leq |D|\). Moreover, in the translated proofs below, the occurrences of \( \approx_{LR} \) only actually exist when the formulas on both sides of the principal identity connective are not syntactically equal.

Case \( \approx_{L_1} \):

$$
\Pi_1 \quad \Gamma, \ A \equiv A : x \vdash \Delta \\
\Gamma \vdash \Delta \quad \Rightarrow \quad \Gamma, \ A \equiv A : x \quad \Rightarrow \quad \Gamma, \ A \equiv A : x \vdash \Delta \\
\text{cut}
$$

Case \( \approx_{L_2} \):

$$
\Pi_1 \quad \Gamma, \neg A \equiv \neg A : x \vdash \Delta \\
\Gamma(A \equiv B : x) \quad \Rightarrow \quad \Gamma, \neg A \equiv \neg A : x \\
\text{cut}
$$

Case \( \approx_{L_3} \):

$$
\Pi_1 \quad \Gamma, B \supset A : x \vdash \Delta \\
\Gamma(A \equiv B : x) \quad \Rightarrow \quad \Gamma, B \supset A : x \\
\text{cut}
$$

Case \( \approx_{L_4} \):

$$
\Pi_1 \quad \Gamma, A \& C \equiv B \& D : x \vdash \Delta \\
\Gamma(A \equiv B : x, C \equiv D : x) \quad \Rightarrow \quad \Gamma(A \equiv B : x, C \equiv D : x) \\
\text{cut}
$$

Case \( \approx_{L_4'} \):

$$
\Pi_1 \quad \Gamma, A \& A \equiv B \& B : x \vdash \Delta \\
\Gamma(A \equiv B : x) \quad \Rightarrow \quad \Gamma(A \equiv B : x) \\
\text{cut}
$$
5.2 Cut Elimination in $L_{\text{ISCI}}^{2}$

We now eliminate the cut rule from $L_{\text{ISCI}}^{2}$. The cut free version of $L_{\text{ISCI}}^{2}$ is denoted $L_{\text{ISCI}}^{2}$ (the $c$ superscript is dropped). Let us write $h(\Pi)$ for the height of a proof $\Pi$ defined as the length of its longest branch. For a proof system $S$ and a formula or labelled sequent $s$, the notation $\vdash s$ means that $s$ is derivable in $S$ with a proof $\Pi$ such that $h(\Pi) \leq n (n \in \mathbb{N})$.

Label substitution is defined as follows: if $y \subseteq x$ then $x[u/y] = (x - y) \cup u$, otherwise $x[u/y] = x$. For instance, $374[0/7] = \{3, 7, 4\} \cup \emptyset = \{3, 4\}$ = 34. Label substitutions straightforwardly extend to labelled formulas and labelled sequents.

Lemma 28. Let $s = \Gamma \vdash \Delta$. If $\vdash s_{\text{r}} \vdash s_{\text{c}}[u/c]$, where $c \in L_{\text{ISCI}}^{2}$. Let us write $x_1, \ldots, x_k$.

Proof. By induction on the height $h$ of the proof of $\Gamma \vdash \Delta$. The base case $h = 0$ is when $s$ is the conclusion of an axiom.

Case $\Sigma_{\text{r}}$: Similar to Case id.

Case $\forall_{\text{r}}$: $s$ is of the form $\Gamma \vdash \forall B : x \vdash \Delta(C : y)$ and is obtained by the rule $\forall_{\text{r}}$ from the premise $s_1 = \Gamma, A \lor B : x, A : x \rightarrow \Delta, C : y$ and $s_2 = \Gamma, A \lor B : x, B : x \rightarrow \Delta, C : y$ where $a, b \not\rightarrow \Gamma \cup \Delta$, which have proofs $\Pi_1, \Pi_2$ such that $h(\Pi_1), h(\Pi_2) \leq n$. We choose two labels $a' \neq b'$ such that $a', b' \not\rightarrow \Gamma \cup \Delta$ and $a', b' \not\rightarrow xuyabc$. By I.H. on $\Pi_1$ and $\Pi_2$ with substitutions $[a'/a]$ and $[b'/b]$ we get proofs $\Pi_1'$ and $\Pi_2'$ of $\Gamma, A \lor B : x, A : x \rightarrow \Delta, C : y$ and $\Gamma, A \lor B : x, B : x \rightarrow \Delta, C : y$. Then, by I.H. on $\Pi_1'$ and $\Pi_2'$ with substitution $[u/c]$, we get proofs $\Pi_1''$ and $\Pi_2''$ of $\Gamma[u/c], A \lor B : x[u/c], A : x[u/c]a' \rightarrow \Delta[u/c], C : y[u/c]a'$ and $\Gamma[u/c], A \lor B : x[u/c], B : x[u/c]b' \rightarrow \Delta[u/c], C : y[u/c]b'$ from which we infer the conclusion $\Gamma[u/c], A \lor B : x[u/c] \rightarrow \Delta[u/c]$ by the rule $\forall_{\text{r}}$.

Case $\exists_{\text{r}}$: Similar to Case $\forall_{\text{r}}$.

If $r$ does not require eigenvariables, we apply the I.H. on all of the premise of $r$ since they have proofs of height strictly less than $n + 1$ and we conclude $s[u/c]$ by reapplying $r$.

Lemma 29. If $\vdash s_{\text{r}} \vdash s_{\text{c}}[u/c]$ then $\vdash s_{\text{r}} \vdash s_{\text{c}}[u/c]$.

Proof. By induction on the height $h$ of a proof $\Pi$ of $\Gamma \vdash \Delta$. For $h = 0$, it is immediate that when $\Gamma \vdash \Delta$ is an axiom, then so is $\Gamma, \Gamma' \vdash \Delta, \Delta'$. For $h = n + 1$, let $r$ be the last rule applied in $\Pi$. If $r$ is not $\forall_{\text{r}}$ or $\forall_{\text{r}}$, we apply the I.H. on the premise of $r$ and conclude by reapplying $r$. Otherwise, we first use Lemma 28 to replace the eigenvariables in all of the eigenvariables of $r$ with variables not occurring in $\Gamma \cup \Gamma' \cup \Delta \cup \Delta'$ and then apply the I.H. to the modified premise before concluding with a new instance of $r$.

Lemma 30. All $L_{\text{ISCI}}^{2}$ rules are height preserving invertible.

Proof. A $k$-ary proof rule $r$ with premise $s_1 \ldots s_k$ and conclusion $s$ is height preserving invertible if $\vdash s_{\text{r}} \vdash s_{\text{c}}$ implies $\vdash s_{\text{r}} \vdash s_{\text{c}}$ for all $1 \leq i \leq k$. Let $s = \Gamma \vdash \Delta$. Since proof rules are non-destructive, each premise $s_i$ can be represented as $\Gamma_i, \Gamma_i' \vdash \Delta, \Delta_i$, where $\Gamma_i, \Delta_i$ are the active parts of $r$. If $k = 0$ (for axioms), the result is immediate. Otherwise, if we have a proof $\Pi$ of $s$, then by Lemma 29, we have a proof $\Pi_i$ of $s_i$ such that $h(\Pi_i) \leq h(\Pi)$. □
Lemma 31. If \( \Gamma(A : x, A : y) \vdash \Delta \) and \( x \subseteq y \) then \( \Gamma(A : x) \vdash \Delta \). Similarly, if \( \Gamma(A : x, A : y) \vdash \Delta(A : x) \) and \( y \subseteq x \) then \( \Gamma(A : x) \vdash \Delta(A : x) \).


Lemma 32. If \( \Pi \) is a proof of either \( \Gamma, A : x \vdash \Delta \), or \( \Gamma \vdash \Delta, A : x \), in which \( A : x \) is never principal for any sequent in \( \Pi \), then there exists a proof \( \Pi' \) of \( \Gamma \vdash \Delta \) such that \( h(\Pi') \leq h(\Pi) \).

Proof. By induction on the height of the proof \( \Pi \) deleting all occurrences of \( A : x \).

Theorem 33 (Cut elimination). The cut rule is admissible in \( \text{L}^{\text{DCS}} \).

Proof. Our proof follows the pattern given in [10] or in [8] for Boolean BI. We define the cut rank of (an instance) of the cut rule as the pair \( (|C|, h(\Pi_1) + h(\Pi_2)) \), where \( C \) is the cut formula and \( \Pi = (1, 2) \) is the proof whose conclusion is the sequent \( s_i \) corresponding to the \( i \)-th premiss above the cut. For the base case we consider that one of the premisses has a proof of height 0. For the inductive step, we distinguish three cases: \( C : z \) is not principal in \( s_1 \), \( C : z \) is principal only in \( s_1 \), \( C : z \) is principal in both \( s_1 \) and \( s_2 \). We only do a few illustrative or difficult cases. More cases are given in the appendix (see Theorem 43).

Cases \( n_1, L, p_1, L, p_2, L, C : z \) is principal in both \( s_1 \) and \( s_2 \), \( C \) has the form \( A \vee B, z \subseteq y \).

We first use a cut on \( A \vee B : z \) of strictly lower cut height to get the following proof:

We apply Lemma 28 on \( \Pi_2 \) with \([\emptyset/a]\) and on \( \Pi_2' \) with \([\emptyset/b]\) to get:

We apply Lemma 31 on \( \Pi_4 \) and \( \Pi_5 \) to get:

We use two cuts on \( A \vee B : z \) of strictly lower cut height to get \( \Pi_6, \Pi_7 \), which are finally combined with \( \Pi_3 \) to obtain a proof with two cuts on strictly smaller formulas.
Even restricted to the simple case of intuitionistic logic, the termination of a labelled proof system is not straightforward. A problem is the rules $\exists_L$ and $\forall_R$ (called $\beta$-rules) can be used several times as long as there are yet untried labels satisfying their requirements. Combined with the fact that the rules $\exists_L$ and $\forall_L$ (called $\alpha$-rules) require the systematic introduction of fresh singleton labels, the proof-search process might degenerate into the construction of infinite branches when there are $\alpha$-formulas in the scope of $\beta$-formulas.

Let us assume a globally fixed\footnote{The use of a globally fixed indexing function is just for technical convenience. One could also associate each derivation with a partial indexing function defined only on the formulas occurring in that derivation.} total injective indexing function $i : F \times \mathbb{N} \rightarrow L$ that given a formula $A$ and an index $n$ maps the pair $(A, n)$ to the singleton label denoted $i_A^n$. We define $L_{ISCI}^2$ as the labelled proof system obtained from $L_{ISCI}^2$ in which the eigenvariable requirements are dropped by replacing the $\alpha$-rules of Figure 4 with the following ones:

\[
\frac{\Gamma, A : i_A^n \vdash B : x \cup i_{A,B}}{\Gamma \vdash A \triangleright B : x} \quad \exists_L
\]

\[
\frac{\Gamma, A : x \cup i_{A,B} \vdash \Delta, C : y \cup i_{C,B} \quad \Gamma, B : x \cup i_{A,B} \vdash \Delta, C : y \cup i_{C,B} \quad \forall_L(x \subseteq y)}{\Gamma(A \lor B : x) \vdash \Delta(C : y)}
\]

\begin{enumerate}
\item[$\triangleright$] \textbf{Theorem 34.} If $\vdash_{L_{ISCI}^2} A$ then $\vdash_{L_{ISCI}^2} A$.
\end{enumerate}

\begin{proof}
By induction on the height of the $L_{ISCI}^2$ proof of $A$.
\end{proof}

### 6.1 Validity of the Replacement Law for ISCI

\begin{enumerate}
\item[$\triangleright$] \textbf{Lemma 35.} Let $A, B, C$ be formulas and let $C[A \rightarrow B]$ be the formula obtained from $C$ by simultaneously replacing all occurrences of $A$ in $C$ with $B$. Then, the formula $(C \approx B) \vdash (C \approx C[A \rightarrow B])$ is valid in Beth semantics.
\end{enumerate}

\begin{proof}
Let $\mathcal{M}$ be a Beth model and $m$ be a world such that $m \models A \approx B$. If $C$ does not contain any occurrence of $A$ then $C[A \rightarrow B] = C$ and condition $\mathcal{M}_{\equiv_1}$ of Definition 3 then implies $m \models C \approx C$. If $C$ contains at least one occurrence of $A$, let $d(F, C)$ denote the depth at which a subformula $F$ is nested in $C$. We proceed by induction on the depth of $F$. 

\[d(F, C) = \begin{cases} 0 & \text{if } F = A \approx B \\ d(G, C) + 1 & \text{if } F = G \lor H \\ d(G, C) + 1 & \text{if } F = G \land H \\ 0 & \text{if } F = C \approx C[A \rightarrow B] \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \theta \\ d(G, C) + 1 & \text{if } F = \forall x \exists y \theta \\ d(G, C) + 1 & \text{if } F = \forall x \forall y \theta \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \exists z \theta \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \exists z \forall w \theta \\ d(G, C) + 1 & \text{if } F = \forall x \exists y \exists z \exists w \theta \\ d(G, C) + 1 & \text{if } F = \vdash_{L_{ISCI}^2} A
\end{cases}\]

\[d(F, C) = \begin{cases} 0 & \text{if } F = A \approx B \\ d(G, C) + 1 & \text{if } F = G \lor H \\ d(G, C) + 1 & \text{if } F = G \land H \\ 0 & \text{if } F = C \approx C[A \rightarrow B] \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \theta \\ d(G, C) + 1 & \text{if } F = \forall x \exists y \theta \\ d(G, C) + 1 & \text{if } F = \forall x \forall y \theta \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \exists z \theta \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \exists z \forall w \theta \\ d(G, C) + 1 & \text{if } F = \forall x \exists y \exists z \exists w \theta \\ d(G, C) + 1 & \text{if } F = \vdash_{L_{ISCI}^2} A
\end{cases}\]

\[d(F, C) = \begin{cases} 0 & \text{if } F = A \approx B \\ d(G, C) + 1 & \text{if } F = G \lor H \\ d(G, C) + 1 & \text{if } F = G \land H \\ 0 & \text{if } F = C \approx C[A \rightarrow B] \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \theta \\ d(G, C) + 1 & \text{if } F = \forall x \exists y \theta \\ d(G, C) + 1 & \text{if } F = \forall x \forall y \theta \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \exists z \theta \\ d(G, C) + 1 & \text{if } F = \exists x \forall y \exists z \forall w \theta \\ d(G, C) + 1 & \text{if } F = \forall x \exists y \exists z \exists w \theta \\ d(G, C) + 1 & \text{if } F = \vdash_{L_{ISCI}^2} A
\end{cases}\]
\[ d = \min \{ d(A, C) \mid A \in C \} \] of the least deeply nested occurrence(s) of \( A \) in \( C \) (e.g., if \( C = (A \lor D) \land (A \lor B) \land A \) then \( d = 2 \)). The base case is when \( d = 0 \), i.e., when \( C = A \). Therefore, we only need to consider the principal and active parts of each rule. For the inductive case, \( C \) is of the form \( C_1 \otimes C_2 \), where \( \otimes \) is a binary connective. We assume as an I.H. that the property holds for all formulas \( C \) and all \( d' \) such that \( 0 \leq d' < d \). By definition of a substitution, \( (C_1 \otimes C_2)[A \mapsto B] = C_1[A \mapsto B] \otimes C_2[A \mapsto B] \). For \( C_1 \in \{ C_1, C_2 \} \), if \( A \) does not occur in \( C_1 \) then \( C_1[A \mapsto B] = C_1 \). Thus, \( m \models C_1[A \mapsto B] \) by condition \( M_{25} \) of Definition 3. Otherwise, if \( A \) occurs in \( C_1 \) then \( m \models C_1[A \mapsto B] \) by I.H. Hence, by condition \( M_{24} \) of Definition 3, we get \( (C_1 \otimes C_2) \approx (C_1[A \mapsto B] \otimes C_2[A \mapsto B]) \).

**Lemma 36.** If \( m \models A \approx B \) then for all formulas \( C \), \( m \models C[A \mapsto B] \).  

**Proof.** By Lemma 35, if \( m \models A \approx B \) then \( m \models C \approx D \), where \( D = C[A \mapsto B] \). By symmetry of \( \approx \), \( m \models C \approx D \) implies \( m \models D \approx C \). Therefore, by condition \( M_{25} \) of Definition 3, we get both \( m \models D \supset C \) and \( m \models C \supset D \). Consequently, if \( m \models C \), then \( m \models D \supset C \) implies \( m \models D \). Conversely, if \( m \models D \), then \( m \models D \supset C \) implies \( m \models C \).

### 6.2 Liberalized Soundness

To show that \( \mathcal{L}_{\text{SCI}}^2 \) is sound even in the absence of the eigenvariable condition, we take advantage of the completeness of ISCI w.r.t. regular Beth models (Theorem 14) by semantically interpreting (realizing) the unique index \( i_x \) of a formula \( A \) by an \( A \)-minimal world.

**Definition 37 (Realization).** Let \( \mathcal{M} \) be a regular Beth model. Let \( s = \Gamma \vdash \Delta \) be a labelled sequent. A realization of \( s \) in \( \mathcal{M} \) is a partial function \( \rho : L \to \mathcal{M} \) such that:

- \( \rho(\emptyset) = \omega \), \( \rho(\emptyset) = \pi \), \( \rho(\pi^{\subseteq \{1,2\}}_{\rho}) = m_{\Lambda_n} \) for all \( \rho^{\subseteq \{1,2\}} \subseteq s \) and \( \rho(x \cup y) = \rho(x) \cup \rho(y) \),
- for all \( x, y \subseteq \Gamma \), if \( x \subseteq y \) then \( \rho(x) \leq \rho(y) \) holds in \( \mathcal{M} \),
- for all \( A : x \in \Gamma \), \( \rho(x) \vdash A \) and for all \( A : x \in \Delta \), \( \rho(x) \not\vdash A \).

A sequent \( s \) is realizable in \( \mathcal{M} \) if there exists a realization of \( s \) in \( \mathcal{M} \), and realizable if it is realizable in some regular Beth model \( \mathcal{M} \).

**Lemma 38.** If the sequent \( s = \Gamma \vdash \Delta \) is an initial sequent in an \( \mathcal{L}_{\text{SCI}}^2 \)-proof, i.e., a leaf sequent that is the conclusion of a zero-premiss rule, then \( s \) is not realizable.

**Proof.** If \( s \) is realizable, then we have a realization \( \rho \) of \( s \) in some regular Beth model \( \mathcal{M} \). We proceed by case analysis on the zero-premiss rule of which \( s \) is the conclusion.

**Case Id:** \( s = \Gamma, A : x \vdash \Delta, A : y \) with \( x \subseteq y \), which implies the contradiction \( \rho(y) \not\vdash A \) since \( \rho(x) \leq \rho(y) \) and \( \rho(x) \vdash A \) imply \( \rho(y) \vdash A \) by Kripke monotonicity.

**Case \( \bot_L \):** \( s = \Gamma, \bot \vdash \Delta, A : y \) with \( x \subseteq y \), which implies the contradiction \( \rho(y) \not\vdash A \) since \( \rho(x) = \rho(y) = \pi \) and \( \pi \vdash A \) for all \( A \).

**Case \( \approx_R \):** \( s = \Gamma \vdash \Delta, A \approx \lambda : x \), which implies the contradiction \( \rho(x) \not\vdash A \approx \lambda \).

**Lemma 39.** Every proof rule in \( \mathcal{L}_{\text{SCI}}^2 \) preserves realizability in regular Beth models.

**Proof.** By case analysis of the proof rules of \( \mathcal{L}_{\text{SCI}}^2 \). We show that whenever the conclusion of a rule is realizable in some regular model \( \mathcal{M} \) for some realization \( \rho \), then at least one of its premise is also realizable in \( \mathcal{M} \) for some extension of \( \rho \). We write \( s = \Gamma \vdash \Delta \) for the sequent which is the conclusion of the rule and \( s_i = \Gamma_i \vdash \Delta_i \) for the \( i \)-th premiss (for \( i \in \{1,2\} \)). Since \( \rho \) realizes both \( \Gamma \) and \( \Delta \) in \( s \), \( \rho \) also realizes \( \Gamma_i \) and \( \Delta_i \) in \( s_i \) since \( \Gamma_i \subseteq \Gamma \) and \( \Delta_i \subseteq \Delta \). Therefore, we only need to consider the principal and active parts of each rule.
Case $\forall L$: If $\rho$ realizes $s = \Gamma(A \lor B : x) \vdash \Delta(C : y)$ in $\mathcal{M}$, then $\rho(x) \models A \lor B$ implies that there exist $n_1, n_2 \in \mathbb{M}$ such that $n_1 \cap n_2 \leq \rho(x)$, $n_1 \models A$ and $n_2 \models B$. Moreover, $a = i_{x \lor y}$ and $b = i_{x \lor y}$. If $\rho(a)$ is already defined then $\rho(a) = m_A$ by definition. Otherwise, we extend $\rho$ by setting $\rho(a) = m_A$. We proceed similarly for $\rho(b)$ to get $\rho(b) = m_B$. Since $m_A$ is $A$-minimal, we get $m_A \leq n_1$ and $\rho(x) \lor \rho(a) \models A$. Similarly, since $m_B$ is $B$-minimal, we get $m_B \leq n_2$ and $\rho(x) \lor \rho(b) \models B$. Moreover, $m_A \leq n_1$ and $m_B \leq n_2$ imply $m_A \cap m_B \leq n_1 \cap n_2$. Thus, $x_a \cap x_b = x$ implies $(\rho(x) \lor \rho(a)) \cap (\rho(x) \lor \rho(b)) = \rho(x)$. Now if both $\rho(y) \lor \rho(a) \models C$ and $\rho(y) \lor \rho(b) \models C$ then, since $\mathcal{M}$ is a regular Beth model, there exists a $C$-minimal world $m_C$. Thus, $m_C \leq \rho(y) \lor \rho(a)$ and $m_C \leq \rho(y) \lor \rho(b)$, which implies $m_C \leq (\rho(y) \lor \rho(a)) \cap (\rho(y) \lor \rho(b)) = \rho(y)$. Hence, $\rho(y) \models C$, which is a contradiction since $\rho(y) \models C$ by definition. Therefore, either $\rho(y) \lor \rho(a) \models C$ and $s_1$ is realizable, or $\rho(y) \lor \rho(b) \models C$ and $s_2$ is realizable.

Case $\forall R$: If $\rho$ realizes $s = \Gamma \vdash \Delta(A \lor B : x)$ then $\rho(x) \not\models A \lor B$. Suppose that $\mathcal{M}$ is regular there exists an $A$-minimal world $m_A$. Since $m_A \models A$ and $\pi \models B$ by definition, we have $m_A \cap \pi = m_\rho \leq \rho(x)$ which implies the contradiction $\rho(x) \models A \lor B$. Similarly, if $\rho(x) \models B$ we also get the contradiction $\rho(x) \models A \lor B$. Hence, $s_1$ is realizable.

Case $\approx_{\forall L R}$: This case directly follows from Lemma 36.

The other cases are similar.

---

**Theorem 40 (Liberalized soundness).** If $\vdash L^{\approx}_{\text{SCI}} A$ then $\vDash A$.

**Proof.** Suppose that $\vdash L^{\approx}_{\text{SCI}} A$, then there exists an $L^{\approx}_{\text{SCI}}$-proof $\Pi$ of $\vdash A : \emptyset$. If $\not\vDash A$, then there is a regular Beth model $\mathcal{M}$ such that $\omega \not\vDash A$. Since $\vdash A : \emptyset$ is trivially realizable, Lemma 39 implies that $\Pi$ contains a branch the sequents of which are all realizable. Since $\Pi$ is a proof, this branch ends with an initial sequent $s$ that is the conclusion of an axiom rule. Lemma 38 then implies that $s$ is not realizable, which is a contradiction. Therefore, $\vDash A$.

---

### 6.3 Termination and Decidability

Giving a full-fledged proof that $L^{\approx}_{\text{SCI}}$ is a terminating proof-system is out of the scope of this paper as it would require a detailed proof-search algorithm with a well defined proof strategy. Moreover, since $L^{\approx}_{\text{SCI}}$ proof rules as formulated non-destructively, we would also need a suitable notion of (sequent) saturation to decide whether a labelled formula is fully analyzed or not. For instance, an occurrence of $A \land B : x$ on the left-hand side of a sequent $\Gamma \vdash \Delta$ would be considered fully analyzed whenever $A : y$ and $B : z$ occur in $\Gamma$ for some labels $y, z$ such that $y, z \subseteq x$. We now sketch the proof that $L^{\approx}_{\text{SCI}}$ has a finite proof search space.

**Theorem 41 (Termination).** $L^{\approx}_{\text{SCI}}$ is a terminating proof system.

**Proof sketch.** Firstly, without any eigenvariable requirements, only finitely many singleton labels can occur in an $L^{\approx}_{\text{SCI}}$ derivation of $A$. Since labels occurring in an $L^{\approx}_{\text{SCI}}$ derivation of $A$ are finite unions of singleton labels, there can only be finitely many of them. Secondly, let $n = \lvert A \rvert$ and let $At(A)$ be the set of propositional letters occurring in $A$. It is easy to see that the active formula introduced by an instance of the rule $\approx_{\forall L R}$ has a size $m \leq n$ and is built using only atoms in $At(A)$ (this can be viewed as a weak form of subformula property). There can only be finitely many formulas of size $\leq n$ built from $At(A)$. Finally, with a finitely many subformulas and labels, one can only generate a finite number of labelled formulas. Therefore, only finitely many unsaturated labelled sequents can occur in a $L^{\approx}_{\text{SCI}}$ derivation of $A$. Thus, the proof search space for $\vdash A : \emptyset$ in $L^{\approx}_{\text{SCI}}$ is finite.

**Corollary 42 (Decidability).** $\text{SCI}$ is a decidable logic.
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A Appendix

A.1 Cut Elimination

▶ *Theorem 43* (Cut elimination). The cut rule is admissible in \( \text{LSec}_{\text{ISCI}} \).

**Proof.** Our proof follows the pattern given in [10] or in [8] for Boolean BI. We define the cut rank of (an instance) of the cut rule as the pair \( (|C|, h(\Pi_1) + h(\Pi_2)) \), where \( C \) is the cut formula and \( \Pi_{i\in\{1,2\}} \) is the proof whose conclusion is the sequent \( s_i \) corresponding to the \( i \)-th premiss above the cut. For the base case we consider that one of the premiss of the cut has a proof of height 0. For the inductive step, we distinguish three cases: \( C:z \) is not principal in \( s_1 \), \( C:z \) is principal only in \( s_1 \), \( C:z \) is principal in both \( s_1 \) and \( s_2 \).

**Case** \( n_1.\text{id} \): \( s_1 \) is the conclusion of \( \text{id} \), \( C:z \) is not principal in \( s_1 \), \( x \subseteq y \).

\[
\frac{\Gamma(A:x) \vdash \Delta(A:y), C:z \quad \Pi_2 \quad \Pi_2 \vdash \Delta}{\Gamma(A:x) \vdash \Delta(A:y)} \quad \text{cut} \quad \frac{\Gamma(A:x) \vdash \Delta(A:y) \quad \text{id}}{\Gamma(A:x) \vdash \Delta(A:y)} \quad \text{id}
\]

**Case** \( p_1.\text{id} \): \( s_1 \) is the conclusion of \( \text{id} \), \( C:z \) is principal in \( s_1 \), \( x \subseteq z \).

\[
\frac{\Gamma(C:x) \vdash \Delta, C:z \quad \Pi_2 \quad \Pi_2 \vdash \Delta}{\Gamma(C:x) \vdash \Delta} \quad \text{cut} \quad \frac{\Gamma(C:x) \vdash \Delta \quad \Pi_2 \text{ from Lemma 31}}{\Gamma(C:x) \vdash \Delta}
\]
Case n2.id: s₂ is the conclusion of id, C : z is not principal in s₂. Similar to Case n1.id.
Case p2.id: s₂ is the conclusion of id, C : z is principal in s₂. Similar to Case p1.id.
Case n1.⊥L: s₁ is the conclusion of ⊥L, C : z is not principal in s₁, x ⊆ y.
\[
\Gamma(\perp:x) \vdash \Delta(A:y), C : z \quad \vdash \quad C : z, \Gamma \vdash \Delta \\
\Gamma(\perp:x) \vdash \Delta(A:y)
\]
\[\vdash \quad \Gamma(\perp:x) \vdash \Delta(A:y) \quad \text{cut} \]
Case p₁.⊥L: s₁ is the conclusion of ⊥L, C : z is principal in s₁, x ⊆ z.
\[
\Gamma(\perp:x) \vdash \Delta, C : z \quad \vdash \quad C : z, \Gamma \vdash \Delta \\
\Gamma(\perp:x) \vdash \Delta
\]
\[\vdash \quad \Gamma(\perp:x) \vdash \Delta(A:u) \quad \text{cut} \]
Case n₂.⊥L: s₂ is the conclusion of ⊥L, C : z is not principal in s₂. Similar to Case n₁.⊥L.
Case p₂.⊥L: s₂ is the conclusion of ⊥L, C : z is principal in s₂. Similar to Case p₁.⊥L.
Case n₁.≈R: s₁ is the conclusion of ≈R, C : z is not principal in s₁.
\[
\Gamma \vdash \Delta \quad \Pi_2 \\
\vdash \quad \Pi_2 \vdash \Delta(\approx A:x), C : z \quad \approx \quad \Pi_2 \vdash \Delta(\approx A:y)
\]
\[\vdash \quad \Pi_2 \vdash \Delta(\approx A:y) \quad \text{cut} \]
Case p₁.≈R: s₁ is the conclusion of ≈R, C : z is principal in s₁. Then, C has the form A ≈ A for some A. Since A ≠ A is not satisfiable, A ≈ A : x can never be the principal formula of an occurrence of ≈LR in Π₂. Therefore, the only way for A ≈ A : x to be principal in Π₂ is if s₂ is the conclusion of an occurrence of id, which then implies that Δ contains an occurrence of A ≈ A : y for some x ⊆ y. In this case, we have
\[
\Gamma \vdash \Delta, A \approx A : x \quad \Pi_2 \\
\vdash \quad \Pi_2 \vdash \Delta(\approx A : y) \quad \text{cut} \]
\[\vdash \quad \Gamma \vdash \Delta(\approx A : y) \quad \text{cut}
\]
Otherwise, A ≈ A : x is never principal in Π₂ and we apply Lemma 32 on Π₂ to get a proof Π₂' of Γ ⊢ Δ as follows
\[
\Gamma \vdash \Delta, A \approx A : x \quad \Pi_2 \\
\vdash \quad \Pi_2 \vdash \Delta(\approx A : y) \quad \text{cut} \]
\[\vdash \quad \Pi_2' \text{ from Lemma 32}
\]
Case n₂.≈R: s₂ is the conclusion of ≈R, C : z is not principal in s₂. Similar to Case n₁.≈R.
\[
\Pi_1 \\
\vdash \quad \Pi_1 \vdash \Delta(\approx A : x) \quad \text{cut} \]
\[\vdash \quad \Gamma \vdash \Delta(\approx A : x) \quad \text{cut}
\]
Case p₂.≈R: cannot happen (A ≈ A : z on the left-hand side cannot be principal for ≈R).
Case n₁.r₁: C : z is not principal in s₁, r is a rule with one premiss and active parts Γ', Δ'.
\[
\Pi_1 \\
\vdash \quad \Pi_1' \vdash \Delta(\approx A : x) \quad \text{cut} \]
\[\vdash \quad \Pi_1' \vdash \Delta(\approx A : x) \quad \text{cut}
\]
\[\vdash \quad \Gamma(\perp:x) \vdash \Delta(\approx A : x) \quad \text{cut}
\]
The rank of the new cut is (|C|, h(Π₁) + h(Π₂)), which is strictly lower than the rank (|C|, 1 + h(Π₁) + h(Π₂)) of the original cut.
Case $p_{12}.r_1$: $C : z$ is only principal in $s_1$, $r$ is a rule with one premise and active parts $\Gamma', \Delta'$. Similar to Case $n_1.r_1$.

\[
\begin{array}{c}
\Pi_1 \\
\Gamma \vdash \Delta, C : z \\
\end{array}
\quad
\begin{array}{c}
\Pi_2 \\
\Pi_1' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\quad
\begin{array}{c}
\Pi_1' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta', C : z \\
\end{array}
\quad
\begin{array}{c}
\Pi_3 \\
\Pi_3' \\
\Pi_3' \Pi_3 \\
\end{array}
\quad
\begin{array}{c}
\Pi_3' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\]

$\Gamma \vdash \Delta$ cut

The rank of the new cut is $(|C|, h(\Pi_1') + h(\Pi_2))$, which is strictly lower than the rank $(|C|, h(\Pi_1) + h(\Pi_2) + 1)$ of the original cut.

Case $n_1.r_2$: $C : z$ is not principal in $s_1$, $r$ is a rule with two premises and active parts $\Gamma', \Delta'$ in the first premise and $\Gamma'', \Delta''$ in the second one. We apply Lemma 29 twice on $\Pi_2$ to get $\Pi_2'$ and $\Pi_2''$.

\[
\begin{array}{c}
\Pi_1 \\
\Pi_1' \\
\Pi_1' \Pi_2 \\
\Pi_2 \\
\Pi_2' \\
\Pi_2' \Pi_2'' \\
\Pi_2'' \\
\end{array}
\quad
\begin{array}{c}
\Pi_3 \\
\Pi_3' \\
\Pi_3' \Pi_3 \\
\end{array}
\quad
\begin{array}{c}
\Pi_3' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\]

$\Gamma \vdash \Delta$ cut

The ranks $(|C|, h(\Pi_1') + h(\Pi_2))$ and $(|C|, h(\Pi_1'') + h(\Pi_2''))$ of the two new cuts are strictly lower than the rank $(|C|, 1 + \max(h(\Pi_1'), h(\Pi_1'')) + h(\Pi_2))$ of the original cut.

Case $p_{12}.r_2$: $C : z$ is only principal in $s_1$, $r$ is a rule with two premises and active parts $\Gamma', \Delta'$ in the first premise and $\Gamma'', \Delta''$ in the second one. We apply Lemma 29 twice on $\Pi_1$ to get $\Pi_1'$ and $\Pi_1''$. Similar to Case $n_1.r_2$.

\[
\begin{array}{c}
\Pi_1 \\
\Pi_1' \\
\Pi_1' \Pi_2 \\
\Pi_2 \\
\Pi_1'' \\
\Pi_1'' \Pi_2 \\
\Pi_2 \\
\Pi_1'' \Pi_2'' \\
\Pi_2'' \\
\end{array}
\quad
\begin{array}{c}
\Pi_3 \\
\Pi_3' \\
\Pi_3' \Pi_3 \\
\end{array}
\quad
\begin{array}{c}
\Pi_3' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\]

$\Gamma \vdash \Delta$ cut

The ranks $(|C|, h(\Pi_1') + h(\Pi_1''))$ and $(|C|, h(\Pi_1'') + h(\Pi_1))$ of the two new cuts are strictly lower than the rank $(|C|, h(\Pi_1) + \max(h(\Pi_1'), h(\Pi_1'')) + 1)$ of the original cut.

Case $p_{1}.\wedge_R p_{2}, \wedge_L$: $C : z$ is principal in both $s_1$ and $s_2$, $C$ has the form $A \land B$.

\[
\begin{array}{c}
\Pi_1 \\
\Pi_2 \\
\Pi_2' \\
\Pi_3 \\
\end{array}
\quad
\begin{array}{c}
\Pi_3' \\
\Pi_3' \Pi_2 \\
\Pi_2' \\
\end{array}
\quad
\begin{array}{c}
\Pi_3' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\quad
\begin{array}{c}
\Pi_3' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\]

$\Gamma \vdash \Delta$ cut

We use three cuts on $A \land B : z$ of strictly lower cut height to get the following proofs:

\[
\begin{array}{c}
\Pi_3 \\
\Pi_3' \\
\Pi_3' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\quad
\begin{array}{c}
\Pi_3' \Pi_2 \\
\Pi_2' \\
\Pi_2' \Gamma, \Gamma' \vdash \Delta, \Delta' \\
\end{array}
\]

$\Gamma \vdash \Delta$ cut
We construct the following proof using two cuts on strictly smaller formulas:

\[
\Pi_1 \left\{ \begin{array}{c}
\Pi_1' \text{ from Lemma } 29 \\
\Pi_2' \text{ from Lemma } 29 \\
\Pi_3 \text{ from Lemma } 29
\end{array} \right. \\
\frac{\Gamma \vdash \Delta, B : z, A \wedge B : z}{A \wedge B : z, \Gamma \vdash \Delta, B : z} \text{ cut}
\]

\[
\Pi_2 \left\{ \begin{array}{c}
\Pi_1' \text{ from Lemma } 29 \\
\Pi_2' \text{ from Lemma } 29 \\
\Pi_3 \text{ from Lemma } 29
\end{array} \right. \\
\frac{\Gamma \vdash \Delta, A : z, A \wedge B : z}{A \wedge B : z, \Gamma \vdash \Delta, A : z} \text{ cut}
\]

We first apply Lemma 28 on \( \Pi_1 \) to replace \( \alpha \) with \( x \).

\[
\Pi_3
\frac{A : x, B : z \cup x}{\Gamma \vdash \Delta, A \supset B : z \cup x}
\]

We then apply Lemma 29 on \( \Pi_1 \) to get \( \Pi_1' \) :

\[
\Pi_1'
\frac{A : a, \Gamma \vdash \Delta, B : z \cup a}{\Gamma \vdash \Delta, A \supset B : z \cup a, A : x}
\]

We combine \( \Pi_1' \) and \( \Pi_2' \) to get the following proof with a cut of strictly lower cut height:

\[
\Pi_4 \left\{ \begin{array}{c}
\Pi_1' \text{ from Lemma } 29 \\
\Pi_2' \text{ from Lemma } 29 \\
\Pi_3 \text{ from Lemma } 29
\end{array} \right. \\
\frac{A : a, \Gamma \vdash \Delta, B : z \cup a, A : x}{\Gamma \vdash \Delta, A : x, A \supset B : z} \text{ cut}
\]

We combine \( \Pi_1'' \) and \( \Pi_2' \) to get the following proof with a cut of strictly lower cut height:

\[
\Pi_4'
\frac{\Gamma \vdash \Delta, B : z \cup x, A : x}{A : a, \Gamma, B : z \cup x \vdash \Delta, B : z \cup a}
\]
We finally cut on strictly smaller formulas:

\[
\begin{array}{c}
\Pi'_4 \\
\Pi'_3 \\
\Pi'_5
\end{array}
\]

We finally cut on strictly smaller formulas:
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Abstract
A linear inference is a valid inequality of Boolean algebra in which each variable occurs at most once on each side. Equivalently, it is a linear rewrite rule on Boolean terms that constitutes a valid implication. Linear inferences have played a significant role in structural proof theory, in particular in models of substructural logics and in normalisation arguments for deep inference proof systems.

Systems of linear logic and, later, deep inference are founded upon two particular linear inferences, switch: $x \land (y \lor z) \to (x \land y) \lor z$, and medial: $(w \land x) \lor (y \land z) \to (w \lor y) \land (x \lor z)$. It is well-known that these two are not enough to derive all linear inferences (even modulo all valid linear equations), but beyond this little more is known about the structure of linear inferences in general. In particular despite recurring attention in the literature, the smallest linear inference not derivable under switch and medial (“switch-medial-independent”) was not previously known.

In this work we leverage recently developed graphical representations of linear formulae to build an implementation that is capable of more efficiently searching for switch-medial-independent inferences. We use it to find two “minimal” 8-variable independent inferences and also prove that no smaller ones exist; in contrast, a previous approach based directly on formulae reached computational limits already at 7 variables. One of these new inferences derives some previously found independent linear inferences. The other exhibits structure seemingly beyond the scope of previous approaches we are aware of; in particular, its existence contradicts a conjecture of Das and Strassburger.

1 Introduction

A linear inference is a valid implication $\varphi \rightarrow \psi$ of Boolean logic, where $\varphi$ and $\psi$ are linear, i.e. each variable occurs at most once in each of $\varphi$ and $\psi$. Such implications have played a crucial role in many areas of structural proof theory. For instance the inference switch,

$$s : x \land (y \lor z) \to (x \land y) \lor z$$

governs the logical behaviour of the multiplicative connectives $\otimes$ and $\otimes$ of linear logic [16], and similarly the inference medial,
Theorem 1.1.  The following inference holds:
\[ m : \ (w \land x) \lor (y \land z) \to (w \lor y) \land (x \lor z) \]

together with the structural rules weakening and contraction, governs the logical behaviour of the additive connectives \( \oplus \) and \( \& \) [26, 27]. Both of these inferences are fundamental to deep inference proof theory, in particular allowing weakening and contraction to be reduced to atomic form [6, 5], thereby admitting elegant “geometric” proof normalisation procedures based on atomic flows [18, 19]. One particular feature of these normalisation procedures is that they are robust under the addition of further linear inferences to the system, thanks to the atomisation of structural steps.

On the other hand the set of all linear inferences \( L \) plays an essential role in certain models of linear logic and related substructural logics. In particular, the multiplicative fragment of Blass’ game semantics model of linear logic validates just the linear inferences (there called “binary tautologies”) [3], and this coincides too with the multiplicative fragment of Japaridze’s computability logic, cf., e.g., [20]. From a complexity theoretic point of view, the set \( L \) is sufficiently rich to encode all of Boolean logic: it is coNP-complete [30, 15].

It was recently shown by one of the authors, together with Strassburger, that, despite its significance, \( L \) admits no feasible\(^1\) axiomatisation by linear inferences unless coNP = NP [14, 15], resolving a long-standing open problem of Blass and Japaridze for their respective logics (see, e.g., [21]). From a Boolean algebra point of view, this means that the class of linear Boolean inequalities has no feasible basis (unless coNP = NP). From a proof theoretic point of view this means that any propositional proof system (in the Cook-Reckhow sense [8, 9], see also [22]) must necessarily admit some “structural” behaviour, even when restricted to proving only linear inferences (unless coNP = NP).

An immediate consequence of this result is that \( s \) and \( m \) above do not suffice to generate all linear inferences (unless coNP = NP), even modulo all valid linear equations.\(^2\) In fact, this was known before the aforementioned result, due to the identification of an explicit 36 variable inference in [30].\(^3\) Already in that work the question was posed whether such an inference was minimal, and since then the identification of a minimal \( \{ s, m \} \)-independent linear inference has been a recurring theme in the literature of this area.

It has been verified in [11] that a minimal \( \{ s, m \} \)-independent linear inference must be “non-trivial”, as long as we admit all true linear equations. Intuitively, “non-triviality” rules out pathological inferences such as \( x \land y \to x \lor y \) or \( x \land (y \lor z) \to x \lor (y \land z) \). For these inferences the variable, say, \( y \) is, in a sense, redundant; it turns out that they may be derived in \( \{ s, m \} \), modulo linear equations, from a smaller non-trivial “core”. We recall these arguments in Section 2.

Furthermore [11] identified a 10 variable linear inference that is not derivable by switch and medial (even under linear equations), which Strassburger conjectured was minimal [29]. Around the same time Šipraga attempted a computational approach, searching for independent linear inferences by brute force [31]. However, computational limits were reached already at 7 variables. In particular, every linear inference of up to 6 variables is already derivable by switch and medial, modulo linear equations; due to the aforementioned 10 variable inference, any minimal independent linear inference must have size 7, 8, 9, or 10.

\(^1\) By “feasible”, in this work, we always mean polynomial-time computable. This is a natural condition arising from proof theory [8, 9], and is also required for the result to be meaningful: it prevents us just taking the entire set \( L \) as an axiomatisation.

\(^2\) The valid linear equations are just associativity, commutativity, and unit laws, cf. [14, 15].

\(^3\) Strassburger refers to the inference as a “balanced tautology”, but like the “binary tautologies” of Blass and Japaridze, these are equivalent to linear inferences. In particular we recast Strassburger’s example as a bona fide linear inference in Section 3.1.
Since 2013 there have been significant advances in the area, in particular through the proliferation of graph-theoretic tools. Indeed, the interplay between formulae and graphs was heavily exploited for the aforementioned result of [14, 15]. Since then, multiple works have emerged in the world of linear proof theory that treat these graphs as “first class citizens”, comprising a now active area of research [23, 2, 1, 7].

Contribution
In this work we revisit the question of minimal \(\{s,m\}\)-independent linear inferences by exploiting the aforementioned recent graph theoretic techniques. Such an approach vastly reduces the computational resources necessary and, in particular, we are able to provide a conclusive result: the smallest \(\{s,m\}\)-independent linear inference has size 8. In fact there are two minimal such ones:

\[
(z \lor (w \land w')) \land ((x \land x') \lor ((y \lor y') \land z'))
\]
\[
\rightarrow (z \land (x \lor y)) \lor ((w \lor y') \land ((w' \land x') \lor z'))
\]

(1)

\[
((w \land w') \lor (x \land x')) \land ((y \land y') \lor (z \land z'))
\]
\[
\rightarrow (w \land y) \lor ((x \lor (w' \land z')) \land ((x' \land y') \lor z))
\]

(2)

We dedicate some discussion to each of these separately in Section 3.2, and include a manual verification of their soundness and \(\{s,m\}\)-independence in Appendix A, as a sanity check.

Our main contribution is an implementation that checks inference for \(\{s,m\}\)-derivability, which was able to confirm that all 7 variable linear inference are derivable from switch and medial. In fact we found (1) independently of the implementation presented in this paper.\(^5\)

Ultimately, we improved the implementation to run on inferences of size 8 too, and our inference (1) was duly found, as well as (2) above and its dual. One highlight of this find is that it exhibits a peculiar structural property that refutes Conjecture 7.9 from [15], as we explain in Section 3.2.2.

Our implementation [25] is split into a library and an executable, where the executable implements our search algorithm described in Section 5.2, and the library contains foundations for working with linear inferences using the graph theoretic techniques presented in Section 4. These are written in Rust and designed to be relatively fast while maintaining readability. Our intention is that this could form a reusable base for future investigations in the area, both for linear formulae and for the recent linear graph theoretic settings of [23, 2, 1, 7].

2 Preliminaries

Throughout this paper we shall work with a countably infinite set of variables, written \(x, y, z\) etc. A linear formula on a (finite) set of variables \(V\) is defined recursively as follows:

- \(\top\) and \(\bot\) are linear formulae on \(\emptyset\), the empty set of variables (called units or constants).
- \(x\) and \(\neg x\) are linear formulae on \(\{x\}\), for each variable \(x\).\(^6\)
- If \(\varphi\) is a linear formula on \(V_1\) and \(\psi\) is a linear formula on \(V_2\), with \(V_1 \cap V_2 = \emptyset\), then \(\varphi \lor \psi\) and \(\varphi \land \psi\) are linear formulae on \(V_1 \cup V_2\).

\(^4\) Minimal with respect to inter-derivability; unique up to associativity, commutativity, renaming of variables and De Morgan duality.

\(^5\) These two developments were respectively communicated via blog posts [24] and [13].

\(^6\) Note that the restriction of negation to only variables does not compromise expressivity, since the De Morgan laws preserve linearity on a set of variables.
A linear formula that does not contain $\top$ or $\bot$ is constant-free. A linear formula with no negated variables (i.e. formulas of form $\neg x$) is negation-free. Later in the paper, we will be able to restrict our search to inferences between constant-free negation-free formulae.

In what follows, we shall omit explicit consideration of variable sets, assuming that they are disjoint whenever required by the notation being used.

A relation $\sim$ on linear formulae is closed under contexts if for all $\phi, \psi, \chi$, we have:

\[
\phi \sim \psi \implies \phi \land \chi \sim \psi \land \chi \quad \phi \sim \psi \implies \phi \lor \chi \sim \psi \lor \chi
\]

An equivalence relation (on linear formulae) that is closed under contexts is called a (linear) congruence.

► **Definition 1** (Linear equations). Let $\sim_{ac}$ be the smallest congruence satisfying,

\[
\begin{align*}
\phi \lor \psi & \sim_{ac} \psi \lor \phi \\
\phi \land \psi & \sim_{ac} \psi \land \phi \\
\phi \land (\psi \land \chi) & \sim_{ac} (\phi \land \psi) \land \chi \\
\phi \lor (\psi \lor \chi) & \sim_{ac} (\phi \lor \psi) \lor \chi
\end{align*}
\]

$\sim_u$ is the smallest congruence satisfying:

\[
\begin{align*}
\phi \land \perp & \sim_u \perp \\
\phi \lor \perp & \sim_u \phi \\
\top \lor \phi & \sim_u \perp \\
\top \land \phi & \sim_u \perp \\
\top \land \perp & \sim_u \top \\
\top \lor \perp & \sim_u \top
\end{align*}
\]

$\sim_{acu}$ is the smallest congruence containing both $\sim_{ac}$ and $\sim_u$.

Note that we can have $\phi \sim_u \psi$ even when $\phi$ and $\psi$ have different sets of variables. Moreover, $\sim_u$ generates a unique normal form of linear formulae by maximally eliminating constants:

► **Proposition 2** (Folklore, e.g. [10]). Every formula is $\sim_u$-equivalent to a unique constant-free formula, or is equivalent to $\bot$ or $\top$.

► **Remark 3** (On logical equivalence). Clearly, if $\phi \sim_{acu} \psi$ then $\phi$ and $\psi$ are logically equivalent. In fact, for linear formulae, we also have a converse: two linear formulae $\phi$ and $\psi$ are logically equivalent if and only if $\phi \sim_{acu} \psi$ [14, 15]. This property follows from Proposition 2 above, the results of Section 2.2, and the graphical representation of linear formulae and their semantics in Section 4.

### 2.1 Linear inferences

A linear inference is just a valid implication $\phi \rightarrow \psi$ (with respect to usual Boolean semantics) where $\phi$ and $\psi$ are linear formulae. The left-hand side (LHS) and right-hand side (RHS) of a linear inference, generally speaking, need not be linear formulae on the same variables. Nonetheless we shall occasionally refer to linear inferences “on $V$” or “on $n$ variables”, assuming that the LHS and RHS are both linear formulae on some fixed $V$ with $|V| = n$.

There are two linear inferences we shall particularly focus on, due to their prevalence in structural proof theory. **Switch** is the following inference on 3 variables,

\[
s : x \land (y \lor z) \rightarrow (x \land y) \lor z
\]

and **medial** is the following inference on 4 variables:

\[
m : (w \land x) \lor (y \land z) \rightarrow (w \lor y) \land (x \lor z)
\]
We may compose switch and medial (and more generally an arbitrary set of linear inferences) to form new linear inferences by construing them as term rewriting rules. More generally, we will consider rewriting derivations modulo the equivalence relations \( \sim_{ac} \) and \( \sim_{acu} \) we introduced earlier. In the latter case, as previously mentioned, the underlying set of variables may change during a derivation, though Proposition 2 will later allow us to work with some fixed set of variables throughout \( \{s, m\} \) derivations.

► **Definition 4 (Rewriting).** We write \( \rightarrow_s \) and \( \rightarrow_m \) for the term rewrite systems generated by (4) and (5) respectively. I.e. \( \rightarrow_s \) and \( \rightarrow_m \) are the smallest relations satisfying (4) and (5), respectively, closed under substitution and contexts. Write \( \varphi \sim_{s} \psi \) if there are \( \varphi', \psi' \) s.t. \( \varphi \sim_{ac} \varphi' \rightarrow_m \psi' \sim_{ac} \psi \), and \( \varphi \sim_{su} \psi \) for the same with \( \sim_{ac} \) replaced by \( \sim_{acu} \). Define \( \sim_s, \sim_{su}, \sim_{ms}, \sim_{msu} \) similarly (in particular, \( \sim_{ms} = \sim_m \cup \sim_s \)).

We write \( \sim_{ms} \) for the reflexive transitive closure of \( \sim_{ms} \), and say \( \varphi \rightarrow \psi \) is \( \{s, m\}\)-derivable if \( \varphi \sim_{ms} \psi \). We may similarly write \( \varphi \sim_{s} \psi \) (or \( \varphi \sim_{ms} \psi \)), saying \( \varphi \rightarrow \psi \) is \( \{s\}\)-derivable (resp., \( \{m\}\)-derivable), and similarly for other sets of linear inferences.

Finally, we also write \( \sim_{msu} \) for the reflexive transitive closure of \( \sim_{msu} \), and say that \( \varphi \rightarrow \psi \) is \( \{s, m\}\)-derivable with units if \( \varphi \sim_{msu} \psi \). Similarly for \( \sim_{su}, \sim_{msu} \) and other sets of linear inferences.

Clearly, \( s \) and \( m \) are valid, so any derivation \( \varphi \sim_{msu} \psi \) comprises a linear inference.

► **Example 5 ("Mix").** Units can help us derive even constant-free linear inferences. For instance, mix: \( \varphi \land \psi \rightarrow \varphi \lor \psi \) is \( \{s, m\}\)-derivable with units:

\[
\varphi \land \psi \sim_{acu} (\bot \lor \psi) \rightarrow_s (\varphi \land \bot) \lor \psi \sim_{acu} (\top \lor \varphi) \rightarrow_s (\psi \land \top) \lor \varphi \sim_{acu} \varphi \lor \psi
\]

Note that mix is not derivable without using instances of \( \sim_u \).

► **Example 6 (Weakening and duality).** By setting \( \varphi = \top \) and \( \psi = \bot \) in Example 5, we have:

\[
\bot \sim_{acu} \top \land \bot \sim_{msu} \top \lor \bot \sim_{acu} \top
\]

Using this we may \( \{s, m\}\)-derive weakening, \( \varphi \rightarrow \varphi \lor \chi \), with units as follows:

\[
\varphi \sim_{acu} \varphi \lor (\bot \land \chi) \sim_{msu} \varphi \lor (\top \land \chi) \sim_{acu} \varphi \lor \chi
\]

Notice that \( \sim_{msu} \) is closed under De Morgan duality: If \( \varphi \sim_{msu} \chi \) and \( \bar{\varphi} \) and \( \bar{\chi} \) are obtained from \( \varphi \) and \( \chi \), respectively, by flipping each \( \lor \) to a \( \land \) and vice versa, then \( \bar{\chi} \sim_{msu} \bar{\varphi} \). This follows by direct inspection of \( s, m \) and each clause of \( \sim_{acu} \); indeed the same property holds for \( \sim_{ms} \) by the same reasoning. As a result, we also have that coweakening, \( \varphi \land \chi \rightarrow \varphi \), is \( \{s, m\}\)-derivable with units.

We are now able to state the main theorem of this paper:

► **Theorem 7.** Suppose \( \varphi \) is a linear formula over \( \mathcal{V}_1 \) and \( \psi \) is a linear formula over \( \mathcal{V}_2 \) and \( r : \varphi \rightarrow \psi \) is a linear inference. Then if \( |\mathcal{V}_1 \cap \mathcal{V}_2| \leq 7 \) we have that \( \varphi \sim_{msu} \psi \).

Furthermore, there is a valid linear inference \( \varphi \rightarrow \psi \) on 8 variables with \( \varphi \sim_{msu} \psi \), so 7 is maximal with the property above.

### 2.2 Trivial inferences

In order to state Theorem 7 above in its most general form, we have allowed linear formulae to include constants and negation, and linear inferences to be between formulae with different variable sets. However it turns out that we may proceed to prove Theorem 7, without loss of
generality, by working with constant-free, negation-free formulae on some fixed set of variables, as was already shown in [11]. This is done by defining the notion of a \textit{trivial} inference, whose \{s, m\}-derivability, with units, may be reduced to that of a smaller non-trivial inference.

\textbf{Definition 8.} An inference $\varphi \rightarrow \psi$ is \textbf{trivial at a variable} $x$ if $\varphi[\top/x] \rightarrow \psi[\bot/x]$ is again a valid inference. An inference is \textbf{trivial} if it is trivial at one of its variables.

\textbf{Example 9.} The mix inference from Example 5, $x \land y \rightarrow x \lor y$, is trivial at $x$ and trivial at $y$. Note, however, that it is not trivial at $x$ and $y$ “at the same time”, in the sense that the simultaneous substitution of $\bot$ for $x$ and $y$ in the LHS and $\top$ for $x$ and $y$ in the RHS does not result in a valid implication. In contrast, the linear inference $w \land (x \lor y) \rightarrow w \lor (x \land y)$ from [11] is, indeed, trivial at $x$ and $y$ “at the same time”.

Neither switch nor medial are trivial.

\textbf{Remark 10 (Global vs local triviality).} Note that triviality is closed under composition by linear inferences: if $\varphi \rightarrow \psi$ is trivial at $x$ and $\psi \rightarrow \chi$ is valid, then $\varphi \rightarrow \chi$ is trivial at $x$. Similarly for $\chi \rightarrow \psi$ if $\chi \rightarrow \varphi$ is valid. One pertinent feature is that the converse does not hold: there are “globally” trivial derivations that are nowhere “locally” trivial. For instance consider the following derivation (from [15, Remark 5.6]):

$$w \land x \land (y \lor z) \leadsto_{s} w \land ((x \land y) \lor z) \leadsto_{s} (w \land z) \lor (x \land y) \leadsto_{m} (w \lor x) \land (y \lor z)$$

The derived inference is just an instance of mix, from Example 5, on the redex $w \land x$, which is trivial. However, no local step is trivial.

To prove (the first half of) Theorem 7, in Section 5 we will actually prove the following apparent weakening of that statement:

\textbf{Theorem 11.} Let $n < 8$. Let $\varphi$ and $\psi$ be constant-free negation-free linear formulae on $n$ variables and suppose $\varphi \rightarrow \psi$ is a non-trivial linear inference. Then $\varphi \sim_{\text{ms}}' \psi$.

In fact this statement is no weaker at all, and we will now see how the consideration of triviality allows us to only deal with such special cases without loss of generality.

\textbf{Proposition 12 ([11, Theorem 34]).} Let $\varphi$ and $\psi$ be linear formulae on $\mathcal{V}_1$ and $\mathcal{V}_2$, respectively, and let $r: \varphi \rightarrow \psi$ be a linear inference. There is a non-trivial linear inference $r': \varphi' \rightarrow \psi'$ on some $\mathcal{V}' \subseteq \mathcal{V}_1 \cap \mathcal{V}_2$ such that $r: \varphi \rightarrow \psi$ is \{s, m, r\}-derivable with units.

Note in particular that, in the statement above, if $r'$ is \{s, m\}-derivable with units, then so is $r$. This is also the case for the next result.

\textbf{Proposition 13.} Let $r: \varphi \rightarrow \psi$ be a non-trivial linear inference among variables $\mathcal{V} \neq \emptyset$. Then there is a constant-free negation-free non-trivial linear inference $r': \varphi' \rightarrow \psi'$ on $\mathcal{V}$ s.t. $r: \varphi \rightarrow \psi$ is \{s, m, r\}-derivable with units.

\textbf{Proof.} First, note that both $\varphi$ and $\psi$ must be linear formulae on $\mathcal{V}$, since $\varphi \rightarrow \psi$ is non-trivial. For the same reason, no variable can occur positively in $\varphi$ and negatively in $\psi$ or vice-versa, since $\varphi \rightarrow \psi$ is non-trivial, and so any negated variable may be safely replaced by its positive counterpart. From here, we simply set $\varphi'$ and $\psi'$ to be the constant-free formulae (uniquely) obtained from Proposition 2 by $\sim_{\alpha}$. Non-triviality of $r'$ follows from that of $r$ by logical equivalence.

\textbf{Corollary 14.} The statement of Theorem 11 implies (the first half of) the statement of Theorem 7.
Proof. Let \( r \) be as in Theorem 7. Let \( r' \) be the non-trivial linear inference obtained by Proposition 12 above, and let \( r'' \) be the non-trivial constant-free negation-free linear inference thence obtained by Proposition 13. By Theorem 11, \( r'' \) is \( \{s, m\} \)-derivable and so, by Proposition 12 and Proposition 13, \( r \) is also \( \{s, m\} \)-derivable with units. ◀

It is clear that if an inference is derivable with switch and medial then it is also derivable with switch, medial, and units. The following proposition, while not necessary for the proof of Corollary 14, allows the converse in some cases, and is the reason why our search algorithm in Section 5 will only check for \( \{s, m\} \)-derivability.

**Proposition 15** (Follows from [11], Lemma 28). Suppose \( \varphi \rightarrow \psi \) is a non-trivial constant-free negation-free linear inference that is \( \{s, m\} \)-derivable with units. Then \( \varphi \rightarrow \psi \) is also \( \{s, m\} \)-derivable (without units).

The idea here is to systematically rewrite a derivation with units to one without, line by line under Proposition 13. Crucially, the invariant of non-triviality constrains the contexts in which constants may occur, ensuring that the constant-elimination procedure preserves instances of \( s \) or \( m \).

### 2.3 Minimality of inferences

Let us take a moment to explain the various notions of “inference minimality” that we shall mention in this work.

**Size minimality** refers simply to the number of variables the inference contains. E.g. when we say that the 8-variable inferences in the next section are size minimal (or “smallest”) non-(s, m)-derivable with units (or \( \{s, m\} \)-independent linear inferences, we mean that there are no \( \{s, m\} \)-independent linear inferences with fewer variables.

A linear inference \( \varphi \rightarrow \psi \) is **logically minimal** if there is no \( \sim_{\text{acu}} \)-distinct interpolating linear formula. I.e. if \( \varphi \rightarrow \chi \) and \( \chi \rightarrow \psi \) are linear inferences, then \( \chi \) is \( \sim_{\text{acu}} \)-equivalent to \( \varphi \) or \( \psi \) (and so, by Remark 3, is logically equivalent to \( \varphi \) or \( \psi \)).

Finally, a linear inference \( \varphi \rightarrow \psi \) is **\( \{s, m\} \)-minimal** if there is no formula \( \chi \) s.t. \( \varphi \sim_{\text{ms}} \chi \) or \( \chi \sim_{\text{ms}} \psi \) and \( \chi \rightarrow \psi \) or \( \varphi \rightarrow \chi \), respectively, is a valid linear inference which is not a logical equivalence.

It is clear from the definitions that any logically minimal inference is also \( \{s, m\} \)-minimal, though the converse may not be true. The reason for considering \( \{s, m\} \)-minimality is that it is easier to systematically check by hand. In fact, the implementation we give later in Section 5 further verifies that our new 8-variable inferences are logically minimal.

Logical minimality also serves an important purpose for our proof of Theorem 11, as it allows the following reduction, greatly reducing the search space for our implementation, in fact to nearly 1% of its original size for 8 variable inferences:

**Lemma 16.** Suppose the statement of Theorem 11 holds whenever \( \varphi \rightarrow \psi \) is logically minimal. Then the statement of Theorem 11 holds (even when \( \varphi \rightarrow \psi \) is not logically minimal).

Proof. Suppose we have a non-trivial inference between constant-free negation-free linear inferences \( \varphi \rightarrow \psi \). Then \( \varphi \rightarrow \psi \) can be refined into a chain of logically minimal linear inferences \( \varphi \rightarrow \chi_0 \rightarrow \cdots \rightarrow \chi_n \rightarrow \psi \). All of these must be non-trivial, as triviality of any of them would imply triviality of \( \varphi \rightarrow \psi \), cf. Remark 10. Therefore if all such inferences are derivable from switch and medial (with units) then so is \( \varphi \rightarrow \psi \), by transitivity. ◀

\[ \frac{3364}{514486} \approx 0.04\% \]
3 New 8-variable \( \{s, m\}\)-independent linear inferences

In this section we shall present the new 8-variable linear inferences of this work ((1) and (2) from the introduction), and give self-contained arguments for their \( \{s, m\}\)-independence and \( \{s, m\}\)-minimality, as a sort of sanity check for the implementation described in the next section. We shall also briefly discuss some of their structural properties, in reference to previous works in the area. Thanks to the results of the previous section, in particular Proposition 13 and Remark 10, we shall only consider non-trivial constant-free negation-free linear inferences with the same variables in the LHS and RHS. Furthermore, by Proposition 15 we shall only consider \( \{s, m\}\)-derivability (i.e., without units).

3.1 Previous linear inferences

In [30] Strassburger presented a 36-variable inference that is \( \{s, m\}\)-independent, by an encoding of the pigeonhole principle with 4 pigeons and 3 holes. He there referred to it as a “balanced” tautology, but in our setting it is a linear inference that can be written as follows:\(^8\)

\[
\begin{align*}
\bigwedge_{i=1}^{3} \bigwedge_{j=1}^{i} (x_{ij} \lor x'_{ij}) &\land \bigwedge_{i=1}^{3} \bigwedge_{j=1}^{i} (y_{ij} \lor y'_{ij}) \land \bigwedge_{i=1}^{3} \bigwedge_{j=1}^{i} (z_{ij} \lor z'_{ij}) \\
\rightarrow &
\begin{cases}
(\bigvee (x_{11} \lor x_{21} \lor x_{31}) \land (y_{11} \lor y_{21} \lor y_{31}) \land (z_{11} \lor z_{21} \lor z_{31})) \\
\vee (\bigvee (x'_{11} \lor x'_{21} \lor x'_{31}) \land (y'_{11} \lor y'_{21} \lor y'_{31}) \land (z'_{11} \lor z'_{21} \lor z'_{31})) \\
\vee (\bigvee (x'_{21} \lor x'_{22} \lor x'_{33}) \land (y'_{21} \lor y'_{22} \lor y'_{33}) \land (z'_{21} \lor z'_{22} \lor z'_{33})) \\
\vee (\bigvee (x'_{31} \lor x'_{32} \lor x'_{33}) \land (y'_{31} \lor y'_{32} \lor y'_{33}) \land (z'_{31} \lor z'_{32} \lor z'_{33}))
\end{cases}
\end{align*}
\]

In [11] Das noticed that a more succinct encoding of the pigeonhole principle could be carried out, with only 3 pigeons and 2 holes, resulting in a 10-variable \( \{s, m\}\)-independent linear inference. A variation of that, e.g. as used in [12], is the following:

\[
\begin{align*}
(z \lor (w \land w')) \land (y \lor y') \land (u \lor u') \land ((x \land x') \lor z') &
\rightarrow (z \land (x \lor y)) \lor (u \land x') \lor (w' \land u') \lor ((w \lor y') \land z')
\end{align*}
\]

(6)

In fact this is not a \( \{s, m\}\)-minimal inference, but we write this one here for comparison to one of the new 8-variable inferences in the next subsection. It can be checked valid and non-trivial by simply checking all cases, or by use of a solver. We do not give an argument for \( \{s, m\}\)-independence here, but such an argument is similar to the one we give for an 8-variable inference Equation (7), which is given the next subsection.

3.2 The two minimal 8 variable \( \{s, m\}\)-independent linear inferences

Pre-empting Section 5.2, let us explicitly give the two minimal linear inferences found by our algorithm and justify their \( \{s, m\}\)-independence and \( \{s, m\}\)-minimality, as a sort of sanity check for our implementation later. As we will see, they both turn out to be significant in their own right, which is why we take the time to consider them separately.

---

\(^8\) We write Strassburger’s inference by encoding each \( q_{ij} \) as \( x_{ij} \), each \( q'_{ij} \) as \( y_{ij} \), each \( q_{3j} \) as \( z_{ij} \), and using “primed” variables instead of duals, with the LHS of the inference being the appropriate instances of excluded middle.
3.2.1 A refinement of the 3-2-pigeonhole-principle

First let us consider the 8 variable linear inference that may be used to derive Equation (6), cf. Appendix A.1 (identical to (1) from the introduction):

\[(z \lor (w \land w')) \land ((x \land x') \lor ((y \lor y') \land z')) \rightarrow (z \land (x \lor y)) \lor ((w \lor y') \land ((u' \land x') \lor z'))\] (7)

Recalling the notion of “duality” from Example 6, let us formally define the dual of a linear inference \(\varphi \rightarrow \chi\) to be the linear inference \(\bar{\chi} \rightarrow \bar{\varphi}\), where \(\bar{\varphi}\) and \(\bar{\chi}\) are obtained from \(\varphi\) and \(\chi\), respectively, by flipping all \(\lor\)s to \(\land\)s and vice-versa. Considering linear inferences up to renaming of variables, we have:

► Observation 17. (7) is self-dual.

Indeed, the formula structure of the RHS is clearly the dual of that of the LHS, and the mapping from a variable in the LHS to the variable at the same position in the RHS is, in fact, an involution. I.e., \(u\) is mapped to itself; \(v\) is mapped to \(y\) which in turn is mapped to \(v\); \(v'\) is mapped to \(w\) which is in turn mapped to \(v'\); \(x\) is mapped to \(y'\) which in turn is mapped to \(x\); and \(z\) is mapped to itself. Validity may be routinely checked by any solver, but we give a case analysis of assignments in Appendix A.2.

We may also establish \(\{s, m\}\)-independence and \(\{s, m\}\)-minimality by checking all applications of \(s\) or \(m\) to the LHS (note that we do not need to check the RHS, by Observation 17 above). This analysis is given explicitly in Appendix A.4.

3.2.2 A counterexample to a conjecture of Das and Strassburger

Finally, our search algorithm found a completely new linear inference (identical to (2) from the introduction):

\[((w \land w') \lor (x \land x')) \land ((y \land y') \lor (z \land z')) \rightarrow (w \land y) \lor ((x \lor (u' \land z')) \land ((x' \land y') \lor z))\] (8)

Again, validity is routine, but a case analysis is given in Appendix A.3. We may establish \(\{s, m\}\)-independence and \(\{s, m\}\)-minimality again by checking all possible rule applications. This analysis is given in Appendix A.5.

This new inference exhibits a rather interesting property, which we shall frame in terms of the following notion, since it will be used in the next section:

► Definition 18. Let \(\varphi\) be a linear formula on a variable set \(V\). For distinct \(x, y \in V\), the least common connective (lcc) of \(x\) and \(y\) in \(\varphi\) is the connective \(\lor\) or \(\land\) at the root of the smallest subformula of \(\varphi\) containing both \(x\) and \(y\).

Note that, in the inference (8) above, the lcc of \(w'\) and \(x'\) changes from \(\lor\) to \(\land\), but the lcc of \(y\) and \(y'\) changes from \(\land\) to \(\lor\). No such example of a minimal linear inference exhibiting both of these properties was known before; switch, medial and all of the linear inferences of this section either preserve \(\lor\)-lccs or preserve \(\land\)-lccs. In fact, Das and Strassburger showed that any valid linear inference preserving \(\land\)-lccs is already derivable by medial [15, Theorem 7.5], and further conjectured that there was no minimal inference that preserves neither \(\land\)-lccs nor \(\lor\)-lccs. Naturally, our new inference is a counterexample to that:

A graph-theoretic presentation of linear inferences

A significant cause of algorithmic complexity when searching for linear inferences is the multitude of formulae equivalent modulo associativity and commutativity ($\sim_{ac}$). For example, for 7 variables, there are $42577920$ formulae (ignoring units), yet only $78416$ equivalence classes. Under Remark 3 it would be ideal if we could deal with $\sim_{ac}$-equivalence classes directly, realising logical and syntactic notions on them in a natural way. This is precisely what is accomplished by the graph-theoretic notion of a relation web, cf. [17, 28, 14, 15].

Throughout this section we work only with constant-free negation-free linear formulae, cf. Theorem 11. Recall the notion of least common connective (lcc) from Definition 18.

▶ Definition 20. Let $\varphi$ be a linear formula on a variable set $V$. The relation web (or simply web) of $\varphi$, written $\mathcal{W}(\varphi)$, is a simple undirected graph with:

- The set of nodes of $\mathcal{W}(\varphi)$ is just $V$, i.e. the variables occurring in $\varphi$.
- For $x, y \in V$, there is an edge between $x$ and $y$ in $\mathcal{W}(\varphi)$ if the lcc of $x$ and $y$ in $\varphi$ is $\land$.

When we draw graphs, we will draw a solid red line $x \to y$ if there is an edge between $x$ and $y$, and a green dotted line $x \cdots y$ otherwise.

▶ Example 21. Let $\varphi$ be the linear formula $w \land (x \land (y \lor z))$. $\mathcal{W}(\varphi)$ is the following graph:

![Relation web example](image)

Note that linear formulae equivalent up to associativity and commutativity have the same relation web, since $\sim_{ac}$ does not affect the lccs. For instance, if $\psi = (w \land x) \land (z \lor y)$, then $\mathcal{W}(\psi)$ is still just the relation web above. In fact, we also have the converse:

▶ Proposition 22 (E.g., [15], Proposition 3.5). Given linear formulae $\varphi$ and $\psi$, $\varphi \sim_{ac} \psi$ if and only if $\mathcal{W}(\varphi) = \mathcal{W}(\psi)$.

Thus relation webs are natural representations of equivalence classes of linear formulae modulo associativity and commutativity.

It is easy to see that the image of $W$ is just the cographs. A cograph is either a single node, or has the form $R \cdots S$ or $R \cdots S$ for cographs $R$ and $S$. A cograph decomposition of a cograph $R$ is just a definition tree according to these construction rules (its “cotree”), from which we may easily extract a linear formula with web $R$. Note from Example 21 that the cograph decomposition of a relation web need not be unique, since formulae equivalent modulo associativity and commutativity have the same relation web.

Cographs admit an elegant local characterisation by means of forbidden subgraphs:

▶ Definition 23. $P_4$ is the following graph:

![P_4 graph](image)

A graph $G$ is $P_4$-free if none of its induced subgraphs are isomorphic to $P_4$.

---

9 Formally, $R \cdots S$ has as nodes the disjoint union of the nodes of $R$ and the nodes of $S$; edges within the $R$ component are inherited from $R$ and similarly for $S$; there is also an edge between every node in $R$ and every node in $S$. $R \cdots S$ is defined similarly, but without the last clause.

10 An induced subgraph is one whose edges are just those of $G$ restricted to a subset of the nodes.
A graph is a cograph if and only if it is $P_4$-free. Thus, relation webs are just the $P_4$-free graphs whose nodes are variables.

Note, in particular, that this characterisation gives us an easy way to check whether a graph is the web of some formula: just check every 4-tuple of nodes for a $P_4$. What is more, we may also verify several semantic properties of linear inferences, such as validity and triviality, directly at the level of relation webs:

"Proposition 24 (E.g. [17, 28]). A graph is a cograph if and only if it is $P_4$-free. Thus, relation webs are just the $P_4$-free graphs whose nodes are variables."

"Proposition 25 (Follows from Proposition 4.4 and Theorem 4.6 in [15]). Let $\varphi$ and $\psi$ be linear formulae on the same set of variables. $\varphi \rightarrow \psi$ is a valid linear inference if and only if for every maximal clique $P$ of $W(\varphi)$, there is some $Q \subseteq P$ such that $Q$ is a maximal clique of $W(\psi)$.

"Proposition 26 (E.g., [15], Proposition 5.7). Let $\varphi$ and $\psi$ be linear formulae on the same variables. $\varphi \rightarrow \psi$ is a linear inference that is trivial at $x$ if and only if for every maximal clique $P$ of $W(\varphi)$, there is some $Q \subseteq P \setminus \{x\}$ such that $Q$ is a maximal clique of $W(\psi)$.

Note that the criterion for triviality is a strict strengthening of that for validity, as we would expect. For both of the results above, there is a dual characterisation in terms of maximal stable sets instead of maximal cliques. For instance, the characterisation of validity morally states “whenever $\varphi$ evaluates to 1, then $\psi$ evaluates to 1”. The dual characterisation is that for every maximal stable set $Q$ of $W(\varphi)$ there is a maximal stable set $P$ of $W(\psi)$ with $P \subseteq Q$, which morally states “whenever $\psi$ evaluates to 0, then $\varphi$ evaluates to 0”. We will not make use of these dual characterisations in this work.

"Example 27 (Validity of switch and medial, triviality of mix). The switch and medial inferences can be construed as the following “graph rewrite” rules on relation webs, respectively:

$\text{s : } x < y \rightarrow x > y$

$\text{m : } w \rightarrow w \rightarrow x$

It is easy to see that the validity criterion of Proposition 25 holds for each of these rules. For $s$, the maximal cliques $\{x, y\}$ and $\{x, z\}$ in the LHS are mapped to $\{x, y\}$ and $\{z\}$ in the RHS respectively. For $m$, the maximal cliques $\{w, x\}$ and $\{y, z\}$ in the LHS are mapped to themselves in the RHS.

Now consider the trivial inference $x \land y \rightarrow x \lor y$, construed as the graph rewrite rule:

$x \rightarrow y$

We can easily verify the criterion for triviality at $x$ from Proposition 26 since the only maximal clique on the LHS, $\{x, y\}$ has $\{y\} \subseteq \{x, y\} \setminus \{x\}$ as a maximal clique on the RHS.

"Remark 28. With the results in this section, the notation for inferences between formulae can be equally used for relation webs. For example, for webs $\mathcal{R}$ and $\mathcal{S}$, we can write $\mathcal{R} \sim_{ms} \mathcal{S}$ is valid to mean that the inference between (any choice of) the underlying linear formulae is an instance of $\sim_{ms}$, and $\mathcal{R} \sim_{ms} \mathcal{S}$ to mean the there is a derivation from switch and medial between the underlying formulae. Since these relations are invariant under associativity and commutativity, they are independent of the particular cograph decomposition chosen.

Furthermore, to prove Theorem 11, it is sufficient to show that for all webs $\mathcal{R}$ and $\mathcal{S}$ with size less than 8, if $\mathcal{R} \rightarrow \mathcal{S}$ is valid and non-trivial then $\mathcal{R} \sim_{ms} \mathcal{S}$.

The final component needed to be able to work fully with webs is a way to check if a given inference is an instance of switch or medial. Such characterisations exist:
Proposition 29 ([28, Theorem 5]). Let $R \to S$ represent a constant-free negation-free non-trivial linear inference. Then $R \to S$ is derivable from medial if and only if:

- Whenever $x \dashv y$ in $R$, also $x \dashv y$ in $S$.
- Whenever $x \dashv y$ in $R$ but $x \dashv y$ in $S$ there exists $w$ and $z$ such that
  
  \[
  \begin{array}{c}
  w \\
  y \\
  z \\
  x
  \end{array}
  \]
  is an induced subgraph of $R$ and
  
  \[
  \begin{array}{c}
  w \\
  y \\
  z \\
  x
  \end{array}
  \]
  is an induced subgraph of $S$.

The second condition can, in fact, be replaced by simply requiring that $R \to S$ is valid [15, Theorem 7.5]. A relation web characterisation for switch derivability can also be found in [28, Theorem 6.2], however we do not use it in our implementation.

5. Implementation

As stated in previous sections, Theorem 11 is proved using a computational search. In this section we describe the algorithm used to search for \{s, m\}-independent inferences, as well as some of the optimisations we employ so that this search finishes in a reasonable time. Many of these optimisations may be of self-contained theoretical interest.

The implementation is written in Rust,\footnote{https://www.rust-lang.org/} which offers a combination of good performance (both in terms of speed and memory management) but also provides a variety of high level abstractions such as algebraic data types. Furthermore, it has built-in support for iterators, allowing the code to be written in a more functional style, and has a built-in testing framework, meaning that sanity checks can be built into the code base. The code is available at [25] and has been split into two parts: a library containing types for undirected linear graphs and formulae and some operations on them, and an executable which implements the search algorithm using this library as a base.

5.1 Library

The library portion of the implementation defines methods for working with relation webs, as well as the ability to convert formulae to relation webs and vice versa. The majority of the library consists of the LinGraph trait, which is an interface for types that can be treated as undirected graphs. This allows us to query the edges between variables as well as perform more involved operations such as checking whether a graph is $P_4$-free. We may also ask whether a pair of relation webs forms a valid linear inference and check whether the inference is trivial using Propositions 25 and 26.

Storing graphs and relation webs. The library was designed with the intention of storing graphs as compactly as possible. Therefore there are implementations of LinGraph which pack the data (a series of bits for whether there exists an edge between each pair of nodes) into various integer types. The implementation is given for unsigned 8 bit, 16 bit, 32 bit (which can store up to 8 variable graphs), 64 bit, and 128 bit integers. Furthermore there is an implementation using vectors (variable length arrays) of Boolean values, which is less memory efficient but can store relation webs of arbitrary size. A further improvement could be to use an external library implementing bit arrays to make a memory efficient, yet infinitely scalable implementation.
Checking an inference between graphs. In order to implement linear inference checking, we use a data type representing maximal cliques of a relation web, which we represent as the trait `MClique`. It is possible to use Rust’s inbuilt `HashSet` to do this but, as above, a more memory efficient solution is provided where we store the data in a single integer, with each bit determining whether a node is contained in the clique. For example a maximal clique on an 8 node graph can be encoded into a single byte. While checking for linear inferences and triviality, the main operation on maximal cliques is asking whether one is a subset of the other. This operation can be carried out very quickly using bitwise operations. Lastly we also need a way to generate the maximal cliques of a relation web. This is done using the Bron-Kerbosch algorithm [4], which is fast enough for our purposes (as we are only finding the maximal cliques of relatively small graphs).

Working with isomorphism. There is also code for working with isomorphisms of graphs, which is used in the search algorithm to shrink the search space further. This is implemented as a module where permutations and operations on these permutations are defined, as well as having the ability to apply a permutation to the nodes of a graph, to get a new but isomorphic graph.

Generating all $P_4$-free graphs. The library also has a function that allows all $P_4$-free graphs of a certain size to be generated. The naive algorithm for doing this which simply generates all graphs and checks each one for being $P_4$-free is computationally infeasible for graphs with more than a few variables, as the number of graphs scales superexponentially with the number of variables (for instance there are $2^{21}$ 7-variable relation webs). Instead, we use a recursive algorithm that generates all $P_4$-free graphs of size $n$ by first generating the $P_4$-free graphs of size $n - 1$ and then checking all possible extensions of these graphs to see if they are $P_4$-free. Correctness of this procedure is due to the fact that induced subgraphs of a $P_4$-free are themselves $P_4$-free. In fact, a further optimisation is also added: when we check whether the extensions are $P_4$-free, it is sufficient to only check if subsets of the nodes containing the added node are not isomorphic to $P_4$, instead of checking every subset.

Sanity checks. Finally, the library also contains some automated tests used as sanity checks on the code, which may be used to check various implementations against each other.

5.2 Search algorithm

The main part of the implementation is a search algorithm to find logically minimal non-trivial inferences between relation webs that are not derivable from switch and medial. The search algorithm functions in multiple phases. After each phase the results are serialised and saved to disk so that the algorithm can be restarted from this point.

Phase 1: generating $P_4$-free graphs on $n$ nodes. Suppose we are searching for $\{s, m\}$-independent linear inferences between webs on $n$ variables. The first phase, as described in the previous section, is to gather all $P_4$-free graphs with $n$ nodes.

Phase 2: identifying isomorphism classes and canonical representatives. To describe the second phase we need to introduce some new notions. Without loss of generality, we will assume henceforth that the variable set is given by $\mathcal{V} = \{0, \ldots, n - 1\}$.

- **Definition 30.** Note that the function $\iota: \{(x, y) \in \mathbb{N} \times \mathbb{N} \mid x < y\} \rightarrow \mathbb{N}$ given by $\iota(x, y) = x + \sum_{i < y} i$ is a bijection. Define the numerical representation of a linear graph $\mathcal{R}$, written $N(\mathcal{R})$, to be the natural number whose $\iota(x,y)^{th}$ least significant bit is 1 if and only if $(x, y) \in \mathcal{R}$.

This is the encoding used to store graph in integers as described in the previous section.

- **Definition 31.** Given a bijection $\rho: \mathcal{V} \rightarrow \mathcal{V}$, we write $\rho(\mathcal{R})$ for the graph on $\mathcal{V}$ with edges $(\rho(x), \rho(y))$ for each edge $(x, y) \in \mathcal{R}$. $\mathcal{R}$ and $\mathcal{S}$ are isomorphic if $\mathcal{S} = \rho(\mathcal{R})$, for some bijection $\rho: \mathcal{V} \rightarrow \mathcal{V}$, in which case $\rho$ is called an isomorphism from $\mathcal{R}$ to $\mathcal{S}$.

As isomorphism is an equivalence relation, we can partition the set of $P_4$-free graphs into isomorphism classes. It can readily be checked that $N$ (from Definition 30) is injective and can therefore be used to induce a strict total ordering on graphs. Say that a relation web is least if it is the smallest element in its isomorphism class (with respect to this ordering induced from $N$).

The second phase of the algorithm is to identify these least relation webs, as well as identify the isomorphism between every relation web and its isomorphic least relation web. It will become clear why this data is needed later on in the section. To obtain this, first the relation webs are sorted (by numerical representation) and then, taking each graph in turn, applying every possible permutation to its nodes, and seeing if any result in a smaller web (with respect to $N$). If none do then we record it as a least relation web (with the identity isomorphism). Otherwise suppose it is isomorphic to $\mathcal{R}'$ with isomorphism $\rho$ where $N(\mathcal{R}') < N(\mathcal{R})$. As we are checking graphs in order, we must already know that $\mathcal{R}'$ is isomorphic to least graph $\mathcal{R}''$ with isomorphism $\pi$. Then we can record $\mathcal{R}$ as being isomorphic to $\mathcal{R}''$ with isomorphism $\pi \circ \rho$. This allows us to use the following lemma.

- **Lemma 32.** The statement of Theorem 11 follows from the following: for any valid non-trivial logically minimal inference $\mathcal{R} \rightarrow \mathcal{S}$ on $n < 8$ variables, where $\mathcal{R}$ is least, we have $\mathcal{R} \sim_{\text{ms}} \mathcal{S}$.

**Proof.** To show the statement of Theorem 11, let $\mathcal{R}$ and $\mathcal{S}$ be relation webs on $n$ variables and suppose $\mathcal{R} \rightarrow \mathcal{S}$ is a non-trivial linear inference (cf. Remark 28). By Lemma 16, we can further assume that $\mathcal{R} \rightarrow \mathcal{S}$ is logically minimal. Then let $\rho$ be an isomorphism from $\mathcal{R}$ to $\mathcal{R}'$ least isomorphic to $\mathcal{R}$, and let $\mathcal{S}' = \rho(\mathcal{S})$. Then $\mathcal{R} \sim_{\text{ms}} \mathcal{S}$ if and only if $\mathcal{R}' \sim_{\text{ms}} \mathcal{S}'$, as required.

The above lemma allows us to only search inferences from least webs to arbitrary webs. This increases the speed of the search greatly as it turns out there are relatively few least webs. For example, there are 78416 $P_4$-free graphs with 7 variables with only 180 of them being least (the number of isomorphism classes). Note that we may not similarly restrict the RHS of inferences to least webs. This means we need to know the maximal cliques of every $P_4$-free graph to determine whether there are inferences between them.

Phase 3: generating all maximal cliques. In phase three we generate all the maximal cliques of the graphs found in phase one and store them so that they do not need to be recomputed every time we check a linear inference. As we can store each maximal clique in a single byte, storing all this data is feasible.
Phase 4: generating “least” linear inferences. With the maximal clique data, phase four of generating a list of all valid linear inferences (from a least web to an arbitrary web) can be easily done by iterating through all possible combinations and checking them using Proposition 25.

Phase 5: checking for non-triviality. Similarly phase five of checking which of these inferences are non-trivial is also simple using Proposition 26. This data is stored in a HashMap of sets for quick indexing.

Phase 6: restricting to logically minimal inferences. Phase six is now to restrict our inferences to only those that are logically minimal. Write $\Phi_R$ be the set of webs distinct from $R$ that $R$ (non-trivially) implies. We calculate, for a least web $R$, the set $M_R$ of webs $S$ with $R \rightarrow S$ a logically minimal linear inference using the identity:

$$M_R = \Phi_R \setminus \bigcup_{R' \in \Phi_R} \Phi_{R'}$$

Note that to calculate this, we need to be able to generate $\Phi_R$ for arbitrary (i.e. not necessarily least) webs. This is where the isomorphism data stored in phase two becomes useful, as if $\rho$ is an isomorphism from $R$ to $R'$, with $R'$ least, we can use,

$$\Phi_R = \{\rho^{-1}(S) \mid S \in \Phi_{R'}\}$$

to generate $\Phi_R$, where we already have $\Phi_{R'}$. In the implementation, we generate each $\Phi_R$ on the fly (from $\Phi_{R'}$), though we could have pre-generated all of these, which might provide further speedup for this phase.

Phase 7: checking for switch-medial derivability. The last phase is to check the remaining inferences, of which there are now few enough to feasibly do so. Logically minimal inferences have one further benefit: a logically minimal inference (and in fact any $\{s, m\}$-minimal inference) $\varphi \rightarrow \psi$ is derivable from switch and medial if and only if it is derivable from a single switch or medial step. To check if it is a medial we can use the criterion for medial derivability from Proposition 29. To check if the inference $R \rightarrow S$ is a switch, we simply run through all possible cograph decompositions of $R$ and check if any of the possible switch applications yields $S$. It would have been possible to use the criterion for switch derivability from [28] (mentioned at the end of Section 4), but running through possible partitions of the nodes of $R$ was fast enough and easier to implement.

Evaluation and main results. After running all phases on 7 variables, we found that there were 78416 $P_4$-free graphs of which 180 were least. There were 35110 non-trivial inferences from a least web to an arbitrary web of which 1352 were minimal. Of these minimal inferences, 968 were an instance of switch, 384 were an instance of medial, and there were no other inferences, which completes the proof of Theorem 11.

Furthermore, the algorithm was fast enough to run on 8 variables, where there were 1320064 $P_4$-free graphs of which 522 were least. There were 514486 non-trivial inferences from a least web to an arbitrary web of which 5364 were minimal. Of these, 3506 were an instance of switch, 1770 were an instance of medial, and there were 88 other inferences. After quotienting out by isomorphism (as restricting to inferences from least graphs does not rule out self isomorphisms on the LHS of the inference), we were left with 3 inferences, of which two were dual to each other leaving the logically minimal $\{s, m\}$-independent inferences given in Section 3. These give a proof of Theorem 7, the main theorem of this paper.
Conclusions

In this work we undertook a computational approach towards the classification of linear inferences. To this end we succeeded in exhausting the linear inferences up to 8 variables, showing that there are two (distinct) 8 variable linear inferences that are independent of switch and medial. One of these new inferences contradicts a Conjecture 7.9 from [15]. Conversely, all linear inferences on 7 variables or fewer are already derivable using switch and medial.

We point out that it should be possible to adapt our implementation to a variety of logics and, in particular, graph-based systems such as those from [2, 1, 7]. This would be an interesting avenue for future work.
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A Further proofs and examples

Proof sketch of Proposition 2. Write $\rightsquigarrow$ for the rewriting relation obtained by orienting every pair of (3) left-to-right. Clearly $\rightsquigarrow$ is terminating since each step decreases formula size. For confluence, note that every critical pair must reduce to the same constant:

$$
\begin{align*}
\bot \lor \bot & \rightsquigarrow \bot \\
\bot \land \bot & \rightsquigarrow \bot \\
\bot \lor T & \rightsquigarrow T \\
T \lor \bot & \rightsquigarrow T \\
T \lor T & \rightsquigarrow T \\
T \land \bot & \rightsquigarrow \bot \\
T \land T & \rightsquigarrow T
\end{align*}
$$

A.1 Recovering an 8 variable inference

The reason for writing the variation (6) in Section 3.1 instead of the one originally presented in [11] is that it allows us to recover one of the new 8-variable inferences, by a particular reduction first noticed in a blog post [13].

By setting $x' = u' = \neg u$ in (6) and simplifying, we obtain the linear inference:

$$(z \lor (w \land w')) \land (y \lor y') \land ((x \land x') \lor z')$$

$$\rightarrow (z \land (x \lor y)) \land (w' \land x') \lor ((w \lor y') \land z')$$

Again, the inference above is not $\{s, m\}$-minimal, since there are two possible applications of switch to the LHS that nonetheless imply the RHS:

$$(z \land (y \lor y')) \lor (w \lor w') \land ((x \land x') \lor z') \quad \text{or} \quad (z \lor (w \lor w')) \land ((x \land x') \lor ((y \lor y') \land z'))$$

Furthermore, are two switch applications leading to the RHS that are nonetheless implied by their respective formulae above:

$$(z \land (w' \land x')) \land (x \lor y) \lor ((w \lor y') \land z') \quad \text{or} \quad (z \lor (x \lor y)) \lor ((w \lor y') \land ((w' \land x') \lor z'))$$

The two resulting linear inferences are, in fact, isomorphic and indeed $\{s, m\}$-minimal, as we shall explain in the next subsection. As we have already mentioned, the fact that this is a logically minimal linear inference is shown by means of the implementation presented in Section 5.

A.2 Validity of Equation 7

We consider each assignment that satisfies the LHS and argue that it also satisfies the RHS:

- $\{z, x, x'\}$ satisfies $z \land (x \lor y)$.
- $\{z, y, z'\}$ satisfies $z \land (x \lor y)$.
- $\{z, y', z'\}$ satisfies $(w \lor y') \land ((w' \land x') \lor z')$.
- $\{w, w', x, x'\}$ satisfies $(w \lor y') \land ((w' \land x') \lor z')$.
- $\{w, w', y, z'\}$ and $\{w, w', y', z'\}$ satisfy $(w \lor y') \land ((w' \land x') \lor z')$.

A.3 Validity of Equation 8

We consider each assignment that satisfies the LHS and argue that it also satisfies the RHS:

- $\{w, w', y, y'\}$ satisfies $w \land y$.
- $\{w, w', z, z'\}$ satisfies $w' \land z$ and $z$.
- $\{x, x', y, y'\}$ satisfies $x$ and $x' \land y'$.
- $\{x, x', z, z'\}$ satisfies $x$ and $z$.

\[\text{Note that these switch applications were overlooked in the blog post [13].}\]
A.4 \{s,m\}-independence and \{s,m\}-minimality of Equation 7

There are two possible medial applications to the subformula \((x \land x') \lor ((y \lor y') \land z')\) resulting in the following new LHSs:
- \((z \lor (w \land w')) \land (x \lor y \lor y') \land (x' \lor z'). In this case \(\{z, y', x'\} \) is a countermodel.
- \((z \lor (w \land w')) \land (x \lor z') \land (x' \lor y \lor y'). In this case \(\{z, z', x'\} \) is a countermodel.

There are two possible switch applications to the subformula \((y \lor y') \land z'\) resulting in the following new LHSs:
- \((z \lor (w \land w')) \land ((x \land y') \lor y) \land (y' \land z'). In this case \(\{w, w', y\} \) is a countermodel.
- \((z \lor (w \land w')) \land ((x \land x') \lor y \lor (y \land z')). In this case \(\{z, y'\} \) is a countermodel.

Finally any other switch application is on the top-level conjunction, resulting in a formula of the form \(z \lor X, (w \land w') \lor X, (x \land x') \lor X\) or \(((y \lor y') \land z') \lor X\), which admits a countermodel \(\{z\}, \{w, w'\}, \{x, x'\}\) or \(\{y, z'\}\), respectively.

A.5 \{s,m\}-independence and \{s,m\}-minimality of Equation 8

Let us first consider rules applicable to the LHS. There are four possible medial applications, resulting in the following new LHSs:
- \((w \lor x) \land (w' \lor x') \land ((y \lor y') \lor (z \land z')). In this case \(\{w, x', y, y'\} \) is a countermodel.
- \((w \lor x') \land (w' \lor x) \land ((y \lor y') \lor (z \land z')). In this case \(\{x', w, y, y'\} \) is a countermodel.
- \(((w \land w') \lor (x \land x')) \land (y \lor z) \land (y' \lor z'). In this case \(\{x, y', z', z\} \) is a countermodel.
- \(((w \land w') \lor (x \land x')) \land (y \lor z') \land (y' \lor z). In this case \(\{w, w', z', y\} \) is a countermodel.

Any switch application to the LHS must be on the top-level conjunction, and will have the form \((a \land a') \lor X\), for \(a \in \{w, x, y, z\}\). However, \(\{w, w'\}, \{x, x'\}, \{y, y'\}\) and \(\{z, z'\}\) are each countermodels for the RHS.

Now let us consider the possible rule applications leading to the RHS. There are two possible medial instances, coming from the following new RHSs:
- \((w \land y) \lor (x \land x' \land y') \land (w' \land z' \land z). In this case \(\{x, z, z'\} \) is a countermodel.
- \((w \land y) \lor (x \land z) \land (w' \land z' \land x' \land y'). In this case \(\{w, w', z, z'\} \) is a countermodel.

Now let us consider the switch instances:
- If the contractum of the switch is \(x \lor (w' \land z')\), then \(\{x, x', y, y'\} \) is a countermodel.
- If the contractum of the switch is \((x' \land y') \lor z\), then \(\{w, w', z, z'\} \) is a countermodel.
- If the redex of the switch has the form \(w \land X\) or \(y \land X\), then \(\{x, x', z, z'\} \) is a countermodel.
- If the redex of the switch has the form \(X \land (x \lor (w' \land z'))\) or \(X \land ((x' \land y') \lor z)\), then \(\{w, w', y, y'\} \) is a countermodel.
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Abstract

Algorithms for computing congruence closure of ground equations over uninterpreted symbols and interpreted symbols satisfying associativity and commutativity (AC) properties are proposed. The algorithms are based on a framework for computing the congruence closure by abstracting nonflat terms by constants as proposed first in Kapur’s congruence closure algorithm (RTA97). The framework is general, flexible, and has been extended also to develop congruence closure algorithms for the cases when associative-commutative function symbols can have additional properties including idempotency, nilpotency and/or have identities, as well as their various combinations. The algorithms are modular; their correctness and termination proofs are simple, exploiting modularity. Unlike earlier algorithms, the proposed algorithms neither rely on complex AC compatible well-founded orderings on nonvariable terms nor need to use the associative-commutative unification and extension rules in completion for generating canonical rewrite systems for congruence closures. They are particularly suited for integrating into Satisfiability modulo Theories (SMT) solvers.
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1 Introduction

Equality reasoning arises in many applications including compiler optimization, functional languages, and reasoning about data bases, most importantly, reasoning about different aspects of software and hardware. The significance of the congruence closure algorithms on ground equations in compiler optimization and verification applications was recognized in the mid 70’s and early 80’s, leading to a number of algorithms for computing the congruence closure of ground equations on uninterpreted function symbols [8, 28, 25]. Whereas congruence closure algorithms were implemented in earlier verification systems [28, 25, 19, 32], their role has become particularly critical in Satisfiability modulo Theories (SMT) solvers as a glue to combine different decision procedure for various theories.

We present algorithms for the congruence closure of ground equations which in addition to uninterpreted function symbols, have symbols with the associative (A) and commutative (C) properties. Using these algorithms, it can be decided whether another ground equation follows from a finite set of ground equations with associative-commutative (AC) symbols and uninterpreted symbols. Canonical forms (unique normal forms) can be associated with congruence classes. Further, a unique reduced ground congruence closure presentation can be associated with a finite set of ground equations, enabling checks whether two different finite sets of ground equations define the same congruence closure or one is contained in the other. In the presence of disequations on ground terms with AC and uninterpreted symbols, a finite set of ground equations and disequations can be checked for satisfiability.
The main contributions of the paper are (i) a modular combination framework for the congruence closure of ground equations with multiple AC symbols, uninterpreted symbols, and constants, leading to (ii) modular and simple algorithms that can use flexible termination orderings on ground terms and do not need to use AC/E unification algorithms for generating canonical forms; (iii) the termination and correctness proofs of these algorithms are modular and easier. The key insights are based on extending the author’s previous work presented in [13, 14]: introduction of new constants for nested subterms, resulting in flat and constant equations, extended to purification of mixed subterms with many AC symbols by flattening AC ground terms and introducing new constants for pure AC terms in each AC symbol, resulting in disjoint subsets of ground equations on single AC symbols with shared constants.

The result of this transformation is a finite union of disjoint subsets of ground equations with shared constants: (i) a finite set of constant equations, (ii) a finite set of flat equations with uninterpreted symbols, and (iii) for each AC symbol, a finite set of equations on pure flattened terms in a single AC symbol.

With the above decomposition, reduced canonical rewrite systems are generated for each of the subsystems using their respective termination orderings that extend a common total ordering on constants. A combination of the reduced canonical rewrite systems is achieved by propagating constant equalities among various rewrite systems; whenever new implied constant equalities are generated, each of the reduced canonical rewrite systems must be updated with additional computations to ensure their canonicity. Due to this modularity and factoring/decomposition, the termination and correctness proofs can be done independently of each subsystem, providing considerable flexibility in choosing termination orderings.

The combination algorithm terminates when no additional implied constant equalities are generated. Since there are only finitely many constants in the input and only finitely many constants are needed for purification, the termination of the combination algorithm is guaranteed. The result is a reduced canonical rewrite system corresponding to the AC congruence closure of the input ground equations, which is unique for a fixed family of total orderings on constants and different pure AC terms in each AC symbol. The reduced canonical rewrite system can be used to generate canonical signatures of ground terms with respect to the congruence closure.

The framework provides flexibility in choosing orderings on constants and terms with different AC symbols, enabling canonical forms suitable for applications instead of restrictions imposed due to the congruence closure algorithms. Interpreted AC symbols can be further enriched with properties including idempotency, nilpotency, existence of identities, and simply commutativity, without restrictions on orderings on mixed terms. Termination and correctness proofs of congruence closure algorithms are modular and simple in contrast to complex arguments and proofs in [5, 24]. These features of the proposed algorithms make them attractive for integration into SMT solvers as their implementation does not need heavy duty infrastructure including AC unification, extension rules, and AC compatible orderings.

The next subsection contrasts in detail, the results of this paper with the previous methods, discussing the advantages of the proposed framework and the resulting algorithms. Section 2 includes definitions of congruence closure with uninterpreted and interpreted symbols. This is followed by a review of key constructions used in the congruence closure algorithm over uninterpreted symbols as proposed in [13]. Section 3 introduces purification and flattening of ground terms with AC and uninterpreted symbols by extending the signature and introducing new constants. This is followed by an algorithm first reported in [11] for computing the congruence closure and the associated canonical rewrite system from ground equations with a single AC symbol and constants. It is shown how additional properties of AC symbols
such as idempotency, nilpotency and identity can be integrated into the algorithm. In the next subsection, an algorithm for computing congruence closure of AC ground equations with multiple AC symbols and constants is presented. Section 4 generalizes to the case of combination of AC symbols and uninterpreted symbols. Section 5 discusses a variety of examples illustrating the proposed algorithms. Section 6 illustrates the power and elegance of the proposed framework by demonstrating how the congruence closure algorithm for two AC symbols can be further generalized to get a Gröbner basis algorithm on polynomial ideals over the integers. Section 7 concludes with some ideas for further investigation. Appendix includes proofs of some of the results in the paper.

1.1 Related Work

Congruence closure algorithms have been developed and analyzed for over four decades [8, 28, 25]. The algorithms presented here use the framework first informally proposed in [13] for congruence closure in which the author separated the algorithm into two parts: (i) constant equivalence closure, and (ii) nonconstant flat terms related to constants by flattening nested terms by introducing new constants to stand for them, and (iii) update nonconstant rules as constant equivalence closure evolves. This simplified the presentation, the correctness argument as well as the complexity analysis, and made the framework easier to generalize to other settings including conditional congruence closure [14] and semantic congruence closure [1]. Further, it enables the generation of a reduced unique canonical rewrite system for a congruence closure, assuming a total ordering on constants; most importantly, the framework gives freedom in choosing orderings on ground terms, leading to desired canonical forms appropriate for applications.

To generate congruence closure in the presence of AC symbols, the proposed framework builds on the author and his collaborators’ work dating back to 1985, where they demonstrated how an ideal-theoretic approach based on Gröbner basis algorithms could be employed for word problems and unification problems over commutative algebras [11].

Congruence closure algorithms on ground equations with interpreted symbols can be viewed as special cases of the Knuth-Bendix completion procedure [20] on (nonground) equations with universal properties characterizing the semantics of the interpreted symbols. In case of equations with AC symbols, Peterson and Stickel’s extension of the Knuth-Bendix completion [27] using extension rules, AC unification and AC compatible orderings can be used for congruence closure over AC symbols. For an arbitrary set $E$ of universal axioms characterizing the semantics of interpreted symbols, $E$-completion with coherence check and $E$-unification along with $E$-compatible orderings need to be used. Most of the general purpose methods do not terminate in general. Even though the Knuth-Bendix procedure can be easily proved to terminate on ground equations of uninterpreted terms, that is not necessarily case for its extensions for other ground formulas.

In [6], a generalization of the Knuth-Bendix completion procedure [20] to handle AC symbols [27] is adapted to develop decision algorithms for word problems over finitely presented commutative semigroups; this is equivalent to the congruence closure of ground equations with a single AC symbol on constants. Related methods using extension rules introduced to handle AC symbols and AC rewriting for solving word problems over other finite presented commutative algebras were subsequently reported in [29].

In [24], the authors used the completion algorithm discussed in [11] and a total AC-compatible polynomial reduction ordering on congruence classes of AC ground terms to establish the existence of a ground canonical AC system first with one AC symbol. To extend their method to multiple AC symbols, particularly the instances of distributivity property
relating ground terms in two AC symbols $\ast$ and $+$: the authors had to combine an AC-compatible total reduction ordering on terms along with complex polynomial interpretations with polynomial ranges, resulting in a complicated proof to orient the distributivity axiom from left to right. Using this highly specialized generalization of polynomial orderings, it was proved in [24] that every ground AC theory has a finite canonical system which also serves as its congruence closure.

The proposed approach, in contrast, is orthogonal to ordering arguments on AC ground terms; instead a total ordering on constants in the extended signature is extended to many different possible orderings on pure terms with a single AC symbol is sufficient to compute a canonical ground AC rewrite system. Different orderings on AC terms with different AC symbols can be used; for example, for ground terms of an AC symbol $+$ could be oriented in a completely different way than ground terms for another AC symbol $\ast$. Instances of the distributivity property expressed on different AC ground terms can also be oriented in different nonuniform ways. This leads to flexible ordering requirements on uninterpreted and interpreted symbols based on the properties desired of canonical forms.

In [21], a different approach was taken for computing a finite canonical rewrite system for ground equations on AC symbols. Marche first proved a general result about AC ground theories that for any finite set of ground equations with AC symbols, if there is an equivalent canonical rewrite system modulo AC, then that rewrite system must be finite. He gave an AC completion procedure, which does not terminate even on ground equations; he then proved its termination on ground equations with AC symbols using a special control on its inference rules using a total ordering on AC ground terms in [24]. Neither in [24] nor in [21], any explicit mention is made of uninterpreted symbols appearing in ground equations.

Similar to [6], several approaches based on adapting Peterson and Stickel’s generalization of the Knuth-Bendix completion procedure to consider special ground theories have been reported [29, 21]. In [4, 5], the authors adapted Kapur’s congruence closure [13] using its key ideas to an abstract inference system (Table for new constant symbols defining flat terms introducing during flattening of nested nonconstant terms in Make_Rule were called D-rule for defining a flat term and C-rule for introducing a new constant symbol). Various congruence closure algorithms, including Sethi, Downey and Tarjan [8], Nelson and Oppen [25] and Shostak [28], from the literature can be expressed as different combinations of these inference steps. They also proposed an extension of this inference system to AC function symbols, essentially integrating it with [27] of the Knuth-Bendix completion procedure using extension rules, adapted to ground equations with AC symbols. All of these approaches based on Paterson and Stickel’s generalization used extension rules introduced in [27] to define rewriting modulo AC theories so that a local-confluence test for rules with AC symbols could be developed using AC unification. During completion on ground terms, rules with variables appear in intermediate computations. All of these approaches suffer from having to consider many unnecessary inferences due to extension rules and AC unification, as it is well-known that AC unification can generate doubly exponentially many unifiers [18].

An approach based on normalized rewriting was proposed in [22] and decision procedures were reported for ground AC theories with AC symbols satisfying additional properties including idempotency, nilpotency and identity as well as their combinations. This was an attempt to integrate Le Chenadec’s method [29] for finitely presented algebraic structures with Peterson and Stickel’s AC completion, addressing weaknesses in E-completion and constrained rewriting, while considering additional axioms of AC symbols, including identity, idempotency and nilpotency for which termination orderings are difficult to design. However, that approach had to redefine local confluence for normalized rewriting and normalized critical pairs, leading to a complex completion procedure whose termination and proof of correctness needed extremely sophisticated machinery of normalized proofs.
The algorithms presented in this paper, in contrast, are very different and are based on an approach first presented in [11] by the author with his collaborators. Their termination and correctness proofs are based on the termination and correctness proofs of a congruence closure algorithm for uninterpreted symbols (if present) and the termination and correctness of an algorithm for deciding the word problems of a finitely presented commutative semigroup using Dickson’s Lemma. Since the combination is done by propagating equalities on shared constants among various components, the termination and correctness proofs of the combination algorithm become much easier since there are only finitely many constants to consider, as determined by the size of the input ground equations.

A detailed comparison leads to several reasons why the proposed algorithms are simpler, modular, easier to understand and prove correct: (i) there is no need in the proposed approach to use extension rules whereas almost all other approaches are based on adapting AC/E completion procedures for this setting requiring considerable/sophisticated infrastructure including AC unification and E/Normalized rewriting. As a result, proofs of correctness and termination become complex using heavy machinery including proof orderings and normalized proof methods not to mention arguments dealing with fairness of completion procedures. (ii) all require complex total AC compatible orderings. In contrast, ordering restrictions in the proposed algorithms are dictated by individual components–little restriction for the uninterpreted part, independent orderings on +-monomials for each AC symbol + insofar as orderings on constants are shared by all parts, thus giving considerable flexibility in choosing termination orderings. In most related approaches except for [24], critical pairs computed using expensive AC unification steps are needed, which are likely to make the algorithms inefficient; it is well-known that many superfluous critical pairs are generated due to AC unification. These advantages make us predict that the proposed algorithms can be easily integrated with SMT solvers since they do not require sophisticated machinery of AC-unification and AC-compatible orderings, extension rules and AC completion.

2 Preliminaries

Let \( F \) be a set of function symbols including constants and \( GT(F) \) be the ground terms constructed from \( F \); sometimes, we will write it as \( GT(F,C) \) to highlight the constants of \( F \). We will abuse the terminology by calling a \( k \)-ary function symbol as a function symbol if \( k > 0 \) and constant if \( k = 0 \). A function term is meant to be a nonconstant term with a nonconstant outermost symbol. Symbols in \( F \) are either uninterpreted (to mean no semantic property of such a function is assumed) or interpreted satisfying properties expressed as universally quantified equations (called universal equations).

2.1 Congruence Relations

\[ \text{Definition 1.} \] Given a finite set \( S = \{ a_i = b_i | 1 \leq i \leq m \} \) of ground equations where \( a_i, b_i \in GT(F) \), the congruence closure \( CC(S) \) is inductively defined as follows: (i) \( S \subseteq CC(S) \), (ii) for every \( a \in GT(F) \), \( a = a \in CC(S) \), (iii) if \( a = b \in CC(S) \), \( b = a \in CC(S) \), (iv) if \( a = b \) and \( b = c \in CC(S) \), \( a = c \in CC(S) \), and (v) for every nonconstant \( f \in F \) of arity \( k > 0 \), if for all \( 1 \leq k \), \( a_i = b_i \in CC(S) \), then \( f(a_1, \ldots, a_k) = f(b_1, \ldots, b_k) \in CC(S) \). Nothing else is in \( CC(S) \).

\( CC(S) \) is thus the smallest relation that includes \( S \) and is closed under reflexivity, symmetry, transitivity, and under function application. It is easy to see that \( CC(S) \) is also the equational theory of \( S \) [2, 1].
2.2 Kapur’s Congruence Closure Algorithm for Uninterpreted Symbols

The algorithm in [13, 14] for computing congruence closure of a finite set \( S \) of ground equations serves as the main building block in this paper. The algorithm extends the input signature by introducing new constant symbols to recursively stand for each nonconstant subterm and generates two types of equations: (i) constant equations, and (ii) flat terms of the form \( f(c_1, \cdots, c_k) \) equal to constants. A disequation is converted to a disequation on constants by introducing new symbols for the terms. It can be proved that the congruence closure of ground equations on the extended signature when restricted to the original signature, is indeed the congruence closure of the original equations [1].

Using a total ordering on constants (typically with new constants introduced to extend the signature being smaller than constants from the input), the output of the algorithm in [13, 14] is a reduced canonical rewrite system \( R_S \) associated with \( CC(S) \) (as well as \( S \)) that includes function, also called flat rules of the form \( f(c_1, \cdots, c_k) \rightarrow d \) and constant rules \( c \rightarrow d \) such that no two left sides of the rules are identical; further, all constants are in canonical forms. As proved in [13] (see also [26]),

\[ \text{Theorem 2 } ([13]). \text{ Given a set } S \text{ of ground equations, a reduced canonical rewrite system } R_S \text{ on the extended signature, consisting of nonconstant flat rules } f(c_1, \cdots, c_k) \rightarrow d \text{, and constant rules } c \rightarrow d \text{, can be generated from } S \text{ in } O(n^2) \text{ steps. The complexity can be further reduced to } O(n \cdot \log(n)) \text{ steps if all function symbols are binary or unary. For a given total ordering } \triangleright \text{ on constants, } R_S \text{ is unique for } S \text{, subject to the introduction of the same set of new constants for nonconstant subterms.} \]

As shown in [8] (see [26]), function symbols of arity > 2 can be encoded using binary symbols using additional linearly many steps.

The canonical form of a ground term \( g \) using \( R_S \) is denoted by \( \hat{g} \) and is its canonical signature (in the extended language). Ground terms \( g_1, g_2 \) are congruent in \( CC(S) \) iff \( \hat{g}_1 = \hat{g}_2 \).

2.3 AC Congruence Closure

The above definition of congruence closure \( CC(S) \) is extended to consider interpreted symbols. Let \( IE \) be a finite set of universally quantified equations with variables, specifying properties of interpreted function symbols in \( F \). For example, the properties of an AC symbol \( f \) are:

- \( \forall x, y, z, f(x, y) = f(y, x), f(x, f(y, z)) = f(f(x, y), z) \).
- An idempotent symbol \( g \), for another example, is specified as \( \forall x, g(x, x) = x \).
- To incorporate the semantics of these properties:
  - (vi) from a universal axiom \( s = t \in IE \), for each variable \( x \) in \( s, t \), for any ground substitution \( \sigma \), i.e., \( \sigma(x) \in GT(F) \), \( \sigma(s) = \sigma(t) \in CC(S) \).

\( CC(S) \) is thus the smallest relation that includes \( S \) and is closed under reflexivity, symmetry, transitivity, function application, and the substitution of variables in \( IE \) by ground terms. \( CC(S) \) is also the ground equational theory of \( S \).

Given a finite set \( S \) of ground equations with uninterpreted and interpreted symbols, the congruence closure membership problem is to check whether another ground equation \( u = v \in CC(S) \) (meaning semantically that \( u = v \) follows from \( S \), written as \( S \models u = v \)). A related problem is whether given two sets \( S_1 \) and \( S_2 \) of ground equations, \( CC(S_2) \subseteq CC(S_1) \), equivalently \( S_1 \models S_2 \). Birkhoff’s theorem relates the syntactic properties, the equational theory, and the semantics of \( S \).

If \( S \) also includes ground disequations, then besides checking the unsatisfiability of a finite set of ground equations and disequations, new disequations can be derived in case \( S \) is satisfiable. The inference rule for deriving new disequations for an uninterpreted symbol is:

\[ f(c_1, \cdots, c_k) \neq f(d_1, \cdots, d_k) \implies (c_1 \neq d_1 \lor \cdots \lor c_k \neq d_k). \]

In particular, if \( f \) is unary, then the disequation is immediately derived.
Disequations in case of interpreted symbols generate more interesting formulas. In case of a commutative symbol \( f \), for example, the disequation \( f(a, b) \neq f(c, d) \) implies \( a \neq c \lor a \neq b \neq d \lor c \neq d \). For an AC symbol \( g \), as an example, the disequation \( g(a, g(b, c)) \neq g(a, g(a, g(c, a))) \) implies \( a \neq g(a, c) \lor b \neq c \lor b \neq g(a, a) \lor \cdots \).

To emphasize the presence of AC symbols, let \( ACCC(S) \) stand for the AC congruence closure of \( S \) with AC symbols; we will interchangeably use \( ACCC(S) \) and \( CC(S) \).

### 2.4 Flattening and Purification

Let \( F \) include a finite set \( C \) of constants, a finite set \( F_U \) of uninterpreted symbols, and a finite set \( F_{AC} \) of AC symbols, i.e., \( F = F_{AC} \cup F_U \cup C \).

Following [13], ground equations in \( GT(F) \) with AC symbols are transformed into three kinds of equations by introducing new constants for subterms: (i) constant equations of the form \( c = d \), (ii) flat equations with uninterpreted symbols of the form \( h(c_1, \ldots, c_k) = d \), and (iii) for each \( f \in F_{AC} \), \( f(c_1, \ldots, c_j) = f(d_1, \ldots, d_j) \), where \( c \)'s, \( d \)'s are constants in \( C \), \( h \in F_U \), and every AC symbol \( f \) is viewed to be variadic (including \( f(c) = c \)). Nested subterms of every AC symbol \( f \) are repeatedly flattened: \( f(f(s_1, s_2), s_3) \) to \( f(s_1, f(s_2, s_3)) \) to \( f(s_1, s_2, s_3) \) until all arguments to \( f \) are constants or nonconstant terms with outermost symbols different from \( f \). Nonconstant arguments of a mixed AC term \( f(t_1, \ldots, t_k) \) are transformed to \( f(u_1, \ldots, u_k) \), where \( u_i \)'s are new constants, with \( t_i = u_i \) if \( t_i \) is not a constant. A subterm whose outermost function symbol is uninterpreted, is also flattened by introducing new constants for their nonconstant arguments. These transformations are recursively applied on the equations with new constants.

New constants are introduced only for nonconstant subterms and their number is minimized by introducing a single new constant for each distinct subterm irrespective of its number of occurrences (which is equivalent to representing terms by directed acyclic graphs (DAGs) with full sharing whose each non-leaf node is assigned a distinct constant). As an example, 

\[
((f(a, b) * g(a)) + f(a + (a + b), (a * b) + b)) * ((g(a) + ((f(a, b) + a) + a)) + (g(a) + b)) = a
\]

is purified and flattened with new constants \( u_i \)'s, resulting in 

\[
\{ f(a, b) = u_1, g(a) = u_2, u_1 * u_2 = u_3, a + a + b = u_4, a * b = u_5, u_5 + b = u_6, f(u_4, u_6) = u_7, u_3 + u_7 = u_8, u_2 * b = u_9, u_2 + u_1 + a + a + u_9 = u_{10}, a * u_{10} = a
\]

The arguments of an AC symbol are represented as a multiset since the order does not matter but multiplicity does. For an AC symbol \( f \), let \( f(M) \) be a flattened term \( f(a_1, \ldots, a_k) \) with \( M = \{a_1, \ldots, a_k\} \), a multiset of constants; \( f(M) \) is called an \( f \)-monomial. In case \( f \) has its identity \( c \), i.e., \( f(x, c) = x \), then \( c \) is written as is, or \( f(\{\}) \). A singleton constant \( c \) is written as \( c \) or equivalently \( f(\{c\}) \). An \( f \)-monomial \( f(M_1) \) is equal to \( f(M_2) \) iff the multisets \( M_1 \) and \( M_2 \) are equal.

Without any loss of generality, the input to the algorithms below are assumed to be the above set of flattened ground equations on constants.

### 3 Congruence Closure with Associative-Commutative (AC) Functions

The focus in this section is on interpreted symbols with the associative-commutative properties; later, uninterpreted symbols are considered.

Checking whether a ground equation on AC terms is in the congruence closure \( ACCC(S) \) of a finite set \( S \) on ground equations is the word problem over finitely presented commutative algebraic structures, presented by \( S \) characterizing their interpretations as discussed in [11, 29, 6]. In the presence of disequations over AC ground terms, one is also interested in determining whether the set of ground equations and disequations is satisfiable or not.
Another goal is to associate a reduced canonical rewrite system as a unique presentation of $\text{ACCC}(S)$ and a canonical signature with every AC congruence class in the AC congruence closure of a satisfiable $S$.

For a single AC symbol $f$ and a finite set $S$ of monomial equations $\{f(M_i) = f(M'_i) | 1 \leq i \leq k\}$, $\text{ACCC}(S)$ is the reflexive, symmetric and transitive closure of $S$ closed under $f$: if $f(M_1) = f(M_2)$ and $f(N_1) = f(N_2)$ in $\text{ACCC}(S)$, then $f(M_1 \cup N_1) = f(M_2 \cup N_2)$ is also in $\text{ACCC}(S)$. In case of multiple AC symbols, for every AC symbol $g \neq f$, $g(f(M_1), f(N_1)) = g(f(M_2), f(N_2)) \in \text{ACCC}(S)$.

### 3.1 Congruence Closure with a Single AC Symbol

As in [13], we follow a rewrite-based approach for computing the AC congruence closure $\text{ACCC}(S)$ by generating a canonical rewrite system from $S$. To make rewrite rules from equations in $S$, a total ordering $\triangleright$ on the set $C$ of constants is extended to a total ordering on $f$-monomials and denoted as $\triangleright_f$. One of the main advantages of the proposed approach is the flexibility in using termination orderings on $f$-monomials, both from the literature on termination orderings on term rewriting systems as well as well-founded orderings (also called admissible orderings) from the literature on symbolic computation including Gröbner basis.

Using the terminology from the Gröbner basis literature, an ordering $\triangleright_f$ on the set of $f$-monomials, $\text{GT}([f], C)$, is called admissible iff (i) $f(A) \triangleright_f f(B)$ if the multiset $B$ is a proper subset of the multiset $A$ (subterm property) for any nonempty multiset $M$, and (ii) for any multiset $B$, $f(A_1) \triangleright_f f(A_2) \implies f(A_1 \cup B) \triangleright_f f(A_2 \cup B)$ (the compatibility property). $f([\{\}])$ may or may not be included in $\text{GT}(F)$ depending upon an application.

From $S$, a rewrite system $R_S$ is associated with $S$ by orienting nontrivial equations in $S$ (after deleting trivial equations $t = t$ from $S$) using $\triangleright_f$: a ground equation $f(A_1) = f(A_2)$ is oriented into a terminating rewrite rule $f(A_1) \rightarrow f(A_2)$, where $f(A_1) \triangleright_f f(A_2)$. The rewriting relation induced by this rewrite rule is defined below.

► **Definition 3.** A flattened term $f(M)$ is rewritten in one step, denoted by $\rightarrow_{AC}$ (or simply $\rightarrow$), using a rule $f(A_1) \rightarrow f(A_2)$ to $f(M')$ iff $A_1 \subseteq M$ and $M' = (M - A_1) \cup A_2$, where $-, \cup$ are operations on multisets.

Given that $f(A_1) \triangleright_f f(A_2)$, it follows that $f(M) \triangleright_f f(M')$, implying the rewriting terminates. Standard notation and concepts from [2] are used to represent and study properties of the reflexive and transitive closure and transitive closure of $\rightarrow_{AC}$ induced by $R_S$: the reflexive, symmetric and transitive closure of $\rightarrow_{AC}$ is the AC congruence closure $\text{ACCC}(S)$ of $S$. Below, the subscript $AC$ is dropped from $\rightarrow_{AC}$, $f$ is dropped from $S_f$ and $\triangleright_f$ whenever obvious from the context.

A rewrite relation $\rightarrow$ defined by $R_S$ is called terminating iff there are no infinite rewrite chains of the form $t_0 \rightarrow t_1 \rightarrow \cdots \rightarrow t_k \rightarrow \cdots$. A rewrite relation $\rightarrow$ is locally confluent iff for any term $t$ such that $t \rightarrow u_1, t \rightarrow u_2$, there exists $v$ such that $u_1 \rightarrow^* v, u_2 \rightarrow^* v$. $\rightarrow$ is confluent iff for any term $t$ such that $t \rightarrow^* u_1, t \rightarrow^* u_2$, there exists $v$ such that $u_1 \rightarrow^* v, u_2 \rightarrow^* v$. $\rightarrow$ is canonical iff it is terminating and locally-confluent (and hence also terminating and confluent). A term $t$ is in normal form iff there is no $u$ such that $t \rightarrow u$.

An $f$-monomial $f(M)$ is in normal form with respect to $R_S$ iff $f(M)$ cannot be rewritten using any rule in $R_S$.

Define a nonstrict partial ordering on $f$-monomials, informally capturing when an $f$-monomial rewrites another $f$-monomial, called the Dickson ordering: $f(M) \triangleright_f f(M')$ iff $M'$ is a subset of $M$. Observe that the strict subpart of this ordering, while well-founded, is not total; for example, two distinct singleton multisets (constants) $\{\{a\}\} \neq \{\{b\}\}$ cannot be compared. This ordering is later used to show the termination of the completion algorithm.
A rewrite system $R_S$ is called reduced iff neither the left side nor the right side of any rule in $R_S$ can be rewritten by any of the other rules in $R_S$.

As in [11], the local confluence of $R_S$ can be checked using the following constructions of superposition and critical pair.

**Definition 4.** Given two distinct rewrite rules $f(A_1) \rightarrow f(A_2)$, $f(B_1) \rightarrow f(B_2)$, let $AB = (A_1 \cup B_1) - (A_1 \cap B_1)$; $f(AB)$ is then the superposition of the two rules, and the critical pair is $(f((AB - A_1) \cup A_2), f((AB - B_1) \cup B_2))$.

To illustrate, consider two rules $f(a,b) \rightarrow a, f(b,c) \rightarrow b$; their superposition $f(a,b,c)$ leads to the critical pair $(f(a,c), f(a,b))$.

A rule can have a constant on its left side and a nonconstant on its right side. As stated before, a singleton constant stands for the multiset containing that constant.

A critical pair is nontrivial iff the normal forms of its two components in $\rightarrow_{AC}$ as multisets are not the same (i.e., they are not joinable). A nontrivial critical pair generates an implied equality relating distinct normal forms of its two components.

For the above two rewrite rules, normal forms of two sides are $(f(a,c), a)$, respectively, indicating that the two rules are not locally confluent. A new derived equality is generated: $f(a,c) = a$ which is in $ACCC(\{f(a,b) = a, f(b,c) = b\})$.

It is easy to prove that if $A_1, B_1$ are disjoint multisets, their critical pair is trivial. Many critical pair criteria to identify additional trivial critical pairs have been investigated and proposed in [7, 17, 3].

**Lemma 5.** An $AC$ rewrite system $R_S$, is locally confluent iff the critical pair: $(f((AB - A_1) \cup A_2), f((AB - B_1) \cup A_2))$ between every pair of distinct rules $f(A_1) \rightarrow f(A_2)$, $f(B_1) \rightarrow f(B_2)$ is joinable, where $AB = (A_1 \cup B_1) - (A_1 \cap B_1)$.

See the Appendix for a proof.

Using the above local confluence check, a completion procedure is designed in the classical manner; equivalently, a nondeterministic algorithm can be given as a set of inference rules [2]. If a given rewrite system is not locally confluent, then new rules generated from nontrivial critical pairs (that are not joinable) are added until the resulting rewrite system is locally confluent. New rules can always be oriented since an ordering on $f$-monomials is assumed to be total. This completion algorithm is a special case of Gröbner basis algorithm on monomials built using a single $AC$ symbol. The result of the completion algorithm is a locally confluent and terminating rewrite system for $ACCC(S)$.

Doing the completion algorithm on the two rules in the above examples, the derived equality is oriented into a new rule $f(a,c) \rightarrow a$. The system $\{f(a,b) \rightarrow a, f(b,c) \rightarrow b, f(a,c) \rightarrow a\}$ is indeed locally-confluent. This canonical rewrite system is a presentation of the congruence closure of $\{f(a,b) = a, f(b,c) = b\}$. Using the rewrite system, membership in its congruence closure can be decided by rewriting: $f(a,b,b) = f(a,b,c) \in ACCC(S)$ whereas $f(a,b,b) \neq f(a,a,b)$.

A simple completion algorithm is presented for the sake of completeness. It takes as input, a finite set $SC$ of constant equations and a finite set $S_f$ of equations on $f$-monomials, and a total ordering $\gg$ on $f$-monomials extending a total ordering $\gg$ on constants, and computes a reduced canonical rewrite system $R_f$ (interchangeably written as $R_S$) such that $ACCC(S) = ACCC(S_{R_f})$, where $S_{R_f}$ is the set of equations $l = r$ for every $l \rightarrow r \in R_f$. 

Algorithm 1 1AC-Completion\((S = S_f \cup S_C, \triangleright_f)\).

1. Orient constant equations in \(S_C\) into terminating rewrite rules \(R_C\) using \(\triangleright\) and interreduce them. Equivalently, using Tarjan’s Union-Find data structure, for every constant \(c \in C\), compute, from \(S_C\), the equivalence class \([c]\) of constants containing \(c\) and make \(R_C = \cup_{c \in C} \{c \rightarrow \hat{c} \mid c \neq \hat{c}\}\) and \(\hat{c}\) is the least element in \([c]\).

2. Pick an \(f\)-monomial equation \(l = r \in T\) using some selection criterion (typically an equation of the smallest size) and remove it from \(T\). Compute normal forms \(\hat{l}, \hat{r}\) using \(R_f\). If equal, then discard the equation, otherwise, orient into a terminating rewrite rule using \(\triangleright_f\). Without any loss of generality, let the rule be \(l \rightarrow \hat{r}\).

3. Generate critical pairs between \(l \rightarrow \hat{r}\) and every \(f\)-rule in \(R_f\), adding them to \(T\).

4. Add the new rule \(l \rightarrow \hat{r}\) into \(R_f\); interreduce other rules in \(R_f\) using the new rule.

(i) For every rule \(l \rightarrow r\) in \(R_f\) whose left side \(l\) is reduced by \(\hat{l} \rightarrow \hat{r}\), remove \(l \rightarrow r\) from \(R_f\) and insert \(l = r\) in \(T\). If \(l\) cannot be reduced but \(r\) can be reduced, then reduce \(r\) by the new rule and generate a normal form \(r'\) of the result. Replace \(l \rightarrow r\) in \(R_f\) by \(l \rightarrow r'\).

5. Repeat the previous three steps until the critical pairs among all pairs of rules in \(R_f\) are joinable, and \(T\) becomes empty.

6. Output \(R_f\) as the canonical rewrite system associated with \(S\).

▶ Theorem 6. The algorithm 1AC-Completion terminates, i.e., in Step 4, rules to \(R_f\) cannot be added infinitely often.

See the Appendix for a proof.

▶ Theorem 7. Given a finite set \(S\) of ground equations with a single AC symbol \(f\) and constants, and a total admissible ordering \(\triangleright_f\) on flattened AC terms and constants, a reduced canonical rewrite system \(R_f\) is generated by the above completion procedure, which serves as a decision procedure for \(ACCC(S)\).

The proof the theorem is classical, typical of a correctness proof of a completion algorithm based on ensuring local confluence by adding new rules generated from superpositions whose critical pairs are not joinable.

▶ Theorem 8. Given a total ordering \(\triangleright_f\) on \(f\)-monomials, there is a unique reduced canonical rewrite system associated with \(S_f\).

See the Appendix for a proof.

The complexity of this specialized decision procedure has been proved to require exponential space and double exponential upper bound on time complexity [23, 31].

The above completion algorithm generates a unique reduced canonical rewrite system \(R_f\) for the congruence closure \(ACCC(S)\) because of interreduction of rules whenever a new rule is added to \(R_f\): \(R_f\) \((R_S)\) thus serves as its unique presentation. Using the same ordering \(\triangleright\) on \(f\)-monomials, two sets \(S_1, S_2\) of AC ground equations have identical (modulo presentation of multisets as AC terms) reduced rewrite systems \(R_{S_1} = R_{S_2}\) iff \(ACCC(S_1) = ACCC(S_2)\), thus generalizing the result for the uninterpreted case. Every \(f\)-monomial in \(GT(\{f\}, C)\) has its canonical signature–its canonical form computed using \(R_f\) generated from \(S\).

3.2 Idempotent and/or Nilpotent AC Symbols with Identity

If an AC symbol \(f\) has additional properties such as nilpotency, idempotency and/or unit, the above completion algorithm can be easily extended by expanding the local confluence check. Along with the above discussed critical pairs from a distinct pair of rules, additional
critical pairs must be considered from each rule in \( R_f \). We discuss below the case of an AC symbol being idempotent in detail; analysis for a nilpotent AC symbol, an AC symbol with identity, and various combination of properties is similar.

For any rule \( f(M) \to f(N) \) where \( f \) is idempotent and \( M, N \) do not have duplicates, for every constant \( a \in M \), generate a superposition \( f(M \cup \{\{a\}\}) \), a new critical pair \((f(N \cup \{\{a\}\}), f(M))\) and check its joinability. It can be proved that \( R_f \) is locally confluent iff the critical pairs constructed as above, from each distinct pair of rules in \( R_f \) and the new critical pair from each rule are joinable; see the Appendix for a proof. For an example, from \( f(a, b) \to c \) with an idempotent \( f \), the superpositions are \( f(a, a, b) \) and \( f(a, b, b) \), leading to the critical pairs: \((f(a, c), f(a, b))\) and \((f(b, c), f(a, b))\), respectively, which further reduces to \((f(a, c), c)\) and \((f(b, c), c)\), respectively. See the Appendix for a proof sketch.

For a nilpotent AC symbol \( f \) with \( f(x, x) = c \), for every rule \( f(M) \to f(N) \), generate a critical pair \((f(N \cup \{\{a\}\}), f((M - \{\{a\}\}) \cup \{\{c\}\}))\). If \( f \) has identity, say \( e \), no additional critical pair is needed since from every rule \( f(M) \to f(N) \), \((f(N \cup \{\{c\}\}), f(M))\) are trivially joinable. The termination proof from the previous subsection extends to each of these cases and their combination.

### 3.3 Computing Congruence Closure with Multiple AC symbols

The extension of the above algorithm for computing congruence closure with a single AC symbol to multiple AC symbols is straightforward.

Given a total ordering \( \gg \) on constants, for each AC symbol \( f \), define a total well-founded admissible ordering \( \gg_f \) on \( f \)-monomials extending \( \gg \). However, nonconstant \( f \)-monomials are not comparable with nonconstant \( g \)-monomials for \( f \neq g \).

From \( S_C \) and each \( S_f \), reduced canonical rewrite systems \( R_C \) and \( R_f \), respectively are independently generated using the algorithm of the previous subsection. Equalities on shared constants must be propagated until no additional implied equalities are generated.

Any constant equality \( c = d \) generated in an \( R_f \), \( f \in F_{AC} \), is oriented as a rewrite rule; wlog \( c \to d \) is added to \( R_C \) with \( c \) reduced to \( d \) everywhere in various \( R_f \)’s. If \( c \) appears in the left side of a rule in some \( R_g \), it is removed from \( R_g \) and instead viewed as an equation, which is further reduced and the normalized equation is oriented as a rewrite rule using \( \gg_g \) and checked for local confluence with other rules in \( R_g \). This process is continued until no new implied constant equalities are generated and local confluence of each \( R_f \) is restored.

A subtle issue is when two distinct \( R_f \) and \( R_g \), \( f \neq g \), have rewrite rules with the same constant on their left sides, i.e., there is a rule \( c \to f(M) \in R_f \) and \( c \to g(N) \in R_g \), \( f \neq g \).

This implies that a constant \( c \) is congruent to both nonconstant \( f \)-monomial as well as \( g \)-monomial. The above can happen if in \( \gg_f \) and \( \gg_g \), \( c \gg_f f(M) \) and \( c \gg_g g(N) \), respectively. However, \( f(M) \) and \( g(N) \) are noncomparable in \( \gg_f \) or \( \gg_g \) since they have two different AC symbols. We will call this case to be that of a shared constant having two distinct normal forms in different AC symbols.

A new constant \( u \) is introduced with \( c \gg u \), as is usually the case with new constants; \( \gg_f \) and \( \gg_g \) are extended to include monomials in which \( u \) appears with the constraint that \( f(M) \gg_f u \) and \( g(N) \gg_g u \). Add a rule \( c \to u \in R_C \), replace the rule \( c \to f(M) \in R_f \) by \( f(M) \to u \) and \( c \to g(N) \in R_g \) by \( g(N) \to u \). These restrictions are easily satisfied.

The replacements of \( c \to f(M) \) to \( f(M) \to u \) in \( R_f \) and similarly of \( c \to g(N) \) to \( g(N) \to u \) in \( R_g \) may violate the local confluence of \( R_f \) and \( R_g \). New superpositions are generated in \( R_f \) as well as \( R_g \), possibly leading to new rules. After local confluence is restored, the result is new \( R_f' \) and \( R_g' \). To illustrate, consider \( S = \{c = a + b, c = a \ast b\} \) with AC \(+, \ast\). For an ordering \( c \gg b \gg a \) with both \( \gg_+ \) and \( \gg_\ast \) being pure lexicographic,
$R_+ = \{c \rightarrow a + b\}, R_* = \{c \rightarrow a \cdot b\}$. These canonical rewrite systems have a shared constant $c$ with two different normal forms. Introduce a new constant $u$ with $c \gg b \gg a \gg u$; make $R_S = \{a + b \rightarrow u, a \cdot b \rightarrow u, c \rightarrow u\}$. The reader must have observed that whereas in the extended signature, the above rewrite system is unique, reduced, and canonical, on the original signature, it is not even locally confluent. A choice about whether the canonical form of $c$ is an $f$-monomial or a $g$-monomial is not made as part a of this algorithm since nonconstant $f$-monomials and $g$-monomials are noncomparable.

A reduced canonical rewrite system $R = R_C \cup \bigcup_{f \in F_{AC}} R_f$ is generated from $S$ to compute the AC congruence closure $ACCC(S)$ in which rules have distinct left sides.

**Algorithm 2 Combination Algorithm ($S = S_C \cup \bigcup_{f \in F_{AC}} S_f$. \{\gg_f | f \in F_{AC}\}).**

1. Generate a reduced canonical rewrite system $R_C$ from $S_C$ using the total ordering $\gg$ on $C$; equivalently, as in step 1 of the algorithm for the single AC symbol, Tarjan’s Union-Find data structure, can be employed.

2. Normalize each $S_f$ using $R_c$, resulting in equations on $f$-monomials on canonical constants. Wlog, we will continue to call the result $S_f$. This step is eagerly applied as new constant equalities on constants are generated in the steps below.

3. Run the congruence closure algorithm on each $S_f$ from the previous subsection using the ordering $\gg_f$, generating a reduced canonical rewrite system $R_f$ for the congruence closure $ACCC(S_f)$.

4. If any of $R_f$’s generates an implied constant equality, say $c \rightarrow d$, include it in $R_C$ and inter-reduce. If $c \rightarrow d$ and any other constant rewrite rule generated from $R_C$, reduces a rule, say $g(M) \rightarrow g(N)$ in any $R_g$, two cases are considered: (i) $g(M)$ is rewritten using the new rules: move $g(M) = g(N)$ from $R_g$ to $T_g^2$, and check for the local confluence of the modified $R_g$ along with $T_g$ by generating new superposition, if any, and adding new rules in $R_g$. (ii) $g(M)$ is not rewritten but $g(N)$ is, then replace $g(M) \rightarrow g(N')$, where $g(N')$ is a normal form of $g(N)$ using $R_g$.

5. **Shared constant with canonical forms in different AC symbols:**

   If two different canonical rewrite subsystems $R_f, R_g, f \neq g$ have identical constants as the left sides, i.e. if there is a rule $c \rightarrow f(M) \in R_f$ and $c \rightarrow g(N) \in R_g, f \neq g$, introduce a new constant $u$, make $c \gg u$ extending $\gg_f$ on $f$-monomials with $u$ making $f(M) \gg_f u$ and $g(N) \gg_g u$, and add a rule $c \rightarrow u \in R_C$, replace rules $c \rightarrow f(M) \in R_f$ by $f(M) \rightarrow u$ and $c \rightarrow g(N) \in R_g$ by $g(N) \rightarrow u$. Since $u$ is a new symbol, orderings on $f$-monomials and $g$-monomials are extended to satisfy these requirements.

   Replacing $c \rightarrow f(M) \rightarrow u$ can result in additional superpositions with other rules in $R_f$ and possibly new rules using $u$; this applies to $R_g$ as well. After ensuring local-confluence of all new superpositions and adding new rules if needed, reduced canonical rewrite systems are generated for each $R_f$.

6. If no new constant equalities are generated and the set of rewrite systems $R_f$’s do not satisfy the shared constant condition, the algorithm terminates.

7. Output the combined rewrite system consisting of a reduced canonical $R_C$ on constants and a reduced canonical $R_f$ for each $f \in F_{AC}$. These canonical Rewrite systems do not share a constant symbol appearing on the left side of any rule.

The termination and correctness of the algorithm follows from the termination and correctness of the algorithm for a single AC symbol and the fact there are finitely many new constant equalities that can be added.
The result of the above algorithm is a finite reduced canonical rewrite system \( R_S = R_C \cup \bigcup_{f \in F_{AC}} R_{S_f} \), a disjoint union of sets of reduced canonical rewrite rules on \( f \)-monomials for each AC symbol \( f \), along with a canonical rewrite system \( R_C \) consisting of constant rules such that the left sides of rules are distinct. \( R_S \) is unique in the extended signature assuming a family of total admissible orderings on \( f \)-monomials for every \( f \in F_{AC} \), extending a total ordering on constants; this assumes a fixed choice of new constants standing for the same set of subterms during purification and flattening. In the original signature, however, \( R_S \) is neither unique nor even locally confluent (or canonical) if it includes a shared constant having multiple canonical forms in two different AC symbols as illustrated in the above example. It then becomes necessary to compare monomials in different AC symbols.

**Theorem 9.** \( R_S \) as defined above is a unique reduced canonical rewrite system in the extended signature for a given family \( \{ \gg_f | f \in F_{AC} \} \) of admissible orderings on \( f \)-monomials extending a total ordering on constants, such that \( \text{ACCC}(R_S) \), with rewrite rules in \( R_S \) viewed as equations, on the original signature is \( \text{ACCC}(S) \).

The proof of the theorem follows from the fact that (i) each \( R_{S_f} \) is reduced and canonical, and is unique for \( S_f \) using \( \gg_f \), (ii) the left sides of all rules are distinct, (iii) these rewrite systems are normalized using \( R_C \).

### 4 Congruence Closure with Uninterpreted and Multiple AC symbols

The algorithm presented in the previous subsection to compute AC congruence closure with multiple AC symbols is combined with Kapur’s congruence closure algorithm for uninterpreted symbols. The combination is straightforward given that the output of the congruence closure algorithm is a unique reduced canonical rewrite system consisting of flat rules of the form \( h(a_1, \cdots, a_k) \rightarrow b \) and constant rules \( a \rightarrow b \). There is no interaction between flat rules and other rules generated from AC monomials. When new constant equalities are generated, they can reduce flat rules, making the left sides of some flat rules equal, resulting in additional equalities which are handled in the same way as constant equalities generated during completion on equations on \( f \)-monomials. All other steps are the same as in the case of the congruence closure algorithm in the previous subsection for multiple AC symbols. The output of this general algorithm share the properties of the output of the congruence closure over multiple AC symbols.

It is preferable to generate \( R_C \) first and then generate \( R_U \) to check if any implied constant equalities are generated. The result is a reduced canonical rewrite system \( R_C \cup R_U \) for the congruence closure of \( S_C \cup S_U \) over uninterpreted symbols. \( R_C, R_U \) can be computed very fast in \( O(n \times \log(n)) \) steps, whereas computing \( R_f \) from a set of \( f \)-monomial equations is very expensive, so it always pays off to deduce constant equalities from \( R_C \) and \( R_U \). During the computation of generating canonical rewrite systems for \( R_f \) from \( S_f, f \in F_{AC} \), if a new constant equality is implied and generated, it is eagerly used to update \( R_C \cup R_U \) to generate any new implied equalities, and used to update monomial equations and monomial rewrite systems constructed so far.

The algorithm from the previous subsection for computing reduced canonical rewrite systems from each \( S_f \) is applied, looking for new constant equalities generated and checking shared constant condition. As discussed in the previous subsection, in both cases, local confluence of \( R_f \)’s may have to restored for checking additional superpositions, leading to possibly new rules.

The result is a modular combination, whose termination and correctness is established in terms of the termination and correctness of its various components: (i) the termination and correctness of algorithms for generating canonical rewrite systems from ground equations
in a single AC symbol, for each AC symbol in $F_{\text{AC}}$, and their combination together with each other, and (ii) the termination and correctness of congruence closure over uninterpreted symbols and its combination with the AC congruence closure for multiple AC symbols.

Given a total ordering $\triangleright$ on $C$, let $\triangleright_U \triangleleft_\triangleright \cup \{h \triangleright_U c, h, c \in F_U, c \in C\}$. For each AC symbol $f$, define a total admissible ordering $\triangleright_f$ on $f$-monomials extending $\triangleright$ on $C$.

Algorithm 3 General Congruence Closure($S = S_C \cup S_U \cup \bigcup_{f \in F_{\text{AC}}} S_f, \triangleright_U \cup \{\triangleright_f | f \in F_{\text{AC}}\}$).

1. From $S_C \cup S_U$, generate a reduced canonical rewrite system $R_C \cup R_U$ representing the congruence closure over uninterpreted symbols such that each rule has its left side as $h(c_1, \ldots, c_k) \rightarrow c$ or $a \rightarrow b$ and no two left sides are the same.
2. Normalize $S_f, f \in F_{\text{AC}}$ using $R_C$.
3. Run the AC congruence closure for multiple AC symbols from the previous subsection, on the output from the previous step, using $\triangleright_f$ for each $f \in F_{\text{AC}}$.
4. If new constant equalities are generated and/or shared constant condition is satisfied, redo steps 1, 2, 3, restoring local confluence of $R_C, R_U$ and each $R_f$.
5. Repeat this step until no more new constant equalities are generated and until shared constant condition is satisfied, leading to the termination of the algorithm.

Since there are finitely many constants, bounded by the size of input ground equations, only finitely many constant equalities on them can be added during the propagation. As a result, the termination of the general algorithm follows from the termination of the algorithms for each of the components $S_U$ and $S_f, f \in F_{\text{AC}}$. The correctness proof of the general algorithm is also structured in a modular fashion using the correctness proofs of the components $S_U$ and $S_f, f \in F_{\text{AC}}$.

Theorem 10. Given a set $S$ of ground equations in $\text{GT}(F)$, the above algorithm generates a reduced canonical rewrite system $R_S$ on the extended signature such that $R_S = R_C \cup R_U \cup \bigcup_{f \in F_{\text{AC}}} R_f$, where each of $R_C, R_U, R_f$ is a reduced canonical rewrite system using a set of total admissible monomial orderings $\triangleright_f$ on $f$-monomials, which extends a ordering $\triangleright_U$ on uninterpreted symbols and constants as defined above, and $\text{ACCC}(R_S)$, with rules in $R_S$ viewed as equations, on the original signature is $\text{ACCC}(S)$. Further, for this given set of orderings $\triangleright_U$ and $\{\triangleright_f | f \in F_{\text{AC}}\}$, $R_S$ is unique for $S$ in the extended signature.

It should be noted that it is not necessary to run a completion algorithm for each AC symbol separately, instead, they can be interleaved along with any new constant equalities generated to reduce constants appearing in other $R_f$ eagerly. Even though there are new constants introduced in the generation of a reduced canonical rewrite system if two different $R_f, R_g$ have the same constant appearing on the left sides of rules with $f$-monomials and $g$-monomials on their right side, the number of choices for canonical forms is finite given that there are only finite many AC symbols and finitely many constants.

5 Examples

The proposed algorithms are illustrated using several examples which are mostly picked from the above cited literature with the goal of not only to show how the proposed algorithms work, but also contrast them with the algorithms reported in the literature.
Example 1. Consider an example from [5]: \( S = \{ f(a, c) = a, f(c, g(f(b, c))) = b, g(f(b, c)) = f(b, c) \} \) with \( g \) being uninterpreted and \( f \) being an AC symbol. A number of variations of the same example will be considered.

Mixed term \( f(c, g(f(b, c))) \) is purified by introducing new symbols \( u_1 \) for \( f(b, c) \) and \( u_2 \) for \( g(u_1) \), gives \( \{ f(a, c) = a, f(b, c) = u_1, g(u_1) = u_2, f(c, u_2) = b, u_2 = u_1 \} \). (i) \( S_C = \{ u_2 = u_1 \} \), (ii) \( S_U = \{ g(u_1) = u_2 \} \), and (iii) \( S_f = \{ f(a, c) = a, f(b, c) = u_1, f(c, u_2) = b \} \).

Different total orderings on constants are used to illustrate how different canonical forms can be generated. Consider a total ordering \( f \triangleright g \triangleright a \triangleright b \triangleright u_2 \triangleright u_1 \). \( R_C = \{ 1. u_2 \rightarrow u_1 \} \) normalizes the uninterpreted equation and it is oriented as: \( R_U = \{ 2. g(u_1) \rightarrow u_1 \} \).

To generate a reduced canonical rewrite system for AC \( f \)-terms, an admissible ordering on \( f \)-terms must be chosen. The degree-lexicographic ordering on monomials will be used for simplicity: \( f(M_1) \triangleright f(M_2) \) iff \( |M_1| > |M_2| \) or \( |M_1| = |M_2| \) \& \( M_1 \neq M_2 \) includes a constant \( \triangleright \) every constant in \( M_2 - M_1 \). \( f \)-equations are normalized using rules 1 and 2, and oriented:

\( \{ 3. f(a, c) \rightarrow a, 4. f(c, u_1) \rightarrow b, 5. f(b, c) \rightarrow u_1 \} \).

Applying the AC congruence closure completion algorithm, the superposition between the rules 3, 5 is \( f(b, c) \) with the critical pair: \( (f(a, b), f(a, u_1)) \), leading to a rewrite rule 6. \( f(a, b) \rightarrow f(a, u_1) \): the superposition between the rules 3, 4 is \( f(a, c, u_1) \) with the critical pair: \( (f(a, u_1), f(a, b)) \) which is trivial by rule 6. The superposition between the rules 4, 5 is \( f(b, c, u_1) \) with the critical pair: \( (f(b, b), f(u_1, u_1)) \) giving: 7. \( f(b, b) \rightarrow f(u_1, u_1) \). The rewrite system \( R_f = \{ 3, 4, 5, 6, 7 \} \) is a reduced canonical rewrite system for \( S_f \). \( R_S = \{ 1, 2 \} \cup R_f \) is a reduced canonical rewrite system associated with the AC congruence closure of the input and serves as its decision procedure.

In the original signature, the rewrite system \( R_S \) is: \( \{ g(f(b, c))) \rightarrow f(b, c), f(a, c) \rightarrow a, f(b, c, c) \rightarrow b, f(a, b) \rightarrow f(a, b, c), f(b, b) \rightarrow f(b, b, c) \} \) with 5 becoming trivial. The reader would observe this rewrite system is locally confluent but not terminating.

Consider a different ordering: \( f \triangleright g \triangleright a \triangleright b \triangleright u_1 \triangleright u_2 \). This gives rise to a related rewrite system in which \( u_1 \) is replaced by \( u_2 \): \( \{ u_1 \rightarrow u_2, g(u_2) \rightarrow u_2, f(a, c) \rightarrow a, f(c, u_2) \rightarrow b, f(b, c) \rightarrow u_2, f(a, b) \rightarrow f(a, u_2), f(b, b) \rightarrow f(u_2, u_2) \} \). Compare it in the original signature with the above system: \( R_S = \{ f(b, c) \rightarrow g(f(b, c)), g(g(f(b, c))) \rightarrow g(f(b, c)), f(a, c) \rightarrow a, f(c, g(f(b, c))) \rightarrow b, f(a, b) \rightarrow f(a, g(f(b, c))), f(b, b) \rightarrow f(g(f(b, c)), g(b(f(b, c)))) \} \).

Example 2. This example illustrates interaction between congruence closures over uninterpreted symbols and AC symbols. Let \( S = \{ g(b) = a, g(d) = c, a \ast c = c, b \ast c = b, a \ast b = d \} \) where \( g \) is uninterpreted and \( * \) is AC. Let \( \ast \triangleright g \triangleright a \triangleright b \triangleright c \triangleright d \) with \( g, \ast \). Applying the steps of the algorithm, \( R_U \), the congruence closure over uninterpreted symbols, is \( \{ g(b) \rightarrow a, g(d) \rightarrow c \} \); Completion on the \( * \)-equations using degree lexicographic ordering, oriented as \( \{ a \ast c \rightarrow c, b \ast c \rightarrow b, a \ast b \rightarrow a \} \), generates an implied constant equality \( b = d \) from the critical pair of \( a \ast c \rightarrow c, b \ast c \rightarrow b \). Using the rewrite rule \( b \rightarrow d \), the AC rewrite system reduces to: \( R_s = \{ a \ast c \rightarrow c, c \ast d \rightarrow d, a \ast d \rightarrow d \} \), which is canonical.

The implied constant equality \( b = d \) is added to \( R_C : \{ b \rightarrow d \} \) and is also propagated to \( R_U \), which makes the left sides of \( g(b) \rightarrow a \) and \( g(d) \rightarrow c \) equal, generating another implied equality \( a = c \). This equality is oriented and added to \( R_C : \{ a \rightarrow c, b \rightarrow d \} \), and \( R_U \) becomes \( \{ g(d) \rightarrow c \} \). This implied equality is propagated to the AC rewrite system on \( \ast \). \( R_C \) normalizes \( R_s \) to \( \{ c \ast c \rightarrow c, c \ast d \rightarrow d, a \ast d \rightarrow d \} \).

The output of the algorithm is a canonical rewrite system: \( \{ g(d) \rightarrow c, b \rightarrow d, a \rightarrow c, c \ast c \rightarrow c, c \ast d \rightarrow d \} \). In general, propagation of equalities can result in the left sides of the rules in AC subsystems change, generating new superpositions, much like in the uninterpreted case.
Example 3. Consider another example with multiple AC symbols from [24]: \( S = \{ a + b = a \ast b, a \ast c = g(c), c = e' \} \) with +, \( \ast \) being AC and \( g \) as uninterpreted, to illustrate flexibility in choosing orderings in our framework.

Purification leads to introduction of new constants: \( \{ 1. a + b = u_0, 2. a \ast b = u_1, 3. a \ast c = u_2, 4. g(c) = u_2, 5. c = e', 6. u_0 = u_1 \} \). Depending upon a total ordering on constants \( a, b, c, e, e' \), there are thus many possibilities depending upon the desired canonical forms.

Recall that \( a + b \) cannot be compared with \( a \ast b \), however \( u_0 \) and \( u_1 \) can be compared. If canonical forms are desired so that the canonical form of \( a + b \) is \( a \ast b \), the ordering should include \( u_0 \gg u_1 \). Consider an ordering \( a \gg b \gg c \gg e \gg e' \gg u_2 \gg u_0 \gg u_1 \).

Degree-lexicographic ordering is used on + and \( \ast \) monomials. This gives rise to: \( R_C = \{ 6. u_0 \rightarrow u_1, 5. e \rightarrow e' \}, R_U = \{ 4'. g(c') \rightarrow u_2 \} \) along with \( R_+ = \{ 1. a + b \rightarrow u_1 \} \) and \( R_\ast = \{ 2. a \ast b \rightarrow u_1, 3. a \ast c \rightarrow u_2 \} \).

The canonical rewrite system for \( \ast \) is: \( \{ 2. a \ast b \rightarrow u_1, 3. a \ast c \rightarrow u_2, 7. b \ast u_2 \rightarrow c \ast u_1 \} \).

With \( u_1 \gg u_0 \), another canonical rewrite system \( R_S = \{ 1. a + b \rightarrow u_1, 2. a \ast b \rightarrow u_1, 3. a \ast c \rightarrow u_2, 4'. g(c') \rightarrow u_2 \} \) is canonical. Both \( a + b \) and \( a \ast b \) have the same normal form \( u_1 \) standing for \( a \ast b \) in the original signature.

6 A Gröbner Basis Algorithm as an AC Congruence Closure

Buchberger’s Gröbner basis algorithm when extended to polynomial ideals over integers [10] can be interestingly viewed as a special congruence closure algorithm with multiple AC symbols + and \( \ast \) which in addition, satisfy the properties of a commutative ring with unit. A manuscript proposing this new perspective on Gröbner basis algorithms with interesting implications is under preparation [15]. Below, we illustrate this new insight using an example from [10]. Relationship between Gröbner basis algorithm and the Knuth-Bendix completion procedure has been investigated in [9, 30, 12, 22], but the proposed insight is novel.

The ring structure of polynomials gives rise to additional interaction when a canonical rewrite system for the congruence closure of \( + \)-monomials is combined with a canonical rewrite system for the congruence closure of \( \ast \)-monomials. Along with the identities for +, \( x + 0 = x \), and for \( \ast \), \( x \ast 1 = x \), and the distributivity axiom, \( + \) also has an inverse operation: \( x + -(x) = 0, -0 = 0, -(x) = x, -(x + y) = -x + -y \). Abusing the notation, \( x + -(y) \) will be written as \( x - y \). In addition, \( x \ast 0 = 0 \). With the distributivity rule: \( x \ast (y + z) = (x \ast y) + (x \ast z) \), these axioms when oriented from left to right constitute a canonical rewrite system for a commutative ring with unit and are used for normalizing terms to polynomials.

An additive monomial \( c \cdot t \), where \( c \neq 0 \), is an abbreviation of repeating \( \ast \)-monomial \( t \cdot c \) times; if \( c \) is positive, say 3, then \( 3 \cdot t \) is an abbreviation for \( t + t + t \); similarly if \( c \) is negative, say \( -2 \), then \( -2 \cdot t \) is an abbreviation for \( -t - t \). A \( \ast \)-monomial with unit coefficient is a pure term expressed in \( \ast \), but a monomial \( 3 \cdot y \cdot y \cdot y \), for example, is a mixed term \( y \cdot y \cdot y \cdot y \cdot y \cdot y \cdot y \) with + as the outermost symbol which has \( \ast \) subterms.

Consider an example [10]: a related example is also discussed in [22], so an interested reader is invited to contrast the proposed approach with the one there. The input basis is: \( 7 \cdot x \cdot x \cdot y = 3 \cdot x, 4 \cdot x \cdot y \cdot y = x \cdot y, 3 \cdot y \cdot y \cdot y \cdot y = 0 \) of a polynomial ideal over the integers [10].

Purification of the above equations leads to: \( 1. u_1 = 3 \cdot x, 2. u_2 = u_3, 3. u_4 = 0 \) with \( 4. x \cdot x \cdot y = u_1, 5. x \cdot y \cdot y = u_2, 6. x \cdot y = u_3, 7. y \cdot y \cdot y = u_4 \)
Let a total ordering on all constants be: \( u_1 \gg u_2 \gg u_4 \gg u_3 \gg x \gg y \). Extend it using the degree-lexicographic ordering on \(+\)-monomials as well as \(*\)-monomials, Orienting \(*\) equations: \( R_c = \{4. x * x * y \rightarrow u_1, 5. x * y * y \rightarrow u_2, 6. x * y \rightarrow u_3, 7. y * y * y \rightarrow u_4\} \).

Orienting \(+\) equations, \( R_+ = \{1. 7 u_1 \rightarrow 3 x, 2. 4 u_2 \rightarrow u_3, 3. 3 u_4 \rightarrow 0\} \).

Completion on the ground equations on \(*\) terms generates a reduced canonical rewrite system: \( R_c = \{6. x * y \rightarrow u_3, 7. y * y * y \rightarrow u_4, 8. u_3 * y \rightarrow u_2, 9. u_3 * x \rightarrow u_1, 10. u_2 * x \rightarrow u_3 u_3, 11. u_1 * y \rightarrow u_3 u_3, 12. u_1 + u_4 \rightarrow u_2 * u_2, 13. u_4 * x * x \rightarrow u_2 u_3, 14. u_3 * u_3 * u_3 \rightarrow u_1 * u_2\} \).

This system captures relationships among all product monomials appearing in the input. The canonical rewrite system for \(+\) is: \( R_+ = \{1. 7 u_1 \rightarrow 3 x, 2. 4 u_2 \rightarrow u_3, 3. 3 u_4 \rightarrow 0\} \).

Rules in \( R_c \) and \( R_+ \) interact, leading to new superpositions and critical pairs: for \( c * u \rightarrow r \in R_c, u * m \rightarrow r' \in R_+ \), where \( c \in \mathbb{Z} - \{0\} \), \( u \) is a constant and \( m \) is \(*\)-monomial, the superposition is \((c * u) * m\) generating the critical pair \((r * m, c r')\), which is normalized using distributivity and other rules. It can be shown that only this superposition needs to be considered to check local confluence of \( R_c \cup R_+ [15] \).

As an example, rules \( 3: 3 u_4 \rightarrow 0 \) and \( 12: u_1 + u_4 \rightarrow u_2 * u_2 \) give the superposition \( u_1 + u_4 + u_1 u_4 + u_1 * u_4 \), which is \( 3 u_1 * u_4 \), generating the critical pair \((3 u_2 * u_2, 0)\); rules 3 and 13 gives a trivial critical pair. Considering all such superpositions, the resulting canonical rewrite system can be shown to include \( \{3 x \rightarrow 0, u_1 \rightarrow 0, u_2 \rightarrow u_3, 3 u_4 \rightarrow 0\} \) among other rules. When converted into the original signature, this is precisely the Gröbner basis reported as generated using Kandri-Rody and Kapur’s algorithm: \( \{3 x \rightarrow 0, x * x * y \rightarrow 0, x * y * y \rightarrow x + y, 3 y * y * y \rightarrow 0\} \) as reported in [10].

The above illustrates the power and elegance of the proposed combination framework. Comparing with [22], it is reported there that a completion procedure using normalized rewriting generated 90 critical pairs in contrast to AC completion procedure [27] computed 1990 critical pairs; in the proposed approach, much fewer critical pairs are generated in contrast, without needing to use any AC unification algorithm or extension rules.

The proposed approach can also be used to compute Gröbner basis of polynomial ideals with coefficients over finite fields such as \( \mathbb{Z}_p \) for a prime number \( p \), as well as domains with zero divisor such as \( \mathbb{Z}_4 \) [16]. For example, in case of \( \mathbb{Z}_5 \), another rule is added: \( 1 + 1 + 1 + 1 + 1 \rightarrow 0 \) added to the input basis.

7 Conclusion

A modular algorithm for computing the congruence closure of ground equations expressed using AC function symbols and uninterpreted symbols is presented. The algorithm is derived by generalizing the framework first presented in [13] for generating the congruence closure of ground equations over uninterpreted symbols. The key insight from [13]—flattening of subterms by introducing new constants and congruence closure on constants, is generalized by flattening mixed AC terms and purifying them by introducing new constants to stand for pure AC terms in every (single) AC symbol. The result of this transformation on a set of equations on mixed ground terms is a set of constant equations, a set of flat equations relating a nonconstant term in an uninterpreted symbol to a constant, and a set of equations on pure AC terms in a single AC symbol. Such decomposition and factoring enable using congruence closure algorithms for each of the subproblems independently, which propagate equalities on shared constants. Once the propagation of constant equalities stabilizes (reaches a fixed point), the result is (i) unique reduced canonical rewrite systems for each subproblem and finally, (ii) a unique reduced canonical rewrite system for the congruence closure of a finite set of ground equations over multiple AC symbols and uninterpreted symbols. The algorithms extend easily when AC symbols have additional properties such as idempotency, identity and nilpotency.
The modularity of the algorithms leads to easier and simpler correctness and termination proofs in contrast to those in [5, 22]. The complexity of the procedure is governed by the complexity of generating a canonical rewrite system for AC ground equations on constants.

The proposed algorithm is a direct generalization of Kapur’s algorithm for the uninterpreted case, which has been shown to be efficiently integrated into SMT solvers including BarcelogicTools [26]. We believe that the AC congruence closure can also be effectively integrated into SMT solvers. Unlike other proposals, the proposed algorithm neither uses specialized AC compatible orderings on nonground terms nor extension rules often needed in AC/E completion algorithms and AC/E-unification, thus avoiding explosion of possible critical pairs for consideration.

A by-product of this new algorithm based on the proposed framework is a new way to view a Gröbner basis algorithm for polynomial ideals over integers, as a congruence closure algorithm over a commutative ring with unit, which is a congruence closure algorithm with two AC symbols + and ∗, extended to consider the additional properties of + and ∗.
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A Appendix: Proofs

Lemma 5. An AC rewrite system $R_S$ is locally confluent iff the critical pair: $f(((AB - A_1) \cup A_2), f((AB - B_1) \cup B_2))$ between every pair of distinct rules $f(A_1) \rightarrow f(A_2), f(B_1) \rightarrow f(B_2)$ is joinable, where $AB = (A_1 \cup B_1) - (A_1 \cap B_1)$.

Proof. Consider a flat term $f(C)$ rewritten in two different ways in one step using not necessarily distinct rules: $f(A_1) \rightarrow f(A_2), f(B_1) \rightarrow f(B_2)$. The result of the rewrites is: 

$(f((C - A_1) \cup A_2), f((C - B_1) \cup B_2))$. Since $A_1 \subseteq C$ as well as $B_1 \subseteq C$, $AB \subseteq C$; let $D = C - AB$. The critical pair is then 

$(f(D \cup ((AB - A_1) \cup A_2))f(D \cup ((AB - B_1) \cup B_2)))$.

All rules applicable to the critical pair to show its joinability also apply, thus showing the joinability of the pair. The other direction is straightforward. The case of when at least one of the rules has a constant on its left side is trivially handled.

Theorem 6. The algorithm 1AC-Completion terminates, i.e., in Step 4, rules to $R_f$ cannot be added infinitely often.

Proof. Proof by Contradiction. A new rule $\hat{l} \rightarrow \hat{r}$ in Step 4 of the algorithm is added to $R_f$ only if no other rule can reduce it, i.e., for every rule $l \rightarrow r \in R_f$, $\hat{l}$ and $\hat{r}$ are noncomparable in $\gg_D$. For $R_f$ to be infinite, implying the nontermination of the algorithm means that $R_f$ must include infinitely many noncomparable left sides in $\gg_D$, a contradiction to Dickson’s Lemma.

Theorem 8. Given a total ordering $\gg_f$ on $f$-monomials, there is a unique reduced canonical rewrite system associated with $S_f$.

Proof. Proof by Contradiction. Suppose there are two distinct reduced canonical rewrite systems $R_1$ and $R_2$ associated with $S_f$ for the same $\gg_f$. Pick the least rule $l \rightarrow r$ in $\gg_f$ on which $R_1$ and $R_2$ differ; wlog, let $l \rightarrow r \in R_1$. Given that $R_2$ is a canonical rewrite system for $S_f$ and $l = R \in ACCC(S_f)$, $l$ and $r$ must reduce using $R_2$ implying that there is a rule $l' \rightarrow r' \in R_2$ such that $l \gg_D l'$; since $R_1$ has all the rules of $R_2$ smaller than $l \rightarrow r$, $l \rightarrow r$ can be reduced in $R_1$, contradicting the assumption that $R_1$ is reduced. If $l \rightarrow r' \in R_2$ where $r' \neq r$ but $r' \gg_f r$, then $r'$ is not reduced implying that $R_2$ is not reduced.

Lemma 5demi. An AC rewrite system $R_S$ with $f(x, x) = x$, is locally confluent iff (i) the critical pair: $f(((AB - A_1) \cup A_2), f((AB - B_1) \cup B_2))$ between every pair of distinct rules $f(A_1) \rightarrow f(A_2), f(B_1) \rightarrow f(B_2)$ is joinable, where $AB = (A_1 \cup B_1) - (A_1 \cap B_1)$, and (ii) for every rule $f(M) \rightarrow f(N) \in R_S$ and for every constant $a \in M$, the critical pair, $(f(M), f(N \cup \{a\}))$, is joinable.

Proof. Consider a flat term $f(C)$ rewritten in two different ways in one step using not necessarily distinct rules and/or $f(x, x) \rightarrow x$. There are three cases: (i) $f(C)$ is rewritten in two different ways in one step using $f(x, x) \rightarrow x$ to $f(C - \{a\})$ and $f(C - \{b\})$. After single step rewrites, the idempotent rule can be applied again on both sides giving $f(C - \{a, b\})$. 


(ii) $f(C)$ is rewritten in two different ways, with one step using $f(x,x) \to x$ and another using $f(M) \to f(N)$. An application of the idempotent rule implies that $C$ includes a constant $a$, say, at least twice; the result of one step rewriting is: $(f(C - \{a\}), f((C - M) \cup N))$. This implies there exists a multiset $A$ such that $C = A \cup M \cup \{a\}$. The critical pair generated from $f(M) \to f(N)$ is $(f(M), f(N \cup \{a\}))$. The rewrite steps used to show the joinability of $(f(M), f(N \cup \{a\}))$ apply also on $(f(C - \{a\}), f((C - M) \cup N))$, showing joinability.

The third case is the same as that of Lemma 5 and is omitted.

Similar local confluence lemmas can be proved in case $f$ is nilpotent, has unit and various combinations.
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1 Introduction

Manipulation of control structure of a program is inevitable. In addition to the standard exception handling, more sophisticated manipulation of control using algebraic effects and handlers has been proposed [4, 25] and is becoming widely used [20]. To support such mechanisms in a compiler, one can either (i) transform the source program into continuation-passing style (CPS), or (ii) implement manipulation of control directly via the modification of a portion of a stack without transforming the program into CPS. There is extensive research comparing which approach (among more variants) is better in which circumstances [12].

However, for four variants of delimited-control operators, i.e., \texttt{shift} and \texttt{reset} [8, 9], \texttt{control} and \texttt{prompt} [13], \texttt{shift_0} and \texttt{reset_0} [23], and \texttt{control_0} and \texttt{prompt_0} [16], almost no low-level implementation has been considered. The only exceptions we are aware of are all on \texttt{shift/reset}: direct implementation of \texttt{shift/reset} in Scheme48 [15], in OchaCaml [22], and the derivation of a virtual machine for \texttt{shift/reset} [3]. Without proper low-level implementation strategies for all the four delimited-control operators, we cannot even discuss pros and cons of CPS vs. direct-style implementations for those operators. This omission could affect the low-level implementation strategies for algebraic effects and handlers, since they have a close connection with \texttt{shift_0} and \texttt{control_0} [14, 24].
In this paper, we derive an abstract machine and a virtual machine for the \( \lambda \)-calculus with four delimited-control operators. Starting from Shan’s definitional interpreter [28], we successively apply various meaning-preserving transformations, following Danvy’s recipe [2, 7]. The overall derivation is similar to our previous work [3] on deriving a virtual machine for shift/reset. However, handling of invocation contexts (needed for control\textsubscript{0} and control\textsubscript{00}) and metacontinuations (needed for shift\textsubscript{0} and control\textsubscript{00}) is non-trivial: we need to have a trail of invocation contexts to be a tree structure to support concatenation of invocation contexts and have a metacontinuation to maintain a list of code pointers representing the contexts outside delimiters.

In summary, we make the following contributions in this paper:

- We present the first virtual machine that supports four delimited-control operators and that explains how they manipulate stacks.
- We show it is possible to apply Danvy’s method of inter-deriving semantic artifacts to four delimited-control operators, giving another non-trivial example and widening its applicability.
- We clarify how trails and metacontinuations can be represented in a stack, suggesting a low-level implementation strategy for four delimited-control operators.

After introducing four delimited-control operators in the next section, we first show the definitional interpreter in Section 3. We then apply various program transformation to obtain a stack-based interpreter in Section 4, showing an abstract machine in passing. In Sections 5 and 6, we derive a compiler and a virtual machine. Related work is discussed in Section 7 and the paper concludes in Section 8. The appendix shows an example how a program is compiled to a list of instructions and executed on the virtual machine. The omitted OCaml code is available as supplementary material.

2 Four Delimited-Control Operators

Delimited-control operators enable us to capture the current continuation up to the enclosing delimiter and use it in the subsequent program. There are four variants of delimited-control operators: \texttt{shift (S)} and \texttt{reset (R)} [8, 9], \texttt{control (F)} and \texttt{prompt (P)} [13, 18, S\textsubscript{0} and \texttt{reset\textsubscript{0}}, and \texttt{control\textsubscript{0} (F\textsubscript{0}) and \texttt{prompt\textsubscript{0}} [16]. Since the behavior of all the four delimiters (\texttt{reset, prompt, reset\textsubscript{0}, and control\textsubscript{0}) are exactly the same, we use a uniform notation \( \langle \rangle \) for them. The basic behavior of the four operators are to capture the current continuation up to the enclosing delimiter and execute their body. We describe their exact behavior below.

A \texttt{shift} expression, \texttt{S c e}, clears the current continuation up to the enclosing delimiter, binds it to \( c \), and execute \( e \). Thus, in \( 1 + \langle (\texttt{Sc} \times c \times 3) + 4 \rangle \), the continuation \( \langle [] + 4 \rangle \) is cleared, bound to \( c \), and \( 2 \times c \times 3 \) is executed in \texttt{reset}. The original expression reduces to \( 1 + \langle 2 \times c \times 3 \rangle \), giving the final result 15.

A \texttt{control} expression, \texttt{F c e}, differs from \texttt{shift} in that it does not insert a delimiter into the captured continuation. In \( 1 + \langle (\texttt{Fc} \times c \times 3) + 4 \rangle \), \( c \) is bound to \( [] + 4 \) without surrounding \texttt{reset}. If the captured continuation contains another \texttt{control}, as in \( 1 + \langle (\texttt{Fc} \times c \times 3) + \texttt{Fc}.4 \rangle \), \( c \) is bound to \( [] + \texttt{Fc}.4 \). The original expression reduces to \( 1 + \langle 2 \times (3 + \texttt{Fc}.4) \rangle \), where the second \texttt{F} captures (and discards) not just \( 3 + [] \) but also the invocation context of \( c \), namely \( 2 \times [] \), giving the final result 5. Using \texttt{F}, one can access the context in which the captured continuation is invoked. This is in contrast to the \texttt{shift} case: \( 1 + \langle (\texttt{Sc} \times c \times 3) + \texttt{Sc}.4 \rangle \) reduces to \( 1 + \langle 2 \times (3 + \texttt{Sc}.4) \rangle \), giving the final result 9. Using
more than one $F$ in the same context, we can capture multiple invocation contexts.\footnote{See \cite{Fujii08} for the general case as well as other (typed) examples of the use of $F$.} To account for the invocation contexts of captured continuations, an interpreter for $F$ must maintain a trail of continuations \cite{Fujii07}.

A shift$_0$ expression, $S_0c.c$, on the other hand, removes the original reset surrounding the shift$_0$ expression (but retains the reset around the captured continuation as in $S$). By nesting $S_0$, one can access the context outside the enclosing reset. For example, $(1 + ((S_0c.S_0c'.2 \times c'3) + 4))$ reduces to $(1 + ((S_0c'.2 \times c'3))$ where $c$ is bound to $[[] + 4$ but is discarded. Note that there is no reset around $S_0c'.2 \times c'3$. Thus, $c'$ is bound to the context $1 + []$, which was outside the original reset, giving the final result 8. This is in contrast to the shift case: $(1 + ((Sc.Sc'.2 \times c'3) + 4))$ reduces to $(1 + ((Sc'.2 \times c'3)))$. Now, $c'$ is bound to an empty context $[],$ giving the final result 7. With more nested occurrences of $S_0$, arbitrarily outer contexts can be captured. To account for hierarchical contexts, the interpreter for $S_0$ must maintain a metacontinuation \cite{Shan}.\footnote{We use \texttt{MNil} and \texttt{MCons} to construct metacontinuations. We cannot use \texttt{(c * t) list} as the definition of $m$, because the types $c$ and $m$ would then be circular.}

A control$_0$ expression, $F_0c.c$, has both the characteristics of $F$ and $S_0$: the captured continuation does not come with a surrounding reset and the original reset is removed. As such, the interpreter for $F_0$ must maintain both a trail of continuations and a metacontinuation.

Shan \cite{Shan} provides a detailed explanation on the difference between the four control operators, as well as an example where the choice of the four operators results in four different result values. Dyvbig, Peyton Jones, and Sabry \cite{Dyvbig2011} explain the four delimited-control operators in terms of different primitive control operators.

### 3 The Definitional Interpreter

Listing 1 shows the definitional interpreter for the $\lambda$-calculus extended with four delimited-control operators and the delimiter, written in OCaml. The interpreter is written in continuation-, trail-, and metacontinuation-passing style. Although the main interpreter function $f_1$ receives a trail and a metacontinuation explicitly, they do not play any roles for the pure $\lambda$-calculus terms. If we $\eta$-reduce them, the definition coincides with the standard continuation-passing style interpreter.

As in our previous work \cite{Fujii06}, an environment is represented as two lists, a list of variable names $\mathbf{x}$ and a list of values $\mathbf{v}$, instead of an association list. This design comes from the goal of this work. Since we will decompose the interpreter into a compiler and a virtual machine, we separate an environment into the part that depends only on the input term and the part that depends on runtime values. The function $\text{Env.offset}$ returns the offset of a variable within a given list.

In the interpreter, the current continuation and trail in the innermost surrounding delimiter are stored in the arguments $c$ and $t$ (of types $c$ and $t$, respectively), while the continuations and trails outside the delimiter are stored in metacontinuation $m$, which is a list\footnote{We use $\texttt{MNil}$ and $\texttt{MCons}$ to construct metacontinuations. We cannot use \texttt{(c * t) list} as the definition of $m$, because the types $c$ and $m$ would then be circular.} of pairs of a continuation and a trail of each context. Thus, the context is delimited (in the $\text{Reset} (e)$ case) by storing $c$ and $t$ to $m$ and evaluating the body $e$ in the initial continuation $\text{idc}$ and the empty trail $\text{TNil}$.

To capture the current continuation and trail, one of four control operators is used. In all four cases, the current continuation $c$ and trail $t$ are captured, bound to $\mathbf{x}$, and the body of the control operator is evaluated under appropriate settings.
Listing 1 The definitional interpreter.

(* syntax *)

```
type e = Var of string | Fun of string * e | App of e * e
    | Shift of string * e | Control of string * e
    | Shift0 of string * e | Control0 of string * e
    | Reset of e

type v = VFun of (v -> c -> t -> m -> v) (* value *)
    | VContS of c * t | VContC of c * t
and c = v -> t -> m -> v (* continuation *)
and t = TNil | Trail of (v -> t -> m -> v) (* trail *)
and m = MNil | MCons of (c * t) * m (* metaccontinuation *)

(* initial continuation : v -> t -> m -> v *)

let idc v t m = match t with
  TNil -> (match m with
    MNil -> v
    | MCons((c,t),m) -> c v t m)
  | Trail(h) -> h v TNil m

(* cons : (v -> t -> m -> v) -> t -> t *)

let rec cons h t = match t with
  TNil -> Trail(h)
  | Trail(h') -> Trail(fun v t' m -> h v (cons h' t') m)

(* apnd : t -> t -> t *)

let apnd t0 t1 = match t0 with
  TNil -> t1
  | Trail(h) -> cons h t1

(* f1 : e -> string list -> v list -> c -> t -> m -> v *)

let rec f1 e xs vs c t m = match e with
  Var(x) -> c ( List . nth vs ( Env . offset x xs )) t m
  | Fun(x,e) ->
    c ( VFun (fun v c’ t’ m’ -> f1 e (x::xs) (v::vs) c’ t’ m’)) t m
  | App(e0,e1) ->
    f1 e0 xs vs (fun v0 t0 m0 ->
      f1 e1 xs vs (fun v1 t1 m1 ->
        (match v0 with
          VFun(f) -> f v1 c t1 m1
          | VContS(c’,t’) -> c’ v1 t’ (MCons((c,t1),m1))
          | VContC(c’,t’) -> c’ v1 (apnd t’ (cons c t1)) ml))
      )
  | Shift(x,e) -> f1 e (x::xs) (VContS(c,t)::vs) idc TNil m
  | Control(x,e) -> f1 e (x::xs) (VContC(c,t)::vs) idc TNil m
  | Shift0(x,e) -> (match m with
    MCons((c0,t0),m0) -> f1 e (x::xs) (VContS(c,t)::vs) c0 t0 m0)
  | Control0(x,e) -> (match m with
    MCons((c0,t0),m0) -> f1 e (x::xs) (VContC(c,t)::vs) c0 t0 m0)
  | Reset(e) -> f1 e xs vs idc TNil (MCons((c,t),m))

(* f : e -> v *)

let f expr = f1 expr [] [] idc TNil MNil
For Shift \((x, e)\) and Control \((x, e)\), the body \(e\) is evaluated under the initial continuation and the empty trail. This reflects the fact that the original reset surrounding the control operator remains for these cases. Even if we use control operators within \(e\), we cannot access the contexts outside \(e\) because they reside in \(m\).

For Shift0 \((x, e)\) and Control0 \((x, e)\), on the other hand, the body \(e\) is evaluated under the topmost continuation and trail stored in the metacontinuation \(m\). This reflects the fact that the original reset surrounding the control operator is removed for these cases. By using control operators within \(e\), we can access the context outside the innermost reset.

The captured continuation and trail are packaged into VContS for Shift \((x, e)\) and Shift0 \((x, e)\) and into VContC for Control \((x, e)\) and Control0 \((x, e)\). When VContS or VContC is applied (in the App case), it behaves differently depending on whether \(e\) is present around the invocation.

For VContS \((c', t')\), the continuation \(c\) and trail \(t1\) at the invocation time are pushed into metacontinuation \(m1\). This reflects the fact that the invocation of a continuation captured by Shift \((x, e)\) or Shift0 \((x, e)\) is surrounded by reset. Even if we use control operators within \(c'\), we cannot access \(c\) and \(t1\) because they reside in the metacontinuation.

For VContC \((c', t')\), on the other hand, the continuation \(c\) and trail \(t1\) at the invocation time are concatenated to the current trail \(t'\). This reflects the fact that the invocation of a continuation captured by Control \((x, e)\) or Control0 \((x, e)\) is not surrounded by reset; since the invocation-time continuation and trail are put into the trail, they can be captured by using control operators within \(c'\).

Adding a continuation to a trail and appending two trails are realized by cons and apnd, respectively. A trail is either an empty trail \(TNil\) or a non-empty trail \(Trail\) holding a continuation, which represents functional composition of all the invocation contexts (continuations) encountered so far.

The interpreter is identical to Shan’s interpreter [28] except for two points. First, Shan uses higher-order functions directly to represent captured continuations, while we use a defunctionalized form. We could have started from the higher-order functions; by applying defunctionalization to it, we obtain Listing 1. Second, Shan concatenates the captured continuation \(c'\) and trail \(t'\) with the continuation \(c\) and trail \(t1\) at the invocation time as \(((\text{cons } c'\ t'\ v1\ (\text{cons } c\ t1)))\). By case analysis on \(t'\), it is straightforward to verify that Shan’s code is equivalent to \((c'\ v1\ (\text{apnd } t'\ (\text{cons } c\ t1)))\) which we adopt. The latter is also used by Biernacki, Danvy, and Millikin [5] and Kameyama and Yonezawa [19].

## 4 Stack Introduction

In this and next sections, we successively apply meaning-preserving program transformations to the definitional interpreter to obtain a compiler and a virtual machine. In this section, we introduce a stack into the interpreter by (1) defunctionalizing continuations (Section 4.1), (2) linearizing them into a list of frames (Section 4.2), and (3) separating static and dynamic data in the frames (Section 4.3). Along the way, we derive a stack-based abstract machine (Section 4.5).

---

3 Metacontinuation \(m\) must be non-empty here. Otherwise, a pattern-match error is raised. (In the supplementary material, a more sensible error message “shift0/control0 is used without enclosing reset” is given.)
Listing 2 Type definition for defunctionalized interpreter.

```ocaml
type v = VFun of (v -> c -> t -> m -> v) | VContS of c * t | VContC of c * t
and c = C0 | CApp0 of e * string list * v list * c | CApp1 of v * c
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * t) * m
```

Listing 3 Type definition for linearized interpreter.

```ocaml
type v = VFun of (v -> c -> t -> m -> v) | VContS of c * t | VContC of c * t
and f = CApp0 of e * string list * v list | CApp1 of v
and c = f list
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * t) * m
```

4.1 Defunctionalization

We first defunctionalize [26, 27] continuations in the definitional interpreter. In Listing 1, the type `c` is higher order. We turn it into a datatype as shown in Listing 2. The identity continuation is represented as `C0`, while two continuations in the `App` case are represented as `CApp0` and `CApp1` where the arguments represent free variables of the respective continuations. The resulting datatype essentially represents evaluation contexts.

We do not defunctionalize the argument of `VFun` at this point, because it is not necessary for stack introduction. This choice is arbitrary: we could defunctionalize it and the rest of derivations would go through without any problem. We will defunctionalize it later when we need to do so, to derive an abstract machine and a virtual machine.

We do not defunctionalize the argument of `Trail`, either. Even though the type of the argument of `Trail` is the same as `c`, defunctionalizing it together with `c` leads to tree-structured continuations. We can still obtain the same abstract machine and virtual machine, but by defunctionalizing it separately at a later stage, we can keep the definition of `c` to have a list structure (as in our previous work [3]) and postpone the introduction of a tree structure until Section 5.3.

We omit the standard definition of the defunctionalized interpreter due to the lack of space; see the supplementary material. We simply introduce a dispatch function for `c` and use it whenever a continuation is applied. The transformation is the standard defunctionalization and thus the resulting interpreter behaves the same as the definitional interpreter.

4.2 Linearizing Continuations

The type `c` in Listing 2 is isomorphic to a list where `C0` is an empty list and `CApp0` and `CApp1` are conses. Thus, we linearize continuations, i.e., we transform `c` into an OCaml list as shown in Listing 3. The type `c` is now a list of frames, where a frame `f` stores data that were previously held in `CApp0` and `CApp1`.

Obviously, the new interpreter (omitted) behaves the same as the previous one.

4.3 Introducing Stacks

Examining the type `f` in Listing 3, we notice that the constructors `CApp0` and `CApp1` contain both static (compile-time) and dynamic (run-time) data. Static data include the term `e` and the variable list `string list` in `CApp0`, which are fixed once the input program
Listing 4 Type definition for stack-based interpreter.

```ml
type v = VFun of (v -> c -> s -> t -> m -> v)
  | VContS of c * s * t | VContC of c * s * t
  | VEnv of v list
and f = CAppl0 of e * string list | CAppl1
and c = f list
and s = v list
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * s * t) * m
```

Listing 5 Type definition for delinearized interpreter.

```ml
type v = VFun of (v -> c -> s -> t -> m -> v)
  | VContS of c * s * t | VContC of c * s * t
  | VEnv of v list
and c = C0 | CAppl0 of e * string list * c | CAppl1 of c
and s = v list
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * s * t) * m
```

is given. Dynamic data include `v list` in `CAppl0` and `v` in `CAppl1`, which are available only at run-time. Since our goal is to transform the interpreter into a compiler and a virtual machine, we separate these two types of data by introducing a stack.

Listing 4 shows the resulting data definition. The previous continuation `c` is split into a pair of a continuation `c` and a stack `s`. The former is a list of frames, where the frame `f` now keeps only the static data. The runtime data are kept in the stack, which is a list of values. Since the previous `CAppl0` included `v list`, the value `v` is extended with `VEnv` to store the `v list` as a single value. Since the new `c` (a list of frames) and `s` (a list of values) are obtained by splitting a single list (a list of `f` in Listing 3), they always have the same length. In the subsequent derivations, we keep this invariant throughout.

Because we only changed the representation of `c` locally, we immediately see that the new interpreter behaves the same as the previous one.

4.4 Delinearizing Continuations

The purpose of defunctionalization (Section 4.1) and linearization of continuations (Section 4.2) was to introduce a data stack. Now that we have introduced a data stack, we transform continuations back to the higher-order form via delinearization. In this section, we convert lists into constructors.

Listing 5 shows the resulting data definition. Here, only the static `f` is incorporated into `c`. The stack `s` remains as a list of values. Note that `c` contains only static data (in contrast to `c` in Listing 2 that contains both static and dynamic data). All the dynamic data are still carried around in `s`. As in Section 4.2, the old and new representations of `c` are isomorphic, and thus the new interpreter behaves the same as the previous one.

---

4 The introduction of `VEnv` into `v` is arbitrary. Although we introduced it to emulate caller-save registers often found in the compiled code, a user cannot write a program that evaluates to `VEnv`. Instead, we could introduce a new type for stack items that consists of either a value or a list of values (`VEnv`). In the current paper, we followed our previous work [3] and included `VEnv` directly to `v`. 
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Figure 1 Abstract machine.

<table>
<thead>
<tr>
<th>e</th>
<th>(c, [], [], C0, [], TNil, [])</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x, x, x, v, c, s, t, m)</td>
<td>(c, List nth vs (append x xs), s, t, m)</td>
</tr>
<tr>
<td>(x, x, x, x, x, c, s, t, m)</td>
<td>(c, VFun(c, x, x, xs), s, t, m)</td>
</tr>
<tr>
<td>(cons c1, x, x, x, v, c, s, t, m)</td>
<td>(cons, x, x, x, VCons(p1, c1, c), VEnvs(v):s, t, m)</td>
</tr>
<tr>
<td>(Shift(x, c), x, x, x, v, c, s, t, m)</td>
<td>(c, x, x, VCons(C(c, s, t) : vs, C0, [], TNil), m)</td>
</tr>
<tr>
<td>(Control(x, c), x, x, x, v, c, s, t, m)</td>
<td>(c, x, x, VConsC(c, s, t) : vs, C0, [], TNil, m)</td>
</tr>
<tr>
<td>(Shift(x, c), x, x, x, v, c, s, t, t0, s0, mu0)</td>
<td>(c, x, x, VCons(s, t, vs, C0, [], TNil, m))</td>
</tr>
<tr>
<td>(Control(x, c), x, x, x, v, c, s, t, t0, s0, mu0)</td>
<td>(c, x, x, VConsC(s, t, vs, C0, [], TNil, m))</td>
</tr>
</tbody>
</table>

4.5 Abstract Machine

In this section, we briefly describe the abstract machine that can be derived from the interpreter in Section 4.4. Since all the interpreters in this paper receive a continuation and a metacontinuation, all the calls to interpreter functions (such as \( f1 \) and the dispatch function for continuations) are tail calls. As such, we can easily derive an abstract machine by simply regarding the arguments to interpreter functions as a state of the abstract machine. The derived abstract machine is shown in Figure 1. Although we omit the code for the interpreter, one can imagine how it looks like from the abstract machine. To extract the abstract machine, we further perform the following transformations:

- We defunctionalized the argument of \( VFun \). A function is now represented as a closure.
  We will perform the same transformation later; see Section 5.3.
- We defunctionalized the argument of \( Trail \). The \( Trail \) data are constructed in the two branches of \( cons \) (see Listing 1). The first one is represented as \( Hold \) that holds an invocation context; the second one as \( Append \) that appends two trails. We will perform the same transformation later; see Section 5.3 for details.
- Instead of \( MNil \) and \( MCons \), we use standard lists for metacontinuations.

Because we have introduced a stack into the interpreter, we obtain a stack-based abstract machine. This is in contrast to the previous abstract machines [5, 11, 28] which do not carry a stack explicitly. The obtained abstract machine clearly describes the behavior of control operators. When one of the control operators is used, the current continuation \( c \), stack \( s \), and trail \( t \) are captured, put into a stack, and bound to \( x \). Then, the body of the control operator is executed. For \( Shift \) and \( Control \), the current continuation and trail are cleared, whereas for \( Shift0 \) and \( Control0 \), the ones in the metacontinuation are used. The \( reset \) operator pushes the current \( c \), \( s \), and \( t \) on the metacontinuation \( m \), and initializes them.

When a continuation captured by \( Shift \) or \( Shift0 \) is invoked, the current \( c \), \( s \), and \( t \) are pushed onto \( m \) and the captured state is reinstated. When a continuation captured by \( Control \) or \( Control0 \) is invoked, on the other hand, \( t \) is extended by \( c \) and \( s \) (via \( cons \)), and the result is in turn extended by \( t' \) (via \( apnd \)).
4.6 Refunctionalizing Continuations

Finally, Listing 6 shows the refunctionalized interpreter where defunctionalized continuations are transformed back to higher-order functions. It is similar to the definitional interpreter in Listing 1, but passes around a stack. Typewise, all the occurrences of a continuation \( c \) in Listing 1 are replaced by pairs \( c \times s \) of a continuation and a stack. Furthermore, the type \( c \) and the type of the argument of \( \text{VFun} \) are modified to receive a stack.

Compared to the definitional interpreter \( f_1 \) in Listing 1, the refunctionalized interpreter \( f_6 \) receives an additional stack argument \( s \), and whenever it returns a value, a continuation \( c \) is applied to the value together with a stack \( s \). We can also observe that the references to free variables in the definitional interpreter (\( v_s \) and \( v_0 \) in the \( \text{App} \) case) are now realized by passing those values via the stack. We push those values at the recursive calls and pop them when the corresponding continuations are called. Since stacks are extracted from continuations and stacks have the same structure as (now refunctionalized) continuations, popping a value would never fail: popped values correspond to the dynamic arguments of \( C\text{App}_0 \) and \( C\text{App}_1 \). This is the consequence of the invariant we keep between continuations and stacks. Similarly, \( \text{idc} \) corresponds to \( C_0 \), which has no dynamic counterpart. Thus, the stack argument of \( \text{idc} \) (the second argument of \( \text{idc} \) in Listing 6) must be an empty stack.

The argument of \( \text{Trail} \) needs explanation. Since we have not defunctionalized the argument of \( \text{Trail} \) yet, we need type conversion to store a continuation \( c \) in a trail. See the first argument to \( \text{cons} \) in the \( \text{App} \) case. The continuation \( c \) is turned into \( \text{fun} v t m \rightarrow c v s_1 t m \) with \( s_1 \) being a free variable. Later when we defunctionalize it, the stack \( s_1 \) will be extracted; see Section 5.3.

It is not straightforward to obtain the refunctionalized interpreter from the previous one. One has to verify that the previous interpreter is in defunctionalized form [10]. However, once it is obtained, it is simple to verify its correctness: by defunctionalizing the refunctionalized interpreter, we can obtain the previous one.

5 Deriving a Virtual Machine

In this section, we derive a virtual machine from the refunctionalized interpreter obtained in Section 4.6. We first combine arguments so that values are passed via a stack (Section 5.1). We then stage the interpreter into a compiler that operates on instructions represented as functions (Section 5.2). By defunctionalizing the instructions (Section 5.3) and linearizing instructions (Section 5.4) and stacks (Section 5.5), we obtain the virtual machine (Section 6).

5.1 Combining Arguments

In Listing 6, functions in \( \text{VFun} \) as well as continuations \( c \) receive both a value \( v \) and a stack \( s \). In a low-level implementation, such as a virtual machine, we want to pass all the values via a stack rather than passing a value and a stack separately. Listing 7 shows the type definition of the result of such a transformation.

The argument \( v \) is removed from the argument of \( \text{VFun} \) and \( c \). When we call such a function, we push \( v \) to the stack before the call. When the function is called, we pop \( v \) from the stack before the function body is executed. We do the same for the interpreter function: we remove the \( v_s \) argument and push it on the stack. As a result, the type of the interpreter function \( f_7 \) after the transformation becomes as follows:

\[
(* f_7 : e \rightarrow \text{string list} \rightarrow c \rightarrow s \rightarrow t \rightarrow m \rightarrow v * )
\]
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**Listing 6** Refunctionalized interpreter (\texttt{cons} and \texttt{apnd} are the same as in Listing 1).

\begin{verbatim}
| type v = VFun of (v -> c -> s -> t -> m -> v)
|   | VContS of c * s * t | VContC of c * s * t
|   | VEnv of v list
and c = v -> s -> t -> m -> v
and s = v list
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * s * t) * m

(* initial continuation : v -> s -> t -> m -> v *)
let idc v [] t m = match t with
| TNil -> ( match m with
  | MNil -> v
  | MCons((c,s,t),m) -> c v s t m)
| Trail(h) -> h v TNil m

(* f6 : e -> string list -> v list -> c -> s -> t -> m -> v *)
let rec f6 e xs vs c s t m = match e with
| Var(x) -> c (List.nth vs (Env.offset x xs)) s t m
| Fun(x,e) ->
  c (VFun(fun v c' s' t' m' -> f6 e (x::xs) (v::vs) c' s' t' m'))
  | (v0::s0) t0 m0 (VEnv(vs)::s) t m
| App(e0,e1) ->
  f6 e0 xs vs (fun v0 (VEnv(vs)::s0) t0 m0 ->
  f6 e1 xs vs (fun v1 (v0::s1) t1 m1 ->
    (match v0 with
      VFun(f) -> f v1 c s1 t1 m1
      | VContS(c',s',t') -> c' v1 s' t' (MCons((c,s1,t1),m1))
      | VContC(c',s',t') ->
        c' v1 s' (apnd t' (cons (fun v t m -> c v s1 t m) t1)) m1)
    (v0::s0) t0 m0 (VEnv(vs)::s) t m)
| Shift(x,e) -> f6 e (x::xs) (VContS(c,s,t)::vs) idc [] TNil m
| Control(x,e) -> f6 e (x::xs) (VContC(c,s,t)::vs) idc [] TNil m
| Shift0(x,e) -> (match m with
  | MCons((c0,s0,t0),m0) ->
    f6 e (x::xs) (VContS(c,s,t)::vs) c0 s0 t0 m0)
| Control0(x,e) -> (match m with
  | MCons((c0,s0,t0),m0) ->
    f6 e (x::xs) (VContC(c,s,t)::vs) c0 s0 t0 m0)
| Reset(e) -> f6 e xs vs idc [] [] TNil (MCons((c,s,t),m))

(* f : e -> v *)
let f expr = f6 expr [] [] idc [] TNil MNil
\end{verbatim}

**Listing 7** Type definition for interpreter with combined arguments.

\begin{verbatim}
| type v = VFun of (c -> s -> t -> m -> v)
|   | VContS of c * s * t | VContC of c * s * t
|   | VEnv of v list
and c = s -> t -> m -> v
and s = v list
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * s * t) * m
\end{verbatim}
Since we simply changed the way two arguments are passed locally, we immediately see that the new interpreter behaves the same as the previous one.

5.2 Introducing Combinators as Instructions

In this section, we extract a compiler from the interpreter. Looking at the type of \( f7 \) in the previous section, we notice that the first two arguments are static and the rest of the arguments are dynamic. We first define the type \( i \) of instructions (in Listing 8) as the dynamic part of the interpreter, which represents the work to be done when dynamic data are received. We then regard the interpreter as a compiler that accepts two static data and returns an instruction. Listing 8 shows the result.

The interpreter function \( f8 \), or a compiler, processes only the static data: the input term \( e \) and a list of variable names \( xs \). It then produces an instruction of type \( i \), which performs the rest of the work when dynamic data are given.

For example, in the case of \( \text{Var} (x) \), the compiler emits an instruction \( \text{access} \), which, given dynamic data, returns the corresponding value in the environment. In the case of \( \text{App} (e0, e1) \), we define \( \text{push_env}, \text{pop_env}, \) and \( \text{call} \), and concatenate these instructions using \( (\gg) \). We employ the same technique as the previous work [3]: we store the return address \( VR \) (added to the definition of \( v \)) to the stack in \( \text{return} \) and retrieve it in \( \text{call} \).

This interpreter behaves the same as the previous one, because if we inline all the instructions, we obtain the interpreter in the previous section.

5.3 Defunctionalizing Instructions

In this section, we defunctionalize the functional instructions introduced in the previous section into the ones that are closer to machine instructions. Specifically, we defunctionalize the argument of \( \text{VFun} \), \( i \), \( c \), and the argument of \( \text{Trail} \), separately, and change the representation of \( m \). See Listing 9.

First, the argument of \( \text{VFun} \) (see \( \text{push_closure} \) and \( \text{call} \) in Listing 8) is defunctionalized to a closure. Second, the instruction \( i \) is defunctionalized. All the functional instructions are turned into constructors as shown in \( i \) in Listing 9. The corresponding dispatch function (omitted) is a virtual machine: given an instruction and the current dynamic state, it performs necessary operations. Observe how a virtual machine is naturally derived by defunctionalizing functional instructions. Note also that the instruction is not linear: it includes \( \text{ISeq} \) corresponding to \( (\gg) \) and thus has a tree structure.

Third, \( c \) is defunctionalized. There are two cases that constitute the value of \( c \) in Listing 8: the identity continuation \( \text{idc} \), which is closed, and the second argument to \( i0 \) in \( (\gg) \), \( \text{fun} \ s' \ t' \ m' \rightarrow i1 \ c \ s' \ t' \ m' \). Since the free variables of the latter are \( i1 \) and \( c \), we can represent \( c \) as a list of \( i \), regarding the former as an empty list and the latter as cons list.

Fourth, the argument of \( \text{Trail} \) is defunctionalized and given a new type \( h \). The \( \text{Trail} \) data are constructed in the two branches of \( \text{cons} \) (see Listing 1): its argument is either a continuation \( h \) or \( \text{fun} \ v \ t' \ m \rightarrow h \ v (\text{cons} \ h' \ t') \ m \) which has \( h \) and \( h' \) as free variables. They are represented as \( \text{Hold} \) and \( \text{Append} \) in Listing 9, respectively. Note that \( h \) has a tree structure. Finally, the metacontinuation \( m \) is turned into an OCaml list, as no circular dependency arises any more.\(^5\)

Since all these changes are instances of defunctionalization and a simple local change of data representation, the behavior of the new interpreter is the same as the previous one.

---

\(^5\) Unlike the definitional interpreter. See footnote 2.
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**Listing 8** Interpreter using combinators factored as instructions.

```ml
type v = VFun of (c -> s -> t -> m -> v) | VContS of c * s * t | VContC of c * s * t | VEnv of v list | VK of c
and c = s -> t -> m -> v
and s = v list
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * s * t) * m

```type i = c -> s -> t -> m -> v

```(* (>>) : i -> i -> i *)
let (>>) i0 i1 = fun c s t m -> i0 (fun s' t' m' -> i1 c s' t' m') s t m

(* instructions *)
let access n = fun c ( VEnv (vs) :: s) t m -> c (( List . nth vs n ) :: s) t m
let push_closure i = fun c ( VEnv (vs) :: s) t m ->
  c ( VFun (fun c' (v::s ') t' m' -> i c' ( VEnv (v::vs) :: s') t' m'):: s)
t m

let return = fun _ (v:: VK(c) :: s) t m -> c (v::s) t m
let push_env = fun c ( VEnv (vs) :: s) t m ->
  c ( VEnv (vs) :: VEnv (vs) :: s) t m
let pop_env = fun c ( VEnv (vs) :: s) t m -> c ( VEnv (vs) :: :: s) t m

let call = fun c (v1 :: v0 ::s) t m -> match v0 with
  | VFun (f) -> f ( VEnv (v1 :: v0 ::s) :: VContS (c,s,t) :: vs) t m
  | VContS (c',s',t') -> c' ( VEnv (v1 :: v0 ::s) :: VContC (c,s,t) :: vs) t m'
  | VContC (c',s',t') ->
    c' ( VEnv (v1 :: v0 ::s) :: VContC (c,s,t) :: vs) t m

let shift i = fun c ( VEnv (vs) :: s) t m ->
  i ( VEnv ( VContS (c,s,t) :: vs) :: s) TNil m
let control i = fun c ( VEnv (vs) :: s) t m ->
  i ( VEnv ( VContC (c,s,t) :: vs) :: s) TNil m
let shift0 i = fun c ( VEnv (vs) :: s) t ( MCons ((c0,s0,t0),m0)) ->
  i c0 ( VEnv ( VContC (c,s,t) :: vs) :: s) t0 m0
let control0 i = fun c ( VEnv (vs) :: s) t ( MCons ((c0,s0,t0),m0)) ->
  i c0 ( VEnv ( VContC (c,s,t) :: vs) :: s) t0 m0

let reset i = fun c ( VEnv (vs) :: s) t m ->
  i ( VEnv (vs) :: s) TNil ( MCons ((c,s,t),m))

let rec f8 e xs = match e with
  | Var (x) -> access (Env . offset x xs)
  | Fun (x,e) -> push_closure ((f8 e (x::xs)) >> return)
  | App (e0,e1) ->
    push_env >> (f8 e0 xs) >> pop_env >> (f8 e1 xs) >> call
  | Shift (x,e) -> shift (f8 e (x::xs))
  | Control (x,e) -> control (f8 e (x::xs))
  | Shift0 (x,e) -> shift0 (f8 e (x::xs))
  | Control0 (x,e) -> control0 (f8 e (x::xs))
  | Reset (e) -> reset (f8 e xs)

let f expr = f8 expr [] idc ( VEnv([]) :: [] ) TNil MNil
```

---
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**Listing 8** Interpreter using combinators factored as instructions.

```ml
type v = VFun of (c -> s -> t -> m -> v) | VContS of c * s * t | VContC of c * s * t | VEnv of v list | VK of c
and c = s -> t -> m -> v
and s = v list
and t = TNil | Trail of (v -> t -> m -> v)
and m = MNil | MCons of (c * s * t) * m

```type i = c -> s -> t -> m -> v

```(* (>>) : i -> i -> i *)
let (>>) i0 i1 = fun c s t m -> i0 (fun s' t' m' -> i1 c s' t' m') s t m

(* instructions *)
let access n = fun c ( VEnv (vs) :: s) t m -> c ((List . nth vs n) :: s) t m
let push_closure i = fun c ( VEnv (vs) :: s) t m ->
  c ( VFun (fun c' (v::s') t' m' -> i c' ( VEnv (v::vs) :: s') t' m'):: s) t m

let return = fun _ (v:: VK(c) :: s) t m -> c (v::s) t m
let push_env = fun c ( VEnv (vs) :: s) t m ->
  c ( VEnv (vs) :: VEnv (vs) :: s) t m
let pop_env = fun c ( VEnv (vs) :: s) t m -> c ( VEnv (vs) :: :: s) t m

let call = fun c (v1 :: v0 ::s) t m -> match v0 with
  | VFun (f) -> f ( VEnv (v1 :: v0 ::s) :: VContS (c,s,t) :: vs) t m
  | VContS (c',s',t') -> c' ( VEnv (v1 :: v0 ::s) :: VContC (c,s,t) :: vs) t m'
  | VContC (c',s',t') ->
    c' ( VEnv (v1 :: v0 ::s) :: VContC (c,s,t) :: vs) t m

let shift i = fun c ( VEnv (vs) :: s) t m ->
  i ( VEnv ( VContS (c,s,t) :: vs) :: s) TNil m
let control i = fun c ( VEnv (vs) :: s) t m ->
  i ( VEnv ( VContC (c,s,t) :: vs) :: s) TNil m
let shift0 i = fun c ( VEnv (vs) :: s) t ( MCons ((c0,s0,t0),m0)) ->
  i c0 ( VEnv ( VContC (c,s,t) :: vs) :: s) t0 m0
let control0 i = fun c ( VEnv (vs) :: s) t ( MCons ((c0,s0,t0),m0)) ->
  i c0 ( VEnv ( VContC (c,s,t) :: vs) :: s) t0 m0

let reset i = fun c ( VEnv (vs) :: s) t m ->
  i ( VEnv (vs) :: s) TNil ( MCons ((c,s,t),m))

let rec f8 e xs = match e with
  | Var (x) -> access (Env . offset x xs)
  | Fun (x,e) -> push_closure ((f8 e (x::xs)) >> return)
  | App (e0,e1) ->
    push_env >> (f8 e0 xs) >> pop_env >> (f8 e1 xs) >> call
  | Shift (x,e) -> shift (f8 e (x::xs))
  | Control (x,e) -> control (f8 e (x::xs))
  | Shift0 (x,e) -> shift0 (f8 e (x::xs))
  | Control0 (x,e) -> control0 (f8 e (x::xs))
  | Reset (e) -> reset (f8 e xs)

let f expr = f8 expr [] idc ( VEnv([]) :: [] ) TNil MNil
```
Listing 9  Type definition for interpreter with defunctionalized instructions and continuations.

```ocaml
type v = VFun of i * v list
   | VContS of c * s * t | VContC of c * s * t
   | VEnv of v list | VK of c

and i = IAccess of int | IPush_closure of i | IReturn
   | IPush_env | IPop_env | ICall
   | IShift of i | IControl of i | IShift0 of i | IControl0 of i
   | IReset of i | ISeq of i * i

and c = i list

and s = v list

and h = Hold of c * s | Append of h * h

and t = TNil | Trail of h

type m = (c * s * t) list
```

Listing 10  The function `flat` to remove `ISeq`.

```ocaml
(* flat : i -> i list *)

let rec flat i = match i with
  | IAccess (n) -> [IAccess (n)]
  | ...        
  | ISeq (i0, i1) -> flat i0 @ flat i1
```

5.4  Linearizing Instructions

In the previous section, we used `ISeq` to combine two instructions. As such, an instruction had a tree structure. We can turn it into a linear list by flattening the tree into an OCaml list. With this transformation, `i` in `VFun` becomes `i list` (or equivalently, `c`) and `ISeq` is removed from `i`.

Although the transformation is intuitively clear, to show its correctness, we need to prove that the instructions form a monoid. Namely, the grouping of instructions does not matter as long as the order of instructions is preserved. We briefly sketch the proof. We first define a flattening function (Listing 10) that turns `i` into a list of `i`’s without `ISeq`. We can define similar functions (`flatV`, `flatC`, etc.) that flatten all the instructions appearing in given data (a value, a continuation, etc., respectively). We then prove the following equivalences:

= flat (f9 e xs) = f10 e xs, stating that the list of instructions generated by the new compiler is the same as flattening the instruction generated by the old compiler, and

= flatV (run_i9 i c s t m) = run_c10 (flat i @ flatC c) (flatS s) (flatT t) (flatM m), stating that running `i` under `c` in the old virtual machine yields the same result as running the flattened instructions of `i` and `c` in the new virtual machine (or both do not terminate).

The former is proved by induction on the structure of `e` and the latter on the number of steps the old virtual machine takes. One has to be careful in the case when `i` is `ISeq`. Although the old virtual machine takes a step to execute it, there is no corresponding execution step in the new virtual machine, since `ISeq` is already flattened. Therefore, the termination behavior of the two virtual machines is different when the instruction list contains infinitely many `ISeq`s: the former continues indefinitely executing `ISeq`s while the latter terminates since all the `ISeq`s are already flattened and removed. This does not happen, since all the instructions are finite.
5.5 Linearizing Trails

Finally, we transform the type \( t \) of trails, which had a tree structure (Listing 9), into a linear list. By regarding \( \text{TNil} \) as an empty list, \( \text{Hold} \) as a singleton list consisting of \( c \ast s \), and \( \text{Append} \) as a list append, we can represent \( t \) as a list of \( c \ast s \). The resulting type definitions are shown in Listing 11. Now that \( t \) becomes \( (c \ast s) \text{ list} \), we change the type of \( \text{VContS} \) and \( \text{VContC} \) from \( c \ast s \ast t \text{ to } t \) by piling up the \( c \ast s \) pair onto \( t \). Similarly, \( m \) can be represented as \( t \text{ list} \).

To establish the correctness of this transformation, we need to show that the new virtual machine behaves the same as before:

\[
\text{flatV} \ (\text{run_c10} \ c \ s \ t \ m) = \text{run_c11} \ c \ (\text{flatS} \ s) \ (\text{flatT} \ t) \ (\text{flatM} \ m)
\]

where \( \text{flat} \) functions are defined similarly to the ones in the previous section to flatten the type of trails. The above equivalence is shown by induction on the number of execution steps the old virtual machine takes.

## Virtual Machine

Figure 2 shows the state transition rules for the virtual machine obtained from the interpreter in the previous section. The main state consists of a tuple \( (c, s, t, m) \) of four elements: a continuation, a stack, a trail, and a metacontinuation. We show an example how a program is compiled to a list of instructions and executed on the virtual machine in the appendix.
The virtual machine succinctly models the low-level behavior of control operators. Just as in the abstract machine, when one of the control operators is used, the current continuation (or a pointer to an instruction) \( c \), stack \( s \), and trail \( t \) are captured and put into a stack. Then, the body of the control operator is executed. For \( IShift \) and \( IControl \), the current continuation and trail are cleared, whereas for \( IShift_0 \) and \( IControl_0 \), the ones in the metacontinuation are used. The \( \text{reset} \) operator pushes the current \( c \), \( s \), and \( t \) on the metacontinuation \( m \), and initializes them.

When a continuation captured by \( IShift \) or \( IShift_0 \) is invoked, the current \( c \), \( s \), and \( t \) are pushed onto \( m \) and the captured state is reinstated. When a continuation captured by \( IControl \) or \( IControl_0 \) is invoked, on the other hand, the current \( c \) and \( s \) are added to \( t \) to which the captured trail \( t' \) is appended.

Although we maintain \( s \), \( t \), and \( m \) separately in the virtual machine, we can represent them as a single stack. Remember that \( s \) is a list of values. Since \( t \) is a list of pairs of \( c \) and \( s \), it has the form:

\[
[(c, [v; \ldots; v]); \ldots; (c, [v; \ldots; v])]
\]

Thus, if we represent \( c \) as a single value (e.g., using \( \text{VK} \)) pointing to the first instruction designated by \( c \), and if we maintain the positions of \( c \) in \( t \) using pointers, we can represent \( t \) as a list of values. Furthermore, since \( m \) is a list of trails (a list of lists of pairs of \( c \) and \( s \)), it can be represented as a list of values, too, if we maintain pointers to each element of \( m \).

If we represent \( s \), \( t \), and \( m \) as a single stack, we notice that we can sometimes avoid copying \( s \) and \( t \). When \( c \), \( s \), and \( t \) are pushed to \( m \) in the rules for \( IReset \) and the \( VContS \) and \( VContC \) cases of \( ICall \), the ordering of \( s \), \( t \), and \( m \) does not change. Thus, we can simply rearrange the pointers to the head of a stack, trail, and metacontinuation appropriately, without copying \( s \) and \( t \). Similarly for \( s_0 \), \( t_0 \), and \( m_0 \) in the rules for \( IShift_0 \) and \( IControl_0 \). When do we have to copy \( s \) and \( t \)? It is when we use control operators or apply captured continuations. The \( s \) and \( t \) must be copied, in the former case to be stored in \( VContS \) or \( VContC \), and in the latter case to use what was stored.

Finally, in the rules for \( IShift_0 \) and \( IControl_0 \), the body instructions \( c' \) of the control operators and the instructions \( c_0 \) in the metacontinuation are concatenated. This concatenation reflects the fact that the body of \( IShift_0 \) and \( IControl_0 \) has access to the context outside the current enclosing \( \text{reset} \). (In the abstract machine, the concatenation was realized by executing the body under the continuation stored in the metacontinuation.) Implementation-wise, this suggests that we need to keep track of a list of pointers to these continuations, which is an interesting observation that has not been observed before.

### 7 Related Work

We are not aware of any work that derives a virtual machine for the four delimited-control operators other than \( \text{shift}/\text{reset} \). Deriving a virtual machine for other language constructs includes Ager, Biernacki, Danvy, and Midtgaard’s work [1] for \( \lambda \)-calculus (of various flavors) and Igarashi and Iwaki’s work [18] for a staged language.

As for an abstract machine, Biernacki, Danvy, and Millikin [5] present abstract machines for the four delimited-control operators as definitional and derive a CPS interpreter for \( \text{control}/\text{prompt} \). Shan [28] derives an abstract machine for \( \text{control}/\text{prompt} \) from the CPS interpreter for \( \text{control}/\text{prompt} \). In both work, the derivation is done for \( \text{control}/\text{prompt} \) only. Their abstract machines are similar to ours but do not maintain a stack explicitly.

Dyvbig, Peyton Jones, and Sabry [11] show an abstract machine for primitive control operators that can implement four delimited-control operators with named prompts. Since they use their own primitive control operators, their CPS interpreter is quite different from...
ours. They do not use trails and represent concatenation of contexts using a metacontinuation, which is a list of continuations. Based on this abstract machine, Kiselyov [21] implements the control operators in OCaml by emulating the behavior of the abstract machine using OCaml’s exception handling mechanism.

Hillerström, Lindley, and Atkey [17] show CPS translations and abstract machine semantics for algebraic effects and handlers. It would be interesting to see if the program transformation approach can be used in this setting, too.

8 Conclusion

In this paper, we have derived a compiler and a virtual machine for the four delimited-control operators from the definitional interpreter. The resulting virtual machine suggests a low-level implementation method for delimited continuations.

Although we focused on the behavior of the delimited-control operators, we also want to consider their type systems. We are currently trying to build a type system for the four delimited-control operators (the one for control/prompt is in [6]). Once we obtain a type system, we plan to implement the four delimited-control operators in OchaCaml [22] based on the virtual machine developed in this paper. That would form a solid foundation on which a different implementation of algebraic effects and handlers can be considered.
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A Example Execution

In this appendix, we show an example how the compiler and the virtual machine work. We use the control term in Section 2: \(1 + (\langle \mathcal{F}_c.2 \times c.3 \rangle + \mathcal{F}_c'.4)\). It is straightforward to support numbers and binary operators; see the supplementary material. State transition rules for the new instructions are summarized in Figure 3.

The list of instructions output by the compiler is:

\[
[IPushEnv_1; INum(1); IPopEnv_1; IReset(c_1); IOp_1(+)]
\]

where

\[
c_1 = [IPushEnv_2; IControl_1(c_2); IPopEnv_2; IControl_2(c_3); IOp_2(+)]
\]

\[
c_2 = [IPushEnv_3; INum(2); IPopEnv_3; IPushEnv_4; IAccess(0); IPopEnv_4; INum(3); ICall; IOp_3(*)]
\]

\[
c_3 = [INum(4)]
\]

We use subscripts to disambiguate instructions that appear more than once.

The list of instruction is executed as in Figure 4. We can observe that the trails \(3 + []\) (i.e., \([IOp_2(+)], [VNum(3)]\)) and \(2 \times []\) (i.e., \([IOp_3(*)], [VNum(2)]\)) are concatenated at the second invocation of IControl and are captured in \(v_{c_2}\).

\[
\begin{align*}
(INum(n) \downarrow c, VEnv(vs) :: s, t, m) & \Rightarrow (c, VNum(n) :: s, t, m) \\
(IOp(+) \downarrow c, VNum(n_0) :: VNum(n_1) :: s, t, m) & \Rightarrow (c, VNum(n_0 + n_1) :: s, t, m) \\
(IOp(*) \downarrow c, VNum(n_0) :: VNum(n_1) :: s, t, m) & \Rightarrow (c, VNum(n_0 \times n_1) :: s, t, m)
\end{align*}
\]

Figure 3 State transition rules for INum and IOp.
Instruction: \([InPushEnv_1; InNum(1); InPopEnv_1; IReset(c_1); IOp_1(+)]\)

\(c_1 = [InPushEnv_2; IControl_1(c_2); InPopEnv_2; IControl_2(c_3); IOp_2(+)]\)

\(c_2 = [InPushEnv_3; InNum(2); InPopEnv_3; InPushEnv_4; IAcess(0); InPopEnv_4; InNum(3); ICall; IOp_3(*)] \quad c_3 = [InNum(4)]\)

\(c_4 = [IOp_1(+)] \quad c_5 = [InPushEnv_2; IControl_2(c_3); IOp_2(+)] \quad c_6 = [IOp_3(*)] \quad c_7 = [IOp_2(+)]\)

\(v_{e_1} = VContC((c_5, [VEnv()])::[]) \quad v_{e_2} = VContC((c_7, [VNum(3)])::(c_6, [VNum(2)])::[])\)

\[\begin{align*}
&\langle \text{IPushEnv}_1 \ldots , \rangle, \quad VEnv([],) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InNum}(1) \ldots , \rangle, \quad VEnv([]) :: VEnv([]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InPopEnv}_1 \ldots , \rangle, \quad VNum(1) :: VEnv([]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IReset}(c_1) \ldots , \rangle, \quad VEnv([]) :: VNum(1) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IPushEnv}_2 \ldots , \rangle, \quad VEnv([]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IControl}_1(c_2) \ldots , \rangle, \quad VEnv([]) :: VEnv([]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IPushEnv}_3 \ldots , \rangle, \quad VEnv([v_1]::[]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InNum}(2) \ldots , \rangle, \quad VEnv([v_1]::[]) :: VEnv([v_1]::[]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InPopEnv}_3 \ldots , \rangle, \quad VNum(2) :: VEnv([v_1]::[]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IPushEnv}_4 \ldots , \rangle, \quad VEnv([v_1]::[]) :: VNum(2) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IAccess}(0) \ldots , \rangle, \quad VEnv([v_1]::[]) :: VEnv([v_1]::[]) :: VNum(2) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InPopEnv}_4 \ldots , \rangle, \quad v_3 :: VEnv([v_1]::[]) :: VNum(2) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InNum}(3) \ldots , \rangle, \quad VEnv([v_3]::[]) :: v_3 :: VNum(2) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{ICall} \ldots , \rangle, \quad VNum(3) :: v_3 :: VNum(2) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InPopEnv}_3 \ldots , \rangle, \quad VNum(3) :: VEnv([v_3]::[]) :: (c_6, [VNum(2)]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IControl}_2(c_3) \ldots , \rangle, \quad VEnv([]) :: VNum(3) :: (c_6, [VNum(2)]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{InNum}(4) \ldots , \rangle, \quad VEnv([v_2]::[]) :: (c_6, [VNum(2)]) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IOp}_1(+) \ldots , \rangle, \quad VNum(4) :: VNum(1) :: [], \quad [], \quad [] \\
&\quad \mapsto \langle \text{IOp}_1(+) \ldots , \rangle, \quad VNum(5) :: [], \quad [], \quad []
\end{align*}\]

\[
\text{Figure 4 An example execution of } 1 + (Fc.2 \times c.3) + Fc'.4 \text{ on the virtual machine.}
\]
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Abstract
In asynchronous games, Melliès proved that innocent strategies are positional: their behaviour only depends on the position, not the temporal order used to reach it. This insightful result shaped our understanding of the link between dynamic (i.e. game) and static (i.e. relational) semantics.

In this paper, we investigate the positionality of innocent strategies in the traditional setting of Hyland-Ong-Nickau-Coquand pointer games. We show that though innocent strategies are not positional, total finite innocent strategies still enjoy a key consequence of positionality, namely positional injectivity: they are entirely determined by their positions. Unfortunately, this does not hold in general: we show a counter-example if finiteness and totality are lifted. For finite partial strategies we leave the problem open; we show however the partial result that two strategies with the same positions must have the same P-views of maximal length.
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1 Introduction

Game semantics presents higher-order computation interactively as an exchange of tokens in a two-player game between Player (the program under study), and Opponent (its execution environment) [15, 1]. Game semantics has had a strong theoretical impact on denotational semantics, achieving full abstraction results for languages for which other tools struggle.

At the heart of Hyland and Ong’s celebrated model [15] are innocent strategies, matching pure programs. They matter conceptually and technically: many full abstraction results rely on innocent strategies and their definability properties. Accordingly, innocence is perhaps the most studied notion on the foundational side of game semantics, with questions including categorical reconstructions [13], alternative definitions [16, 14], non-deterministic [18, 6], concurrent [7], or quantitative [17, 4] extensions. In particular, our modern understanding of innocence is shaped by Melliès’ homotopy-theoretic reformulation in asynchronous games [16]. In this paper, Melliès also introduced an important result: innocent strategies are positional.

Positionality is an elementary notion on games on graphs: a strategy is positional if its behaviour only depends on the current node – the “position” – and not the path leading there. In standard game semantics there is, at first sight, no clear notion of position: plays are primitive, and it is not clear what is the ambient graph. In contrast, asynchronous games and relatives (e.g. concurrent games) admit a transparent notion of position: two plays reach the same position if they feature the same moves, though not necessarily in the same order. In investigating positionality, Melliès’ motivation was to bridge standard play-based game semantics with more static, relational-like semantics [2, 12]. Indeed, points of the web
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in relational semantics correspond to certain positions in game semantics. Positionality of innocent strategies entails that they are entirely defined by their positions (a property we shall call positional injectivity), so that collapsing game to relational semantics corresponds exactly to keeping only certain positions. See [8] for a recent account.

Now, traditional Hyland-Ong arena games are by no means disconnected from those developments: bridges with relational semantics were also investigated there, notably by Boudes [3]. There, points of the web match so-called thick subtrees, pomsets representing partial explorations of the arena with duplications. This provides positions for Hyland-Ong games. But then, are innocent strategies still positional? Though it came to us as a surprise, it is not hard to find a counter-example. So we focus on the key weakening of the question: are innocent strategies positionally injective? Our main result is positive, for total finite innocent strategies. We first link Hyland-Ong innocence with an alternative, causal formulation inspired from concurrent games [8], allowing a transparent link between a strategy and its positions. Drawing inspiration from the proof of injectivity of the relational model for MELL proof nets [10], we show how to track down duplications in certain well-engineered positions to recover a sufficient portion of the causal structure; and deduce positional injectivity. However, we show that in the general case (without finiteness and totality), positional injectivity fails. Finally, for finite (but not total) innocent strategies we show a partial result, namely that two strategies with the same positions have the same P-views of maximal length.

Tsukada and Ong [19] show an injective collapse from a category of innocent strategies onto the relational model. Their collapse is similar to ours, with an important distinction: they label moves in each play, coloring contiguous Opponent/Player pairs identically. Labels survive the collapse, allowing to read back causal links directly. This is possible because the web of atomic types is set to comprise countably many such labels – but then, the correspondence between positions and points of the web is lost. In contrast, our theorem requires us to prove injectivity directly, without such labeling.

In Section 2 we introduce the setting and state our main result. In Section 3 we reformulate the problem via a causal presentation of game semantics. In Section 4 we present the proof of positional injectivity for total finite innocent strategies. In Section 5, we show some partial results beyond total finite strategies. Finally, in Section 6, we conclude.

2 Innocent Strategies and Positions

2.1 Arenas and Constructions

We start this paper by giving a definition of arenas, which represent types.

Definition 1. An arena is $A = (|A|, \leq_A, \lambda_A)$ where $|A|$ is a partial order, and $\lambda_A : |A| \rightarrow \{-, +\}$ is a polarity function. Moreover, these data must satisfy:

- finitary: for all $a \in |A|$, $[a]_A = \{a' \in |A| \mid a' \leq_A a\}$ is finite,
- forestial: for all $a_1, a_2 \leq_A a$, then $a_1 \leq_A a_2$ or $a_2 \leq_A a_1$,
- alternating: for all $a_1 \rightarrow_A a_2$, then $\lambda_A(a_1) \neq \lambda_A(a_2)$,
- negative: for all $a \in \text{min}(A) = \{a \in |A| \mid a \text{ minimal}\}$, $\lambda_A(a) = -$,

where $a_1 \rightarrow_A a_2$ means $a_1 <_A a_2$ with no event strictly in between.

Though our notations differ superficially, our arenas are similar to [15]. They present observable computational events (on a given type) along with their causal dependencies: positive moves are due to Player / the program, and negative moves to Opponent / the
environment. We show in Figures 1 and 2, read from top to bottom, the representation of the datatypes bool and nat as arenas. Opponent initiates the execution with q\textsuperscript{+}, annotated so as to indicate its polarity, and Player may respond any possible value, with a positive move.

We write 1 for the empty arena and o for the arena with exactly one (negative) move. More elaborate types involve matching constructions: the product and the arrow.

Definition 2. Consider A\textsubscript{1} and A\textsubscript{2} arenas. Then, we define A\textsubscript{1} \parallel A\textsubscript{2} as

$$|A\textsubscript{1} \parallel A\textsubscript{2}| = (\{1\} \times |A\textsubscript{1}|) \cup (\{2\} \times |A\textsubscript{2}|)$$

$$(i, a) \leq_{A\textsubscript{1} \parallel A\textsubscript{2}} (j, b) \iff i = j \land a \leq_{A\textsubscript{1}} b$$

$$\lambda_{A\textsubscript{1} \parallel A\textsubscript{2}}(i, a) = \lambda_{A\textsubscript{1}}(a)$$

called their parallel composition or product, and also written A\textsubscript{1} \times A\textsubscript{2}.

For any family (A\textsubscript{i})\textsubscript{i\in I} of arenas, this extends to \(\prod_{i\in I} A\textsubscript{i}\), in the obvious way. Any arena A decomposes (up to forest iso) as A \cong \prod_{i\in I} A\textsubscript{i} for some family (A\textsubscript{i})\textsubscript{i\in I} of arenas which are well-opened, i.e. with exactly one initial (i.e. minimal) move. We now define the arrow:

Definition 3. Consider A\textsubscript{1}, A\textsubscript{2} arenas with A\textsubscript{2} well-opened. Then A\textsubscript{1} \Rightarrow A\textsubscript{2} has:

$$|A\textsubscript{1} \Rightarrow A\textsubscript{2}| = (\{1\} \times |A\textsubscript{1}|) \cup (\{2\} \times |A\textsubscript{2}|)$$

$$(i, a) \leq_{A\textsubscript{1} \Rightarrow A\textsubscript{2}} (j, b) \iff (i = j \land a \leq_{A\textsubscript{1}} b) \lor (i = 2 \land a \in \min(A\textsubscript{2}))$$

$$\lambda_{A\textsubscript{1} \Rightarrow A\textsubscript{2}}(i, a) = (-1)^i \cdot \lambda_{A\textsubscript{1}}(a)$$

This extends to all arenas with A \Rightarrow \prod_{i\in I} B\textsubscript{i} = \prod_{i\in I} A \Rightarrow B\textsubscript{i}, and A \Rightarrow 1 = 1.

We will mostly use A \Rightarrow B for B well-opened. Figure 3 displays (o \Rightarrow o) \Rightarrow o \Rightarrow o, matching the simple type (o \Rightarrow o) \Rightarrow o \Rightarrow o with atomic type o – the position of moves follows a correspondence between those and atoms of the type. These arena constructions describe call-by-name computation: once Opponent initiates computation with q\textsuperscript{+}, two Player moves become available. Player may call the second argument (terminating computation) or evaluate the first argument, which in turn allows Opponent to call its argument.

2.2 Plays and Strategies

In Hyland-Ong games, players are allowed to backtrack, and resume the play from any earlier stage. This is made formal by the notion of pointing strings:

Definition 4. A pointing string over set \(\Sigma\) is a string \(s \in \Sigma^*\), where each move may additionally come equipped with a pointer to an earlier move.

We often write \(s = s\textsubscript{1} \ldots s\textsubscript{n}\) for pointing strings, leaving pointers implicit.

Definition 5. A play on arena A is a pointing string \(s = s\textsubscript{1} \ldots s\textsubscript{n}\) over |A| s.t.:

rigid: If \(s\textsubscript{i}\) points to \(s\textsubscript{j}\), then \(s\textsubscript{j} \Rightarrow_A s\textsubscript{i}\),

alternating: for all \(1 \leq i < n\), \(\lambda_A(s\textsubscript{i}) \neq \lambda_A(s\textsubscript{i+1})\),

legal: for all \(1 \leq i \leq n\), either \(s\textsubscript{i} \in \min(A)\) or \(s\textsubscript{i}\) has a pointer.

A play is well-opened if it has exactly one initial move. We write \(\text{Plays}(A)\) for the set of plays on A, \(\text{Plays}^+(A)\) for even-length plays, and \(\text{Plays}_*(A)\) for well-opened plays.
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We write $\varepsilon$ for the empty play, $\subseteq$ for the prefix, and $\subseteq^+$ if the smaller play has even length. Plays represent higher-order executions. Figures 4, 5 and 6 show plays on the arena of Figure 3; matching typical executions of the corresponding simply-typed  \$\lambda\$-term. They are read from top to bottom, with pointers as dotted lines. As in Figure 3, the position of moves encodes their identity in the arena. Strategies, representing programs, are sets of plays:

\begin{definition}
A strategy $\sigma : A$ on arena $A$ is a non-empty set $\sigma \subseteq \text{Plays}^+(A)$ satisfying

- prefix-closed: $\forall s \in \sigma, \forall t \subseteq^+ s, t \in \sigma$
- deterministic: $\forall s \in \sigma, \text{Sab}, \text{Sab}' \in \sigma \implies \text{Sab} = \text{Sab}'$

Implicit in the last clause is that $\text{Sab}$ and $\text{Sab}'$ also have the same pointers.
\end{definition}

\section{Visibility and Innocence}

\textit{Innocence} captures that the behaviour only depends on which program phrase currently has control. Intuitively, the “current program phrase” is captured by the $P$-view.

\begin{definition}
For any arena $A$, we set a partial function $\Gamma : \text{Plays}(A) \to \text{Plays}(A)$ as:

\begin{align*}
\Gamma_{\text{s}i} &= i & \text{if } i \in \text{min}(A), \\
\Gamma_{\text{s}n}^{m+t} &= \Gamma_{\text{s}n}^m & \text{if the pointer of } m \text{ is in } \Gamma_{\text{s}n}, \\
\Gamma_{\text{s}n}^t m^{t-} &= \Gamma_{\text{s}n}^m t & \text{if } m \text{ points to } n,
\end{align*}

undefined otherwise. In the last two cases, $m$ keeps its pointer in the resulting play.

If defined, $\Gamma_s$ is the $P$-view of $s$. A play $s \in \text{Plays}(A)$ is visible iff $\forall t \subseteq s, \Gamma_t$ is defined.

We say that $s \in \text{Plays}(A)$ is a $P$-view iff $\Gamma_s = s$. A strategy $\sigma : A$ is visible iff any $s \in \sigma$ is visible. In that case, $P$-views are always well-defined, so that we may formulate:

\begin{definition}
A strategy $\sigma : A$ is innocent iff it is visible, and satisfies:

innocence: for all $\text{Sab}, t \in \sigma, \text{ if } t a \in \text{Plays}(A)$ and $\Gamma_{\text{s}a} = \Gamma_{\text{Tab}}, \text{ then } \text{Tab} \in \sigma$.

where, in \text{tab}, $b$ points “as in \text{sab},” i.e. so as to ensure that $\Gamma_{\text{sab}} = \Gamma_{\text{tab}}$.
\end{definition}

An innocent $\sigma : A$ is determined by $\tau \sigma \Gamma = \{ \Gamma_s \mid s \in \sigma \}$, its $P$-view forest. Figures 4, 5 and 6 present $P$-views, each inducing an innocent strategy via the $P$-view forest obtained by even-length prefix closure. Likewise, Figures 7 and 8 induce strategies for the so-called simply-typed “Kierstead terms” $\lambda f^{(\text{fin} \to A)} \cdot f(\lambda x. \cdot f(\lambda y. \cdot x))$ and $\lambda f^{(\text{fin} \to A)} \cdot f(\lambda x. \cdot f(\lambda y. \cdot y))$. $P$-views are well-opened, so innocent strategies are determined by their set $\sigma_{\ast}$ of well-opened plays.

Innocent strategies form a cartesian closed category $\text{inn}$ with as objects arenas, and morphisms from $A$ to $B$ the innocent strategies $\sigma : A \Rightarrow B$. Composing $\sigma : A \Rightarrow B$ and $\tau : B \Rightarrow C$ involves a “parallel interaction plus hiding” mechanism, which we omit [15].
Figure 7 $K_x : ((o \rightarrow o) \rightarrow o) \rightarrow o$.

Figure 8 $K_y : ((o \rightarrow o) \rightarrow o) \rightarrow o$.

Figure 9 Deseq. $K_x$ and $K_y$.

Figure 10 Non-positionality of innocence.

2.4 Positions

Boudes’ “thick subtrees” [3], called positions in this paper, are the central concept informing the link between innocent game semantics and relational semantics. They are simply desequationalized plays, or in other words prefixes of the arena with duplications.

To introduce positions, our first stop is the following notion of configuration.

Definition 9. A configuration $x \in \mathcal{C}(A)$ of arena $A$ is a tuple $x = \langle |x|, \leq_x, \partial_x \rangle$ such that $\langle |x|, \leq_x \rangle$ is a finite tree, and $\partial_x : |x| \rightarrow |A|$, the display map, is a labeling function s.t.:

- minimality-respecting: for all $a \in |x|$, $a$ is $\leq_x$-minimal iff $\partial_x(a)$ is $\leq_A$-minimal,
- causality-preserving: for all $a_1, a_2 \in |x|$, if $a_1 \xrightarrow{x} a_2$ then $\partial_x(a_1) \xrightarrow{A} \partial_x(a_2)$.

We call events the elements of $|x|$. Note $\langle |x|, \leq_x \rangle$ has exactly one minimal event, which suffices as innocent strategies are determined by well-opened plays. Configurations include:

Definition 10. The desequationalization $\langle s \rangle \in \mathcal{C}(A)$ of arena $A$ is a sequence $s = s_1 \ldots s_n \in \text{Plays}_s(A)$ has $|\langle s \rangle| = \{1, \ldots, n\}$, $\partial_{\langle s \rangle}(i) = s_i$, and $i \leq_{\langle s \rangle} j$ if there is a chain of pointers from $s_j$ to $s_i$ in $s$.

We show in Figure 9 the desequationalization of the maximal P-views of $K_x$ and $K_y$ from Figures 7 and 8. Extracting $\langle s \rangle$ is a first step, we must then forget the identity of its events:

Definition 11. A bijection $\varphi : |x| \cong |y|$ is an isomorphism $\varphi : x \cong y$ iff it is

- arena-preserving: for all $a \in |x|$, $\partial_x(\varphi(a)) = \partial_y(a)$,
- causality-preserving: for all $a_1, a_2 \in |x|$, we have $a_1 \xrightarrow{x} a_2$ iff $\varphi(a_1) \xrightarrow{y} \varphi(a_2)$.

A position of $A$, written $x \in \{A\}$, is an isomorphism class of configurations.

If $s \in \text{Plays}_s(A)$, the position $\langle s \rangle \in \{A\}$ is the isomorphism class of $\langle s \rangle$.

We pause to consider the positionality of innocent strategies as mentioned in the introduction. Though it will only play a very minor role, we define positional strategies:

Definition 12. Consider $\sigma : A$ a strategy on $A$. We set the condition:

- positional: $\forall sab, t \in \sigma, ta' \in \text{Plays}(A), \langle sa \rangle = \langle ta' \rangle \implies \exists ta'b \in \sigma, \langle sab \rangle = \langle ta'b \rangle$. 
Positional Injectivity for Innocent Strategies

Innocent strategies are not positional: Figure 10 displays (the two maximal P-views of) the innocent strategy for the $\lambda$-term $\lambda f^o\rightarrow o^o. \lambda x^o. f(f \downarrow x)(f \downarrow \bot)$. On the right hand side, the last Opponent move is grayed out as an extension of a P-view triggering no response. After the fifth move the position is the same, contradicting positionality. In Melliès’ asynchronous games [16], explicit copy indices help distinguish the two calls to $f$. The two plays no longer reach the same position, restoring positionality. But even in asynchronous games, if positions were quotiented by symmetry so as to match relational semantics, positionality would fail.

We turn to the weaker positional injectivity. If $\sigma : A$, its positions are those reached by well-opened plays, i.e. $\{\sigma\} = \{s | s \in \sigma^*\} \subseteq (A)$. We may finally ask our main question:

▶ **Question 13** (Positional Injectivity). If $\sigma, \tau$ are innocent and $\{\sigma\} = \{\tau\}$, do we have $\sigma = \tau$?

### 2.5 Links with the Relational Model

To fully appreciate this question, it is informative to consider the link with the relational model. We start with the following observation concerning positions on the arrow arena.

▶ **Fact 14.** Consider $A$ and $B$ arenas, and write $M_f(X)$ for the finite multisets on $X$.

Then, we have a bijection $(A \Rightarrow B) \cong M_f((A) \times (B))$.

Recall [12] that the relational model forms a cartesian closed category $\mathbf{Rel}$ having sets as objects; and as morphisms from $A$ to $B$ the relations $R \subseteq M_f(A) \times B$. Considering simple types generated from $o$ and the arrow $A \rightarrow B$, and setting the relational interpretation of $o$ as $[o]_{\mathbf{Rel}} = \{q\}$, then for any type $A$, there is a bijection $r_A : ([A]_{\mathbf{Inn}}) \cong [A]_{\mathbf{Rel}}$.

▶ **Theorem 15.** This extends to a functor $(\cdot) : \mathbf{Inn} \rightarrow \mathbf{Rel}$, which preserves the interpretation: for any term $M : A$ of the simply-typed $\lambda$-calculus, $r_A([M]_{\mathbf{Inn}}) = [M]_{\mathbf{Rel}}$.

This relational collapse of innocent strategies has been studied extensively [3, 16, 19, 4, 9]. The inclusion $\subseteq$ is easy; the difficulty in proving $\supseteq$ is that game-semantic interaction is temporal: positions arising relationally might, in principle, fail to appear game-semantically because reproducing them yields a deadlock. For innocent strategies this does not happen: this may be proved through connections with syntax [3, 19] or semantically [4, 9].

In [19], Tsukada and Ong prove a similar collapse injective. This seems to answer Question 13 positively – but this is not so simple. The interpretation in $\mathbf{Rel}$ is parametrized by a set $X$ for the ground type $o$. In [19], $X$ is required to be countably infinite: this way one allocates one tag for each pair of chronologically contiguous O/P moves, encoding the causal / axiom links. In contrast, for Question 13 we are forced to interpret $o$ with a singleton set $\{q\}$, or lose the correspondence between points of the web and positions. We must reconstruct strategies directly from their desquentializations, with no help from labeling or coloring.

### 2.6 Main result

At first this seems desperate. In [19], an innocent strategy may already be reconstructed from the desquentialization of its P-views. But here, the two plays of Figures 7 and 8 yield the configurations of Figure 9, which are isomorphic – so give the same position. Nevertheless $K_x$ and $K_y$ can be distinguished, via their behaviour under replication. In both plays of Figure 11, we replay the move to which the deepest $q^+$ points. This brings $K_x$ and $K_y$ to react differently, obtaining plays whose positions separate $\{K_x\}$ and $\{K_y\}$. So, by observing the behaviour of a strategy under replication, we can infer some temporal information.
Figure 11 Plays yielding positions distinguishing $K_x$ and $K_y$.

Most of the paper will be devoted to turning this idea into a proof. However, we have only been able to prove the result with the following additional restrictions on strategies.

\begin{definition}
For $A$ an arena, we define conditions on innocent strategies $\sigma : A$ as:

- **total**: for all $s \in \sigma$, if $sa \in \text{Plays}(A)$ then there exists $b$ such that $sab \in \sigma$,
- **finite**: the set $\{ s \mid s \in \sigma \}$ is finite.

Total finite strategies are already well-known: on arenas interpreting simple types they exactly correspond to $\beta$-normal $\eta$-long normal forms of simply-typed $\lambda$-terms.

We now state our main result, positional injectivity:

\begin{theorem}
For any $\sigma, \tau : A$ innocent total finite, $\sigma = \tau$ iff $\{ s \mid \sigma \} = \{ s \mid \tau \}$.
\end{theorem}

As observed in Section 2.1, all arenas decompose as $A = \prod_{i \in I} A_i$ with $A_i$ well-opened. As $\times$ is a cartesian product in $\text{Inn}$, strategies $\sigma : A$ also decompose as $\sigma = \langle \sigma_i \mid i \in I \rangle$ with $\sigma_i : A_i$ for all $i \in I$. From innocence it follows that $\{ (\sigma_i \mid i \in I) \} \cong \sum_{i \in I} (\sigma_i)$, so it suffices to prove Theorem 17 for $A$ well-opened. From now on, we consider all arenas well-opened.

3 Causal Presentation

Besides the behaviour of strategies under replication, plays also include the order, irrelevant for our purposes, in which branches are explored by Opponent. To isolate the effect of replication, we introduce a causal version of strategies inspired from concurrent games [5].

3.1 Augmentations

This formulation rests on the notion of augmentations. Intuitively those correspond to expanded trees of P-views, which enrich configurations with causal wiring from the strategy.

\begin{definition}
An augmentation on arena $A$ is a tuple $q = \langle \|q\|, \leq_{\|q\|}, \leq_q, \partial_q \rangle$, where $\|q\| = \langle \|q\|, \leq_{\|q\|}, \partial_q \rangle \in \mathcal{C}(A)$, and $\langle \|q\|, \leq_q \rangle$ is a tree satisfying:

- **rule-abiding**: for all $a_1, a_2 \in \|q\|$, if $a_1 \leq_{\|q\|} a_2$, then $a_1 \leq_q a_2$,
- **courteous**: for all $a_1 \rightarrow_q a_2$, if $\lambda(a_1) = +$ or $\lambda(a_2) = -$, then $a_1 \rightarrow_{\|q\|} a_2$,
- **deterministic**: for all $a^- \rightarrow_{\|q\|} a_1^+$ and $a^- \rightarrow_{\|q\|} a_2^+$, then $a_1 = a_2$.

we then write $q \in \text{Aug}(A)$, and call $\langle q \rangle \in \mathcal{C}(A)$ the desquentialization of $q$.

\end{definition}
We may easily represent an innocent strategy as a causal strategy:

**Definition 21.**

**Proposition 20.**

Events of $|q|$ inherit a polarity with $\lambda(a) = \lambda_A(\partial_q(a))$. By rule-abiding and courteous, $\langle |q|, \leq_q \rangle$ and $\langle |q|, \leq_{\{q\}} \rangle$ have the same minimal event $\text{init}(q)$, called the initial event. If $a \in |q|$ is not initial, there is a unique $a' \in |q|$ such that $a' \rightarrow_q a$, written $a' = \text{pred}(a)$ and called the predecessor of $a$. Likewise, a non-initial $a \in |q|$ also has a unique $a'' \in |q|$ such that $a'' \rightarrow_{\{q\}} a$, written $a'' = \text{just}(a)$ and called the justifier of $a$. By courteous and as immediate causality alternates in $A$ (and hence in $\{q\}$), both $\text{pred}(a)$ and $\text{just}(a)$ have polarity opposite to $a$. They may not coincide, however from courteous they do for a negative.

Figures 12 and 13 show augmentations – though the corresponding definitions remain to be seen, those are the causal expansions of $K_x$ and $K_y$ matching the plays of Section 2.6. In such diagrams, immediate causality from the configuration appears as dotted lines, whereas that coming from the augmentation itself appears as $\rightarrow$. We set a few auxiliary conditions:

**Definition 19.** Let $q \in \text{Aug}(A)$ be an augmentation. We set the conditions:

- receptive: for all $a \in |q|$, if $\partial_q(a) \rightarrow_{\{q\}} b^-$, there is a $a \rightarrow_{\{q\}} b'$ such that $\partial_q(b') = b$,
- +-covered: for all $a \in |q|$ maximal in $q$, we have $\lambda(a) = +$,
- --linear: for all $a \rightarrow_q a_1, a \rightarrow_q a_2$, if $\partial_q(a_1) = \partial_q(a_2)$ then $a_1 = a_2$.

We say that $q \in \text{Aug}(A)$ is **total** iff it is receptive and +-covered. We will also refer to receptive --linear augmentations as causal strategies.

### 3.2 From Strategies to Causal Strategies

We may easily represent an innocent strategy as a causal strategy:

**Proposition 20.** For $\sigma : A$ finite innocent on $A$ well-opened, we set components

$$|\hat{\sigma}| = \{ \langle S \rangle \mid s \in \sigma \land s \neq \varepsilon \} \cup \{ \langle sa \rangle \mid s \in \sigma \land sa \in \text{Plays}(A) \} ,$$

$s \leq_{\hat{\sigma}} t$ iff $s \subseteq t$, $sa \leq_{\{q\}} s$ satb iff there is a chain of justifiers from $b$ to $a$, and $\partial_s(sa) = a$.

Then $\hat{\sigma} = (|\hat{\sigma}|, \leq_{\hat{\sigma}}, \leq_{\{q\}}, \partial_{\hat{\sigma}}) \in \text{Aug}(A)$ is a causal strategy, and is total iff $\sigma$ is total.

The proof is a straightforward verification. As for configurations, so as to forget the concrete identity of events we consider augmentations up to isomorphism:

**Definition 21.** A **morphism** $\varphi : q \rightarrow p$ is a function $|q| \rightarrow |p|$ satisfying:

- arena-preserving: $\partial_{\varphi} \circ \varphi = \partial_q$,
- causality-preserving: for all $a_1, a_2 \in |q|$, if $a_1 \rightarrow_{\{q\}} a_2$ then $\varphi(a_1) \rightarrow_{\{p\}} \varphi(a_2)$,
- configuration-preserving: for all $a_1, a_2 \in |q|$, if $a_1 \rightarrow_{\{q\}} a_2$ then $\varphi(a_1) \rightarrow_{\{p\}} \varphi(a_2)$.

An **isomorphism** is an invertible morphism – we then write $\varphi : q \cong p$. 

![Figure 12](image1) Causal $K_x$ and its expansion.  ![Figure 13](image2) Causal $K_y$ and its expansion.
Note that by arena-preserving, \( \varphi \) must send \( \text{init}(q) \) to \( \text{init}(p) \).

The reader may check that the construction of Proposition 20 applied to \( K_x \) and \( K_y \) yields, up to isomorphism, the (small) augmentations of Figures 12 and 13. The next fact shows that augmentations are indeed an alternative presentation of innocent strategies.

\[ \textbf{Lemma 22.} \text{For any finite innocent strategies } \sigma, \tau \text{ on arena } A, \text{ then } \sigma = \tau \text{ iff } \hat{\sigma} \cong \hat{\tau}. \]

\[ \textbf{Proof.} \text{Clearly, } \sigma = \tau \text{ implies } \hat{\sigma} = \hat{\tau}. \text{ Conversely, assume } \varphi : \hat{\sigma} \cong \hat{\tau}. \text{ Take } s = s_1 \ldots s_n \in \tau \sigma \gamma, \text{ and write } s_{\leq i} = s_1 \ldots s_i. \text{ Then we have a chain } s_{\leq 1} \rightarrow_{\sigma} s_{\leq 2} \rightarrow_{\sigma} \ldots \rightarrow_{\sigma} s_{\leq n-1} \rightarrow_{\sigma} s, \text{ transported through } \varphi \text{ to } t_{\leq 1} \rightarrow_{\tau} \ldots \rightarrow_{\tau} t. \text{ By arena-preserving, } t_i = s_i \text{ for all } 1 \leq i \leq n. \text{ Finally by configuration-preserving, } s \text{ and } t \text{ have the same pointers, hence } s = t \text{ and } s \in \tau. \]

Symmetrically, any P-view \( t \in \tau \gamma \) is in \( \sigma \), hence \( \tau \sigma \gamma = \tau \gamma \) and \( \sigma = \tau \) by innocence. \( \blacksquare \)

### 3.3 Expansions of Causal Strategies

Besides including representations of innocent strategies, augmentations can also represent their expansions, i.e. arbitrary plays, with Opponent’s scheduling factored out.

\[ \textbf{Definition 23.} \text{Consider } A \text{ an arena, and } p \in \text{Aug}(A) \text{ a causal strategy.}

An \textit{expansion} of \( p \), written \( q \in \text{exp}(p) \), is \( q \in \text{Aug}(A) \) such that:

- \text{simulation: there is a (necessarily unique) morphism } \varphi : q \rightarrow p,
- \text{+obsessional: for all } a^{-} \in |q| \text{ and } \varphi(a^{-}) \rightarrow_{p} b^{+}, \text{ there is } a^{-} \rightarrow_{q} a' \text{ s.t. } \varphi(a') = b^{+}.\]

The relationship between a causal strategy \( p \) and \( q \in \text{exp}(p) \) is analogous to that between an arena \( A \) and a configuration \( x \in \mathcal{O}(A) \): \( q \) explores a prefix of \( p \), possibly visiting the same branch many times. However, determinism ensures that only Opponent may cause duplications, and \text{+obsessional} ensures that only Opponent may refuse to explore certain branches if a Player move is available in \( p \), then it must appear in all corresponding branches of \( q \). Uniqueness of the morphism follows from \text{+-linearity and determinism}. Figures 12 and 13 show expansions of (the causal strategies corresponding to) \( K_x \) and \( K_y \).

Now, we set \( \{q\} = \{q | q \in \text{exp}(p)\} \) the \textit{positions} of a causal strategy \( p \), where \( \{q\} \) is the isomorphism class of \( \{q\} \). By Lemma 22, any innocent \( \sigma : A \) yields a causal strategy \( \hat{\sigma} : A \), so this leaves us with the task to prove that the two notions of position coincide.

\[ \textbf{Proposition 24.} \text{For any total finite innocent strategy } \sigma : A, \text{ we have } \{\sigma\} = \{\hat{\sigma}\}. \]

\[ \textbf{Proof.} \text{Any } x \in \{\sigma\} \text{ is the isomorphism class of } \{s\} \text{ for } s = s_1 \ldots s_n \in \sigma. \text{ We build an expansion } q(s) \in \text{exp}(\hat{\sigma}) \text{ as follows. Its configuration is } \{q(s)\} = \{s\} \text{ (see Definition 10) with events } |q(s)| = \{1, \ldots, n\}. \text{ Its causal order is } i \leq q(s) \text{ iff } j \geq i \text{ and } s_j \text{ is reached in the computation of } \langle s_{\leq j} \rangle. \text{ To show that } q(s) \in \text{exp}(\hat{\sigma}) \text{ we must provide a morphism } \varphi : q(s) \rightarrow \hat{\sigma}, \text{ which is simply } \varphi(i) = \langle s_{\leq i} \rangle \text{. So, } x = \{q(s)\} \in \{\hat{\sigma}\}. \]

Reciprocally, take \( x \in \{\hat{\sigma}\} \), obtained as the isomorphism class of some \( \{q\} \), for \( q \in \text{exp}(\hat{\sigma}) \).

From the totality of \( \sigma \), \( q \) has maximal events all positive – it has exactly as many Player as Opponent events, and admits a linear extension \( s = s_1 \ldots s_n \) which is \text{alternating}, i.e. \( \lambda(s_i) \neq \lambda(s_{i+1}) \) for all \( 1 \leq i \leq n-1 \). Besides, for any \( 1 \leq i \leq n \), \( \langle s_{\leq i} \rangle \) (treating \( s \) as a play on arena \( \{q\} \)) coincides with \( |s|_q = \{s \in |q| | s \leq q s_i\} \), totally ordered by \( \leq q \). So, writing \( \partial_q(s) = \partial_q(s_1) \ldots \partial_q(s_n) \in \text{Plays}(A) \) with pointers inherited from \( \{q\} \), \( \langle \partial_q(s)_{\leq i} \rangle \in \tau \sigma \gamma \), hence \( \partial_q(s) \in \sigma \) by innocence and \( \{\partial_q(s)\} \cong \{s\} \). Therefore, \( \{q\} = \{\partial_q(s)\} \in \{\sigma\}. \) \( \blacksquare \)

The idea is that plays in \( \sigma \) are exactly linearizations of expansions of \( \hat{\sigma} \). From a play by expanding it by factoring out Opponent’s scheduling, mimicking the construction of P-views while keeping duplicated branches separate. Reciprocally, an expansion allows
many (alternating) linearizations. For instance, the two plays of Section 2.6 are respectively linearizations of the expansions of Figures 12 and 13. This proposition fails if \( \sigma \) is not total, as expansions may then have trailing Opponent moves, preventing an alternating linearization.

Thanks to Proposition 24, we focus on positions reached by expansions of causal strategies.

4 Positional Injectivity

We now come to the main contribution of this paper, the proof of positional injectivity for total finite causal strategies. We start this section by introducing the proof idea.

4.1 Forks and Characteristic Expansions

Just from the static snapshot offered by positions, we must deduce the strategy.

Given \( z \in \mathcal{C}(A) \), can we uniquely reconstruct its causal explanation, i.e. \( q \in \text{Aug}(A) \) such that \( z = \{q\} \)? In general, there is no reason why \( q \) would be uniquely determined. Indeed, in Figure 14, we show on the left hand side the configuration \( z_1 \) underlying Figure 12 – up to iso it has exactly two causal explanations, shown on the right. The rightmost augmentation is not an expansion of \( K_x \), so \( K_x \) is not the only strategy featuring (the isomorphism class of) \( z_1 \). However, we can find a position unique to \( K_x \). Consider \( z_2 \) the configuration on the left hand side of Figure 15. The only possible augmentation (up to iso) yielding \( z_2 \) as a desequentialization appears on the right hand side (call it \( q \)): every other attempt to guess causal wiring fails. In particular, the red and blue immediate causal links are forced by the cardinality of the subsequent duplications. But \( q \) is an expansion of the unique maximal branch of \( K_x \) – so it suffices to see \( z_2 \) in \( \{\sigma\} \) to know that \( \sigma = K_x \).

This suggests a proof idea: given \( p_1, p_2 : A \) causal strategies with \( \{p_1\} = \{p_2\} \), we devise a characteristic expansion of \( p_1 \) with duplications chosen to make the causal structure essentially unique; meaning it must be an expansion of \( p_2 \) as well. We do this by using:

\textbf{Definition 25.} A fork in \( q \in \text{Aug}(A) \) is a maximal non-empty set \( X \subseteq \{|q|\} \) s.t.:

- negative: for all \( a \in X \), \( \lambda(a) = - \),
- sibling: \( X = \{\text{init}(q)\} \) or there is \( b \in \{|q|\} \) such that for all \( a \in X \), \( b \rightarrow_{\sigma} a \),
- identical: for all \( a_1, a_2 \in X \), \( \partial_{\text{\sigma}}(a_1) = \partial_{\text{\sigma}}(a_2) \).

We write \( \text{Fork}(q) \) for the set of forks in augmentation \( q \).

If \( p \) is a causal strategy, \( q \in \text{exp}(p) \) and \( X \in \text{Fork}(q) \), the definition of expansions ensures that all Player moves caused by Opponent moves in \( X \) are copies. So if \( X \) has cardinality \( zX = n \), and if we find exactly one set of cardinality \( \geq n \) of equivalent Player moves in \( \{q\} \), we may deduce that there is a causal link. For instance, in Figure 15, the causal successors for the fork of cardinality 3 may be found so. In general though, several
A first guess is

Opponent moves may cause indistinguishable Player moves, so that the cardinality of a set Y of duplicated Player moves is the sum of the cardinalities of the predecessor forks. To allow us to identify these predecessor sets uniquely, the trick is to construct the expansion so that all forks have cardinality a distinct power of 2, making it so that the predecessor forks can be inferred from the binary decomposition of $2^Y$. This brings us to the following definition.

Definition 26. A characteristic expansion of $ρ$ is $q ∈ \exp(ρ)$ such that:

- injective: for $X, Y ∈ \Fork(ρ)$, if $2X = 2Y$ then $X = Y$,
- well-powered: for all $X ∈ \Fork(ρ)$, there is $n ∈ \mathbb{N}$ such that $2X = 2^n$,
- -obsessional: for all $a^+ ∈ |ρ|$, if $\partial_q(a^+) ↛ A b^-$, there is $a^+ ↛ q a'$ s.t. $\partial_q(a') = b^-$.

This only constrains causal links in $q$ from positives to negatives, but by courteous those are in $q$ iff they are in $⟨q⟩$. So for $q ∈ \exp(ρ)$, that it is a characteristic expansion is in fact a property of $⟨q⟩$. Furthermore it is stable under iso so that if $⟨ρ_1⟩ = ⟨ρ_2⟩$, for $q_1 ∈ \exp(ρ_1)$ characteristic there must be $q_2 ∈ \exp(ρ_2)$ characteristic too such that $⟨q_1⟩ ≅ ⟨q_2⟩$ – so it makes sense to restrict our attention to positions reached by characteristic expansions.

How different can be characteristic $q_1 ∈ \exp(ρ_1)$ and $q_2 ∈ \exp(ρ_2)$ s.t. $⟨q_1⟩ ≅ ⟨q_2⟩$? A first guess is isomorphic, but that is off the mark; $q_1$ and $q_2$ have some degree of liberty in swapping forks around (as in Figure 16): they have the “same branches, but with possibly different multiplicity”. A significant part of our endeavour has been to construct a relation between augmentations allowing such changes in multiplicity, while ensuring $ρ_1 ≅ ρ_2$.

4.2 Bisimulations Across an Isomorphism

More than simply comparing augmentations, given $q, ρ ∈ \Aug(A)$, $a ∈ |q|$, $b ∈ |ρ|$, we shall need a a predicate $a ∼ b$ expressing that $a$ and $b$ have the same causal follow-up, up to the multiplicity of duplications. In particular, $a$ and $b$ must have “the same pointer”, but at first that makes no sense since $a$ and $b$ live in different ambient sets of events. So we also fix an isomorphism $φ : ⟨q⟩ ≅ ⟨ρ⟩$ providing the translation, and aim to define $a ∼_φ b$ parametrized by $φ$. We give some examples in Figure 16, where $φ$ is any of the two possible isomorphisms, assuming $q_1^−$ and $q_2^−$ correspond to different moves of the arena.

This is defined via a bisimulation game: for instance, establishing that the roots are in relation requires us to first match the blue nodes. But as the bisimulation unfolds, requiring all pointers to match up to $φ$ is too strong: the pointers of red moves do not match – but seen from $q^+$ this is fine as the justifiers for the red moves are encountered at the same step of the bisimulation game from $q^+$. So our actual predicate has form $a ∼_φ^Γ b$ for $Γ$ a context, stating a correspondence between negative moves established in the bisimulation game so far:
Definition 27. A context between $q, p \in \text{Aug}(A)$ is $\Gamma : \text{dom}(\Gamma) \cong \text{cod}(\Gamma)$ a bijection s.t. $\text{dom}(\Gamma) \subseteq |q|, \text{cod}(\Gamma) \subseteq |p|, \lambda_q(\text{dom}(\Gamma)) \subseteq \{\}$, and $\forall a^- \in \text{dom}(\Gamma), \partial_q(a) = \partial_p(\Gamma(a))$.

We may now formulate a first notion of bisimulation across augmentations.

Definition 28. Consider $q, p \in \text{Aug}(A)$ and an isomorphism $\varphi : \{q\} \cong \{p\}$.

For $a \in |q|, b \in |p|$ and $\Gamma$ a context, we define a predicate $a \sim_{\Gamma}^\varphi b$ which holds if, firstly,

(a) $\partial_q(a) = \partial_p(b)$ and $\Gamma \vdash (a, b)$

(b) if just$(a^+)$ is $\text{dom}(\Gamma)$, then just$(b) \in \text{cod}(\Gamma)$ and $\Gamma$(just$(a)) = \text{just}(b)$,

(c) if just$(a^+) \notin \text{dom}(\Gamma)$, then just$(b) \notin \text{cod}(\Gamma)$ and $\varphi$(just$(a)) = \text{just}(b)$,

where $\Gamma \vdash (a, b)$ means that for all $a^+ \in \text{dom}(\Gamma)$, $\neg(a^+ \sim_a^q a)$ and for all $b^- \in \text{cod}(\Gamma)$, $\neg(b^- \sim_p b^)$; and inductively, the following two bisimulation conditions hold:

(1) if $a^+ \sim_a^q a'$, then there is $b^+ \sim_p b'$ with $a' \sim_{\Gamma \cup \{(a', b')\}}^\varphi b'$, and symmetrically,

(2) if $a^- \sim_a^q a'$, then there is $b^- \sim_p b'$ with $a' \sim_{\Gamma \cup \{(a', b')\}}^\varphi b'$, and symmetrically.

As $\Gamma \vdash (a, b)$ implies $a' \notin \text{dom}(\Gamma)$ and $b' \notin \text{cod}(\Gamma)$, $\Gamma \cup \{(a', b')\}$ remains a bijection.

Of particular interest is the case $a \sim_a^q b$ over an empty context, written simply $a \sim_q b$.

From this, we deduce a relation between augmentations: we write $q \sim_\varphi p$ if init$(q) \sim_\varphi$ init$(p)$, for $q, p \in \text{Aug}(A)$ and $\varphi : \{q\} \cong \{p\}$. Resuming the discussion at the end of Section 4.1: bisimulations allow us to express that two characteristic expansions with isomorphic configurations are “the same”. More precisely, in due course we will be able to prove:

Proposition 29. Consider $p_1, p_2 \in \text{Aug}(A)$ causal strategies, $q_1 \in \text{exp}(p_1)$ and $q_2 \in \text{exp}(p_2)$ characteristic expansions with an isomorphism $\varphi : \{q_1\} \cong \{q_2\}$. Then, $q_1 \sim_\varphi q_2$.

The proof is the core of our injectivity argument, which we will cover in Section 4.5. For now, we focus on how to conclude from $q_1 \sim_\varphi q_2$ that we have $p_1 \cong p_2$.

4.3 Compositional Properties of Bisimulations

To achieve that, we exploit compositional properties of bisimulations. More precisely, we show that $q_1 \in \text{exp}(p_1)$ induces a bisimulation $q_1 \sim p_1$, and find a way to compose

$p_1 \sim q_1 \sim_\varphi q_2 \sim p_2$ (1)

to deduce $p_1 \sim p_2$ in a sense yet to be defined, and $p_1 \cong p_2$ will follow. We start with:

Lemma 30. Consider augmentations $q, p, r \in \text{Aug}(A)$, isomorphisms $\varphi : \{q\} \cong \{p\}$, $\psi : \{p\} \cong \{r\}$, events $a \in |q|, b \in |p|, c \in |r|$, and contexts $\Gamma, \Delta$. Then:

reflexivity: $a \sim_{\text{id}} a$,

transitivity: if $a \sim_\varphi^\psi b$ and $b \sim_\Delta c$ with $\text{cod}(\Delta) = \text{dom}(\Delta)$, then $a \sim_{\Delta \circ \varphi} c$,

symmetry: if $a \sim_\psi^\varphi b$ then $b \sim_{\varphi^{-1}} a$.

But in order to treat $q_1 \in \text{exp}(p_1)$ as a bisimulation between $q_1$ and $p_1$, Definition 28 does not do the trick: we cannot expect there to be an iso between $\{q_1\}$ and $\{p_1\}$ as $q_1$ has by construction many more events. We therefore introduce a variant of Definition 28:

Definition 28. Consider $q, p \in \text{Aug}(A)$ and an isomorphism $\varphi : \{q\} \cong \{p\}$.

For $a \in |q|, b \in |p|$ and $\Gamma$ a context, we define a predicate $a \sim_{\Gamma}^\varphi b$ which holds if, firstly,
Definition 31. Consider \( q, p \in \text{Aug}(A) \). For \( a \in |q|, b \in |p|, \Gamma, \) we have \( a \sim_{\Gamma} b \) if

1. \( \partial(a) = \partial(b) \) and \( \Gamma \vdash (a, b) \),
2. \( \text{just}(a^+) \subseteq \text{dom}(\Gamma) \) and \( \Gamma(\text{just}(a)) = \text{just}(b) \),
3. \( a^+ \sim_{\phi} a', \) then \( b^+ \sim_{\rho} b' \) with \( a^+ \sim_{\text{exp}(\Gamma_\phi)} b' \), and symmetrically,
4. \( a^- \sim_{\phi} a', \) then \( b^- \sim_{\rho} b' \) with \( a^- \sim_{\text{exp}(\Gamma_\phi)} b' \), and symmetrically.

This helps us relate \( q \) and \( p \) when \( \langle q \rangle \) and \( \langle p \rangle \) are not isomorphic: we set \( q \sim p \) iff \( \text{init}(q) \sim (\text{init}(q), \text{init}(p)) \) \( \text{init}(p) \). A variation of Lemma 30 shows \( \sim \) is an equivalence, and:

Proposition 32. Consider \( A \) an arena, \( p \in \text{Aug}(A) \) a causal strategy, and \( q \in \text{Aug}(A) \).

Then, \( q \) is a \(-\)obsessional expansion of \( p \) iff \( q \sim p \).

Proof. If. We simply construct \( \varphi : q \rightarrow p \) for all \( a \in |q| \) by induction on \( \leq_q \). The image is provided by bisimulation, its uniqueness by determinism and \(-\)-linearity.

Only if. For \( \varphi : q \rightarrow p \) and \( a \in |q| \), write \([a]_q = \{a' \in |q| | a' \leq_q a \& \lambda(a') = -\};\) it is totally ordered by \( \leq_q \) as \( q \) is forestal. From the conditions on \( \varphi \), it is direct that it induces an order-iso \( [a]_q \cong [\varphi(a)]_p \), i.e. a context \( \Gamma(a) : [a]_q \cong [\varphi(a)]_p \). Then, we check that \( a \sim_{\text{exp}(\Gamma_\varphi)} \varphi(a) \) for all \( a \in |q| \), using that \( \varphi \) is \(-\)obsessional. We then apply this to \( \text{init}(q) \).

This vindicates Definition 31. But for (1), we must compose two kinds of bisimulations, following Definitions 28 and 31. Fortunately, whenever both definitions apply, they coincide:

Lemma 33. Consider \( q, p \in \text{Aug}(A) \), and \( \varphi : \langle q \rangle \cong \langle p \rangle \). Then, \( q \sim^{\varphi} p \) iff \( q \sim p \).

Proof. If. Straightforward from Definitions 28 and 31: case (c) is never used.

Only if. We actually prove that for all \( a \in |q|, b \in |p|, \) for all context \( \Gamma \) which is complete in the sense that \([a]_q \subseteq \text{dom}(\Gamma) \) and \([b]_p \subseteq \text{cod}(\Gamma) \), if \( a \sim^{\varphi} b \) then \( a \sim_{\Gamma} b \). The proof is immediate by induction: the clause (c) is never used from the hypothesis that \( \Gamma \) is complete. Finally, we apply this to the roots of \( q, p \) with context \( \{\text{init}(q), \text{init}(p)\} \).

Altogether, we have:

Proposition 34. Consider \( p_1, p_2 \in \text{Aug}(A) \) causal strategies, \( q_1 \in \text{exp}(p_1), q_2 \in \text{exp}(p_2) \) characteristic expansions with an iso \( \varphi : \langle q_1 \rangle \cong \langle q_2 \rangle \). If \( q_1 \sim^{\varphi} q_2 \), then \( p_1 \cong p_2 \).

Proof. By Lemma 33, \( q_1 \sim q_2 \). As characteristic expansions, \( q_1 \) and \( q_2 \) are \(-\)obsessional, so by Proposition 32, \( q_1 \sim p_1 \) and \( q_2 \sim p_2 \). So \( p_1 \sim q_1 \sim q_2 \sim p_2 \) but \( \sim \) is an equivalence, so \( p_1 \sim p_2 \). By Proposition 32, we have \( \varphi : p_1 \rightarrow p_2 \) and \( \psi : p_2 \rightarrow p_1 \) composing to \( \psi \circ \varphi : p_1 \rightarrow p_1 \). But by \(-\)-linear and determinism there is only one morphism from \( p_1 \) to itself, the identity, so \( \psi \circ \varphi = \text{id} \). Likewise \( \varphi \circ \psi = \text{id} \), hence \( \varphi : p_1 \cong p_2 \) as required.

4.4 Clones

In Section 4.1, we introduced characteristic expansions which, via duplications with well-chosen cardinalities, constrain the causal structure. More precisely, if \( q \in \text{exp}(p) \) is characteristic, looking at a set of duplicated Player moves in \( \langle q \rangle \) of cardinality \( n \) as in Figure 17, decomposing \( n = \sum_{i \in I} 2^i \), we can deduce that the causal predecessors of the \( q_i^+ \)'s are among the forks with cardinality \( 2^i \) for \( i \in I \). But that is not enough: this does not tell us how to distribute the \( q_i^+ \)'s to the forks, and not all the choices will work: while the \( q_i^+ \)'s are copies, their respective causal follow-ups might differ. So the idea is simple: imagine that the causal follow-ups for the \( q_i^+ \)'s are already reconstructed. Then we may compare them using bisimulation, and replicate the same reasoning as above on bisimulation equivalence classes.
So we are left with the task of leveraging bisimulation to define an adequate equivalence relation on $|q|$. This leads to the notion of clones, our last technical tool.

**Definition 35.** Consider $q, p \in \text{Aug}(A)$, $\varphi : \{q\} \cong \{p\}$, and $a \in |q|$, $b \in |p|$.

We say that $a$ and $b$ are clones through $\varphi$, written $a \approx^\varphi b$, if there is a context $\Gamma$ preserving pointers (i.e. for all $a' \in \text{dom}(\Gamma)$, $\varphi(\text{just}(a')) = \text{just}(\Gamma(a'))$) such that $a \approx^\varphi b$.

This allows $a$ and $b$ (and their follow-ups) to change their pointers through some unspecified $\Gamma$. Indeed, the picture painted by Figure 17 is limited: a fork might trigger Player moves with different pointers, as in Figure 18. As $a \approx^\varphi b$ quantifies existentially over contexts, compositional properties of clones are more challenging. Nevertheless, via a canonical form for contexts and leveraging Lemma 30, we show that $a \approx^\varphi b$ and $b \approx^\varphi c$ imply $a \approx^\varphi c$, and that $a \approx^\varphi b$ implies $b \approx^{\varphi^{-1}} a$ whenever these typecheck – see Appendix A.2.

Instantiating Definition 35 with $q = p$ and $\varphi = \text{id}$, we get an equivalence relation $\approx$ on $|q|$.

Moreover, we have the crucial property that forks generate clones (see Appendix A.2):

**Lemma 36.** Consider $q$ a $-\text{obsessional expansion of causal strategy } p$ on arena $A$.

Then, for all $a_i^-, a_i^+ \in X \in \text{Fork}(q)$, for all $a_i^- \rightarrow_q b_i^+$ and $a_i^- \rightarrow_q b_i^-$, $b_i \approx b_2$.

By Lemma 36, if a clone class includes a positive move, it also has all its cousins triggered by the same fork – so clone classes may be partitioned following forks:

**Lemma 37.** Let $q$ be a characteristic expansion of causal strategy $p$, and $Y$ a clone class of positive events in $|q|$, with $2^Y = \sum_{i \in I} 2^{2^i}$ for $I \subseteq \mathbb{N}$ finite. Then, for all $i \in \mathbb{N}$, $i \in I$ iff there is $X_i \in \text{Fork}(q)$ with $2^{X_i} = 2^{2^i}$ and $a^- \in X_i$, $b^+ \in Y$ such that $a^- \rightarrow_q b^+$.

**Proof.** For any $i \in \mathbb{N}$, we write $X_i$ the fork of $q$ of cardinality $2^i$, if it exists.

Consider the set $J := \{ j \in \mathbb{N} \mid X_j \text{ exists} \}, \exists a \in X_j, \exists b \in Y, a \rightarrow b \}$. Any $b \in Y$ is positive and so the unique (by determinism) successor of some negative event $a$. Moreover $a$ appears in a fork $X$ and by Lemma 36, all events of $X$ are predecessors of events of $Y$. Hence, we have $Y = \bigcup_{j \in J} \text{succ}(X_j)$, where the union is disjoint since $q$ is forest-shaped. Therefore,

$$2^Y = \sum_{j \in J} 2^{\text{succ}(X_j)} = \sum_{j \in J} 2^{X_j} = \sum_{j \in J} 2^{2^i},$$

where the second equality is obtained by determinism. By uniqueness of the binary decomposition, $J = I$, which proves the lemma by definition of $J$.

**4.5 Positional Injectivity**

We are finally in a position to prove the core of the injectivity argument.

**Lemma 38 (Key lemma).** Consider $\rho_1, \rho_2 \in \text{Aug}(A)$ causal strategies, $q_1 \in \text{exp}(\rho_1)$ and $q_2 \in \text{exp}(\rho_2)$ characteristic expansions, and $\varphi : \{q_1\} \cong \{q_2\}$. Then, $\forall a^+ \in |q_1|, a \approx^\varphi \varphi(a)$. 

![Figure 17](image1.png) A set of copied Player moves.  

![Figure 18](image2.png) A set of clones switching pointers.
Proof. The co-depth of \( a \in \| q_i \| \) is the maximal length \( k \) of \( a = a_1 \leadsto q_1, \ldots \leadsto q_k \), a causal chain in \( q_i \). We show by induction on \( k \) the two symmetric properties:

\[
\begin{align*}
\text{(a)} & \quad \text{for all } a^+ \in \| q_1 \| \text{ of co-depth } \leq k, \text{ we have } a \approx^c \varphi(a), \\
\text{(b)} & \quad \text{for all } a^+ \in \| q_2 \| \text{ of co-depth } \leq k, \text{ we have } a \approx^c \varphi^{-1}(a). 
\end{align*}
\]

Take \( a^+ \in \| q_1 \| \) of co-depth \( k \). If \( a \) is maximal in \( q_1 \), so is \( \varphi(a) \) in \( q_2 \) and \( a \approx \varphi(a) \). Else, the successors of \( a \) partition as \( G_1, \ldots, G_n \subseteq \text{Fork}(q_1) \), where \( G_i = \{ b^+_{i,1}, \ldots, b^+_{i,2^n} \} \); likewise the successors of \( \varphi(a) \) in \( q_2 \) are the forks \( \varphi(G_i) \). For all \( 1 \leq i \leq n \) and \( 1 \leq j \leq 2^{|p_i|} \), we claim:

for all \( b_{i,j} \leadsto q_2, c_{i,j} \), there is \( \varphi(b_{i,j}) \leadsto q_2 d_{i,j} \) satisfying \( c_{i,j} \approx^c d_{i,j} \).

Write \( X = [c_{i,j}]_\approx \) the clone class of \( c_{i,j} \) in \( q_1 \). It is easy to prove that the clone relation preserves co-depth, so it follows from the induction hypothesis and Lemma 46 that \( \varphi(X) \) is a clone class in \( q_2 \). By Lemma 37, \( \sharp X \) has \( 2^{|p_i|} \) in its binary decomposition – and as \( \varphi \) is a bijection, so does \( \sharp(\varphi(X)) \). So by Lemma 37, there is \( \varphi(b_{i,j}) \in \varphi(G_i) \) and \( d_{i,j} \in \varphi(X) \) such that \( \varphi(b_{i,j}) \leadsto q_2 d_{i,j} \). Since \( c_{i,j} \approx^c d_{i,j} \) \( \varphi(c_{i,j}) \) by induction hypothesis, \( c_{i,j} \approx^c d_{i,j} \). Likewise, the mirror property of (2) also holds.

Deducing \( a \approx^c \varphi(a) \) requires some care: cloning is defined via a context, and the \( c_{i,j} \approx^c \varphi(c_{i,j}) \) might not share the same. However, the contexts can be put into canonical forms that are shown to agree – Lemma 48 allows us to prove \( a \approx^c \varphi(a) \) from (2) and its mirror property. Finally, (b) is proved symmetrically.

Now, consider \( p_1, p_2, q_1, q_2, \varphi \) as in Proposition 29. If the \( q_i \)'s are empty or singleton trees, there is nothing to prove. Otherwise \( q_i \) starts with \( a_1 \leadsto q_i, b_1^+ \) with \( a_1 \) initial. But then \( [b_1^+]_\approx \) is the only singleton clone class in \( q_i \). As \( \varphi \) preserves clone classes, \( \varphi(b_1^+) = b_2^+ \).

By Lemma 38, \( b_1 \approx^c b_2 \). Thus \( b_1 \leadsto b_2 \), so \( a_1 \leadsto a_2 \) and \( q_1 \leadsto^c q_2 \). This concludes the proof of Proposition 29. Putting everything together, we obtain:

\[ \textbf{Theorem 39.} \quad \text{For } p_1, p_2 \in \text{Aug}(A) \text{ causal strategies s.t. } \{ p_1 \} = \{ p_2 \}, \text{ then } p_1 \equiv p_2. \]

Proof. Consider \( q_1 \in \exp(p_1) \) a characteristic expansion. By hypothesis, there must be \( q_2 \in \exp(p_2) \) and \( \varphi: \{ q_1 \} \equiv \{ q_2 \} \); necessarily \( q_2 \) is also a characteristic expansion of \( p_2 \).

By Proposition 29, we have \( q_1 \leadsto^c q_2 \). By Proposition 34, we have \( p_1 \equiv p_2 \).\hfill\blacksquare

Finally, Theorem 17 follows from Theorem 39, Proposition 24 and Lemma 22.

Theorem 17 only concerns total finite innocent strategies. In contrast, Theorem 39 requires no totality assumption: totality comes in not in the injectivity argument, but in Proposition 24 linking standard and causal strategies. Without totality, expansions of \( \hat{\sigma} \) might not have as many Opponent as Player moves, and so may not be linearizable via alternating plays. Intuitively, in alternating plays Opponent may only explore converging parts of the strategy, whereas in the causal setting Opponent is free to explore simultaneously many branches, including divergences. Positional injectivity for partial finite innocent strategies may be studied causally by restricting to +-covered expansions, i.e. with only Player maximal events. But then we must also abandon -obessionality as Opponent moves leading to divergence will not be played, breaking our proof (Lemma 36 fails) in a way for which we see no fix.

## 5 Beyond Total Finite Strategies

Finally, we show some subtleties and partial results on generalizations of Theorem 17.

First, positional injectivity fails in general. Consider the infinitary terms \( f : o \to o \to o \vdash T_1, T_2, L, R : o \) recursively defined as \( T_1 = f T_2 R, T_2 = f L T_1, L = f L \perp \) and \( R = f \perp R \) in an infinitary simply-typed \( \lambda \)-calculus with divergence \( \perp \). The corresponding strategies differ: their causal representations appear in Figures 19 and 20, infinite trees represented via loops.
We consider positions reached by plays – or equivalently, by $+$-covered expansions of Figures 19 and 20. In fact, both strategies admit all balanced positions on $[[o \to o \to o] \to o]$, i.e. with as many Opponent as Player moves. Ignoring the initial $q^-\sigma$, a position is a multiset of bricks as in Figure 21, with $i \in \mathbb{N}$ occurrences of $q^-_1$ and $j \in \mathbb{N}$ of $q^-_2$. A brick with $i = j = 0$ is a leaf. The position is balanced if it has as many Opponent as Player moves.

Now, any position can be realized in $[[\lambda f^o \to o \to o].T_1]$ by first placing bricks with occurrences of both $q^-_1$ and $q^-_2$ greedily alongside the spine, shown in red in Figures 19 and 20. At each step, we continue from only one of the copies opened, leaving others dangling. If this gets stuck, apart from leaves we are left with only $q^-_1$’s, or, only $q^-_2$’s, but there is always a matching non-spine infinite branch available. Finally, leaves can always be placed as their number matches that of trailing negative moves by the balanced hypothesis.

We have $\{[[\lambda f^o \to o \to o].T_1]\} = \{[[\lambda f^o \to o \to o].T_2]\}$ as both strategies can realize all balanced positions on the arena $[o \to o \to o]$, and exactly those: positional injectivity fails.

Positionality for finite innocent strategies remains open. We could only prove:

\begin{theorem}
Let $\sigma_1, \sigma_2 : A$ be finite innocent strategies with $\{\sigma_1\} = \{\sigma_2\}$.
Then, $\sigma_1$ and $\sigma_2$ have the same $P$-views of maximal length.
\end{theorem}

For the proof (see Appendix B), we assume $\sigma_1$ has a P-view $s$ of maximal length $n$. We perform an expansion of $s$ where each Opponent branching at co-depth $2d + 1$ has arity $d + 1$. By a combinatorial argument on trees, the only way to reassemble its nodes exhaustively in a tree with depth bounded by $d$ is to rebuild exactly the same tree. Hence the tree is also in $\exp(\sigma_2)$, and $s \in \sigma_2$. This steers us into conjecturing that positional injectivity holds for partial finite innocent strategies, but our proof attempts have remained inconclusive.

**6 Conclusion**

Though innocent strategies in the Hyland-Ong sense are not positional, total finite innocent strategies satisfy positional injectivity – however, the property fails in general.

Beyond its foundational value, we believe this result may be helpful in the game semantics toolbox. Game semantics can be fiddly; in particular, proofs that two terms yield the same strategy are challenging to write in a concise yet rigorous manner. This owes a lot to the complexity of composition: proving that a play $s$ is in $[M N]$ involves constructing an “interaction witness” obtained from plays in $[M]$ and $[N]$ plus an adequate “zipping” of the two. Manipulations of plays with pointers are tricky and error-prone, and the link between plays and terms is obfuscated by the multi-layered interpretation.
In contrast, Theorem 17 lets us prove innocent strategies equal by comparing their positions. Now, constructing a position of $JMN$ simply involves exhibiting matching positions for $JM$ and $JN$. Side-stepping the interpretation, this can be presented as typing terms with positions or configurations – combining Section 2.5 and the link between relational semantics and non-idempotent intersection type systems [11]. For instance, in this way, finite definability, a basic result seldom presented in full formal details, boils down to typing the defined term with the same positions as the original strategy.
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\[ \text{Proof. The equality comes from Lemma 42 and the definition of } \Gamma_{a,b} \text{ and } \Gamma''_{a,b}. \text{ By induction, } a \sim_{\Gamma''_{a,b}} b, \text{ since we can safely remove from } \text{dom}(\Gamma) \text{ all } c \text{ that are never “used”, i.e. such that there exists no } a' \in \uparrow a \text{ having } c \text{ as pointer; and all } c \text{ such that } \Gamma(c) = \varphi(c), \text{ because then we can use condition (2) of Definition 28 instead of condition (b)}. \text{ Finally, for any context } \Gamma'' \text{ such that } a \sim_{\Gamma''} b, \text{ we have } \Gamma_{a,b} = \Gamma''_{a,b} \subseteq \Gamma'', \text{ so } \Gamma_{a,b} \text{ is minimal for inclusion.} \]

This lemma allows us to write the minimal context for } a, b \text{ without mentioning } \Gamma. \]
A.2 Clones (Section 4.4)

For any $a, b$ events of an augmentation $\varphi$, $a \approx b$ means $a \approx_{id} b$.

**Lemma 45.** Consider $\varphi, \rho, r \in \text{Aug}(A)$ with $\varphi : \{q\} \cong \{p\}$ and $\psi : \{p\} \cong \{r\}$. For any $a \in |q|$, $b \in |p|$, and $c \in |r|$ such that $a \approx_{id} b$ and $b \approx_{id} c$, we have $a \approx_{id} c$.

**Proof.** Consider $\Gamma_1$ and $\Gamma_2$ the minimal contexts such that $a \sim_{\Gamma_1} b$ and $b \sim_{\Gamma_2} c$. If $\text{cod}(\Gamma_1) = \text{dom}(\Gamma_2)$, the result is immediate by Lemma 30. Otherwise, we complete them to:

$$
\Gamma_1' := \Gamma_1 \cup \{(\varphi^{-1}(e'), e') \mid e' \in \text{dom}(\Gamma_2), e' \notin \text{cod}(\Gamma_1)\},
\Gamma_2' := \Gamma_2 \cup \{(e, \psi(e)) \mid e \in \text{cod}(\Gamma_1), e \notin \text{dom}(\Gamma_2)\},
$$

two pointer-preserving contexts. Then, we can prove that $a \sim_{\Gamma_1' \Gamma_2'} \Gamma_1 b \sim_{\Gamma_2'} c$, so $a \approx_{id} c$.

This covers transitivity for the clone relation, with other equivalence properties direct.

**Lemma 46.** Consider $\varphi, \rho, r \in \text{Aug}(A)$ augmentations, with $\varphi : \{q\} \cong \{p\}$ and $\psi : \{p\} \cong \{r\}$ two isomorphisms, and events $a \in |q|$, $b \in |p|$, $c \in |r|$:

- reflexivity: $a \approx_{id} a$,
- transitivity: if $a \approx_{id} b$ and $b \approx_{id} c$, then $a \approx_{id} c$,
- symmetry: if $a \approx_{id} b$ then $b \approx_{id} a$.

**Lemma 47.** Consider $\varphi \in \text{Aug}(A)$ and $a, b \in |q|$ such that $a \approx b$.

Then the minimal context for $a$ and $b$ is either empty or $\Gamma : \{c\} \equiv \{d\}$ for some $c, d$.

**Proof.** Assume, seeking a contradiction, that the minimal context $\Gamma$ has at least two distinct elements $c_1, c_2 \in \text{dom}(\Gamma)$. First, we can remark that since $a \approx b$, there exists $\Gamma'$ a pointer-preserving context such that $a \sim_{\Gamma'} b$, and since $\Gamma \subseteq \Gamma'$, $\Gamma$ also preserves pointers.

By condition (a) of Definition 43, $c_1 \leq_{\varphi} a$ and $c_2 \leq_{\varphi} a$. Therefore, $c_1 \leq_{\varphi} c_2$ or $c_2 \leq_{\varphi} c_1$ — assume w.l.o.g. it is the former. By courtesy, $\text{just}(c_1) \leq_{\varphi} \text{just}(c_2)$ as well. For the same reason, $\Gamma(c_1) \leq_{\varphi} \Gamma(c_2)$ or $\Gamma(c_2) \leq_{\varphi} \Gamma(c_1)$. If it is the latter, this entails that $\text{just}(\Gamma(c_2)) \leq_{\varphi} \text{just}(\Gamma(c_1))$ by courtesy; i.e., since $\Gamma$ preserves pointers, $\text{just}(c_2) \leq_{\varphi} \text{just}(c_1)$. So $\text{just}(c_1) = \text{just}(c_2)$, i.e. $\text{pred}(c_1) = \text{pred}(c_2)$ by courtesy. Because $c_1 \leq_{\varphi} c_2$ we have $c_1 = c_2$, contradiction.

So, $\Gamma(c_1) \leq_{\varphi} \Gamma(c_2)$, and $\Gamma(c_1) \neq \Gamma(c_2)$ by hypothesis. By courtesy, $\Gamma(c_1) \leq_{\varphi} \text{just}(\Gamma(c_2))$. Likewise, $c_1 \leq_{\varphi} c_2$ entails $c_1 \leq_{\varphi} \text{just}(c_2)$. Moreover, $\Gamma$ preserves pointers, so $\text{just}(c_2) = \text{just}(\Gamma(c_2))$. Hence, we have both $\Gamma(c_1) \leq_{\varphi} \text{just}(c_2)$ and $c_1 \leq_{\varphi} \text{just}(c_2)$, so $c_1$ and $\Gamma(c_1)$ are comparable for $\leq_{\varphi}$ since $\varphi$ is a forest. But they are negative, so they have the same antecedent by courtesy. This implies $c_1 = \Gamma(c_1)$, contradicting (b) of Definition 43.

A.3 Positional Injectivity (Section 4.5)

In this section, we prove additional lemmas needed in the proof of Lemma 38.

**Lemma 48.** Consider $\varphi \in \text{Aug}(A)$ and $a, b \in |q|$ such that $a \approx b$.

Then the minimal context for $a$ and $b$ is either empty or $\Gamma : \{c\} \equiv \{d\}$ for some $c, d$.
Lemma 48. Consider $q, p \in \text{Aug}(A)$, $\varphi : \{q\} \cong \{p\}$. Consider also $a^+ \in |q|$ s.t. $\text{succ}(a) = \bigcup_{i \in I} G_i$, where $I \subseteq \mathbb{N}$ and for $i \in I$, $G_i = \{b_{1i}, \ldots, b_{2i}\} \in \text{Fork}(q)$ with $\#G_i = 2^i$.

Then we have a $\cong^\varphi \varphi(a)$, provided the two conditions hold:

\begin{align*}
\text{if } b_{i,j} \rightarrow_q c_{i,j}, \text{ then } \varphi(b_{i,j}) \rightarrow_p d_{i,j} \text{ and } c_{i,j} \cong^\varphi d_{i,j}, \\
\text{if } \varphi(b_{i,j}) \rightarrow_p d_{i,j}, \text{ then } b_{i,j} \rightarrow_q c_{i,j} \text{ and } c_{i,j} \cong^\varphi d_{i,j}.
\end{align*}

Proof. For any $i \in I$, $1 \leq j \leq 2^i$, let $\Gamma_{i,j}$ be the minimal context for $b_{i,j}$ and $\varphi(b_{i,j})$. Such a context exists since either $b_{i,j}$ has no successors, and by (4) neither does $\varphi(b_{i,j})$, either $b_{i,j}$ has only one (by determinism) and $c_{i,j} \cong^\varphi d_{i,j}$ by (3). In both cases, $b_{i,j} \cong^\varphi \varphi(b_{i,j})$.

We wish to take the union of all $\Gamma_{i,j}$ as the context for $a$ and $\varphi(a)$, but this is only possible if they are compatible. More precisely, we must ensure that for all $e \in q$, $k, l \in I$, $1 \leq j \leq 2^i$ and $1 \leq l \leq 2^k$, if there are $c_{i,j} \in \uparrow b_{i,j}$ and $c_{k,l} \in \uparrow b_{k,l}$ having both $e$ as justifier, then their matching $d_{i,j}^e \in \uparrow \varphi(b_{i,j})$ and $d_{k,l}^e \in \uparrow \varphi(b_{k,l})$ also have the same justifier. This can only be a problem if $e$ appears in $\text{dom}(\Gamma_{i,j})$ or in $\text{dom}(\Gamma_{k,l})$ as otherwise both justifiers are $\varphi(e)$.

For all $i, j$, $\Gamma_{i,j}$ has either one or zero element by Lemma 47. If all $\Gamma_{i,j}$ are empty, we can directly lift the clone relation to $a$. Otherwise, consider $i, j$ s.t. $\Gamma_{i,j} : \{e_{i,j}\} \cong \{f_{i,j}\}$. From Definition 43, $e_{i,j} \in [b_{i,j}]_q$ and $f_{i,j} \in [\varphi(b_{i,j})]_p$. Actually we have $f_{i,j} \in [\varphi(a)]_p$; indeed $f_{i,j} \neq \varphi(b_{i,j})$, since $e_{i,j}$ and $f_{i,j}$ have the same justifier through $\varphi$ and the only $e \in [b_{i,j}]_q$ s.t. $\varphi(e) = \varphi(f_{i,j})$ is $b_{i,j}$, which contradicts Definition 43.

Now, assume that for some $k, l$, there exists $c_{k,l} \in \uparrow b_{k,l}$ s.t. $\text{just}(c_{k,l}) = e_{i,j}$. Since $b_{k,l} \cong^\varphi \varphi(b_{k,l})$, there is a matching $d_{k,l}^e \in \uparrow \varphi(b_{k,l})$ s.t. $\varphi(\text{just}(e_{i,j})) = \text{just}(\text{just}(d_{k,l}^e))$. For $b_{i,j} \cong^\varphi \varphi(b_{i,j})$ and $b_{k,l} \cong^\varphi \varphi(b_{k,l})$ to be compatible, we need $\text{just}(d_{k,l}^e) = f_{i,j}$. But since $\Gamma_{i,j}$ preserves pointers, $\varphi(\text{just}(e_{i,j})) = \text{just}(f_{i,j})$. Putting both equalities together, we obtain $\text{just}(d_{k,l}^e) = \text{just}(f_{i,j})$, where $\text{just}(\text{just}(d_{k,l}^e)) \subseteq [d_{k,l}^e]_p$ and $f_{i,j} \in [\varphi(a)]_p$. But $[\varphi(a)]_p \subseteq [d_{k,l}^e]_p$, which is a fully ordered set for $\leq_p$, so $\text{just}(d_{k,l}^e)$ and $f_{i,j}$ are comparable. Moreover, they are negative, so by courtesy $\text{just}(\text{just}(d_{k,l}^e)) = \text{just}(f_{i,j})$ iff $\text{pred}(\text{just}(d_{k,l}^e)) = \text{pred}(f_{i,j})$, where $\text{pred}$ is the predecessor for $\leq_p$. Hence, $\text{just}(d_{k,l}^e) = f_{i,j}$ (see Figure 22, where $\rightarrow$ represents $\rightarrow_q$, $\cdots$ represents $\rightarrow_{\varphi(q)}$, and $\Rightarrow$ represents $\leq_q$ (and the same applies for $p$)).

So all contexts $\Gamma_{i,j}$ are compatible. Writing $\Gamma = \bigcup_{i,j} \Gamma_{i,j}$ it follows that $b_{i,j} \cong^\varphi \varphi(b_{i,j})$ via a straightforward argument, which entails that $a \cong^\varphi \varphi(a)$ by two steps of the bisimulation game. This implies a $\cong^\varphi \varphi(a)$ since all $\Gamma_{i,j}$ preserve pointers. ▶

### Beyond Total Finite Strategies: Proofs from Section 5

We now give the proof of Theorem 40. Consider $\sigma_1, \sigma_2 : A$ finite (but not necessarily total) innocent strategies. If they are empty, there is nothing to prove. Otherwise, let $2n + 2$ be the length of $s$ the longest P-view among them. W.l.o.g., assume that $s \in \text{dom}(\sigma_1)$. Consider $\rho_1$ the sub-augmentation of $\sigma_1$ restricted to prefixes of $s$ — it is a linear augmentation of length $2n + 2$, as shown on the right hand side of Figure 23. We build the wide expansion

**Figure 22** Justifiers in $q$ and $p$.
$\varphi_1 \in \exp(\rho_1)$ as shown in the left hand side of Figure 23: it is the unique $-$-obsessional and $+$-obsessional expansion of $\rho_1$ such that each fork of co-depth $2k$ has cardinality $k$ (except for the initial move). So for any $1 \leq k \leq n$, they are $\frac{n!}{(n-k)!}$ copies of $q_k^1$.

As $\{\sigma_1\} = \{\sigma_2\}$, Proposition 24 entails $\{\varphi_1\} = \{\varphi_2\}$. So there is $q_2 \in \exp(\sigma_2)$ along with some $\varphi : \{\varphi_1\} \cong \{\varphi_2\}$. By abuse of notation, we keep referring to events of $\{q_2\}$ with the same naming convention as in Figure 23, this is justified by $\varphi$. Then $q_2$ is a tree starting with $q_0$. By courtesy it cannot break causal links from positives to negatives; so we may regard it as a tree whose nodes are the $q_k^i$'s. For each $0 \leq k \leq n$, it has $n!k!$ nodes of arity $k$ (arity means the number of children in the tree) and by hypothesis its depth is bounded by $n+1$. The essence of the situation is captured by the following simplified setting:

Fix $n \in \mathbb{N}$. **Simple trees** are finite trees made of nodes $\circled{k}$ of arity $k$ for $0 \leq k \leq n$. We set $T_0 = \langle \rangle$, and for $k > 0$, $T_k$ is the tree with root $\circled{k}$ and $k$ copies of $T_{k-1}$ as children. If $t$ is a simple tree, its **size** $\sharp t$ is its number of nodes, and its **depth** is the maximal number of nodes reached in a path. For instance, the depth of $T_k$ is $k+1$ and its size is $\sharp T_k = k! \sum_{i=0}^{k} \frac{1}{i!}$.

Now, let us consider the set $\text{Trees}(n)$ of simple trees of depth $\leq n + 1$, and having, for $2 \leq k \leq n$, $\frac{n!}{(n-k)!}$ nodes $\circled{k}$, and arbitrarily many nodes $\langle \rangle$ and $\langle \rangle$. We prove:

> **Lemma 49.** Let $t \in \text{Trees}(n)$ of maximal size. Then, $t = T_n$.

**Proof.** Seeking a contradiction, assume $t$ is distinct from $T_n$. Consider a minimal node where they differ, *i.e.*, closest to the root $-$ say $t$ has some $\circled{p}$ at the row corresponding to $\circled{k}$'s in $T_n$. If $k = 0$ then $p > 0$ and this contradicts that the depth of $t$ is less than $n$. So, $k \geq 1$. If $p > k$, then $p \geq 2$. But by minimality, $t$ is the same as $T_n$ for all rows closer to the root, so all $\circled{p}$ for $p > k$ are exhausted. Hence, $p < k$. If $k = 1$ and $p = 0$, then we may replace $\circled{p}$ with $T_1$, yielding $t' \in \text{Trees}(n)$ of size strictly greater than $\sharp t$, contradicting maximality. Otherwise, $k \geq 2$. Then the number of nodes $\circled{k}$ is fixed, there are fewer of those on this row as for $T_n$, and they cannot occur on rows closer to the root. Therefore, there is an occurrence of $\circled{k}$ strictly deeper in $t$. We then perform the transformation as in Figure 24. This yields $t' \in \text{Trees}(n)$. But $\sharp t' > \sharp t$, contradicting the maximality of $t$. 

Now, from $q_2$ we extract a simple tree $t(q_2) \in \text{Trees}(n)$ as follows. For each $0 \leq k \leq n$, to each $q_{n-k}$ we associate a node $\circled{k}$, with edges as in $q_2$. Because all P-views in $\sigma_2$ have length lesser or equal to $2n + 2$ and $q_2 \in \exp(\sigma_2)$, $t(q_2)$ has depth $\leq n + 1$. The constraints on the number of each node are ensured by the isomorphism $\varphi : \{\varphi_1\} \cong \{\varphi_2\}$. Therefore $t(q_2) \in \text{Trees}(n)$, and by Lemma 49, $t(q_2) = T_n$. 

### Figure 23
Wide expansion of a P-view.

### Figure 24
Rewriting trees.
This induces directly an isomorphism $\psi$ between $(q_1, \leq_{q_1})$ and $(q_2, \leq_{q_2})$. We must still check that $\psi$ preserves $\neg_{q_1}$, i.e. justification pointers. Assume $q_j^r \rightarrow_{q_1} q_j^+$. Then, $q_j^+$ has arity $n - i$, and $\text{just}(\text{just}(q_j^+)) = q_j^+$ of arity $n - j$. But then, by construction, it follows that for any move $a^+ \in \{q_1\}$ of arity $n - i$, $\text{just}(\text{just}(a))$ has arity $n - j$. This is transported by the isomorphism $\phi$, so this property also holds for $q_2$. Now, consider $\psi(q_j^+) \in \{q_2\}$. Its justifier is some $b^- \in \{q_2\}$ such that $\text{just}(b^-)$ has arity $n - j$. But as arity is preserved by $\psi$, there is only one move with this property in the causal history of $\psi(q_j^+)$, namely $\psi(q_j^-)$.

So, $\psi$ preserves pointers. It also preserves the image in the arena: by construction of $q_1$, all positive moves with the same arity have the same image, and all negative moves whose justifiers have the same arity also have the same image. Hence, the image only depends on the arity, which is a property of $\{q_1\}$; and since $\{q_1\}$ and $\{q_2\}$ are isomorphic, the same holds for $q_2$. Since $\psi$ preserves arity and justifiers, it also preserves the image in the arena.

By construction, maximal branches of $q_1$ have for image in the arena the chain of prefixes of $s$; by the iso it is also true for maximal branches of $q_2$. Since $q_2 \in \exp(\hat{\sigma}_2)$, $s \in \hat{\sigma}_2^\land$. 
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1 Introduction
In the late 80s, Lincoln et al. [17] gave a first proof of the undecidability of propositional linear logic (LL) via a many-one reduction from “and-branching two-counter machines without zero-test,” a variant of Minsky machines extended with a fork instruction. The ability of LL to simulate the increment and decrement operations characteristic of Petri net operations was spotted very early and lead to paradigmatically characterise LL as a logic for counting resources. Critically, the exponential modality ! can be exploited to allow unbounded reuse of some specific resources like (Petri net) transitions or (Minsky machines) instructions.

To establish undecidability, one needed of course to go beyond Petri nets because those have a decidable reachability problem, a major result from the early 80s with a very involved proof still actively revisited nowadays [18, 15, 4, 16, 5]. As opposed to Minsky machines, Petri nets are not able to perform zero tests combined with a jump. Hence, the main idea of the reduction was to use forking to separate comparison with zero from jumping. In there, the additive conjunction of LL plays a central role:

\[
\Sigma \vdash \alpha = 0 \quad \Sigma \vdash \text{jump} \\
\Sigma \vdash \alpha = 0 \& \text{jump}
\]
Indeed this right introduction rule *duplicates* the context $\Sigma$ in the left and right sub-proofs which allows to delegate checking for emptiness in the left branch, and jumping in the right branch, the requirement of the two premises ensuring the correctness of the combination.

The same idea was then exploited to establish the undecidability of smaller fragments of LL \cite{10, 11, 13}. In our own work \cite{8}, we gave the first mechanisation of the undecidability of the elementary fragment of LL in Coq, and hence ILL, based on this forking idea as well.

The multiplicative and exponential fragment (MELL) of linear logic lacks additive connectives, and is thus unable to duplicate the context. Arguably, the question of its decidability is the most important open conjecture (see e.g. \cite{14}) in the context of LL, even with some claimed proof of decidability \cite{1}, later refuted \cite{20}. The recent encoding of two counters Minsky machines in a fragment of LL lacking additives opened a new logical perspective on the MELL question \cite{2}. Indeed, at the cost of a more complex modal structure, forking with $\&$ can be replaced with a constraint on modalities in the *promotion rule*. This extension of MELL is called multiplicative sub-exponential linear logic (MSELL).

In this paper, we mechanise this reduction from two counters Minsky machines to MSELL, following the encoding of \cite{2}. However, we proceed in the intuitionistic version of the logic (two sided sequents with exactly one conclusion formula) that we call IMSELL. That fragment only involves the linear implication $\multimap$ and the modalities $!^m$ with $m \in \Lambda = \{a, b, \infty\}$, so it is short to describe. It is also convenient for comparing with our previous encoding in (elementary) intuitionistic LL \cite{13, 8}. Schematically, we describe and mechanise the following many-one reduction chain, explained below:

$$\text{FRACTRAN}_{\text{reg}} \preceq \text{MMA}_0^2 \preceq \text{MM}_{\text{nd}} \preceq \text{IMSELL}_{\Lambda}$$

Our work is based on and contributes to the Coq library of undecidability proofs; see \cite{9} for a quick overview. As opposed to the legacy LL argument of forking, which can cope with Minsky machines using arbitrary many counters, the MSELL and IMSELL reductions rely on two counters machines in an essential way. Hence, we first had to implement the undecidability of the “halting on the zero state” problem for two counters Minsky machines, that we denote MMA02; see Section 3. To establish this, we could follow the legacy reduction from many counters to just two by Minsky \cite{19}, that uses a Gödel coding of lists of natural numbers as essential trick. Following \cite{12}, we profit from the FRACTRAN language \cite{3} that adequately abstracts away the Gödel coding phase, hence we establish the undecidability of MMA02 by reducing from (regular) FRACTRAN halting instead, mainly by mechanising Euclidean division with two counters only.

In Section 4, we provide a sequent calculus style presentation of MMA02, i.e. the instance $(M, x, y)$ of MMA02 is viewed as a sequent $\Sigma_M \vdash_n x \oplus y \vdash 1$, and the Minsky machine $M$ starting at PC value 1 with register values $(x, y)$ halts on the zero state if and only if the sequent $\Sigma_M \vdash_n x \oplus y \vdash 1$ has a derivation. We call this system and the associated problem non-deterministic two counters Minsky machines, denoted MMnd. As MMnd is essentially a specialised proof theory for Minsky machines, reducing from it to logical entailment problems mainly consists in transformations of derivations. Hence Section 5, targeting IMSELL, can be understood from a proof theoretic perspective only. In there, we gives details of the reduction of two counters halting, explaining how the legacy fork trick for ILL is replaced by the modal constraints in the promotion rule of IMSELL, following \cite{2}. Additionally, our proof of correctness of the reduction differs significantly: the former proof relies on the completeness of focused proof-search; we instead generalise our semantic argument \cite{8}, i.e. we prove and use the soundness of trivial phase semantics for IMSELL.
Our contributions in this work are the following. First, via a proof theoretic presentation of Minsky machines, a comparison of their encoding in ILL and in IMSELL, explaining precisely how and where forking is replaced with modalities. Then, a novel completeness proof of the IMSELL reduction based on the soundness of trivial phase semantics. On the implementation side, we provide the mechanized proof of the undecidability of two counters Minsky machines (with two different presentations), and of IMSELL. The Coq 8.13 code is available at

https://github.com/uds-psl/coq-library-undecidability/tree/FSCD-2021

and (sub-)section titles generally provide hyperlinks to the relevant source code. Our code extends the existing library with about 1800 loc, 1200 of which concern the reductions from FRACTRAN to MM\subsup{nd}, and 600 more for the MM\subsup{nd} to IMSELL reduction.

The paper describes the major steps of the implementation, in the language of type theory, but should be readable with only basic knowledge of it. We denote \( \mathbb{P} \) (resp. \( \mathbb{B} \) and \( \mathbb{N} \)) the type of propositions (resp. Booleans and natural numbers). We write \( L X \) for the type of lists over \( X \), where \([\cdot]\) represents the empty list, \( x::l \) for the cons operation, \( l++l' \) for the concatenation of two lists, and \(|l|:\mathbb{N} \) for the length of \( l \). We write \( X^n \) for vectors \( \vec{v} \) of vectors \( \vec{v} \) over type \( X \) with length \( n:\mathbb{N} \), and \( \mathbb{F}_n \) for the finite type with exactly \( n \) elements. Notations for lists are overloaded for vectors. Moreover, for \( p:F_n \) and \( x:X \), we write \( \vec{v}_p \) for the \( p \)-th component of \( \vec{v}:X^n \) and \( \vec{v}\{x/p\} \) when \( \vec{v} \) is updated with \( x \) at component \( p \). The (non-dependent) sum \( A+B \) represents a computable/Boolean choice between an inhabitant of \( A \) or an inhabitant of \( B \). In the case where \( A \) and \( B \) are propositions (i.e. of type \( \mathbb{P} \)), the sum \( A+B : \mathbb{P} \) is stronger than the disjunction \( A \lor B : \mathbb{P} \), because one cannot computably determine which of \( A \) or \( B \) holds in the later case. We also use the type-theoretic dependent sum \( \Sigma_{x:A}B(x) \), denoted \( \{x:A \mid Bx\} \) in Coq\footnote{or simply \( \{x \mid Bx\} \) when the type of \( x \) is guessable.} inhabited by (Coq computable) values \( x:A \) paired with a proof of \( Bx \).

The framework of synthetic computability [7] is based on the notion of many-one reduction. If \( P:X \rightarrow \mathbb{P} \) is a predicate (on \( X \)) and \( Q:Y \rightarrow \mathbb{P} \) is a predicate, we say that \( P \ many-one reduces to \( Q \) if there is a Coq function \( f:X \rightarrow Y \) s.t. \( \forall x:X, P x \leftrightarrow Q(f x) \), i.e. a many-one reduction from \( P \) to \( Q \). Because we work in constructive (axiom-free) Coq, all definable functions are computable and thus the requirement of the computability of the reduction function \( f \) above can be discarded. If \( P \leq Q \) and \( P \) is undecidable then so is \( Q \).

2 The FRACTRAN seed (files FRACTRAN.v and fractran_utils.v)

The FRACTRAN model of computation is very simple to describe. It was introduced by Conway [3] but its main idea, the Gödel coding of a list \([x_1;x_2;\ldots;x_n]\) of natural numbers as the number \( p_1^{x_1}p_2^{x_2}\cdots p_n^{x_n} \), predates the introduction of FRACTRAN by several decades.

In the FRACTRAN formalism, programs are lists of formal fractions, i.e. terms \( Q \) of type \( L(\mathbb{N} \times \mathbb{N}) \).ootnote{For the moment, we can ignore the case of degenerate fractions like \( p/0 \).} The state of a program is modelled as a natural number \( x:\mathbb{N} \). A fraction \( p/q \) is executable at state \( x \) if \( x/pq \) is a natural number (i.e. not a proper fraction) and in that case this is the new state. To allow FRACTRAN to discriminate, and b.t.w. turn it into a Turing complete model of computation, the first executable fraction in the list has to be picked up at each step of computation. The program \( Q \) stops when no fraction in the list is executable.
Formally this prose translates in a straightforward inductive definition, not even involving the algebraic notion of fraction, and characterized by the two inductive rules below:

\[
\begin{align*}
qy &= px \\
p/q &:: Q \mid F \mid x \succ y
\end{align*}
\]

where \( u \nmid v \) means \( u \) does not divide \( v \), and \( Q \mid F \mid x \succ y \) reads as the FRACTRAN program \( Q \) transforms state \( x \) into state \( y \) in one step of computation. The computation is terminated at \( x \), denoted \( Q \mid F \mid x \nmid \star \), when there is no possibility to perform one step from \( x \), and termination from \( x \), denoted by \( Q \mid F \mid x \downarrow \), means there is exists a sequence of steps starting at state \( x \) at leading to the terminated state \( y \). Formally, this gives us:

\[
Q \mid F \mid x \nmid \star := \forall y, \neg(Q \mid F \mid x \succ y) \quad \text{and} \quad Q \mid F \mid x \downarrow := \exists y, (Q \mid F \mid x \succ y \land Q \mid F \mid y \nmid \star)
\]

There are some obvious quick remarks to make here: the empty program \( Q = [] \) is terminated in any state; unless \( Q = [] \), the state 0 is not terminated. The step relation is strongly decidable in the sense that one can discriminate between non-terminated and terminated states, and in the former case, computationally find a next state, expressed below using (Coq) dependent types:

- **Proposition 1.** For any FRACTRAN program we have \( \forall x, \{ y \mid Q \mid F \mid x \succ y \} + (Q \mid F \mid x \nmid \star) \).

**Proof.** By structural induction on the list \( Q \) combined with Euclidean division. ▶

The dependent sum \( \{ y \mid Q \mid F \mid x \succ y \} \) represents a (computable) state \( y \) together with a proof that \( y \) is next after \( x \). The proposition \( Q \mid F \mid x \nmid \star \) is for a proof that \( x \) is a terminated state. Finally, the outer sum + represents a computable choice between the two alternatives.

Non-regular fractions like \( 0/0 \) can make the computation non-deterministic; and non-proper fractions like \( 1/1 \) or \( 6/2 \) are always executable, implying that programs including such fractions have no terminating state. Non-deterministic step relations involves at least two different notions of termination, weak termination as defined above, and strong termination, when no infinite sequence of steps from \( x \) can exist. For our use of FRACTRAN, it does not matter because we only consider regular FRACTRAN programs where formal fractions \( p/0 \) are disallowed. Regular FRACTRAN is a universal model of computation, up to a Gödel encoding of natural numbers [3].

- **Definition 2.** A FRACTRAN_{reg} instance is a pair composed of a list of regular formal fractions and a natural number, i.e. of type \( \{ (Q, x) : \mathbb{L} \times \mathbb{N} \times \mathbb{N} \mid \forall p, p/0 \notin Q \} \), and the question asked is whether \( Q \mid F \mid x \downarrow \) holds or not.

Notice the use of a dependent sum in the type of instances where the predicate \( \forall p, p/0 \notin Q \) acts as a guard against non-regular instances.

- **Theorem 3** (mechanized in [12]). There is a many-one reduction from the Halting problem for single tape Turing machines to termination of regular FRACTRAN programs, i.e. \( \text{Halt} \preceq \text{FRAC} \text{T} \text{RAN}_{\text{reg}} \), and thus FRACTRAN_{reg} is undecidable.

As a consequence, we can safely use FRACTRAN_{reg} as our seed of undecidability for the chain of many-one reductions described in this paper.

---

3 However, e.g. the function \( n \mapsto 0 \) cannot be directly represented by a FRACTRAN program where \( n \) would be the starting state leading, after finitely many steps of computation, to the 0 terminated state.
3 From FRACTRAN to two registers alternate Minsky machines

3.1 Alternate Minsky machines (files MM.v and mma defs.v)

We describe alternate $n$ counters (or registers) Minsky machines, where states are described as $(i, \vec{v}) : \mathbb{N} \times \mathbb{N}^n$. The number $i : \mathbb{N}$ is the current program counter (PC) value and the vector $\vec{v} : \mathbb{N}^n$ describes the $n$ current values of the registers. When convenient, we also denote states as $st, st_1, ...$. Instructions consist of either incrementing $\text{INC}_a x$ a register by one, or decrementing $\text{DEC}_a x j$ a register by one. Notice that when the register values 0, it is not possible to decrement it. So a conditional jump at $j$ helps at discriminating between the zero and non-zero cases. Unless there is a conditional jump, the default behaviour after the register is updated is to jump to the next instruction at PC + 1. In contrast with [8, 12] where the $\text{DEC}_a x j$ instruction jumps at $j$ when $\vec{v}_j$ is empty, here in $\text{DEC}_a x j$, the jump occurs when decrementing is possible, and this is the reason we call these machines alternate and suffix instructions with an “a” just as a reminder for this alternate semantics. Hence a single (atomic) step of computation is described by the following relation

\[
\begin{align*}
\text{INC}_a x /\!\!/ (i, \vec{v}) &\leadsto (1+i, \vec{v}[\{1+u/x\}]) & \text{when } \vec{v}_x = u \\
\text{DEC}_a x j /\!\!/ (i, \vec{v}) &\leadsto (j, \vec{v}[u/x]) & \text{when } \vec{v}_x = 1+u \\
\text{DEC}_a x j /\!\!/ (i, \vec{v}) &\leadsto (1+i, \vec{v}) & \text{when } \vec{v}_x = 0
\end{align*}
\]

where $\sigma /\!\!/ (i_1, \vec{v}_1) \leadsto (i_2, \vec{v}_2)$ reads as the MMA$_n$ instruction $\sigma$ at PC value $i_1$ transforms the state $(i_1, \vec{v}_1)$ into the state $(i_2, \vec{v}_2)$. Notice that this alternate semantics allows to implement a universal jump without needing an empty register, which will be critical when we will need to limit the number of registers to $n = 2$.

**Proposition 4.** The step relation for alternate Minsky machines is deterministic and total:

1. for any states $st, st_1$ and $st_2$, if $\sigma /\!\!/ st \leadsto st_1$ and $\sigma /\!\!/ st \leadsto st_2$ then $st_1 = st_2$;

2. for any state $(i_1, \vec{v}_1)$, one can compute a state $(i_2, \vec{v}_2)$ such that $\sigma /\!\!/ (i_1, \vec{v}_1) \leadsto (i_2, \vec{v}_2)$.

This means that starting from state $(i_1, \vec{v}_1)$, the instruction $\sigma$ at PC value $i_1$ (provided there is) changes the state in exactly one possible way, and the new state $(i_2, \vec{v}_2)$ is Coq-computable from the initial state $(i_1, \vec{v}_1)$. So the only way for such programs to terminate is to jump to a PC value which holds no instruction.

A program is pair $(i, P) : \mathbb{N} \times \text{LMM}_n$ composed of the PC value of its first instruction and the sequence $P$ of consecutive instructions of which it is composed. Informally, the program $(i, [\sigma_0; \ldots ; \sigma_{m-1}])$ would be read as e.g. $i : \sigma_0; 1+i : \sigma_1; \ldots ; m-1+i : \sigma_{m-1}$ using labelled instructions. We define the $k$-steps relation for a program $(i, P)$ inductively with

\[
\begin{align*}
(i, P) /\!\!/ i_1 = |L| + i &\quad P = L + \sigma ::= R &\quad \sigma /\!\!/ (i_1, \vec{v}_1) \leadsto st_2 &\quad (i, P) /\!\!/ st_2 \leadsto^k st_3 \\
(i, P) /\!\!/ (i_1, \vec{v}_1) \leadsto^{1+k} st_3
\end{align*}
\]

where the constraints $i_1 = |L| + i$ and $P = L + \sigma ::= R$ impose that the instruction at PC value $i_1$ of $(i, P)$ is $\sigma$. From its structure as lists of instructions, there is at most one instruction at a given PC value and thus, the $k$-steps relation is also deterministic. However, it can be non-total if a jump outside of the interval $[i, |P| - 1 + i]$ occurs, the lack of an instruction blocking the computation. We write out $j (i, P) := j < i \lor |P| + i \leq j$ when there is no instruction at $j$ in $(i, P)$, and because of Proposition 4 (totality), blocked states are exactly those outside of the code, i.e. out $i_1 (i, P) \leftrightarrow \forall st_2, \neg (i, P) /\!\!/ (i_1, \vec{v}_1) \leadsto^1 st_2$. 
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We define the predicates of computation, of progress, of output and of termination as:

\[(i, P) \triangleright_{a} st_{1} :\triangleright_{a} st_{2} := \exists k, (i, P) \triangleright_{a} st_{1} \triangleright_{a} k \triangleright_{a} st_{2} \quad \text{(computation)}\]
\[(i, P) \triangleright_{a} st_{1} :\triangleright_{a} st_{2} := \exists k > 0, (i, P) \triangleright_{a} st_{1} \triangleright_{a} k \triangleright_{a} st_{2} \quad \text{(progress)}\]
\[(i, P) \triangleright_{a} st_{1} \rightarrow (i_{2}, \vec{v}_{2}) := (i, P) \triangleright_{a} st_{1} \triangleright_{a} 1_{2} \triangleright_{a} \vec{v}_{2} \land \text{out } i_{2} (i, P) \quad \text{(output)}\]
\[(i, P) \triangleright_{a} st_{1} \downarrow := \exists st_{2}, (i, P) \triangleright_{a} st_{1} \rightarrow st_{2} \quad \text{(termination)}\]

output meaning that we have computed until we reach a state blocking the computation.

**Definition 5.** The problems MMA$_{2}$ and MMA0$_{2}$ have the same instances: a pair \((P, \vec{v})\) where \(P\) is a list of MMA$_{3}$ instructions (starting at PC value 1) and the vector \(\vec{v} : \mathbb{N}^{2}\) represents the initial values of the two registers. MMA$_{2}$ asks for termination, i.e. \((1, P) \triangleright_{a} (1, \vec{v}) \downarrow\). MMA0$_{2}$ asks for termination on the zero state, i.e. \((1, P) \triangleright_{a} (1, \vec{v}) \rightarrow (0, [0; 0])\).

We mention that there is substantial machinery for (alternate) Minsky machines, and more generally PC based state machines, in the Coq library of undecidable problem initially described in [8]. These tools enable modular reasoning in those models of computation.

### 3.2 A basic MMA$_{n}$ library up to Euclidean division (file mma Utils.v)

We specify, implement and verify a small library to compute some basic operations with MMA$_{n}$. For this section, \(n : \mathbb{N}\) is a fixed number of registers but all the below sub-programs involve at most two registers. In the coming statements, the vector \(\vec{v} : \mathbb{N}^{n}\) is implicitly universally quantified over. The names \(i, j, p, q : \mathbb{N}\) range over PC values, \(k : \mathbb{N}\) over natural number constants, and the names \(x, t, s, d : \mathbb{F}_{n}\) over registers indices.

Let us start with the easy simulations of an unconditional jump, the nullification of register \(x\) and the operation that adds \(k\) units to register \(x\).

**Proposition 6.** For \(i, j : \mathbb{N}\) and \(x : \mathbb{F}_{n}\) we have \((i, \text{JUMP}_{a} j \ x) \triangleright_{a} (i, \vec{v}) \triangleright_{a} (j, \vec{v})\) where \(\text{JUMP}_{a} j \ x := [\text{INC}_{a} x; \text{DEC}_{a} x j]\).

**Proposition 7.** For \(x : \mathbb{F}_{n}\) and \(i : \mathbb{N}\), we have \((i, \text{NULL}_{a} x \ i) \triangleright_{a} (i, \vec{v}) \triangleright_{a} (1 + i, \vec{v}[0/x])\) where \(\text{NULL}_{a} x \ i := [\text{DEC}_{a} x i]\).

**Proposition 8.** For \(i, k : \mathbb{N}\), \(x : \mathbb{F}_{n}\), we have \((i, \text{INCS}_{a} x \ k) \triangleright_{a} (i, \vec{v}) \triangleright_{a} (k + i, \vec{v}[(k + \vec{v}_{k})/x])\) where \(\text{INCS}_{a} x \ k := [\text{INC}_{a} x; \ldots; \text{INC}_{a} x]\) is of length \(|\text{INCS}_{a} x \ k| = k\).

Then we simulate test for emptiness of register \(x\), jumping to PC value \(p\) when \(x\) is empty, or else to the end of the sub-program otherwise. Registers are restored to their initial values when the sub-program is finished (assuming \(p\) points outside of its code).

**Proposition 9.** For \(x : \mathbb{F}_{n}\) and \(p, i : \mathbb{N}\) we have \((i, \text{EMPTY}_{a} x \ p \ i) \triangleright_{a} (i, \vec{v}) \triangleright_{a} (j, \vec{v})\) where \(\text{EMPTY}_{a} x \ p \ i := [\text{DEC}_{a} x (3 + i); \text{JUMP}_{a} p x; \text{INC}_{a} x]\), and \(j := p\) in case \(\vec{v}_{x} = 0\), or else \(j := 4 + i\) in case \(\vec{v}_{x} \neq 0\).

Notice that this sub-program is of length \(|\text{EMPTY}_{a} x \ p \ i| = 4\) (despite looking 3), because we abuse the list notation \([\ldots; \ldots; \ldots]\) by allowing dots to be not only single instructions but also lists of instructions such as \(\text{JUMP}_{a} p x\). Hence, \(\text{EMPTY}_{a} x \ p \ i\) is formally defined as \(\text{DEC}_{a} x (3 + i) : \text{JUMP}_{a} p x + \text{INC}_{a} x : []\) but we choose the friendly display for readability.

We now simulate the transfer of the contents of register \(s\) (for source) to \(d\) (for destination).

**Proposition 10.** For \(s \neq d : \mathbb{F}_{n}\) and \(i : \mathbb{N}\) we have \((i, \text{TRANSFER}_{a} s \ d \ i) \triangleright_{a} (i, \vec{v}) \triangleright_{a} (3 + i, \vec{w})\) where \(\text{TRANSFER}_{a} s \ d \ i := [\text{INC}_{a} d; \text{DEC}_{a} s i; \text{DEC}_{a} d (3 + i)]\) and \(\vec{w} := \vec{v} [0/s] \{(\vec{v}_{s} + \vec{v}_{d})/d\}.\)
We simulate multiplication of a register by a constant. The idea is similar to transfer but instead of transferring one for one, when one unit is removed from \(s\), \(k\) units are added to \(d\).

**Proposition 11.** For \(s \neq d : F_n, k, i : N\) we have \((i, \text{MULT\_CST}_d s \, d \, k \, i) / \alpha (i, \vec{v}) \succ^+ (j, \vec{w})\)

where \(\text{MULT\_CST}_d s \, d \, k \, i := [\text{DECS}_a (3 + i); \text{JUMP}_a (5 + k + i) \, s; \text{INC}_a d \, k; \text{JUMP}_a i \, s], \ j := 5 + k + i, \ \vec{w} := \vec{v}(0/s) \{(\vec{v}_a + \vec{v}_d)/d\}, \) and \([\text{MULT\_CST}_d s \, d \, k \, i] = 5 + k\).

We simulate the minus \(k\) operation (with overflow management), jumping to PC value \(p\) when \(k\) units can be removed from register \(x\), or else to PC value \(q\) when register \(x\) contains less than \(k\) units (overflow).

**Proposition 12.** For \(p, q, k, i : N\) and \(x : F_n\), we define

\[
\text{DECS}_a x \, p \, q \, k \, i := [\text{DECS}_a x (3 + i); \text{JUMP}_a q \, x; \ldots; \text{DECS}_a x (3k + i); \text{JUMP}_a q \, x; \text{JUMP}_a p \, x]
\]

where the pattern \(\text{DECS}_a x (3u + i); \text{JUMP}_a q \, x\) is repeated for \(u = 1, \ldots, k\).

Depending on the comparison between \(\vec{v}_x\) and \(k\), we have the following:

- if \(\vec{v}_x < k\) then \((i, \text{DECS}_a x \, p \, q \, k \, i) / \alpha (i, \vec{v}) \succ^+ (q, \vec{v}(0/x))\);
- if \(\vec{v}_x \geq k\) then \((i, \text{DECS}_a x \, p \, q \, k \, i) / \alpha (i, \vec{v}) \succ^+ (p, \vec{v}(\vec{v}_x - k/x))\).

Using an extra temporary register \(t\), we implement a non-destructive minus \(k\) operation (with overflow management).

**Proposition 13.** For \(x \neq t : F_n\) and \(p, q, k, i : N\), we define

\[
\text{DECS\_COPY}_a x \, t \, p \, q \, k \, i := \left[\begin{array}{c}
\text{DECS}_a x (4 - 1 + i); \text{JUMP}_a q \, x; \text{INC}_a t; \\
\ldots \\
\text{DECS}_a x (4k - 1 + i); \text{JUMP}_a q \, x; \text{INC}_a t; \\
\text{JUMP}_a p \, x
\end{array}\right]
\]

where the pattern \(\text{DECS}_a x (4u - 1 + i); \text{JUMP}_a q \, x; \text{INC}_a t\) is repeated for \(u = 1, \ldots, k\).

Depending on the comparison between \(\vec{v}_x\) and \(k\), we have the following:

- if \(\vec{v}_x < k\) then \((i, \text{DECS\_COPY}_a x \, t \, p \, q \, k \, i) / \alpha (i, \vec{v}) \succ^+ (q, \vec{v}(0/x) \{(\vec{v}_x + \vec{v}_t)/l)\});
- if \(\vec{v}_x \geq k\) then \((i, \text{DECS\_COPY}_a x \, t \, p \, q \, k \, i) / \alpha (i, \vec{v}) \succ^+ (p, \vec{v}(\vec{v}_x - k/x) \{(k + \vec{v}_t)/l)\)}.

The length is \([\text{DECS\_COPY}_a x \, t \, p \, q \, k \, i] = 2 + 4k\).

Notice that the initial value of \(t\) has to be known if one wants to recover the initial value of \(x\), e.g. if the initial value of \(t\) is 0 and \(x\) contains less than \(k\) units, then once the computation is finished, \(t\) contains a copy of the initial value of \(x\).

We implement a non-destructive computation of a divisibility test of register \(x\) by a constant \(k > 0\) using a spare register \(t\) to preserve the initial value of \(x\).

**Proposition 14.** For \(x, t : F_n, p, q, k, i : N\), we define

\[
\text{MOD\_CST}_a x \, t \, p \, q \, k \, i := [\text{EMPTY}_a x \, p ; \text{DECS\_COPY}_a x \, t \, i \, q \, k \, (4 + i)]
\]

and we check the identity \([\text{MOD\_CST}_a x \, t \, p \, q \, k \, i] = 6 + 4k\). Assuming \(x \neq t\) and \(k > 0\), we have \((i, \text{MOD\_CST}_a x \, t \, p \, q \, k \, i) / \alpha (i, \vec{v}) \succ^+ (j, \vec{v}(0/s) \{(\vec{v}_x + \vec{v}_t)/l)\})\) where \(j := p\) when \(k\) divides \(\vec{v}_x\), and \(j := q\) otherwise.

We now implement division by a constant \(k > 0\). It will only work when the contents of the input register \(s\) is a multiple of \(k\) and the quotient is then stored in \(d\).

**Proposition 15.** For \(s, d : F_n, k, i : N\), we define

\[
\text{DIV\_CST}_a s \, d \, k \, i := [\text{DECS}_a s \, (2 + 3k + i) \, (5 + 3k + i) \, k \, i; \text{INC}_a d; \text{JUMP}_a i \, s]
\]

and we check the identity \([\text{DIV\_CST}_a s \, d \, k \, i] = 5 + 3k\). Assuming \(s \neq d\), \(k > 0\) and \(\vec{v}_a = ak\), we have \((i, \text{DIV\_CST}_a s \, d \, k \, i) / \alpha (i, \vec{v}) \succ^+ (5 + 3k + i, \vec{v}(0/s) \{(a + \vec{v}_d)/d)\}).
3.3 Compiling regular FRACTRAN programs (file fractran_mma.v)

We are now in position to compile regular FRACTRAN programs (with no \( p/0 \) fractions). We start with a sub-program for simulating the FRACTRAN step relation for one regular fraction \( p/q \) then we will chain those sub-programs.

We fix \( n := 2 \), and \( s := 0 : \mathbb{F}_2 \) and \( d := 1 : \mathbb{F}_2 \) are the two available registers for two counters alternate Minsky machines. Let use assume a regular fraction, i.e. \( p, q : \mathbb{N} \) with \( q \neq 0 \), and \( i, j : \mathbb{N} \) where \( i \) the starting PC value of the sub-program.

To help the readability of the following code, we decorate it with relevant labels (PC values), although those are not formally present in the mechanisation:

\[
(i, \text{FRAC}_a p q i j) := \begin{cases} 
   i_0 : \text{MULT}_a s d p i_0; \\
   i_1 : \text{MOD}_a s i_2 i_5 q i_1; \\
   i_2 : \text{DIV}_a s d q i_2; \\
   i_3 : \text{TRANSFER}_a d s i_3; \\
   i_4 : \text{JUMP}_a j d; \\
   i_5 : \text{DIV}_a s d p i_5; \\
   i_6 : \text{TRANSFER}_a d s i_6 \\
   i_7: 
\end{cases}
\]

\[
(i_0 := i, \\
   i_1 := 5 + p + i_0, \\
   i_2 := 6 + 4q + i_1, \\
   i_3 := 5 + 3q + i_2, \\
   i_4 := 3 + i_5, \\
   i_5 := 2 + i_4, \\
   i_6 := 5 + 3p + i_5, \\
   i_7 := 3 + i_6
\]

\begin{itemize}
  \item \textbf{Proposition 16.} \(|\text{FRAC}_a p q i j| = 29 + 4p + 7q \) and \( i_7 = |\text{FRAC}_a p q i j| + i \).
  \item \textbf{Proposition 17.} If \( q y = px \) then \((i, \text{FRAC}_a p q i j) \upharpoonright (i, [x; 0]) \upharpoonright (j, [y; 0])\).
  \item \textbf{Proposition 18.} If \( q \mid px \) then \((i, \text{FRAC}_a p q i j) \upharpoonright (i, [x; 0]) \upharpoonright (i_7, [x; 0])\).
\end{itemize}

\textbf{Proof.} The proof of Proposition 17 (resp. 18) is sketched in Appendix A (resp. B).

Hence \((i, \text{FRAC}_a p q i j)\) performs the multiplication of \( x \) by \( p/q \) if the result is a natural number, transferring the control to PC value \( j \), or else, would the result be a proper fraction, the registers are globally unmodified and the PC is transferred at \( i_7 \), the end of this sub-program. Notice that the register \( d \) is assumed to be initially empty.

We now chain those sub-programs to simulate one step of a regular FRACTRAN program, encoding a list \( Q \) of fractions by structural recursion on \( Q \):

\[
\text{FRAC}_a \upharpoonright j \upharpoonright i := [] \quad \text{FRAC}_a \upharpoonright j \upharpoonright (p/q :: Q) \upharpoonright i := P \mapsto \text{FRAC}_a \upharpoonright j \upharpoonright Q \upharpoonright (|P| + i)
\]

\[
\text{where } P := \text{FRAC}_a \upharpoonright p q i j
\]

\begin{itemize}
  \item \textbf{Lemma 19.} For any regular FRACTRAN program \( Q : \mathbb{L} (\mathbb{N} \times \mathbb{N}) \) and any \( i, j, x, y : \mathbb{N} \), if \( Q \upharpoonright (a \upharpoonright x) \upharpoonright y \) then \((i, \text{FRAC}_a \upharpoonright j \upharpoonright Q \upharpoonright i) \upharpoonright (a \upharpoonright i, [x; 0]) \upharpoonright (j, [y; 0])\).
  \item \textbf{Lemma 20.} For any regular FRACTRAN program \( Q : \mathbb{L} (\mathbb{N} \times \mathbb{N}) \) and any \( i, j, x : \mathbb{N} \), if \( Q \upharpoonright (a \upharpoonright x) \upharpoonright y \) then \((i, \text{FRAC}_a \upharpoonright j \upharpoonright Q \upharpoonright i) \upharpoonright (a \upharpoonright i, [x; 0]) \upharpoonright (|\text{FRAC}_a \upharpoonright j \upharpoonright Q \upharpoonright i| + i, [x; 0])\).
  \end{itemize}

\textbf{Proof.} By induction on the predicate \( Q \upharpoonright (a \upharpoonright x) \upharpoonright y \) using Propositions 17 and 18.

\begin{itemize}
  \item The instance \( \text{FRAC}_a \upharpoonright (1 \upharpoonright Q \upharpoonright 1) \) starts at \( i = 1 \) and loops on itself \((j = 1)\) until no fraction can be executed. In addition, we finish by nullifying \( s \) and then jump to PC value 0:

\[
\text{FRAC}_a \upharpoonright Q := \text{FRAC}_a \upharpoonright (1 \upharpoonright Q \upharpoonright 1) \uparrow \text{NULL}_a \upharpoonright s \left( |\text{FRAC}_a \upharpoonright (1 \upharpoonright Q \upharpoonright 1)| + 1 \right) \uparrow \text{JUMP}_a \upharpoonright 0 \upharpoonright s
\]
\end{itemize}
Theorem 21. For any regular FRACTRAN program $Q : L(\mathbb{N} \times \mathbb{N})$ and any $x : \mathbb{N}$, the three following properties are equivalent:

1. $Q \xrightarrow{\alpha}{x}$;
2. $(1, \text{FRAC}_\alpha \text{MMA}_a Q) \xrightarrow{\alpha}(1, [x; 0]) \rightarrow (0, [0; 0])$;
3. $(1, \text{FRAC}_\beta \text{MMA}_a Q) \xrightarrow{\alpha}(1, [x; 0]) \downarrow$.

Proof. A sketch of the proof can be found in Appendix C. 

Corollary 22. FRACTRAN_{reg} \preceq MMA_2 and FRACTRAN_{reg} \preceq MMA0_2.

4 Minsky machine termination as provability

While the (heavy) alternate Minsky machines framework was useful to simulate FRACTRAN programs with two counter machines, using it as a seed for other reductions is not recommended. First, explaining the semantics and termination predicates requires many definitions, not necessarily obvious at first. Also, manipulating them without the tools for modular reasoning is quite difficult.

4.1 Non-deterministic two counters Minsky machines (file ndMM2.v)

For our reductions to linear logic, we replace MMA_2 with an equivalent model, much easier to describe and work with, where computations are performed by proof-search and termination matches the provability/derivability predicate. Reductions to entailment in logical systems will thus mainly consist in encoding derivations from one system to another. We call this model non-deterministic two counters Minsky machines and denote MM_{nd}.

We comment this logical presentation, sequent style, of Minsky machines. MM_{nd} instructions are of the form STOP_n \in \Sigma, INC_n x p q | DEC_n x p q | ZERO_n x p q where $x \in \{\alpha, \beta\}$ is a register index, either the first $\alpha$ or the second $\beta$, and $p, q : \mathbb{N}$ are labels, here in type $\mathbb{N}$, but the definitions in this section are completely parametric in the type of labels. A sequent of MM_{nd} is of the form $\Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}$ where $\Sigma$ is a list of MM_{nd} instructions viewed as a finite set, $a$ and $b$ of type $\mathbb{N}$ represent the values of the counters $\alpha$ and $\beta$ respectively and $p$ is the current label.

We define provability/derivability inductively by the rules the calculus S-MM_{nd} in Fig. 1. Notice that since computation is simulated by proof-search, the initial state is the conclusion of a rule and it is transformed into the premise, when there is one. For example, the INC_n x p q rule contains both the initial label and the jump-to label, hence it can only execute at label

$\Sigma \xrightarrow{\alpha}{a \oplus b \vdash q}$
$\Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}$
$\Sigma \xrightarrow{\alpha}{a \oplus b \vdash q}$
$\Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}$

\[
\Sigma \xrightarrow{\alpha}{a \oplus b \vdash q} \quad \Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}
\]

\[
\Sigma \xrightarrow{\alpha}{a \oplus b \vdash q} \quad \Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}
\]

\[
\Sigma \xrightarrow{\alpha}{a \oplus b \vdash q} \quad \Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}
\]

\[
\Sigma \xrightarrow{\alpha}{a \oplus b \vdash q} \quad \Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}
\]

\[
\Sigma \xrightarrow{\alpha}{a \oplus b \vdash q} \quad \Sigma \xrightarrow{\alpha}{a \oplus b \vdash p}
\]
p. However, nothing prevents the simultaneous occurrence of another instruction $\text{INC}_a \cdot p \cdot q'$ in $\Sigma$, and this could render proof-search non-deterministic, hence our choice of terminology. However, non-determinism is not relevant to the undecidability of the $\text{MM}_{\text{nd}}$.

Notice that it is common practice to represent the sequent and the derivability predicate of the sequent by the same denotation $\Sigma \vdash_n a \oplus b \vdash p$ which could lead to confusion. Usually, we qualify the notation with the "sequent" word to make it explicit. Unqualified or followed with "is derivable" means that the notation represents the $S$-$\text{MM}_{\text{nd}}$ derivability predicate.

$\blacktriangleright$ Definition 23. A $\text{MM}_{\text{nd}}$ problem instance is the data of a sequent $\Sigma \vdash_n a \oplus b \vdash p$, and the question is whether this sequent is derivable or not using the rules of $S$-$\text{MM}_{\text{nd}}$ (Fig. 1).

Notice that $\text{ZERO}_a x p q$ performs both a zero-test on $x$ and if zero, a jump from $p$ to $q$ without changing registers. If we remove the $\text{ZERO}_a x p q$ rules, we get Petri nets reachability, more specifically VASS with states, which have a decidable reachability problem with non-elementary complexity [4], even non-primitive recursive according to [16, 5].

### 4.2 From MMA02 to MMnd (file MMA2_to_ndMM2_ACCEPT.v)

We give an alternate presentation of termination on zero for two registers Minsky machines, using the $S$-$\text{MM}_{\text{nd}}$ calculus of Section 4.1. Let us consider alternate Minsky machines $\text{MMA}_2$ with two counters, $s := 0 : \text{F}_2$ and $d := 1 : \text{F}_2$. We denote by $\alpha, \beta : \mathbb{B}$ the two registers of $\text{MM}_{\text{nd}}$ instructions. We define the following encodings of single instructions and programs:

1. $\langle i, \text{INC}_a \rangle := \langle \text{INC}_a \varphi \cdot i \cdot (1+i) \rangle$
2. $\langle i, \text{DEC}_a \cdot j \rangle := \langle \text{DEC}_a \varphi \cdot i \cdot j \cdot \text{ZERO}_a \cdot \varphi \cdot i \cdot (1+i) \rangle$

$\blacktriangleright$ Proposition 24. The encodings $\langle \cdot, \cdot \rangle$ and $\langle \cdot, \cdot \rangle$ are sound:

1. assuming the inclusion $\langle i, \sigma \rangle \subseteq \Sigma$, if $\sigma \vdash_n (i, [a; b]) \succ (j, [a'; b'])$ and $\Sigma \vdash_n a' \oplus b' \vdash j$ is derivable then so is $\Sigma \vdash_n a \oplus b \vdash i$;
2. assuming $\langle 1, P \rangle \subseteq \Sigma$, if $\langle 1, P \rangle \vdash_n (i, [a; b]) \succ^1 (j, [a'; b'])$ and $\Sigma \vdash_n a' \oplus b' \vdash j$ is derivable then so is $\Sigma \vdash_n a \oplus b \vdash i$.

Proof. Item 1 is by case analysis on $\sigma$ and item 2 follows from item 1.

Let us now define $\Sigma_P := \text{STOP}_P 0 \vdash \langle 1, P \rangle$ which constitutes the encoding of $\text{MMA}_2$ programs into $\text{MM}_{\text{nd}}$ sequents. We establish its soundness.

$\blacktriangleright$ Lemma 25. If $\langle 1, P \rangle \vdash_n (i, [a; b]) \succ^* (0, [0; 0])$ then $\Sigma_P \vdash_n a \oplus b \vdash i$ is derivable.

Proof. We have $\langle 1, P \rangle \subseteq \Sigma_P$ by definition of $\Sigma_P$. Iterating Proposition 24 (item 2), we thus get $\Sigma_P \vdash_n 0 \oplus 0 \vdash 0 \rightarrow \Sigma_P \vdash_n a \oplus b \vdash i$. The derivability of $\Sigma_P \vdash_n 0 \oplus 0 \vdash 0$ follows from $\text{STOP}_P 0 \in \Sigma_P$ and the $\text{STOP}_P 0$ rule of $S$-$\text{MM}_{\text{nd}}$.

$\blacktriangleright$ Lemma 26. If $\Sigma_P \vdash_n a \oplus b \vdash i$ is derivable then $\langle 1, P \rangle \vdash_n (i, [a; b]) \succ^* (0, [0; 0])$.

Proof. The argument proceeds by structural induction on the derivability of $\Sigma_P \vdash_n a \oplus b \vdash i$, i.e. by analysing the structure of $S$-$\text{MM}_{\text{nd}}$ derivations. The following result is an essential ingredient in this case analysis: $c \in \langle i, P \rangle \rightarrow \exists L \sigma R, P = L \vdash \sigma \vdash R \land c \in \langle [L] + i, \sigma \rangle$. It allows to recover the $\text{MMA}_2$ instructions from which $\text{MM}_{\text{nd}}$ instructions originate.

$\blacktriangleright$ Corollary 27. $\text{MMA}_0 \preceq \text{MM}_{\text{nd}}$.

Proof. The reduction maps an instance $(P, [a; b])$ of $\text{MMA}_0$ to the sequent $\Sigma_P \vdash_n a \oplus b \vdash 1$. Lemmas 25 and 26 provide the equivalence between $(1, P) \vdash_n (1, [a; b]) \succ (0, [0; 0])$ and the derivability of $\Sigma_P \vdash_n a \oplus b \vdash 1$, which ensures the correctness of the reduction.
Undecidability of Sub-Exponential Linear Logic

Having established the undecidability of MM_{nd} via FRACTRAN_{reg} and MMA0_2, we can now switch to undecidability in some fragments of linear logic and give a comparison between two different reductions. We introduce the intuitionistic version of sub-exponential linear logic [2] (IMSELL) and mechanise a many-one reduction from MM_{nd} to entailment in IMSELL. Even if the former reduction [2] applies to classical sub-exponential linear logic with one-sided sequents, our own reduction function is inspired from it. However, the completeness proof that we have mechanised largely differs since we avoid focused proofs (used to recover computations) and instead, adapt the trivial phase semantics argument [13, 8]. Additionally we precisely compare the reduction to ILL with the reduction to IMSELL by starting from the same MM_{nd} seed, detailing what set of logical rules are used to simulate those machines.

5.1 The ILL and IMSELL fragments (files ILL.v and IMSELL.v)

We introduce two fragments/extensions of intuitionistic linear logic (ILL) that allow for a reduction from non-deterministic two counters Minsky machines.

The first fragment of the ILL logic we consider is composed of propositional formulæ build from two binary connectives, the linear implication → and additive conjunction &, and one modality, exponentiation !. Logical variables come from (a copy of) the ℕ type. Formally, the formulæ of ILL are of the form A, B ::= X | A → B | A & B | !A where X : ℕ. To simplify, we abusively call this fragment ILL. By cut-elimination, the reduction discussed below also works for larger fragments containing more connectives like ⊕, ⊗, etc.

The sequents of ILL are intuitionistic, i.e. a pair (Γ, A) written Γ ⊢ A where Γ is a multiset of formulæ and A is a single formula. Multisets are just lists identified up-to permutations. If it is more convenient to work with lists, as we do in the Coq mechanization, then an explicit permutation rule is added to the sequent rules of the S-ILL calculus in Fig. 2.

The three leftmost rules are the identity (or axiom) rule stating that the sequent A ⊢ A has a trivial proof, and then the left- and right-introduction rules for the linear implication →. The three rules middle-left are two left- and one right-introduction rules for the additive conjunction &. The two middle-right rules are modal rules, on top, the promotion rule, and at bottom, the dereliction rule. Finally, on the right-hand-side are the structural rules for the ! modality, i.e. weakening on top and contraction at the bottom. Notice that specifically, linear logic does not allow for general weakening or contraction rules.

On the other hand, IMSELL is a purely multiplicative fragment but with several modalities, among them exponentials. The logic is parameterized with a fixed type Λ of modalities and a fixed sub-type U : Λ → P of unbounded modalities, also called exponentials. We follow the set theoretic syntax and write u ∈ U (instead of U u) when u is unbounded. The formulæ of IMSELL_Λ are of the form A, B ::= X | A → B | !^m A where X : ℕ and m : Λ. So compared to ILL, the additive & is missing whereas the modality ! becomes indexed as !^m with m spanning over Λ. IMSELL_Λ sequents have the same structure Γ ⊢ A as those of ILL except that they are composed of IMSELL_Λ formulæ instead.

Before we describe the associated sequent calculus S-IMSELL_Λ, we introduce supplementary structures on modalities: a pre-order ≼ : Λ → Λ → P, i.e. a reflexive and transitive binary relation, such that U is upward-closed for ≼, i.e. u ≼ u and u ∈ U entail m ∈ U for any m, u : Λ. In the sequel, we will somehow abuse the notation and denote Λ both for the base type and the modal structure (Λ, U, ≼) moreover assuming the pre-order and upward-closure properties.
In the sequent rules of the S-IMSELLA calculus of Fig. 3, the three leftmost rules are common with S-ILL, there is no rule for the additive conjunction & since it does belong to the fragment, and the modal rules have changed a bit. We skip over the two middle rules for the moment and consider the rightmost structural rules of weakening and contraction which generalise the corresponding rules of S-ILL, except that their use is limited to unbounded modalities (u ∈ U). Back to the two middle rules, the bottom dereliction rule applies to every modality, so a direct generalisation of the corresponding rule of S-ILL. However, the promotion rule (reproduced below on the left)

\[
\frac{!\Gamma \vdash B}{!\Gamma \vdash !^m B} \quad \frac{!^m A_1, \ldots, !^m A_n \vdash B}{!^m ! A_1, \ldots, !^m ! A_n \vdash !^m B} \quad \frac{m \leq k_1, \ldots, m \leq k_n}{!^m ! A_1, \ldots, !^m ! A_n \vdash !^m B}
\]

is somehow more complicated and deserves further explanations. The * notation represents a multiset \( k_1, \ldots, k_n \) of modalities and !\( \Gamma \) represents the multiset \( ![k_1 A_1, \ldots, k_n A_n] \). The constraint \( m \leq * \) imposes that \( m \) is lower than every modality in \( \{k_1, \ldots, k_n\} \). Using these more explicit notations, we reframe it as in the above displayed middle rule. Finally, the (uniform) instance where \( m = k_1 = \cdots = k_n \) (the rightmost above; the constraint \( m \leq * \) holds by reflexivity), matches the promotion rule of S-ILL.

Considered independently, all modalities behave like ILL modalities, satisfying dereliction and promotion rules, while only unbounded modalities allow for contraction and weakening. However, depending on the relation \( \leq \), the promotion rule allows for non-trivial interactions between modalities. Given an unbounded modality \( \infty \in U \) and replacing ! with !\( \infty \), one can trivially embed the multiplicative fragment of ILL and recover intuitionistic multiplicative and exponential linear logic (IMELL), of which the (un)decidability of entailment is a notoriously difficult open problem [14, 20].

5.2 Embedding in S-ILL vs. S-IMSELL (file ndMM2_IMSELL.v)

For the reduction from \( \text{MM}_{nd} \) to IMSELLA to work out properly, we need at least three modality \( \{a, b, \infty\} \) where \( \infty \) is the only unbounded modality (\( \infty \in U \) and \( a, b \notin U \)), \( a \leq \infty, b \leq \infty \) and \( a \neq b \). As a consequence, \( \infty \) is also strictly above \( a \) and \( b \). From now on, we assume that \( \Lambda \) satisfies these requirements. The coming discussion can also be understood in the minimal case where \( \Lambda_3 = \{a, b, \infty\} \) and we denote IMSELLA for either of these logics.
In this section, we review the encoding of $\text{MM}_{\text{nd}}$ sequents into both $\text{ILL}$ and $\text{IMSELL}_3$, and explain how, while mostly similar, they noticeably differ on how they handle zero tests combined with jumps. Notice that the encoding targeting $\text{ILL}$ can be adapted to $n$ registers Minsky machines (as done in [8]), while in the case of $\text{IMSELL}_3$, working with two counters only is critically important to the construction.

Identifying the exponential $!^\infty$ with the unbounded modality $!^\infty$ allows to discuss IMELL, ILL and IMSELL$_3$ in a common syntactic framework, avoiding cumbersome notations for trivial embeddings. We show the derivability of the two following rules: generalised weakening and customised absorption.

**Lemma 28.** The two following rules are derivable in IMELL, and hence ILL and IMSELL$_3$:

\[
\frac{\Delta \vdash B}{!^\infty \Sigma, \Delta \vdash B} \quad \frac{!^\infty \Sigma, \Delta \vdash B}{A \vdash !^\infty \Sigma, \Delta \vdash B} \quad A \in \Sigma
\]

**Proof.** We obtain the left generalised weakening rule by repeating the weakening rule. For customised absorption, it is the combination of dereliction and contraction. □

These derived rules are essential tools for the reduction from $\text{MM}_{\text{nd}}$. Let us review the other tools. Recall that a $\text{MM}_{\text{nd}}$ sequent is of the form $\Sigma //_n x \otimes y \vdash p$. We encode this with an IMSELL$_3$ (or ILL) sequent of the form $!^\infty \Sigma, \Delta \vdash \pi$ where $\Delta := x\pi, y\beta$ encodes the pair $(x, y) : \mathbb{N} \times \mathbb{N}$, i.e. $\pi$ (resp. $\beta$) is repeated $x$ (resp. $y$) times. Hence increment and decrement operations on the values $x/y$ naturally correspond to the multiset operations. We do not need to specify what formulæ are $\pi$ and $\beta$ for the moment, but these will differ in the ILL case compared to the IMSELL$_3$ case. On the other hand, $\pi$ or $\beta$ will always be logical variables.

First, we show how to simulate the $\text{INC}_n \alpha pq$ rule of S-MM$_{\text{nd}}$:

\[
\frac{\Sigma //_n 1+x \otimes y \vdash q}{\Sigma //_n x \otimes y \vdash p} \quad \frac{\text{INC}_n \alpha pq \in \Sigma}{!^\infty \Sigma, \Delta \vdash \beta} \quad \frac{!^\infty \Sigma, \Delta \vdash \pi}{\pi \vdash \pi} \\
(\pi \rightarrow \beta) \rightarrow p \quad (\pi \rightarrow \beta) \rightarrow p \in \Sigma
\]

and the $\text{DEC}_n \alpha pq$ rule of S-MM$_{\text{nd}}$:

\[
\frac{\Sigma //_n x \otimes y \vdash q}{\Sigma //_n 1+x \otimes y \vdash p} \quad \frac{\text{DEC}_n \alpha pq \in \Sigma}{!^\infty \Sigma, \Delta \vdash \beta} \quad \frac{!^\infty \Sigma, \Delta \vdash \pi}{\pi \vdash \pi} \\
(\pi \rightarrow \beta) \rightarrow p \quad (\pi \rightarrow \beta) \rightarrow p \in \Sigma
\]

Notice that we only use the customised absorption rule, the left- and right-introduction rules for $\rightarrow$ and the identity (axiom) rule hence simulating $\text{INC}_n \alpha pq$ and $\text{DEC}_n \alpha pq$ can be performed within the IMELL fragment.

The axiom rule $\text{STOP}_n p$ of S-MM$_{\text{nd}}$ (acceptance of $(0, 0)$ at $p$) can also be simulated

\[
\frac{\text{STOP}_n p \in \Sigma}{!^\infty \Sigma, !^\infty \Sigma \vdash \pi} \quad \frac{!^\infty \Sigma, !^\infty \Sigma \vdash \pi}{!^\infty \Sigma, !^\infty \Sigma \vdash \pi}
\]

\[
\frac{p \vdash p}{p \rightarrow p \vdash p} \quad \frac{p \vdash p}{(p \rightarrow p) \rightarrow p \vdash p} \\
(\pi \rightarrow \beta) \rightarrow p \quad (\pi \rightarrow \beta) \rightarrow p \in \Sigma
\]
using the customised absorption rule, then the generalised weakening rule, the left- and right-introduction rules for \( \new \) and the identity rule. Hence an IMELL proof as well.

The remaining rules of \( \text{MM}_{\text{nd}} \), that of e.g. \( \text{ZERO}_n \alpha pq \), a zero test combined with a jump instruction, are the problematic rules to encode in the IMELL fragment. This can however be done in ILL and in IMSELL\(^3\), but the techniques for the two fragments diverge precisely on these \( \text{ZERO}_n \alpha pq \) instructions.

Let us first review\(^5\) the (idea behind the) legacy encoding of Minsky machines into linear logic [17], mechanized for ILL in [8]. The idea is to fork the \( \text{ZERO}_n \alpha pq \) simulation into a proof-search branch where only a zero test on \( \alpha \) is performed, and in the other branch, only a jump to \( q \) is performed:

\[
\frac{\Sigma /_n 0 \otimes y \vdash q \quad \Sigma /_n 0 \otimes y \vdash p}{\text{ZERO}_n \alpha pq \in \Sigma} \quad \rightarrow \quad \frac{!^{\infty} \Sigma, \beta \vdash \alpha}{!^{\infty} \Sigma, \beta \vdash \alpha \& \beta} \quad \frac{p \vdash p}{!^{\infty} \Sigma, \beta \vdash p} \quad \frac{(\alpha \& \beta) \rightarrow p, !^{\infty} \Sigma, \beta \vdash p}{!^{\infty} \Sigma, \beta \vdash p} \quad \frac{(\alpha \& \beta) \rightarrow p \in \Sigma}{(\alpha \& \beta) \rightarrow p \in \Sigma}
\]

Notice that \( \alpha \) and \( \beta \) denote fresh logical variables. Critically for this encoding, the additive \( \Sigma \) instruction (see above) that it provides the ability to perform the elimination of all the \( \beta \) from the context: this is implemented by an induction on \( y \), and the base case where \( y = 0 \) corresponds to the upper part of the proof, starting at \( !^{\infty} \Sigma, \emptyset \vdash \alpha \) and completed on the right hand side, simulating of a would be \( \text{STOP}_n \alpha \) instruction (see above).

We see that \( \alpha \) together with the formulae \( \beta \rightarrow (\alpha \rightarrow \alpha) \) and \( (\alpha \rightarrow \alpha) \rightarrow \alpha \) in \( \Sigma \) allow \( \alpha \) to perform the elimination of all the \( \beta \) from the context. However, \( \alpha \) will not allow the removal of any \( \overline{\alpha} \) and hence, the zero test branch cannot be completed if \( \Delta \) contains an occurrence of \( \overline{\alpha} \), i.e. when \( x \neq 0 \). This encoding of the zero test using \( \alpha \), while it can already be performed in IMELL, is pertinent only for ILL because it is in combination with the fork in \( (\alpha \& \overline{\alpha}) \rightarrow p \) (see above) that it provides the ability to conditionally jump on zero.

Contrary to the ILL encoding, IMSELL\(^3\) does not require (and cannot use) forking but instead uses sub-modalities to prevent jumping when the zero test fails. In that case, \( \overline{\pi} \) and \( \overline{\beta} \) are not atomic formulæ anymore: they contain the bounded modalities \( !^a \) and \( !^b \), and we define \( \overline{\alpha} := !^a \alpha_0 \) and \( \overline{\beta} := !^b \beta_0 \) where \( \alpha_0, \beta_0 \) are fresh variables. In the following encoding,

\(^5\) here we only discuss the ILL case, i.e. we do not replicate the former ILL mechanisation [8] in the code.
0 ⊕ y ⊢ q
Σ ⊢ y ≼ q

we define trivial phase semantics for
\[\Sigma]_n, 0 ⊕ y ⊢ p
\[\Sigma]_n, 0 ⊕ y ⊢ p
\]
\[\Sigma]_n, α p q ∈ \Sigma
\]
\[\Sigma]_n, !∞, y ≼ !q
\]
\[\Sigma]_n, !∞, y ≼ !q
\]
\[\Sigma]_n, !∞, y ≼ !q
\]
\[!∞, !q → p, !∞, y ≼ !q → p
\]
notice that the upper rule is an instance of the promotion rule of S-IMSELL\(3\). It is allowed because every formula on the left is prefixed either with the unbounded modality \(!∞\) for those in \(!∞, Σ\), or with the modality \(!b\) for those in \(y !β, \ldots, !β_0\), and we have both \(b = ∞\) and \(b ≼ b\). On the other hand, an occurrence of \(α = !α_0\) in the context, corresponding to a non-zero value of \(x\), would prevent the application of the promotion rule (\(b ≠ a\)). This interaction of modalities in the promotion rule of IMSELL\(3\) is the key to simulate zero tests.

**Definition 29.** Let us define \(α_0 := 0\), \(β_0 := 1\), \(p := 2 + p\), \(α := !α_0\) and \(β := !β_0\). We encode \(\text{MM}_\text{nd}\) instructions as:

\[
\text{STOP}_n p := (b → p) → p
\]
\[
\text{INC}_n α p q := (α → q) → p
\]
\[
\text{INC}_n β p q := (β → q) → p
\]
\[
\text{DEC}_n α p q := α → (q → p)
\]
\[
\text{DEC}_n β p q := β → (q → p)
\]
\[
\text{ZERO}_n α p q := !β → p
\]
\[
\text{ZERO}_n β p q := !β → p
\]

and then map \(\cdot\) on the list \(Σ\) extensionally, i.e. \([σ_1; \ldots; σ_n] := σ_1, \ldots, σ_n\).

**Lemma 30.** If \(Σ ⊢ x ⊕ y ⊢ p\) can be derived in \(S-\text{MM}_\text{nd}\) then the sequent \(!∞, Σ, x ≼ y, !q → p\) is provable in \(S-\text{IMSELL}_3\).

**Proof.** The argument proceeds by induction on the derivation of \(Σ ⊢ n, x ⊕ y ⊢ p\), combining the proof skeletons of the above discussion in a direct way.

### 5.3 Trivial Phase semantics for IMSELL (file imsell.v)

We define trivial phase semantics for \(\text{IMSELL}_\Lambda\) and show soundness w.r.t. the S-IMSELL\(\Lambda\) calculus. We start with a commutative monoid \((M, •, ε)\). Typically, for the completeness of our reduction, we will only need to use the semantics for \(M = (\mathbb{N}^2, +, 0)\), i.e. vectors of natural numbers of length 2, but the semantics works for any commutative monoid. For any \(X, Y \subseteq M\), we define the point-wise extension by \(X • Y := \{x • y \mid x ∈ X \land y ∈ Y\}\) and its linear adjunct as \(X → Y := \{k ∈ M \mid \{k\} • X ⊆ Y\}\) providing a residuated monoidal structure on the subset type \(M → P\).

To interpret the modal structure \((Λ, U, ≼)\), we further require for each modality \(m ∈ Λ\), a subset \(K_m \subseteq M\) i.e. a predicate \(K_m : M → P\). We assume that the map \(m → K_m\) is monotonically decreasing w.r.t. \(≡\) (on the left below) and satisfies the three extra following rightmost axioms:

\[
\forall m, k \leq k → K_k \subseteq K_m
\]
\[
\forall m, ε ∈ K_m
\]
\[
\forall m, K_m • K_m \subseteq K_m
\]
\[
\forall u ∈ U, K_u \subseteq \{ε\}
\]

Given any semantic interpretation \([\_] \subseteq M\) of logical variables, we extend it inductively to \(\text{IMSELL}_\Lambda\) sequents via trivial phase semantics.\(^6\)

\[
[A → B] := [A] → [B]
\]
\[
[!m] := [A] • K_m
\]
\[
[A_1, \ldots, A_n] := [A_1] • • • [A_n]
\]

\(^6\) The trivial qualifier refers to the use of the identity closure \(\text{cl}(X) = X\) in the interpretation of modalities, i.e. \([!m] := [A] • K_m\) instead of the more general \([!m] := \text{cl}(A) • K_m\) where \(\text{cl}(\cdot) : (M → P) → (M → P)\) is a stable closure operator. This also applies to the (implicit) multiplicative conjunction where \([A_1, \ldots, A_n] := [A_1] • • • [A_n]\) instead of \([A_1 • • • A_n] := \text{cl}([A_1 • • • A_n])\). Notice that trivial phase semantics is sound but not complete for IMELL, ILL and IMSELL\(\Lambda\); see [13] for details.
Notice that because we work with commutative monoids, the above semantic interpretation of lists is invariant under permutations, hence is suitable for multisets. An IMSELL$\Lambda$ sequent $\Gamma \vdash A$ is valid in that interpretation if $[\Gamma] \subseteq [A]$, or (equivalently) if $\epsilon \in [\Gamma] \rightarrow [A]$.

**Theorem 31.** Trivial phase semantics is sound: any sequent $\Gamma \vdash A$ provable in S-IMSELL$\Lambda$ must satisfy $\epsilon \in [\Gamma] \rightarrow [A]$ for any possible trivial phase semantics interpretation.

**Proof.** We use a soundness argument for trivial phase semantics in place of reasoning by induction on the S-IMSELL$\Lambda$ derivation of $\Gamma \vdash A$. In the code, the proof is limited to the case where $M = (\mathbb{N}^\infty, +, 0)$ for some $n : \mathbb{N}$. Compared to the soundness of trivial phase semantics for S-ILL [8], the only interesting new case is that of the promotion rule. In that case, we observe that if $m \leq k_1, \ldots, k_n$ implies $K_{k_1} \circ \cdots \circ K_{k_n} \subseteq K_m$, $\triangleright$

### 5.4 The completeness of the reduction (file ndMM2_IMSELL.v)

**Lemma 32.** If the sequent $\Sigma, x; y \vdash p$ is provable in S-IMSELL$_3$, then there is a derivation of $\Sigma \vdash x \oplus y \vdash p$ in S-MM$\text{nd}$.

**Proof.** We use a soundness argument for trivial phase semantics in place of reasoning by induction on focused derivation in MSELL as done in [2]. We consider the monoid of vectors $M = (\mathbb{N}^2, +, [0; 0])$ of length 2 of natural numbers. We define the following interpretation for modalities, $K_m(x; y) := ((a \leq m \rightarrow y = 0) \land (b \leq m \rightarrow x = 0) \land (m \in U \rightarrow x = 0 \land y = 0)$, and as a consequence, we can check that $K_m$ satisfies the required axioms as well as $K_a = \{(x; 0) \mid x \in \mathbb{N}\}$, $K_b = \{(0; y) \mid y \in \mathbb{N}\}$, and $K_\infty = \{[0; 0]\}$. We interpret logical variables as:

$$\llbracket a_0 \rrbracket := \{1; 0\} \quad \text{and} \quad \llbracket a_0 \rrbracket := \{0; 1\} \quad \text{and} \quad \llbracket p \rrbracket := \{x; y\}$$

and thus we have $\llbracket p \rrbracket = \llbracket a_0 \rrbracket = \llbracket a_0 \rrbracket \cap K_a = \{1; 0\}$ and $\llbracket p \rrbracket = \{0; 1\}$. Consequently, we get $\llbracket x; y \rrbracket = \{x; y\}$.

We verify that the interpretation of the IMSELL$_3$ encoding $\Sigma$ of MM$_\text{nd}$ instructions in $\Sigma$ contains the zero vector, i.e. $\forall \sigma, \sigma \in \Sigma \rightarrow [0; 0] \in [\vec{\sigma}]$. For instance, let us consider the case $\sigma = \text{ZERO}_0 \alpha \rho q$. Then $\vec{\sigma} = \vec{\text{ZERO}_0} \alpha \rho q \rightarrow \vec{\sigma}$ is interpreted as $(\llbracket q \rrbracket \cap K_b) \rightarrow \llbracket p \rrbracket$. Hence $\llbracket 0; 0 \rrbracket \in \llbracket p \rrbracket \cap K_b \subseteq \llbracket p \rrbracket$, i.e. for any $x; y : \mathbb{N}^2$, if $\Sigma \vdash x \oplus y \vdash q$ and $x = 0$ then $\Sigma \vdash x \oplus y \vdash p$ which is precisely the instance of rule ZERO$_0 \alpha \rho q \in \Sigma \vdash \text{S-MM}_{\text{nd}}$.

From the previous observation, we deduce $[0; 0] \in [\Sigma]$. Now let us consider a sequent $\Sigma, x; y \vdash \Sigma, x; y \vdash p$ which is provable in S-IMSELL$_3$. By the soundness Theorem 31, we know that $[0; 0] \in [\Sigma, x; y \vdash \Sigma, x; y \vdash p]$. Since $\llbracket x; y \rrbracket = \{0; 0\}$ and $\llbracket x; y \rrbracket = \llbracket x; y \rrbracket$, by the definition of $\rightarrow$ we deduce $\llbracket x; y \rrbracket = \{0; 0\}$ and $\llbracket x; y \rrbracket = \llbracket p \rrbracket$, and hence we conclude that $\Sigma, x \oplus y \vdash p \text{ holds}$. $\triangleright$

**Theorem 33.** Let $(\Lambda, U, \pi)$ contain three modalities $a, b$ and $\infty$ such that $\infty \in U, a, b \notin U, a, b \leq \infty, a \neq b$ and $b \neq a$. Then we have a reduction MM$\text{nd} \leq \text{IMSELL}_\Lambda$, hence derivability in the S-IMSELL$_\Lambda$ calculus is undecidable.

### 6 Related works and Implementation remarks

While Theorem 33 gives us a mechanised synthetic proof of the undecidability of IMSELL$_3$, neither its statement nor the arguments deployed directly provide hints towards a solution to the question of the decidability IMELL/MELL. As in the original pen and paper proof [2], the two bounded modalities $\uparrow a$ and $\uparrow b$, and their interaction with the unbounded modality $\downarrow \infty$ in the promotion rule, play an essential role in the simulation of conditional jumps of
two counters Minsky machines. While the zero test can be implemented in MELL only, the provided implementation consumes its context and thus cannot conditionally branch at the same time, hence the fork used in the case of ILL [8].

However Theorem 33 does give indications that certain decidability arguments for MELL are bound to fail, e.g. those that would also apply to MSELL in general, or IMSELL in particular. It is our understanding that the refutation [20] of the faulty proof attempt for the decidability of MELL [1] partly proceeds in showing how the claimed “proof” technique would easily generalise to MSELL. In the same vein, the lower bounds on the complexity of a would be decision procedure for MELL [14], and more recently the reachability problem for Petri nets themselves [4], indicate that a decision procedure for MELL must be of non-elementary complexity. The most recent investigations [16, 5] might very well confirm that this problem is Ackermann complete and hence not primitive recursive.

Considering formalisation issues, the growing Coq library of undecidability proofs [9] was of course of great help to this work. Indeed, at the time we decided to try to implement the undecidability of MSELL, the framework for certified programming with Minsky machines was already part of the library [8]. Hence, to get two counters Minsky machines, i.e. the seed of undecidability of the pen and paper proof [2], only a modest step from many counters machines was necessary and this was even alleviated by the results on the FRACtRAN language [12], factoring out the Gödel coding phase. In fact, we contributed the seed of two counters machines much ahead of the MSELL result, and in the meantime, this seed was used to establish to undecidability uniform boundedness for simple stack machines and then of the problem of semi-unification [6]. This illustrates a critical aspect of this undecidability framework: its extensive range of seed problems for plugging into it.

Indeed, there is an important issue to consider when proving undecidability by many-one reduction, by far the most used method in the field: even mechanised, your proof is only as strong as the implementation of your seed problem. Typical problems can exhibit subtleties that show up at the mechanisation level: for instance Turing machines are built on tapes, a potentially infinite structure of which it could be easy to corrupt the implementation. Choosing a seed already linked to the many-one equivalence class containing easy to describe problems such as e.g. the Post correspondence problem or FRACtRAN gives much more confidence that starting from an isolated seed, still to be mechanically checked undecidable.

Another aspect which is mostly overlooked in pen and paper proofs is the computability of the reduction function. The reason is that programming with low-level Turing complete models of computation is hard and painful, with encodings at every corner. To get a glimpse of the difficulty, think of a Turing machine working with logical formulas: because it only manipulates text written on tapes, it has to implement a syntax analyser, moreover proved correct. And only then can it start its real work. The general shortcut used in pen and paper proofs to avoid this kind of description is to speak about “algorithms” that manipulate high-level data-structures and rely on an informal and consensual understanding of what these are, hand-waving away the implementation issues completely.

In this regard, the synthetic computability framework allows, at the price of relying on the computability of Coq functions – e.g. by avoiding axioms, – to formally describe the reduction functions in a language strict enough to ensure their computability, but at the same time powerful enough to largely avoid complex encodings and hence get more natural correctness proofs following or inspired from pen and paper ones. Using a constructive framework like e.g. Coq or Agda is essential in that approach, because in classical frameworks, there is no direct way to automatically ensure the general computability of the defined (reduction) functions.


As in the proof of Proposition 17, we reach the state where the PC is at \( p \). Hence, the content of the registers is represented by the vector \( [\bar{s}, \bar{d}] \) of length 2 with initial value \( [x, 0] \) and initial value of the PC is \( i_0 = i \).

The sub-program \( \text{MULT\_CST}_a s dp_i q \) multiplies \( \bar{s} \) with \( p \) and adds the result to the content of \( d \) while emptying \( s \), so the PC moves to \( i_1 \) and \( \bar{s} = 0 \) and \( \bar{d} = px \). Then \( \text{MOD\_CST}_a d si_2 i_4 q i_1 \) tests the divisibility of \( \bar{d} \) by \( q \), which succeeds under the assumption \( qy = px \). By Proposition 15, this transfers the control to \( i_2 \) and now \( \bar{d} = 0 \) and \( \bar{s} = px \). Then \( \text{DIV\_CST}_a s dp_i q \bar{s} \) divides \( \bar{s} \) with \( q \) while swapping the registers hence now \( \bar{s} = 0, \bar{d} = y \) and the PC is at \( i_3 \). Then \( \text{TRANSFER}_a d si_3 \) swaps \( s \) with \( d \) hence now \( \bar{s} = y \) and \( \bar{d} = 0 \) and PC is now \( i_4 \). Finally, \( \text{JUMP}_a j d \) transfers the control to \( j \) without altering the registers.

As in the proof of Proposition 17, we reach the state where the PC is at \( i_1 \) and \( \bar{s} = 0 \) and \( \bar{d} = px \). However now, \( \text{MOD\_CST}_a d si_2 i_4 q i_1 \) gives a negative answer to the divisibility of \( \bar{d} \) by \( s \) hence according to Proposition 14, the control is transferred to \( i_5 \) while \( \bar{s} = px \) and \( \bar{d} = 0 \). Then \( \text{DIV\_CST}_a s dp_i q \bar{s} \) divides the contents of \( s \) by \( p \), reverting it to its initial value but there is a swap: PC is at \( i_6 \), \( \bar{s} = 0 \) and \( \bar{d} = x \). Finally \( \text{TRANSFER}_a d si_6 \) swaps again and reverts the registers to their initial values \( \bar{s} = x \) and \( \bar{d} = 0 \) while the PC moves to the end of the sub-program at \( i_7 \).

The implication \( 2 \Rightarrow 3 \) is trivial. We show \( 1 \Rightarrow 2 \) and \( 3 \Rightarrow 1 \).

Let us start with \( 1 \Rightarrow 2 \). As an instance of Lemma 19, if \( Q \parallel_p x \geq y \) holds then we have

\[
(1, \text{FRAC\_STEP}_a 1 Q 1) \parallel_a (1, [x; 0]) \geq^{+} (1, [y; 0]).
\]

By transitivity, from \( Q \parallel_p x \geq^{+} y \), we can deduce

\[
(1, \text{FRAC\_STEP}_a 1 Q 1) \parallel_a (1, [x; 0]) \geq^{*} (1, [y; 0]).
\]

Now assuming \( Q \parallel_p x \downarrow \), we get some \( y \) such that \( Q \parallel_p x \geq^{*} y \) and \( Q \parallel_p y \neq \downarrow \). Hence we have

\[
(1, \text{FRAC\_STEP}_a 1 Q 1) \parallel_a (1, [x; 0]) \geq^{*} (1, [y; 0]).
\]

By Lemma 20, as \( Q \parallel_p y \neq \downarrow \), we get

\[
(1, \text{FRAC\_STEP}_a 1 Q 1) \parallel_a (1, [y; 0]) \geq^{*} ([\text{FRAC\_STEP}_a 1 Q 1] + 1, [y; 0]).
\]

We deduce

\[
(1, \text{FRAC\_MMA}_a Q) \parallel_a (1, [x; 0]) \geq^{*} ([\text{FRAC\_STEP}_a 1 Q 1] + 1, [y; 0])
\]

since \( (1, \text{FRAC\_STEP}_a 1 Q 1) \) is a sub-program of \( (1, \text{FRAC\_MMA}_a Q) \). The nullifying code and the jump finish the computation and we get our proof that \( (1, \text{FRAC\_MMA}_a Q) \parallel_a (1, [x; 0]) \sim (0, [0; 0]) \) holds.
Let us now finish with $3 \implies 1$ and assume $(1, \text{FRAC\_MMA}_a Q) \vdash (1, [x;0]) \downarrow$. We show that $Q \vdash x \downarrow$. Because $(1, \text{FRAC\_STEP}_a 1 Q 1)$ is a sub-program of $(1, \text{FRAC\_MMA}_a Q)$, we also have $(1, \text{FRAC\_STEP}_a 1 Q 1) \vdash (1, [x;0]) \downarrow$. Hence there is $k, j : \mathbb{N}$ and $\vec{v} : \mathbb{N}^2$ such that $(1, \text{FRAC\_STEP}_a 1 Q 1) \vdash (1, [x;0]) \succ^k (j, \vec{v})$ and out $j$ $(1, \text{FRAC\_STEP}_a 1 Q 1)$. We prove $Q \vdash x \downarrow$ by strong induction on $k$. By Proposition 1, one can decide between two possibilities:

- either $Q \vdash x \not\succ^* \downarrow$ in which case $Q \vdash x \downarrow$ is obvious;
- or there is $y$ such that $(1, \text{FRAC\_STEP}_a 1 Q 1) \vdash (1, [y;0]) \succ^\delta (1, [y;0])$ for some $\delta > 0$ by Lemma 19. Since the step relation is deterministic for Minsky machines, we have $(1, \text{FRAC\_STEP}_a 1 Q 1) \vdash (1, [y;0]) \succ^{k-\delta} (j, \vec{v})$ hence we can apply the induction hypothesis ($k-\delta < k$) and we get $Q \vdash y \downarrow$. Combining with $Q \vdash y \downarrow$, we conclude $Q \vdash x \downarrow$. 
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1 Introduction
Equations with permutations of variables occur frequently in mathematics and computer science. An equation is called a permutation equation [1] if it is of the form $f(x_1, \ldots, x_n) = f(x_{\rho(1)}, \ldots, x_{\rho(n)})$, where $\rho$ is a permutation on $[n]$ (i.e. the set $\{1, \ldots, n\}$). A suitable ordering modulo permutation equations in the context of term rewriting has not been well-studied, although the modulo approach is natural for term rewriting with permutation equations. (For example, a simple permutation equation, such as $f(x, y) \approx f(y, x)$, cannot be oriented into a rewrite rule by well-founded orderings.) If there existed an $E$-compatible reduction ordering $\succ_E$ for a set of permutation equations $E$, then it can be used for the extended rewrite system for $R$ modulo $E$, denoted by $R, E$ [11,20]. (In this paper, an ordering modulo $E$ and an $E$-compatible ordering are used interchangeably.) In particular, such an ordering $\succ_E$ provides a simple termination criterion for $R, E$, i.e., $R, E$ is terminating if $l \succ_E r$ for all rules $l \rightarrow r \in R$ [11,20].

The recursive path ordering (RPO) [3,11,24] is one of the most well-known orderings for term rewriting and equational theorem proving. The main underlying idea of RPO is that, roughly speaking, two terms are first compared by their top symbols and the collections of their immediate subterms are recursively compared. Given a total precedence $\succ_F$ on a finite set of function symbols $F$, the recursive path ordering with status [3,10,11,24,27] on $T(F, X)$ is defined in such a way that $s \succ x$ if and only if $s \neq x$ and $x$ is a variable in $s$, or else $s = f(s_1, \ldots, s_m) \succ g(t_1, \ldots, t_n) = t$ if and only if

\[^{1}\] In this paper, we assume that a set of function symbols $F$ in $T(F, X)$ is finite and each function symbol in $F$ has a fixed (bounded) arity. We also assume that a precedence $\succ_F$ on $F$ is total on $F$. © Dohan Kim and Christopher Lynch; licensed under Creative Commons License CC-BY 4.0
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(i) \( s_i \geq t \) for some \( i \in [m] \), or
(ii) \( f \succ_{\mathcal{F}} g \) and \( s \succ t_i \) for all \( i \in [n] \), or
(iii) \( f = g \in \text{Lex} \) (and hence \( m = n \)), \( <s_1, \ldots, s_m > \succ_{\text{lex}} <t_1, \ldots, t_m > \), and \( s \succ t_i \) for all \( i \in [m] \), or
(iv) \( f = g \in \text{Mul} \) (and hence \( m = n \)), and \( \{s_1, \ldots, s_m\} \succ_{\text{mul}} \{t_1, \ldots, t_m\} \),

where \( \text{Lex} \) (resp. \( \text{Mul} \)) denotes the set of function symbols with the lexicographic (resp. multiset) status, and \( \succ_{\text{lex}} \) (resp. \( \succ_{\text{mul}} \)) denotes the lexicographic (resp. multiset) extension of \( \succ \).

In \([18, 26–28]\), RPO is adapted for an \( \text{AC} \)-compatible (resp. \( \text{A} \)-compatible) simplification ordering on terms that is \( \text{AC} \)-total (resp. \( \text{A} \)-total) on ground terms, where \( \text{AC} \) (resp. \( \text{A} \)) denotes the associative and commutative (resp. associativity) theory (cf. \([23]\)). (There is also an RPO-like termination relation for a certain class of equations including associativity (see \([8, 9]\) for details).) An RPO is also briefly described in Section 6.1 of \([24]\) for an ordering modulo some simple permutation equations without providing a formal proof.\(^2\) To our knowledge, an \( E \)-compatible simplification ordering on terms that is \( E \)-total on ground terms for any finite set of permutation equations \( E \) has not been studied in the literature.

Meanwhile, a completion procedure \([5, 6, 20, 21]\) for a rewrite system provides a decision procedure for proving the validity of an equational theorem if the procedure generates a finite convergent rewrite system. A completion procedure was extended to a completion procedure modulo a set of equations \( E \) [6, 16, 25] for constructing a rewrite system that admits a unique normal form w.r.t. the congruence induced by \( E \). In particular, ground completion modulo \( E \) for a ground rewrite systems \( R \) provides a decision procedure for the word problem of ground theories modulo \( E \) if it generates a finite convergent (modulo \( E \)) rewrite system.

In this paper, we present an RPO-based \( E \)-compatible simplification ordering \( \succ_E \) on terms that is \( E \)-total on ground terms for a finite set of permutation equations \( E \). Then we adapt the existing completion modulo a congruence approach to our completion modulo \( E \) procedure using the ordering \( \succ_E \). We also present our ground completion modulo \( E \) and show that it always admits a finite ground convergent (modulo \( E \)) rewrite system for a finite set of permutation equations \( E \).

2 Preliminaries

We assume that the reader has some familiarity with term rewriting [11, 20]. The definitions in this section can be found in \([3–5, 11, 24, 27]\). (For general references on RPOs, see Section 2.2 in \([24]\), Section 5.4.2 in \([3]\), Section 4 in \([11]\), and \([10]\).) In this paper, we usually denote variables by \( x, y, z \), etc., constants by \( a, b, c \), etc., function symbols by \( f, g, h \), etc., and terms by \( r, s, t \), etc., possibly with subscripts. We denote by \([n]\) the set \( \{1, \ldots, n\} \).

We denote by \( T(\mathcal{F}, \mathcal{X}) \) the set of terms over a finite set of function symbols \( \mathcal{F} \) and a denumerable set of variables \( \mathcal{X} \). An equation is an expression \( s \approx t \), where \( s \) and \( t \) are (first-order) terms built from \( \mathcal{F} \) and \( \mathcal{X} \). A ground term (resp. ground equation) is a term (resp. an equation) which does not contain any variable.

We write \( s[u] \) if \( u \) is a subterm of \( s \) and denote by \( s[t]_p \) the term that is obtained from \( s \) by replacing the subterm at position \( p \) of \( s \) by \( t \).

\(^2\) Our approach uses orbits discussed in the next section, which takes polynomial time for finding them [13]. Without using the group-theoretical approach, the problem of finding the corresponding equivalence classes using permutation equations may take exponential time if one uses traditional equational reasoning approaches [2].
An equivalence is a reflexive, transitive, and symmetric binary relation. An equivalence \( \sim \) on terms is a congruence if \( s \sim t \) implies \( u[s]p \sim u[t]p \) for all terms \( s, t, u \) and positions \( p \).

An equational theory is a set of equations. We denote by \( \approx_E \) the least congruence on \( T(\mathcal{F}, \mathcal{X}) \) that is stable under substitutions and contains a set of equations \( E \). If \( s \approx_E t \) for two terms \( s \) and \( t \), then \( s \) and \( t \) are \( E \)-equivalent.

A (strict) ordering \( \succ \) on terms is an irreflexive and transitive relation on \( T(\mathcal{F}, \mathcal{X}) \).

An ordering \( \succ \) on terms is monotonic if \( s \succ t \) implies \( u[s] \succ u[t] \) for all \( s, t, u \), and non-empty contexts \( u \). An ordering \( \succ \) on terms is stable under substitutions if \( s \succ t \) implies \( \sigma s \succ \sigma t \) for all \( s, t, \) and substitutions \( \sigma \).

An ordering \( \succ \) on terms is a rewrite ordering if it is monotonic and stable under substitutions. A well-founded rewrite ordering is a reduction ordering.

An ordering \( \succ \) on terms has the subterm property if \( t[s]p \succ s \) for all \( s, t, p \), and \( p \neq \lambda \). (We denote by \( \lambda \) the top position.) An ordering \( \succ \) on terms is a simplification ordering if it is a rewrite ordering with the subterm property. (We do not need the deletion property [11] for a simplification ordering because we assume that each function symbol has a fixed bounded arity in this paper.)

An ordering \( \succ \) on terms is well-founded if there is no infinite sequence \( t_1 \succ t_2 \succ \cdots \).

An ordering \( \succ \) on terms is \( E \)-compatible if \( s \approx_E s \succ t \approx_E t' \) implies \( s \succ t' \) for all \( s, s', t \) and \( t' \). An ordering \( \succ \) on ground terms is \( E \)-total if \( s \not\approx_E t \) implies \( s \succ t \) or \( t \succ s \) for all ground terms \( s, t \).

Given a rewrite system \( R \) and a set of equations \( E \), the rewrite relation \( \rightarrow_{R, E} \) on \( T(\mathcal{F}, \mathcal{X}) \) is defined by \( s \rightarrow_{R, E} t \) if there is a non-variable position \( p \) in \( s \), a rewrite rule \( l \rightarrow r \in R \), and a substitution \( \sigma \) such that \( s[p] \approx_E l[\sigma] \) and \( t = s[r] \). In this case, we may also write \( s \rightarrow_{R, E} t ) \) or simply \( \rightarrow_{R, E} t \). The transitive and reflexive closure of \( \rightarrow_{R, E} \) is denoted by \( \Rightarrow_{R, E} \).

We say that a term \( t \) is a \( R, E \)-normal form if there is no term \( t' \) such that \( t \rightarrow_{R, E} t' \).

The rewrite relation \( \rightarrow_{R/E} \) on \( T(\mathcal{F}, \mathcal{X}) \) is defined by \( s \rightarrow_{R/E} t \) if there are terms \( u \) and \( v \) such that \( s \approx_E u, u \rightarrow_R v, \) and \( v \approx_E t \). We simply say the rewrite relation \( \rightarrow_{R/E} \) (resp. \( \rightarrow_{R, E} \)) on \( T(\mathcal{F}, \mathcal{X}) \) as the rewrite relation \( R/E \) (resp. \( R, E \)).

The rewrite relation \( R, E \) is Church-Rosser modulo \( E \) if for all terms \( s \) and \( t \) with \( s \leftrightarrow_{R, E} t \), there are terms \( u \) and \( v \) such that \( s \rightarrow_{R, E} u \leftrightarrow_{E} v \leftarrow_{R, E} t \). The rewrite relation \( R, E \) is convergent modulo \( E \) if \( R, E \) is Church-Rosser modulo \( E \) and \( R/E \) is well-founded.

The substitution \( \sigma \) is more general modulo \( E \) on \( X \) than the substitution \( \theta \), denoted by \( \sigma \leq_X^E \theta \), if there exists a substitution \( \tau \) such that \( x \theta \approx_E x \sigma \tau \) for all \( x \in X \).

Let \( s \) and \( t \) be terms, and let \( V \) be the set of all variables occurring in \( s \) and \( t \). Then \( s \) and \( t \) are \( E \)-unifiable if there exists a substitution \( \sigma \), called an \( E \)-unifier, such that \( s \approx_E \sigma \). A set of \( E \)-unifiers of \( s \) and \( t \) is complete, denoted by \( CSUE(s,t) \), if for every \( E \)-unifier \( \tau \) of \( s \) and \( t \), there exists a substitution \( \sigma \in CSUE(s,t) \) such that \( \sigma \leq_Y^E \tau \). A complete set of \( E \)-unifiers of \( s \) and \( t \) is minimal, denoted by \( \mu CSUE(s,t) \), if for all \( \sigma \) and \( \sigma' \) in \( CSUE(s,t) \), \( \sigma \leq_Y^E \sigma' \) implies \( \sigma = \sigma' \).

The multiset extension of \( \approx_E \) is defined as the smallest relation \( \approx_{E}^{mul} \) on multisets of terms such that \( \emptyset \approx_{E}^{mul} \emptyset \) and \( M \cup \{ s \} \approx_{E}^{mul} M' \cup \{ t \} \) if \( s \approx_E t \) and \( M \approx_{E}^{mul} M' \).

Let \( \succ \) be an \( E \)-compatible ordering on terms. The lexicographic extension of \( \succ \) w.r.t. \( \approx_E \) is the relation \( \succ_{e}^{lex} \) on \( n \)-tuples of terms defined by \( \langle s_1, \ldots, s_n \rangle \succ_{e}^{lex} \langle t_1, \ldots, t_n \rangle \) if \( s_1 \approx_E t_1, \ldots, s_{n-1} \approx_E t_{n-1} \) and \( s_{n} \succ \ t_{n} \) for some \( k \in [n] \). The multiset extension of \( \succ_e \) w.r.t. \( \approx_E \) is defined as the smallest ordering \( \succ_{E}^{mul} \) on multisets of terms such that \( M \cup \{ s \} \succ_{E}^{mul} N \cup \{ t \} \) if \( M \approx_{E}^{mul} N \) and \( s \succ_E t_i \) for all \( i \in [n] \).

**Lemma 1.** Let \( \succ_E \) be an \( E \)-compatible ordering on terms.

(i) If \( \succ_E \) is transitive, then both \( \succ_{E}^{lex} \) and \( \succ_{E}^{mul} \) are transitive.

(ii) If \( M' \approx_{E}^{mul} M, M' \succ_{E}^{mul} N', \) then \( M' \succ_{E}^{mul} N' \) for all multisets of terms \( M, M', N \) and \( N' \).
2.1 Leaf permutative equations and permutation groups

We will mainly use the notations and definitions of leaf permutative equations and permutation groups given in [2, 15].

An equation of the form \( s \approx s' \) is leaf permutative [2] if \( s \) and \( s' \) are linear terms (i.e. no variable occurs twice in \( s \) and \( s' \)) that have the same set of variables and are variants of each other. (Two terms are variants if they are instances of each other.) A set of leaf permutative equations \( \{ s_1 \approx t_1, \ldots, s_n \approx t_n \} \) is uniform if for all \( i \) and \( j \), \( s_i \) and \( s_j \) are variants.

If \( C[x_1, \ldots, x_n] \approx C[x_{\rho(1)}, \ldots, x_{\rho(n)}] \) is a leaf permutative equation for which all variables are indicated explicitly, then \( C \) is the context of this equation. We use variable naming in such a way that the left-hand side of each equation in a uniform set of leaf permutative equations has the same name of variables \( x_1, \ldots, x_k \) from left to right.

If \( e := C[x_1, \ldots, x_n] \approx C[x_{\rho(1)}, \ldots, x_{\rho(n)}] \) is a leaf permutative equation for which all variables are indicated explicitly, then \( \rho \) is the permutation of this equation. We denote by \( \pi[e] \) the permutation of \( e \). For example, \( \rho \) is the permutation of the leaf permutative equation \( e := f(g(x_1, x_2), x_3) \approx f(g(x_1, x_3), x_2) \) (i.e. \( \pi[e'] = \rho \)) with \( \rho(1) = 1, \rho(2) = 3, \text{ and } \rho(3) = 2 \).

Let \( E \) be a uniform set of leaf permutative equations. Then \( \Pi[E] \) is defined as \( \Pi[E] := \{ \pi[e] \mid e \in E \} \). The permutation group generated by \( \Pi[E] \) is denoted by \( <\Pi[E]> \).

\[\text{Theorem 2 ([2, Theorem 1.4])} \]

Let \( E \) be a set of leaf permutative equations and let \( e \) be a leaf permutative equation such that \( E \cup \{ e \} \) is uniform. Then \( E \models e \) if and only if \( \pi[e] \in <\Pi[E]> \).

\[\text{Example 3.} \]

Let \( E = \{ f(x_1, x_2, x_3, x_4) \approx f(x_2, x_1, x_3, x_4), f(x_1, x_2, x_3, x_4) \approx f(x_2, x_3, x_4, x_1) \} \). Then \( \Pi[E] \) consists of two cycles \( \{ (1, 2), (1, 2, 3, 4) \} \). Since the two cycles \( (1, 2) \) and \( (1, 2, 3, 4) \) generate the symmetric group \( S_4 \), \( <\Pi[E]> \) is \( S_4 \). Then \( f(x_1, \ldots, x_4) \approx_E f(x_{\rho(1)}, \ldots, x_{\rho(4)}) \) for any permutation \( \rho \in S_4 \) by Theorem 2.

Let \( G \) be a group with the identity element \( I \). A (left) action of \( G \) on a set \( X \) is a function \( G \times X \rightarrow X \) such that for all \( x \in X \) and all \( g_1, g_2 \in G \), (i) \( Ix = x \), and (ii) \( (g_1g_2)x = g_1(g_2x) \). When such an action is given, we say that \( G \) acts (left) on the set \( X \), and \( X \) is a \( G \)-set.

Let \( X \) be a \( G \)-set. For \( x_i, x_j \in X \), let \( x_i \sim x_j \) if and only if there exists some \( g \in G \) such that \( gx_i = x_j \). Then, \( \sim \) is an equivalence relation on \( X \). The equivalence classes on \( X \) determined by \( \sim \) are orbits of \( G \) on \( X \).

\[\text{Example 4.} \]

Let \( E = \{ f(x_1, x_2, x_3, x_4) \approx f(x_2, x_1, x_3, x_4), f(x_1, x_2, x_3, x_4) \approx f(x_2, x_3, x_4, x_1) \} \). Then \( \Pi[E] \) consists of two cycles \( \{ (1, 2), (3, 4) \} \). Let \( <\Pi[E]> \) act on the set \( X = \{ x_1, x_2, x_3, x_4 \} \) by \( gx_i = x_{g(i)} \) for all \( g \in <\Pi[E]> \). Then the orbits of \( <\Pi[E]> \) on \( X \) are \( \{ x_1, x_2 \} \) and \( \{ x_3, x_4 \} \).

3 An ordering modulo a set of permutation equations

An equation of the form \( f(x_1, \ldots, x_n) \approx f(x_{\rho(1)}, \ldots, x_{\rho(n)}) \) is a permutation equation [1] if \( \rho \) is a permutation on \( [n] \), which is a restricted form of a leaf permutative equation. In this section, given a set of permutation equations \( E \), we provide an \( E \)-compatible simplification ordering on terms that is \( E \)-total on ground terms.

Let \( E \) be a finite set of permutation equations, where a permutation equation is a restricted form of a leaf permutative equation. Then \( E \) can be uniquely decomposed as \( \bigcup_{i=1}^{n} E_i \) such that (i) each \( E_i \) is a finite set of permutation equations, and (ii) \( E_j \) and \( E_k \) with \( j \neq k \) are disjoint such that if \( s_j \approx t_j \in E_i \) and \( s_k \approx t_k \in E_k \), then \( s_j \) and \( s_k \) do not have the same top symbol (and are not variants of each other). Since we assume that each function symbol
has a fixed arity, each distinct function symbol occurring in \( E \) corresponds to a distinct \( E_i \) in \( E \). We denote by \( Eq(f) \) the corresponding equational theory with terms headed by such a function symbol \( f \). We also denote by \( F_E \) the set of all function symbols occurring in \( E \) and by \( Lex \) the set of all other function symbols in \( F \) in \( T(F,X) \) so that \( F \) is split into \( F_E \) and \( Lex \). (For comparison, given a total precedence \( \triangleright \) on \( F \), if \( F \) is simply \( F = Lex \), then the recursive path ordering \( \triangleright \) (see the lexicographic path ordering (LPO) \cite{10.1145/180668.180676}) is total on ground terms, but not necessarily \( E \)-compatible on ground terms.)

Given \( t = f(s_1,\ldots,s_n) \) with \( f(x_1,\ldots,x_n) \approx f(x_{p(1)},\ldots,x_{p(n)}) \in E \) for some permutation \( p \) on \( [n] \), let \( \Pi[Eq(f)] \) act on the set \( X = \{x_1,\ldots,x_n\} \) by \( \rho x_i = x_{p(i)} \) for all \( \rho \in \Pi[Eq(f)] \). We denote each orbit of \( \Pi[Eq(f)] \) on \( X \) by \( Orbit_k(f,E) \). (Here \( X \) is understood from \( f \in F_E \) and \( E \).) By \( Orbit_k(f,t) \) we denote that each \( x_i \) in \( Orbit_k(f,E) \) is substituted by \( s_i \). (Note that \( S = \{s_1,\ldots,s_n\} \) can be a multiset, so we first let \( \Pi[Eq(f)] \) act on the set \( X = \{x_1,\ldots,x_n\} \) instead of a (possibly) multiset \( S = \{s_1,\ldots,s_n\} \), and then replace each \( x_i \) in \( Orbit_k(f,E) \) with \( s_i \) in order to obtain \( Orbit_k(f,t) \).) The number \( k \) in \( Orbit_k(f,E) \) is assigned (consecutively starting with 1) in a natural way such that if \( k_i < k_j \) for \( Orbit_k(f,E) \) and \( Orbit_{k_i}(f,E) \), then \( r_i < r_j \) for \( x_{r_i} \) and \( x_{r_j} \), where \( x_{r_i} \) (resp. \( x_{r_j} \)) is the variable with the smallest index in \( Orbit_k(f,E) \) (resp. \( Orbit_{k_i}(f,E) \)).

Consider \( E = \{f(x_1,x_2,x_3,x_4) \approx f(x_2,x_1,x_3,x_4), f(x_1,x_2,x_3,x_4) \approx f(x_2,x_3,x_4,x_1)\} \) (see Example 4) and consider two terms \( f,s \in Orbit_k(f,E) \) such that \( Orbit_k(f,t) \approx Orbit_{k_1}(f,t) \). Then we have \( Orbit_k(f,E) = Orbit_{k_1}(f,E) = Orbit_2(f,E) \), then \( Orbit_{k_1}(f,t) = \{a,b\} \) and \( Orbit_2(f,t) = \{c,d\} \). Note that we only need to compute \( Orbit_k(f,E) \) once using \( \Pi[Eq(f)] \). Then it is easy to obtain \( Orbit_k(f,t) \) from \( Orbit_k(f,E) \) for any term \( t \) headed by \( f \in F_E \).

---

**Definition 5.** Given a finite set of permutation equations \( E \), let \( s = f(s_1,\ldots,s_m) \) and \( t = g(t_1,\ldots,t_n) \) be terms in \( T(F,X) \). Then \( s \triangleright_E t \) if and only if \( x_i \) is a variable in \( s \), or else \( s \triangleright_E t \) if and only if

(i) \( s_i \triangleright_E t \) for some \( i \in [m] \), or

(ii) \( f \triangleright_E g \) and \( s \triangleright_E t \), for all \( i \in [n] \), or

(iii) \( f = g \in Lex \), \( s \triangleright_E t \), and \( t \triangleright_E t \), for all \( i \in [n] \), or

(iv) \( f = g \in F_E \) and \( s \triangleright_E Orbit_{j-1}(f,s) \approx_{mul} Orbit_{j-1}(g,t) \triangleright_{mul} Orbit_{j-1}(g,t) \triangleright_{mul} Orbit_j(f,g) \), and \( s \triangleright_E t \), for all \( i \in [n] \).

The following lemma directly follows from the definition of \( Orbit_j(f,t) \) and \( \approx_E \).

---

**Lemma 6.** Given a finite set of permutation equations \( E \), let \( s = f(s_1,\ldots,s_m) \) and \( t = f(t_1,\ldots,t_n) \) be terms in \( T(F,X) \) with \( f \in F_E \). Then \( s \approx_E t \) if and only if \( Orbit_k(f,s) \approx_{mul} Orbit_k(f,t) \), where \( k \) is the number of orbits of \( \Pi[Eq(f)] \) on \( X = \{x_1,\ldots,x_n\} \).

---

**Example 7.** Let \( E = \{f(x_1,x_2,x_3,x_4) \approx f(x_2,x_1,x_3,x_4), f(x_1,x_2,x_3,x_4) \approx f(x_2,x_3,x_4,x_1)\} \) (see Example 3) and consider two terms \( s = f(d,c,b,g(a)) \) and \( t = f(a,b,c,d) \) with \( f \triangleright \) by Case (iv), then \( Orbit_k(f,s) \approx_{mul} Orbit_k(f,t) \), \( s \triangleright_E a \), \( s \triangleright_E b \), \( s \triangleright_E c \), and \( s \triangleright_E d \). It is easy to verify that \( \{d,c,b,g(a)\} \triangleright_{mul} \{a,b,c,d\} \). Since \( g(a) \triangleright_E a \) by Case (i). We leave it to the reader to verify that \( s \triangleright_E a \), \( s \triangleright_E b \), \( s \triangleright_E c \), and \( s \triangleright_E d \). (This is clear once we have the subterm property of \( \triangleright_E \).

---

**Example 8.** Let \( E = \{f(x_1,x_2,x_3,x_4) \approx f(x_2,x_1,x_3,x_4), f(x_1,x_2,x_3,x_4) \approx f(x_1,x_2,x_3,x_4)\} \) (see Example 4) and consider two terms \( s = f(x,a,c,a) \) and \( t = f(a,x,b,c) \) with \( f \triangleright a \triangleright b \triangleright c \). Then \( E \) is simply decomposed into \( E = E_1 \). We have \( s \triangleright_E t \) by
We have Example 9. \(\{g, a, b, a, a, a\}\) is decomposed into \(\{g, a, b, a, a\}\) and consider two terms \(s = h(f(a, b, a, x), a)\) and \(t = h(f(g(a, b, a), b), b)\) with \(h \succ f \quad g \succ f \quad g \succ f \quad b \succ f\). Then \(E\) is decomposed into \(E_1 \cup E_2\), where \(E_1 = \{f(x_1, x_2) \approx f(x_2, x_1)\}\) and \(E_2 = \{g(x_1, x_2, x_3) \approx g(x_2, x_1, x_3), g(x_1, x_2, x_3) \approx g(x_1, x_3, x_2)\}\). We have \(s \succ E t\) by Case (iii), since \(f(a, g(b, a, x)) \succ E g(a, x)\) by Lemma 6, \(a \succ E b\), \(s \succ E f(g(a, x, b), a)\), and \(s \succ E b\). We may verify that \(s \succ E f(g(a, x, b), a)\) by Case (i) and Lemma 6. We leave it to the reader to verify that \(s \succ E b\).

Example 10. Let \(E = \{f(x_1, x_2) \approx f(x_2, x_1), g(x_1, x_2, x_3) \approx g(x_2, x_1, x_3)\}\) and consider two terms \(s = f(c, g(b, a, a))\) and \(t = f(g(a, b, b), c)\) with \(f \succ g \succ f \succ g \succ f \succ f \succ b \succ f\). Then \(E\) is decomposed into \(E_1 \cup E_2\), where \(E_1 = \{f(x_1, x_2) \approx f(x_2, x_1)\}\) and \(E_2 = \{g(x_1, x_2, x_3) \approx g(x_2, x_1, x_3), g(x_1, x_2, x_3) \approx g(x_1, x_3, x_2)\}\). We have \(s \succ E t\) by Case (iv), since \(f(1, f(s, t)) \succ E f(g(a, x)\), \(a\) by Lemma 6, \(a \succ E b\), \(s \succ E f(g(a, x, b), a)\), and \(s \succ E b\). We leave it to the reader to verify that \(s \succ E f(g(a, x, b), a)\) by Case (i) and Lemma 6. We leave it to the reader to verify that \(s \succ E b\).

In the following, we denote by \(Vars(t)\) the set of variables occurring in \(t\) and by \(top(t)\) the top symbol of \(t\).

Lemma 11. \(\succ E\) is \(E\)-compatible.

Proof. Let \(s, s', t,\) and \(t'\) be terms with \(s' \approx E s \succ E t \approx E t'\). We show that \(s' \succ E t'\). If \(t\) is a variable, then \(s \neq t\) and \(t \in Vars(s)\). We may infer that \(t = t'\) and \(s'\) is not a variable. Since \(s'\) is not a variable with \(Vars(s) = Vars(s')\), we have \(s' \neq t'\) and \(s' \succ E t'\). Therefore, we assume that \(t\) is not a variable and let \(s = f(s_1, \ldots, s_m)\) and \(t = g(t_1, \ldots, t_n)\). We proceed by induction on \(|s| + |t|\). (Note that we do not need to consider \(s' \approx E s\) (resp. \(t \approx E t'\)) on the top position for the following 1 (resp. 2)).

1. If \(s \succ E t\) by Case (i), then we have \(s_1 \succ E t_i\) for some \(i \in [m]\). Then \(s' = f(s_1', \ldots, s_m')\) with \(s_k \approx E s_{\rho(k)}\) for all \(k \in [m]\) and some (permutation) \(\rho \in S_m\). Since \(s'_{\rho(i)} \approx E t_i\) for some \(i \in [m]\) by induction hypothesis, we have \(s' \succ E t'\) by Case (i).

2. If \(s \succ E t\) by Case (ii), then we have \(f \succ E g\) and \(s \succ E t_i\) for all \(i \in [n]\). Then \(t' = g(t_1', \ldots, t_n')\) with \(t_k \approx E t_{\pi(k)}\) for all \(k \in [n]\) and some \(\pi \in S_n\). Since \(top(s') = f \succ E g = top(t')\) and \(s' \succ E t'_{\pi(i)}\) for all \(i \in [n]\) by induction hypothesis, we have \(s' \succ E t'\) by Case (ii).

3. If \(s \succ E t\) by Case (iii), then we have \(f = g \in Lex, <s_1, \ldots, s_m> \succ E <t_1, \ldots, t_m>,\) and \(s \succ E t_i\) for all \(i \in [m]\). Then \(s' = f(s_1', \ldots, s_m')\) with \(s_k \approx E s_{\rho(k)}\) for all \(k \in [m]\) for some \(\rho \in S_m\). By induction hypothesis, we have \(<s_1', \ldots, s_m'> \succ E <t_1', \ldots, t_m'>\) and \(s' \succ E t'_i\) for all \(i \in [m]\), and thus we have \(s' \succ E t'\) by Case (iii).

4. If \(s \succ E t\) by Case (iv), then we have \(f = g \in F_E\), and there is some positive \(j\) such that \(\text{Orbit}(j, s) \approx E \text{Orbit}(j, t),\ldots, \text{Orbit}(j-1, f, s) \approx E \text{Orbit}(j-1, g, t), \text{Orbit}(j, f, s) \approx E \text{Orbit}(j, g, t),\) and \(s \succ E t_i\) for all \(i \in [m]\). Then \(s' = f(s_1', \ldots, s_m')\) with \(s_k \approx E s_{\rho(k)}\) for all \(k \in [m]\) and some \(\rho \in S_m\). By the definition
of $\approx^{mul}_{E}$, we have $\text{Orbit}_{k}(f, s') \approx^{mul}_{E} \text{Orbit}_{k}(f, s)$ and $\text{Orbit}_{k}(g, t) \approx^{mul}_{E} \text{Orbit}_{k}(g, t')$ for all $k \in [j - 1]$, which implies that $\text{Orbit}_{k}(f, s') \approx^{mul}_{E} \text{Orbit}_{k}(g, t')$ for all $k \in [j - 1]$. Furthermore, by induction hypothesis and Lemma 1(ii), we have $\text{Orbit}_{j}(f, s') \succ^{mul}_{E} \text{Orbit}_{j}(g, t')$ and $s' \succ_{E} t'(i)$ for all $i \in [m]$, and thus we have $s' \succ_{E} t'$ by Case (iv). (We may apply Lemma 1(ii) here because the induction hypothesis implies that $\succ_{E}$ is $E$-compatible for all terms $r$ and $u$ with $\succ_{E} r$ and $|r| + |u| < |s| + |t|$.)

Lemma 12. $\succ_{E}$ is transitive.

Proof. Suppose that $r \succ_{E} s$ and $s \succ_{E} t$. Then $r$ and $s$ cannot be variables by Definition 5. Let $r \equiv f(r_{1}, \ldots, r_{n})$ and $s \equiv g(s_{1}, \ldots, s_{m})$. If $t$ is a variable, then $t \in \text{Vars}(s)$. We leave it to the reader to verify that $t \in \text{Vars}(r)$ as well, which shows that $r \succ_{E} t$. Therefore, we assume that $t$ is not a variable and let $t = h(t_{1}, \ldots, t_{n})$. We show that $r \succ_{E} t$ by induction on $|r| + |s| + |t|$.

1. If $r \succ_{E} s$ by Case (i), then $r_{i} \succ_{E} s$ for some $i \in [l]$. By induction hypothesis and the $E$-compatibility of $\succ_{E}$, we have $r_{i} \succ_{E} t$, and thus $r \succ_{E} t$ by Case (i).

2. If $s \succ_{E} t$ by Case (i) and $r \succ_{E} s$ by Case (ii), (iii), or (iv), then we have $r \succ_{E} s_{i}$ for all $i \in [m]$ and $s_{j} \succ_{E} t$ for some $j \in [m]$. It follows that $r \succ_{E} s_{j} \succ_{E} t$ for some $j \in [m]$, and thus $r \succ_{E} t$ by induction hypothesis and the $E$-compatibility of $\succ_{E}$.

3. If $r \succ_{E} s$ and $s \succ_{E} t$ by Case (ii), (iii), or (iv), then $f \succ_{E} h$ and $s \succ_{E} t_{i}$ for all $i \in [n]$.

3.1. If $f \succ_{E} h$, then we have $r \succ_{E} t_{i}$ for all $i \in [n]$ by induction hypothesis, and thus $r \succ_{E} t$ by Case (ii).

3.2. If $f = g = h \in \text{Lex}$ with $r \succ_{E} s$ and $s \succ_{E} t$ by Case (iii), then we have $<r_{1}, \ldots, r_{l}> \succ_{E}^{\text{lex}} <t_{1}, \ldots, t_{l}>$ and $r \succ_{E} t_{i}$ for all $i \in [l]$ by induction hypothesis and Lemma 1(i) (using the $E$-compatibility of $\succ_{E}$), and thus $r \succ_{E} t$ by Case (iii).

3.3. If $f = g = h \in \text{F}_{E}$ with $r \succ_{E} s$ and $s \succ_{E} t$ by Case (iv), then there is some positive $j$ such that $\text{Orbit}_{j}(f, r) \approx^{mul}_{E} \text{Orbit}_{j}(h, t)$, and thus $r \succ_{E} t_{i}$ for all $i \in [l]$ by induction hypothesis and Lemma 1(i) and (ii) (using the $E$-compatibility of $\succ_{E}$), and thus $r \succ_{E} t$ by Case (iv).

Lemma 13. $\succ_{E}$ has the subterm property.

Proof. By the transitivity of $\succ_{E}$, it suffices to show that $s \equiv f(\ldots t \ldots) \succ_{E} t$. If $t$ is a variable, then we have $t \in \text{Vars}(s)$, and thus $s \succ_{E} t$. Therefore, we assume that $t$ is not a variable. Since $t \succ_{E} t$, we have $s \succ_{E} t$ by Case (i).

Lemma 14. $\succ_{E}$ is irreflexive.

Proof. Suppose, towards a contradiction, that there exists some $t$ such that $t \succ_{E} t$. If $t$ is a variable, then $t \succ_{E} t$ is not possible by Definition 5, which is a contradiction. Therefore, we assume that $t$ is not a variable and let $t = f(t_{1}, \ldots, t_{n})$. We proceed by induction on $|t|$.

1. If $t \succ_{E} t$ by Case (i), then $t_{i} \succ_{E} t$. On the other hand, we have $t \succ_{E} t_{i}$ by the subterm property of $\succ_{E}$. Then by the $E$-compatibility and transitivity of $\succ_{E}$, we have $t_{i} \succ_{E} t_{i}$, which is a contradiction by induction hypothesis.

2. If $t \succ_{E} t$ by Case (iii) or (iv), then there must exist some $i \in [n]$ such that $t_{i} \succ_{E} t_{i}$, which is a contradiction by induction hypothesis. (Note that $t \succ_{E} t$ by Case (ii) is not possible.)

Lemma 15. $\succ_{E}$ is monotonic.
Proof. Let \( s \succ_E t \). We show that \( r = f(s_1, \ldots, s_{i-1}, s, s_{i+1}, \ldots, s_n) \succ_E f(s_1, \ldots, s_{i-1}, t, s_{i+1}, \ldots, s_n) = u \), since the monotonicity of \( \succ_E \) directly follows from this replacement property of \( \succ_E \). By the subterm property of \( \succ_E \), we have \( r \succ_E s_j \) for all \( j \in \{1, \ldots, i-1, i+1, \ldots, n\} \). By the subterm property and transitivity of \( \succ_E \), we also have \( r \succ_E t \).

If \( f \in \text{Lex} \), then \( r \succ_E u \) by Case (iii) because we have \( s_1 \approx_E s_1, \ldots, s_{i-1} \approx_E s_{i-1} \) and \( s \succ_E t \).

If \( f \in \mathcal{F}_E \), then there is some positive \( j \) such that \( s \in \text{Orbit}_j(f, r) \) and \( t \in \text{Orbit}_j(f, u) \) and all other \( \text{Orbit}_k(f, r) \) and \( \text{Orbit}_k(f, u) \) are the same w.r.t. \( \approx_{mul} \). Since \( \text{Orbit}_j(f, r) \) and \( \text{Orbit}_j(f, u) \) differ by only \( s \) and \( t \), we have \( \text{Orbit}_j(f, r) \succ_{mul} \text{Orbit}_j(f, u) \) by the definition of \( \succ_{mul} \), and thus \( r \succ_E u \) by Case (iv).

Lemma 16. \( \succ_E \) is stable under substitutions.

Proof. Let \( s = f(s_1, \ldots, s_m) \succ_E t \). If \( t \) is a variable, then \( t \in \text{Vars}(s) \) and \( \sigma \) is a strict subterm of \( s \sigma \) for all substitutions \( \sigma \). By the subterm property of \( \succ_E \), we have \( s \sigma \succ_E \sigma \). Therefore, we assume that \( t \) is not a variable and let \( t = g(t_1, \ldots, t_n) \). We show that \( s \sigma \succ_E \sigma \) for all substitutions \( \sigma \) by induction on \(|s| + |t|\).

1. If \( s \succ_E t \) by Case (i), then \( s_1 \succ_E t_i \) for some \( i \in [m] \). By induction hypothesis and the stability under substitutions of \( \approx_E \), we have \( s_i \approx_E t_i \) and thus \( s_i \approx_E t_i \) by Case (i).

2. If \( s \succ_E t \) by Case (ii), then \( f \succ f \) and \( s \succ E t_i \) for all \( i \in [n] \). Since \( \text{top}(\sigma) = f \) and \( s \succ E t_i \) by Case (ii), we have \( s \sigma \succ_E \sigma \) by Case (ii).

3. If \( s \succ_E t \) by Case (iii), then \( f = g \in \text{Lex}, \langle s_1, \ldots, s_m \rangle \succ_{E}^{lex} \langle t_1, \ldots, t_m \rangle \), and \( s \succ E t_i \) for all \( i \in [m] \). Then we have \( \text{top}(\sigma) = f = g = \text{top}(\sigma) \in \text{Lex}, \langle s_1, \ldots, s_m \rangle \succ_{E}^{lex} \langle t_1, \ldots, t_m \rangle \), and \( s \succ_E t_i \sigma \) for all \( i \in [m] \) by induction hypothesis and the stability under substitutions of \( \approx_E \). Thus, \( s \sigma \succ_E \sigma \) by Case (iii).

4. If \( s \succ_E t \) by Case (iv), then \( f = g \in \mathcal{F}_E \), and there is some positive \( j \) such that \( \text{Orbit}_1(f, s) \approx_{mul} \text{Orbit}_1(g, t), \ldots, \text{Orbit}_{j-1}(f, s) \approx_{mul} \text{Orbit}_{j-1}(g, t), \text{Orbit}_j(f, s) \approx_{mul} \text{Orbit}_j(g, t) \), and \( s \succ_E t_i \) for all \( i \in [m] \). Then we have \( \text{top}(\sigma) = f = g = \text{top}(\sigma) \in \mathcal{F}_E \) and there is some positive \( j \) such that \( \text{Orbit}_1(f, s \sigma) \approx_{mul} \text{Orbit}_1(g, t \sigma), \ldots, \text{Orbit}_{j-1}(f, s \sigma) \approx_{mul} \text{Orbit}_{j-1}(g, t \sigma), \text{Orbit}_j(f, s \sigma) \approx_{mul} \text{Orbit}_j(g, t \sigma) \), and \( s \succ_E t_i \sigma \) for all \( i \in [m] \) by induction hypothesis and the stability under substitutions of \( \approx_E \). Thus, \( s \sigma \succ_E \sigma \) by Case (iv).

Lemma 17. \( \succ_E \) is \( E \)-total on ground terms.

Proof. Let \( s \) and \( t \) be ground terms such that \( s = f(s_1, \ldots, s_m) \) and \( t = g(t_1, \ldots, t_n) \). We show that either \( s \succ_E t \) or \( t \succ_E s \) or \( s \approx_E t \) by induction on \(|s| + |t|\). In the following, for all \( s' \) and \( t' \) with \(|s'| + |t'| < |s| + |t|\), we have either \( s' \succ_E t' \) or \( t' \succ_E s' \) or \( s' \approx_E t' \) by induction hypothesis.

1. If \( s_i \succ_E t_i \) for some \( i \in [m] \), then \( s \succ_E t \) by Case (i).

2. Otherwise, if \( t \succ_E s_i \) for all \( i \in [m] \), then we consider the following subcases:

2.1. If \( t_i \succ_E s_i \) for some \( i \in [n] \), then \( t \succ_E s \) by Case (i).

2.2. Otherwise, if \( s \succ_E t_i \) for all \( i \in [n] \), then we consider the following subcases:

2.2.1. If \( f \succ f \), then \( s \succ_E t \) by Case (ii).

2.2.2. If \( g \succ f \), then \( t \succ_E s \) by Case (ii).

2.2.3. If \( f = g \) (and hence \( m = n \)), then we consider the following subcases:

2.2.3.1. If \( s_k \approx_E t_k \) for all \( k \in [m] \), then \( s \approx_E t \).
Corollary 19. Let $E$ be a finite set of permutation equations. Then $\succeq_{E}$ is an $E$-compatible reduction ordering on terms with the subterm property and is $E$-total on ground terms.

Given a total precedence $\succ_{F}$ on a finite set of function symbols $F$ and two terms $s$ and $t$, one can determine whether $s \succ_{rpo} t$ in time $O(n^2)$ (measured in $n = |s| + |t|$) using the dynamic programming approach [30, 31], where $\succ_{rpo}$ is the recursive path ordering with status. Given a finite set of permutation equations $E$ and two terms $s$ and $t$, one can also determine whether $s \approx_{E} t$ in time $O(n^2)$ (measured in $n = |s| + |t|$) using an additional table that can be constructed in polynomial time [1]. In the following theorem, we assume that this additional table and the orbits $O_k(f, E)$ for each $f \in F_E$ are given for a (fixed) finite set of permutation equations $E$. Note that $O_k(f, E)$ can be computed only once in polynomial time [13] for each $f \in F_E$. Once we have the orbits $O_k(f, E)$, it is easy to see that every $\text{Orbit}(f, t)$ can be immediately obtained for any term $t$ headed by $f \in F_E$. For the proof of the following theorem, we use the dynamic programming-like technique found in Section 5 of [17]. Recall that our ordering $\succeq_{E}$ assumes a total precedence $\succ_{F}$ on a finite set of function symbols $F$.

Theorem 20. Given a finite set of permutation equations $E$, we can determine whether $s \succeq_{E} t$ for two terms $s$ and $t$ in time $O(n^2)$ (measured in $n = |s| + |t|$).

Proof. We construct a 2-dimensional array $A$ of size $|s| \cdot |t|$ using a bottom-up approach. First, we assume that all subterms of $s$ have already been compared to all subterms of $t$ with the exception of $s$ and $t$ themselves. We also assume that the results are stored and easily accessible in $A$ in such a way that if $s_i$ is a subterm of $s$ at position $p$ and $t_j$ is a subterm of $t$ at position $q$ with $p \neq \lambda$ or $q \neq \lambda$, then $A[p, q]$ indicates whether $s_i \approx_{E} t_j$, $s_i \succeq_{E} t_j$, $t_j \succeq_{E} s_i$, or $s_i$ and $t_j$ are incomparable.

Now we show that the time required to compare $s$ and $t$, denoted by $TCOMP(s, t)$, takes $O(n^2)$ time using the above assumptions. We first test whether $s \approx_{E} t$ in $O(n^2)$ time. If $s \not\approx_{E} t$, then we proceed by case analysis in Definition 5. The straightforward comparisons of all $s_i$ with $t$ for Case (i), and $s$ with all $t_i$ for Case (ii) in the worst case using the existing entries of $A$ takes $O(n)$ time. Similarly, it takes $O(n)$ time to compare $s$ and $t$ for Case (iii) using the existing entries of $A$. For Case (iv), since we already have the orbits $O_k(f, E)$, it
takes at most $O(n)$ time to find every $\text{Orbit}_k(f,s)$ (and $\text{Orbit}_k(g,t)$ too). Then all $s_i$ are compared to all $t_j$ in the worst case using the existing entries of $A$, which takes $O(n^2)$ time. This shows that $\text{TCOMP}(s,t)$ takes $O(n^2)$ time.

Finally, it remains to sum up all possible $\text{TCOMP}(s_i, t_j)$ in a bottom-up way, where $s_i$ is a subterm of $s$ and $t_j$ is a subterm of $t$. Since the number of subterms of $s$ (resp. $t$) is bounded above by $O(|s|)$ (resp. $O(|t|)$), we have $\sum \text{TCOMP}(s_i, t_j) = O(|s| \cdot |t| \cdot \text{TCOMP}(s,t))$, where $\text{TCOMP}(s,t)$ takes $O(n^2)$ time. Thus, $s \succsim_E t$ can be determined in time $O(n^3)$.

## 4 Completion modulo a set of permutation equations

Knuth-Bendix completion [21] (or simply completion) is a technique using equations as rewrite rules and is used for solving the word problem for a finite set of equations. It is often parameterized by a reduction ordering to ensure that the resulting rewrite system terminates. If the procedure succeeds, then it yields a convergent rewrite system, which allows one to solve the word problem for a given finite set of equations. If the procedure encounters an unorientable equation w.r.t. a given reduction ordering, then it fails, i.e., the procedure cannot be continued.

A permutation equation (e.g. a commutativity equation) often cannot be oriented into a rewrite rule without losing the termination property, which causes the failure of the completion procedure. Therefore, it is natural to view permutation equations as structural axioms [5] (defining a congruence on terms) instead of viewing them as simplifiers (defining a terminating rewrite relation on terms). In this situation, we need to consider completion modulo $E$ for a finite set of permutation equations $E$ in order to construct a convergent (modulo $E$) rewrite system $R$, where normal forms w.r.t. $R$ are unique up to the congruence induced by $E$. Here we are mainly concerned with the rewrite relation $R/E$ instead of $R/E$ because $R/E$ tends to be less efficient than $R, E$ [5]. We give an adapted version of completion modulo $E$ in [5,6,20] for a finite set of permutation equations $E$ using $R, E$ in this section. We first give the necessary definitions used in completion modulo $E$. In the following, we denote by $\mathcal{FP}(t)$ the set of non-variable positions of $t$.

### Definition 21 ([5,20]).

Let $R$ be a rewrite system and $E$ be a finite set of equations.

1. A proof for $t \approx t'$ is a rewrite proof modulo $E$ for $R$ if for some $t_1$ and $t'_1$, there is a proof of the form $t \xrightarrow{R,E} t_1 \xleftarrow{E} t'_1 \xrightarrow{R,E} t'$.
2. A peak is a proof of the form $t_1 \leftarrow_R t \rightarrow_{R,E} t_2$ and a cliff is a proof of the form $t_1 \leftrightarrow_{R,E} t \rightarrow_{R,E} t_2$ or $t_1 \rightarrow_{R,E} t \leftrightarrow_{E} t_2$.
3. Given two rules $s \rightarrow r$ and $l \rightarrow r$ such that $\text{Vars}(s) \cap \text{Vars}(l) = \emptyset$ and $s|_p$ and $l$ are $E$-unifiable at position $p$ of $\mathcal{FP}(s)$ with a minimal complete set of $E$-unifiers $\Psi$, the set $\{u \approx v \mid u = s[r]'\sigma, v = l\sigma, \sigma \in \Psi\}$ is called a set of $E$-critical pairs of the rule $l \rightarrow r$ on $s \rightarrow t$ at position $p$ of $\mathcal{FP}(s)$.
4. The set of $E$-critical pairs between the rules in a rewrite system $R$ is denoted by $\text{CP}_E(R)$.

The set of $E$-critical pairs of the rules in $R$ on the equations in $E$ is denoted by $\text{CP}_E(R,E)$, where an equation $s \approx t \in E$ is considered as a rule $s \rightarrow t$ or $t \rightarrow s$.

If $R, E$ is Church-Rosser modulo $E$, then every peak or cliff (see Definition 21) can be replaced by a rewrite proof modulo $E$, where a proof is a rewrite proof modulo $E$ if and only if it contains no peak or cliff [5,6]. (Note that non-overlap peaks (resp. cliffs) and variable overlap peaks (resp. cliffs) can always be replaced by rewrite proofs modulo $E$ (see [5,6]).) Conversely, if $R, E$ is not Church-Rosser modulo $E$ and $R/E$ is terminating, then there is some peak or cliff which cannot be replaced by a rewrite proof modulo $E$ [5,6]. In completion
extended completion in \([5,6]\) can be easily adapted for completion modulo a finite set of persistence equations.

\[
\begin{align*}
\text{ORIENT:} & \quad \frac{P \cup \{p \approx q\}; R}{P; R \cup \{p \rightarrow q\}} \quad \text{if } p \succsim_E q. \\
\text{DEDUCE:} & \quad \frac{P; R}{P \cup \{p \approx q\}; R} \quad \text{if } p \approx q \in CP_E(R). \\
\text{SIMPLIFY:} & \quad \frac{P \cup \{p \approx q\}; R}{P \cup \{p' \approx q\}; R} \quad \text{if } p \rightarrow_{R,E} p'. \\
\text{DELETE:} & \quad \frac{P \cup \{p \approx q\}; R}{P; R} \quad \text{if } p \leftarrow_E q. \\
\text{COMPOSE:} & \quad \frac{P; R \cup \{l \rightarrow r\}}{P; R \cup \{l \rightarrow r'\}} \quad \text{if } r \rightarrow_{R,E} r'. \\
\text{COLLAPSE:} & \quad \frac{P; R \cup \{l \rightarrow r\}}{P \cup \{l' \approx r\}; R} \quad \text{if } l \rightarrow_{g \oplus d, \sigma} l' \text{ for } g \rightarrow d \in R \text{ and } l \rightarrow r \succsim_{E} g \rightarrow d.
\end{align*}
\]

Above, \(\succsim_E\) is our \(E\)-compatible reduction ordering on terms and \(\equiv_{E}\) denotes a proper encompassment ordering modulo \(E\), where \(E\) is a finite set of permutation equations.

\begin{figure}[h]
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\begin{tabular}{|c|c|}
\hline
\textbf{Figure 1} & Completion modulo a finite set of permutation equations \(E\). \\
\hline
\end{tabular}
\end{figure}

modulo \(E\) (or extended completion \([5,6]\)), \(CP_E(R)\) is used to eliminate peaks that are proper overlaps, while either \(CP_E(R, E)\) or \(EXT_E(R)\) in the following definition is used to eliminate cliffs that are proper overlaps (see \([5,20]\)). We denote by \(\overrightarrow{E}\) the set \(\{s \rightarrow t, t \rightarrow s \mid s \approx t \in E\}\).

\begin{definition}[\([5,16]\)]
Let \(l \rightarrow r \in R\) and \(u \rightarrow v \in \overrightarrow{E}\) with \(\text{Vars}(l) \cap \text{Vars}(u) = \emptyset\), such that some proper non-variable subterm \(u|_p\) of \(u\) is \(E\)-unifiable with \(l\). Then \(u|_l|_p \rightarrow u|_r|_p\) is the extended rule of \(l \rightarrow r\) w.r.t. \(E\). The set of all extended rules in \(R\) w.r.t. \(E\) is denoted by \(EXT_E(R)\).
\end{definition}

\begin{definition}[\([5,6]\)]
Let \(\approx_{E}\) be defined in such a way that \(\approx_{E}\) if there is some substitution \(\sigma\) such that \(l|_p \leftarrow_E g \sigma\) with \(p \neq \lambda\), or \(l \approx_E g \sigma\) and \(\sigma\) is not a renaming. In Figure 1, \(\succsim_E\) is defined as follows: \(l \rightarrow r \succsim_E g \rightarrow d\) if \(l \equiv_E g\) or \(l\) and \(g\) are subsumption equivalent (w.r.t. \(\equiv_E\)) and \(r \succsim_E d\) (see Section 18.3 and 18.4 in \([20]\)).
\end{definition}

Observe that if \(E\) is a set of permutation equations, then \(EXT_E(R)\) is the empty set for any rewrite system \(R\) because every proper subterm \(u|_p\) of \(u\) in Definition 22 is a variable. Therefore, extended completion in \([5,6]\) can be easily adapted for completion modulo a finite set of permutation equations \(E\) without taking \(EXT_E(R)\) into account. Note that we do not need to compute \(CP_E(R, E)\) either because cliffs that are proper overlaps do not occur with \(E\), which is also the reason why \(EXT_E(R)\) is empty.

The proper encompassment ordering modulo \(E\) \([20]\) is defined in such a way that \(l \succsim_E g\) if there is some substitution \(\sigma\) such that \(l|_p \leftarrow_E g \sigma\) with \(p \neq \lambda\), or \(l \approx_E g \sigma\) and \(\sigma\) is not a renaming. In Figure 1, \(\succsim_E\) is defined as follows: \(l \rightarrow r \succsim_E g \rightarrow d\) if \(l \equiv_E g\) or \(l\) and \(g\) are subsumption equivalent (w.r.t. \(\equiv_E\)) and \(r \succsim_E d\) (see Section 18.3 and 18.4 in \([20]\)).

In the remainder of this section, we denote by \(P\) a set of equations, \(R\) a set of rewrite rules, \(E\) a finite set of permutation equations, and by \(\succsim_E\) our \(E\)-compatible simplification ordering on terms. Now we write \(P; R \vdash P'; R'\) to indicate that \(P'; R'\) can be obtained from \(P; R\) by application of an inference rule in Figure 1. A \textit{derivation} is a sequence of states \(P_0; R_0 \vdash P_1; R_1 \vdots\). Let \(P_0; R_0 \vdash P_i; R_i \vdots\) be a derivation. Then \(P_{\infty}\) denotes the set of persisting equations \(\bigcup_{i \geq 1} P_i\). Similarly, \(R_{\infty}\) denotes the set of persisting rules \(\bigcup_{i \geq 1} R_i\). A derivation is said to be \textit{fair} \([7]\) if any transition rule that is (continuously) enabled is
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- **ORIENT:**
  \[
  \frac{P \cup \{ p \approx q \}; R}{P; R \cup \{ p \rightarrow q \}} \quad \text{if } p \succ_E q.
  \]

- **SIMPLIFY:**
  \[
  \frac{P \cup \{ p \approx q \}; R}{P \cup \{ p \rightarrow q \}; R} \quad \text{if } p \rightarrow_{R,E} p'.
  \]

- **DELETE:**
  \[
  \frac{P \cup \{ p \approx q \}; R}{P; R} \quad \text{if } p \leftarrow_{E} q.
  \]

- **COMPOSE:**
  \[
  \frac{P; R \cup \{ l \rightarrow r \}}{P; R \cup \{ l \rightarrow r' \}} \quad \text{if } r \rightarrow_{R,E} r'.
  \]

- **COLLAPSE:**
  \[
  \frac{P; R \cup \{ l \rightarrow r \}}{P \cup \{ l' \approx r \}; R} \quad \text{if } l \rightarrow_{E} g \text{ for } g \rightarrow d \in R, \text{ and if } l \leftarrow_{E} g, \text{ then } r \succ_E d.
  \]

Above, \( \succ_E \) is our \( E \)-compatible total reduction ordering on ground terms with the subterm property for a finite set of permutation equations \( E \).

**Figure 2** Ground completion modulo a finite set of permutation equations \( E \).

---

applied eventually. If a derivation \( P_0; R_0 \vdash P_1; R_1 \vdash \cdots \) is fair and \( P_\infty = \emptyset \) (i.e. non-failing), then \( CP_E(R_\infty) \) is a subset of \( \bigcup_k P_k \) [5]. Since a finite permutation theory \( E \) has a finite complete unification algorithm [1], and \( \succ_E \) is \( E \)-compatible with the subterm property, the following theorem is a direct adaptation of Theorem 18.4 in [20] and Theorem 3.21 in [5].

**Theorem 23.** Let \( P_0; R_0 \vdash P_1; R_1 \vdash \cdots \) be a fair derivation such that \( P_0 \) is a finite set of equations with \( R_0 = \emptyset \), and \( P_\infty = \emptyset \). Then \( R_\infty, E \) is convergent modulo \( E \).

---

**5 Ground completion modulo a set of permutation equations**

It is known that the word problem of ground theories\(^3\) modulo \( E \) is decidable by using ground completion modulo \( E \) for \( E = AC, AC \cup U \) (unit), \( AC \cup I \) (idempotent), \( AG \) (abelian group theory), and undecidable for \( E = A \) (associativity), \( AC \cup D \) (distributivity), and \( G \) (group theory) (see [22] for details). We show that our ground completion modulo a finite set of permutation equations \( E \) always admits a finite ground convergent (modulo \( E \)) rewrite system, allowing us to provide a decision procedure for the word problem of ground theories modulo \( E \). In this section, we denote by \( P \) a set of ground equations, \( R \) a set of ground rewrite rules, \( E \) a finite set of permutation equations, and by \( \succ_E \) our \( E \)-compatible simplification ordering on terms that is \( E \)-total on ground terms.

Note that the DEDUCE inference rule in Figure 1 is no longer needed for our ground completion modulo \( E \) in Figure 2 because the inference steps by DEDUCE can be replaced by other simplification inference steps, especially by COLLAPSE in Figure 2. Furthermore, an encompassment ordering modulo \( E \) in Figure 1 is also no longer needed for the COLLAPSE inference rule in Figure 2 for the ground case. We write \( P; R \vdash P'; R' \) to indicate that \( P'; R' \) can be obtained from \( P; R \) by application of an inference rule in Figure 2.

---

\(^3\) By a ground theory, we mean an equational theory defined by a finite set of ground equations throughout this paper.
\textbf{Lemma 24.} If $P; R \vdash P'; R'$, then the congruence relations $\leftrightarrow_{E \cup P \cup R}$ and $\leftrightarrow_{E \cup P' \cup R'}$ on $T(\mathcal{F})$ are the same.

\textbf{Proof.} We consider each application of an inference rule $\tau$ for $P; R \vdash P'; R'$. If $\tau$ is ORIENT, SIMPLIFY, DELETE, or COMPOSE, then the conclusion can be easily verified. If $\tau$ is COLLAPSE, then let $R = R'' \cup \{ l \rightarrow r \}$, $P' = P \cup \{ l' \approx r \}$, and $R' = R''$. Since $(P \cup R) - (P' \cup R') = \{ l \rightarrow r \}$, we need to show that $l \leftrightarrow_{E \cup P \cup R} l' \leftrightarrow_{P' \cup R'} r$ for some $g \rightarrow d \in R''$. We have $l \leftrightarrow_{E \cup P \cup R} l' \leftrightarrow_{P' \cup R'} r$. Conversely, since $(P' \cup R') - (P \cup R) = \{ t \approx r \}$, we also need to show that $l' \leftrightarrow_{E \cup P \cup R} l \leftrightarrow_{P' \cup R'} r$ for some $g \rightarrow d \in R''$. Thus, the conclusion follows.

\textbf{Definition 25.} Let $s = s[u] \leftrightarrow s[v] = t$ be a proof step with the equation (or rule) $u \approx v \in E \cup P \cup R$. The complexity of this proof step is defined as follows:

(i) $\{ (s, \bot, t) \}$ if $u \approx v \in E$

(ii) $\{ (s, t, \bot, \bot) \}$ if $u \approx v \in P$

(iii) $\{ (s, \bot, \bot, \bot) \}$ if $u \rightarrow v \in R$

(iv) $\{ (\bot, t, v, s) \}$ if $v \rightarrow u \in R$

Complexities of proof steps are lexicographically compared by $\succ_{P \cup R}^m$ in the first component, and $\succ_E$ in the second and the third component, where $\bot$ is a new constant symbol and is assumed to be minimal (w.r.t. $\succ_E$). The \textit{complexity of a proof} is the multiset of the complexities of its proof steps [5,7]. The ordering on proofs, denoted by $\succ_C$, is the multiset extension of the ordering on the complexities of proof steps. Since the multiset/lexicographic extension of a well-founded ordering is still well-founded and $\succ_E$ is well-founded, we may infer that $\succ_C$ is well-founded. By a \textit{ground proof} in $E \cup P \cup R$ of an equation $s \approx t$ with $s, t \in T(\mathcal{F})$, we mean a sequence of proof steps such that $t_0 = s, t_n = t$ and for all $t_i \in T(\mathcal{F})$, $0 < i \leq n$, one of $t_{i-1} \leftrightarrow_{E} t_i, t_{i-1} \leftrightarrow_{P} t_i, t_{i-1} \rightarrow_{R} t_i, t_{i-1} \leftarrow_{R} t_i$ holds.

\textbf{Lemma 26.} If $P; R \vdash P'; R'$, then for any ground proof $p$ in $E \cup P \cup R$ of an equation $s \approx t$ such that $p \succ_C p'$, there is a ground proof $p' \in E \cup P' \cup R'$ of the equation $s \approx t$ with the complexity $p \approx p'$.

\textbf{Proof.} We show that each equation in $(P \cup R) - (P' \cup R')$ has a smaller proof (w.r.t. $\succ_C$) in $E \cup P' \cup R'$ by considering each case for $P; R \vdash P'; R'$.

(i) ORIENT: The proof $p \leftrightarrow_{P} q$ is transformed to the proof $p \rightarrow_{R'} q$. Since $\{ ((p, q), \bot, \bot) \} \succ_C \{ (p, q) \}$, the new proof $p \rightarrow_{R'} q$ is smaller (w.r.t. $\succ_C$) than the proof $p \leftrightarrow_{P} q$.

(ii) SIMPLIFY: The proof $p \leftrightarrow_{P} q$ is transformed to the proof $p \leftrightarrow_{E} p, p \rightarrow_{R'} p' \leftrightarrow_{P'} q$. The new proof is smaller (w.r.t. $\succ_C$) because $p \leftrightarrow_{P} q$ with the complexity $\{ (p, q) \} \succ_C \{ (p, q) \}$ is bigger (w.r.t. $\succ_C$) than all proof steps in $p \leftrightarrow_{E} q$ in the first component.

(iii) DELETE: The proof $p \leftrightarrow_{P} q$ is transformed to the proof $p \leftrightarrow_{E} q$. The proof $p \leftrightarrow_{P} q$ with the complexity $\{ (p, q) \} \succ_C \{ (p, q) \}$ is bigger (w.r.t. $\succ_C$) than all proof steps in $p \leftrightarrow_{E} q$ in the first component.

(iv) COMPOSE: The proof $l \rightarrow_{R} r$ is transformed to the proof $l \rightarrow_{R'} r' \leftrightarrow_{E} r$. The new proof is smaller (w.r.t. $\succ_C$) because $l \rightarrow_{R} r$ with the complexity $\{ (l, r) \}$ is bigger (w.r.t. $\succ_C$) than (a) the proof step in $l \rightarrow_{R'} r'$ in the third component, (b) the proof step $r' \leftrightarrow_{E} r$ in the first component, and (c) all proof steps in $l \leftrightarrow_{E} r$ in the first component.

(v) COLLAPSE: The proof $l \rightarrow_{R} r$ is transformed to the proof $l \leftrightarrow_{E} l \rightarrow_{R'} l' \leftrightarrow_{P'} r$ for some $g \rightarrow d \in R'$. The new proof is smaller (w.r.t. $\succ_C$) because $l \rightarrow_{R} r$ with the complexity $\{ (l, r) \}$ is bigger (w.r.t. $\succ_C$) than (a) all proof steps in $l \leftrightarrow_{E} r$ in the second component, (b) the proof step $l \leftrightarrow_{E} l'$ in the second (resp. third) component if $l \rightarrow_{E} g$ (resp. $l \leftrightarrow_{E} g$), and (c) the proof step $l' \leftrightarrow_{P'} r$ in the first component.
Note that if \( P_0; R_0 \vdash P_1; R_1 \vdash \cdots \) is a fair derivation, then \( P_\infty = \emptyset \) (i.e. non-failing) because \( \succ_E \) is \( E \)-total on ground terms.

**Theorem 27.** Let \( P_0; R_0 \vdash P_1; R_1 \vdash \cdots \) be a fair derivation such that \( P_0 \) is a finite set of ground equations with \( R_0 = \emptyset \). Then the set of persisting rules \( R_\infty \) is finite and \( R_\infty \vdash E \) is ground convergent modulo \( E \).

**Proof.** Suppose that \( P_0; R_0 \vdash P_1; R_1 \vdash \cdots \) is a fair derivation such that \( P_0 \) is a finite set of ground equations with \( R_0 = \emptyset \). We first define a simple measure of a state \( P_k; R_k \) as the multiset \( \{\{s, t\} \mid s \approx t \in P_k\} \cup \{\{s\} \mid s \rightarrow t \in R_k\} \) (cf. [7]). Two states are compared by these measures using the threefold multiset extension of \( \succ_E \). It is easy to see that any application of an inference rule for a transition \( P_k; R_k \vdash P_{k+1}; R_{k+1} \) reduces this measure. Since the multiset extension of a well-founded ordering is still well-founded and \( \succ_E \) is well-founded, we may infer that any fair derivation starting from \( P_0; R_0 \) is finite. Therefore, \( R_\infty \) is finite with \( P_\infty = \emptyset \). Since \( t \succ_r r \) for all rules \( l \rightarrow r \in R_\infty \), \( R_\infty \vdash E \) is also terminating.

Now it remains to show that \( R_\infty \vdash E \) is ground Church-Rosser modulo \( E \). We show that all minimal \((w.r.t. \succ_C)\) proofs in \( E \cup R_\infty \) are rewrite proofs modulo \( E \).

Suppose that a proof is a minimal proof but not a rewrite proof modulo \( E \). Then it should contain either a peak (or a cliff) that is a proper overlap (cf. [5]). (Note that every peak or cliff that is a non-overlap or a variable overlap can be replaced by a rewrite proof modulo \( E \) (see pp. 47–50 in [5]), which is smaller \((w.r.t. \succ_C)\) than the original peak or cliff, so this is not the case.)

Now consider such a peak \( t_1 \leftarrow_{R_\infty} t \rightarrow_{R_\infty \vdash E} t_2 \) that is a proper overlap. (Since \( EXT_E(R) \) is empty, we do not need to consider a cliff that is a proper overlap.) By the Extended Critical Pair Lemma [6, 16], it can be replaced by a proof \( t_1 \rightarrow_{R_\infty \vdash E} t' \leftrightarrow_{CP_E (R_\infty)} t'' \rightarrow_{R_\infty \vdash E} t_2 \). Since \( CP_E (R_\infty) \subseteq \bigcup_k P_k \) by fairness of the derivation, there is a ground proof \( t_1 \leftrightarrow_{R_\infty \vdash E} t' \leftrightarrow_{P_k} \) for some \( k \). We name this proof as \( \rho \). We see that the ground proof \( \rho \) in \( E \cup P_k \) is strictly smaller \((w.r.t. \succ_C)\) than the original peak \( t_1 \leftarrow_{R_\infty} t \rightarrow_{R_\infty \vdash E} t_2 \). Since \( P_\infty = \emptyset \), there is a ground proof \( \rho' \) in \( E \cup R_\infty \) such that \( \rho \succ_C \rho' \) by Lemma 26. Now we may infer that \( \rho' \) is strictly smaller \((w.r.t. \succ_C)\) than the original peak \( t_1 \leftarrow_{R_\infty} t \rightarrow_{R_\infty \vdash E} t_2 \), which is the required contradiction. 

By Theorem 27, the rewrite system \( R_\infty \) constructed from a fair derivation \( P_0; R_0 \vdash P_1; R_1 \vdash \cdots \) may serve as a decision procedure for the word problem of ground theories \( P_0 \) modulo \( E \).

**Corollary 28.** Given a finite set of permutation equations \( E \), the word problem of ground theories modulo \( E \) is decidable.

The following example is a variant of the reachability problem [32] modulo a finite set of permutation equations \( E \).

**Example 29.** Consider the following set of permutation equations:

\[
E = \{ f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) \approx f(x_2, x_1, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}), \\
f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) \approx f(x_2, x_3, x_4, x_5, x_1, x_6, x_7, x_8, x_9, x_{10}), \\
f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) \approx f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}), \\
f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) \approx f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}).
\]

In this example, we may view each variable \( x_i \) as a vertex in a graph with ten vertices, where each vertex will be assigned to one of three colors: blue (b), red (r), and white (w). Therefore, each ground term \( f(c_1, c_2, c_3, c_4, c_5, c_6, c_7, c_8, c_9, c_{10}) \)
with $c_i = b, r, \text{ or } w$ represents a certain coloring of this graph. There is a transition function with a function symbol $g \notin \mathcal{F}_E$, which transforms one coloring to another coloring of the graph. We assign the precedence as $g \succ_R f \succ_R r \succ_R w$. We see that $\prod [E] = \{ (1, 2), (1, 2, 3, 4, 5), (6, 7, 8, 9, 10) \}$, which means that $f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) \approx_E f(x_{p(1)}, x_{p(2)}, x_{p(3)}, x_{p(4)}, x_{p(5)}, x_6, x_7, x_8, x_9, x_{10})$ for any permutation $p$ on the set $\{ 1, 2, 3, 4, 5 \}$ and $f(x_1, x_2, x_3, x_4, x_5, x_6, x_7, x_8, x_9, x_{10}) \approx_E f(x_1, x_2, x_3, x_4, x_5, x_{p(6)}, x_{p(7)}, x_{p(8)}, x_{p(9)}, x_{p(10)})$ for any permutation $\pi$ on the set $\{ 6, 7, 8, 9, 10 \}$ (see Thereom 2). Therefore, ten vertices are partitioned into two equivalence classes.

We may view them as two components, i.e. $c_i$ with $c_i$ being easy to see that the remaining rules $f(r, r, b, r, b, w, b, b, b) \approx (w, b, b, b, b, b, b, b, b, b, b)$ for any permutation $f$ on the set $\{ 1, 2, 3, 4, 5 \}$. The problem is to determine if there is some $f(r, r, b, b, b, w, b, b, b) \approx f(r, r, r, r, r, r, r, r, r, r)$ as the target state. (Here $f(t)$ denotes that the function symbol $g$ is applied to term $g^{i-1}(t)$ with $g^0(t)$ denoting $t$.) Now ground completion modulo $E$ works (roughly) as follows:

1. $(f(b, b, b, b, b, b, b, b, b, b)) \Rightarrow f(r, b, b, b, b, b, b, b, b, b)$
2. $(f(b, b, r, b, b, b, b, b, b, b)) \Rightarrow f(r, b, b, b, r, b, b, b, b, b)$
3. $(f(r, b, b, b, b, b, b, b, b, b)) \Rightarrow (w, b, b, b, b, b, b, b, b, b, b)$
4. $(f(r, b, b, b, b, r, b, b, b, b)) \Rightarrow (w, b, b, b, b, w, b, b, b, b, b)$
5. $(f(w, b, b, b, w, b, b, b, b, b)) \Rightarrow (w, w, b, b, b, w, w, b, b, b, b)$
6. $(f(w, w, b, w, w, b, b, b, b, b)) \Rightarrow (f(r, r, b, b, r, r, r, r, r, r))$
7. $(f(r, r, b, r, r, r, r, r, r, r))$

The problem is to determine if there is some $i$ such that $g^i(f(b, b, b, b, b, b, b, b, b, b)) = f(r, r, r, r, r, r, r, r, r, r)$. Therefore, ten vertices are partitioned into two equivalence classes. We may view them as two components, i.e. $\{ x_1, x_2, x_3, x_4, x_5 \}$ and $\{ x_6, x_7, x_8, x_9, x_{10} \}$, where the order of a coloring does not matter in each component. For example, $f(r, r, b, b, b, w, b, b, b) \approx_E f(b, b, r, b, r, w, b, b, w)$. We start with the following set of ground equations:

1(a). $(f(b, b, b, b, b, b, b, b, b, b)) \Rightarrow f(r, r, b, b, b, b, b, b, b, b)$
2(a). $(f(b, b, r, b, b, b, b, b, b, b)) \Rightarrow f(r, b, b, b, b, b, b, b, b, b)$
3(a). $(f(r, b, b, b, b, b, b, b, b, b)) \Rightarrow (w, b, b, b, b, b, b, b, b, b, b)$
1(b). $(f(b, b, b, b, b, b, b, b, b, b)) \Rightarrow (w, b, b, b, b, b, b, b, b, b, b)$
2(b). $(f(w, b, b, b, b, b, b, b, b, b)) \Rightarrow (r, b, b, b, r, b, b, b, b, b)$
2(c). $(f(w, b, b, b, b, b, b, b, b, b)) \Rightarrow (r, b, b, b, r, b, b, b, b, b)$
4(a). $(f(r, r, b, r, b, b, b, b, b, b)) \Rightarrow (w, b, b, b, b, b, w, b, b, b, b)$
4(b). $(f(w, b, b, b, b, b, b, b, b, b)) \Rightarrow (w, b, b, b, b, w, b, b, b, b, b)$
5(a). $(f(w, b, b, b, w, b, b, b, b, b)) \Rightarrow (f(w, w, b, b, w, w, w, w, w, w, w, b, b))$
6(a). $(f(r, r, b, b, b, r, r, b, r, b, b, b)) \Rightarrow (f(w, w, b, b, w, b, b, b, b, b, b))$
7(a). $(f(w, w, b, w, b, b, w, b, b, b)) \Rightarrow (f(r, r, r, r, r, r, r, r, r, r, r))$
7(b). $(f(w, w, b, w, w, b, w, b, b, b)) \Rightarrow (f(r, r, r, r, r, r, r, r, r, r, r))$

We eventually obtain the ground convergent (modulo $E$) rewrite system $R_\infty$ (with $P_\infty = \emptyset$), which consists of the rewrite rules $1(b), 2(d), 3(a), 4(a), 5(a), 6(a)$, and $7(b)$. (It is easy to see that the remaining rules $1(a), 2(a)$, and the remaining equations $2(b)$ and $7(a)$ are not persistent.) Now we see that $g^{i}(f(b, b, b, b, b, b, b, b, b, b)) \Rightarrow_{R_\infty, E} g^{2}(f(w, b, b, b, b, b, b, b, b, b)) \Rightarrow_{R_\infty, E} g(f(w, w, b, b, b, w, b, b, b, b, b, b, b, b, b)) \Rightarrow_{R_\infty, E} f(r, r, r, r, r, r, r, r, r, r, r, r)$. Therefore, we may interpret that $f(r, r, r, r, r, r, r, r, r, r, r, r)$. 

---

4 We may consider the additional state transitions using a transformation function with symbol $g$, or partition vertices in a different way with a different number of vertices using a different set of permutation equations.
r, r, r) is reachable from \( f(b, b, b, b, b, b, b, b, b, b) \) by means of iterative applications of the state transition function with symbol \( g \). Note that if \( g(f(c_1, c_2, c_3, c_4, c_5, c_6, c_7, c_8, c_9, c_{10})) \) is a normal form w.r.t. \( R_\infty, E \), then we may also interpret that \( f(c_1, c_2, c_3, c_4, c_5, c_6, c_7, c_8, c_9, c_{10}) \) is a fixed state (or a stable state) and cannot be further transformed to another state by an application of the state transition function with symbol \( g \).

6 Conclusion

We have presented an RPO-based \( E \)-compatible simplification ordering \( \succ_E \) on terms that is \( E \)-total on ground terms for a finite set of permutation equations \( E \). Since permutation groups naturally arise in sets of permutation equations, we have used permutation group theory for \( \succ_E \), especially permutation group actions and their associated orbits. Our ordering is simple and can be adapted from the standard RPO widely used for rewrite systems and theorem proving. Also, the computation of orbits in permutation groups can be done efficiently using the existing permutation group algorithms [29] and software tools (e.g. GAP [12]). We have shown that given two terms \( s \) and \( t \), we can determine whether \( s \succ_E t \) in polynomial time.

Our ordering \( \succ_E \) provides a simple termination criterion for \( R, E \) (resp. \( R/E \)), that is, \( R, E \) (resp. \( R/E \)) is terminating if \( l \succ_E r \) for all rules \( l \rightarrow r \in R \). We have used \( \succ_E \) for a completion and ground completion procedure for \( R, E \). Furthermore, our ground completion modulo \( E \) always terminates with a finite ground convergent (modulo \( E \)) rewrite system, which allows us to provide a decision procedure for the word problem of ground theories modulo \( E \). (It is also an interesting question whether other ground completion approaches and formalisms (e.g. the abstract completion of [14]) can be extended for ground completion modulo \( E \) for a finite set of permutation equations \( E \) using \( \succ_E \).)

Since permutations and combinations are widely used in mathematics and many fields of science including computer science, developing applications of term rewriting and equational theorem proving [19] with built-in permutation equations is one of the promising future directions of the research discussed in this paper. For example, one may consider reachability problems modulo \( E \) and its applications to hardware and software verification using our ordering and rewriting modulo \( E \) approach for a finite set of permutation equations \( E \).
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1 Introduction

The $\lambda\Pi$-calculus modulo theory ($\lambda\Pi/\equiv$) [13], implemented in the system Dedukti [3, 29], is a logical framework, that is a framework to define theories. It generalizes some previously proposed frameworks: Predicate logic [28], $\lambda$-Prolog [32], Isabelle [34], the Edinburgh logical framework [27], also called the $\lambda\Pi$-calculus, Deduction modulo theory [17, 18], Pure type systems [6, 39], and Ecumenical logic [36, 16, 35, 25]. It is thus an extension of Predicate logic that provides the possibility for all symbols to bind variables, a syntax for proof-terms, a notion of computation, a notion of proof reduction for axiomatic theories, and the possibility to express both constructive and classical proofs.

$\lambda\Pi/\equiv$ enables to express all theories that can be expressed in Predicate logic, such as geometry, arithmetic, and set theory, but also Simple type theory [10] and the Calculus of constructions [12], that are less easy to define in Predicate logic.

We present a theory in $\lambda\Pi/\equiv$, the theory $\mathcal{U}$, where all proofs of Minimal, Constructive, and Ecumenical predicate logic; Minimal, Constructive, and Ecumenical simple type theory; Simple type theory with predicate subtyping, prenex predicative polymorphism, or both; the Calculus of constructions, and the Calculus of constructions with prenex predicative polymorphism can be expressed. This theory is therefore a candidate for a universal theory, where proofs developed in implementations of Classical predicate logic (such as automated theorem proving systems, SMT solvers, etc.), Classical simple type theory (such as HOL 4,
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HOL Light, Isabelle/HOL, etc.), the Calculus of constructions (such as Coq, Matita, Lean, etc.), and Simple type theory with predicate subtyping and prenex polymorphism (such as PVS), can be expressed.

Moreover, the proofs of the theory \( \mathcal{U} \) can be classified as proofs in Minimal predicate logic, Constructive Predicate logic, etc. just by identifying the axioms they use, akin to proofs in geometry that can be classified as proofs in Euclidean, hyperbolic, elliptic, neutral, etc. geometries. More precisely, we identify sub-theories of the theory \( \mathcal{U} \) that correspond to each of these theories, and we prove that when a proof in \( \mathcal{U} \) uses only symbols of a sub-theory, then it is a proof in that sub-theory.

In Section 2, we recall the definition of \( \lambda \Pi/\equiv \) and of a theory. In Section 3, we introduce the theory \( \mathcal{U} \) step by step. In Section 4, we provide a general theorem on sub-theories in \( \lambda \Pi/\equiv \), and prove that every fragment of \( \mathcal{U} \), including \( \mathcal{U} \) itself, is indeed a theory, that is, it is defined by a confluent and type-preserving rewriting systems. Finally, in Section 5, we detail the sub-theories of \( \mathcal{U} \) that correspond to the above mentioned systems.

2 The \( \lambda \Pi \)-calculus modulo theory

\( \lambda \Pi/\equiv \) is an extension of the Edinburgh logical framework [27] with a primitive notion of computation defined with rewriting rules [14, 38].

The terms are those of the Edinburgh logical framework

\[
t, u = c | x | \text{TYPE} | \Pi x: t, u | \lambda x: t, u | t \ u \]  

where \( c \) belongs to a finite or infinite set of constants \( \mathcal{C} \) and \( x \) to an infinite set \( \mathcal{V} \) of variables. The terms \( \text{TYPE} \) and \( \text{KIND} \) are called sorts. The term \( \Pi x: t, u \) is called a product. It is dependent if the variable \( x \) occurs free in \( u \). Otherwise, it is simply written \( t \rightarrow u \). Terms are also often written \( A, B, \text{etc.} \) The set of constants of a term \( t \) is written \( \text{const}(t) \).

A rewriting rule is a pair of terms \( \ell \rightarrow r \), such that \( \ell = c \ t_1 \ldots t_n \), where \( c \) is a constant. If \( \mathcal{R} \) is a set of rewriting rules, we write \( \rightarrow_\mathcal{R} \) for the smallest relation closed by term constructors and substitution containing \( \mathcal{R} \). \( \rightarrow_\beta \) for the usual \( \beta \)-reduction, \( \equiv_\mathcal{R} \) for \( \equiv_\beta \cup \rightarrow_\mathcal{R} \), and \( \equiv_\beta \mathcal{R} \) for the smallest equivalence relation containing \( \equiv_\beta \mathcal{R} \).

The typing rules of \( \lambda \Pi/\equiv \) are given in Figure 1. The difference with the rules of the Edinburgh logical framework is that, in the rule \( (\text{conv}) \), types are identified modulo \( \equiv_\mathcal{R} \) instead of just \( \equiv_\beta \). In a typing judgement \( \Gamma \vdash_{\Sigma, \mathcal{R}} t : A \), the term \( t \) is given the type \( A \) with respect to three parameters: a signature \( \Sigma \) that assigns a type to the constants of \( t \), a context \( \Gamma \) that assigns a type to the free variables of \( t \), and a set of rewriting rules \( \mathcal{R} \). A context \( \Gamma \) is a list of declarations \( x_1 : B_1, \ldots, x_m : B_m \) formed with a variable and a term. A signature \( \Sigma \) is a list of declarations \( c_1 : A_1, \ldots, c_n : A_n \) formed with a constant and a closed term, that is a term term with no free variables. This is why the rule \( \text{(const)} \) requires no context for typing \( A \). We write \( \mid \Sigma \mid \) for the set \( \{c_1, \ldots, c_n\} \), and \( \Lambda(\Sigma) \) for the set of terms \( t \) such that \( \text{const}(t) \subseteq \mid \Sigma \mid \).

We say that a rewriting rule \( \ell \rightarrow r \) is in \( \Lambda(\Sigma) \) if \( \ell \) and \( r \) are, and a context \( x_1 : B_1, \ldots, x_m : B_m \) is in \( \Lambda(\Sigma) \) if \( B_1, \ldots, B_m \) are. It is often convenient to group constant declarations and rules into small clusters, called “axioms”.

A relation \( \rightarrow \) preserves typing in \( \Sigma, \mathcal{R} \) if, for all contexts \( \Gamma \) and terms \( t, u \) and \( A \) of \( \Lambda(\Sigma) \), if \( \Gamma \vdash_{\Sigma, \mathcal{R}} t : A \) and \( t \rightarrow u \), then \( \Gamma \vdash_{\Sigma, \mathcal{R}} u : A \). The relation \( \rightarrow_\beta \) preserves typing as soon as \( \rightarrow_\beta \mathcal{R} \) is confluent (see for instance [7]) for, in this case, the product is injective modulo \( \equiv_\beta \mathcal{R} : \Pi x : A, B \equiv_\mathcal{R} \Pi x : A', B' \text{iff} A \equiv_\mathcal{R} A' \text{ and } B \equiv_\mathcal{R} B' \). The relation \( \rightarrow_\mathcal{R} \) preserves typing if every rewriting rule \( \ell \rightarrow r \) preserves typing, that is: for all contexts \( \Gamma \), substitutions \( \theta \) and terms \( A \) of \( \Lambda(\Sigma) \), if \( \Gamma \vdash_{\Sigma, \mathcal{R}} \theta l : A \) then \( \Gamma \vdash_{\Sigma, \mathcal{R}} \theta r : A \).
Figure 1 Typing rules of $\lambda\Pi/\equiv$ with signature $\Sigma$ and rewriting rules $\mathcal{R}$.

Although typing is defined with arbitrary signatures $\Sigma$ and sets of rewriting rules $\mathcal{R}$, we are only interested in sets $\mathcal{R}$ verifying some confluence and type-preservation properties.

Definition 1 (System, theory). A system is a pair $\Sigma, \mathcal{R}$ such that each rule of $\mathcal{R}$ is in $\Lambda(\Sigma)$. It is a theory if $\hookrightarrow_{\beta_{\mathcal{R}}}$ is confluent on $\Lambda(\Sigma)$, and every rule of $\mathcal{R}$ preserves typing in $\Sigma, \mathcal{R}$.

Therefore, in a theory, $\hookrightarrow_{\beta_{\mathcal{R}}}$ preserves typing since $\hookrightarrow_{\beta}$ preserves typing (for $\hookrightarrow_{\beta_{\mathcal{R}}}$ is confluent) and $\hookrightarrow_{\mathcal{R}}$ preserves typing (for every rule preserves typing). We recall two other basic properties of $\lambda\Pi/\equiv$ we will use in Theorem 7:

Lemma 2. If $\Gamma \vdash_{\Sigma, \mathcal{R}} t : A$, then either $A = \text{KIND}$ or $\Gamma \vdash_{\Sigma, \mathcal{R}} A : s$ for some sort $s$.

If $\Gamma \vdash_{\Sigma, \mathcal{R}} \Pi x : A, B : s$, then $\Gamma \vdash_{\Sigma, \mathcal{R}} A : \text{TYPE}$.

3 The theory $\mathcal{U}$

Object-terms

The notions of term, proposition, and proof are not primitive in $\lambda\Pi/\equiv$. The first axioms of the theory $\mathcal{U}$ introduce these notions. We first define a notion analogous to the Predicate logic notion of term, to express the objects the theory speaks about, such as the natural numbers. As all expressions in $\lambda\Pi/\equiv$ are called “terms”, we shall call these expressions “object-terms”, to distinguish them from the other terms.

The easiest way to build the notion of object-term in $\lambda\Pi/\equiv$ would be to declare a constant $I$ of type $\text{TYPE}$ and constants of type $I \rightarrow \ldots \rightarrow I \rightarrow I$ for the function symbols, for instance a constant $0$ of type $I$ and a constant $\text{succ}$ of type $I \rightarrow I$. The object-terms, for instance
(\text{succ} (\text{succ} 0)) and (\text{succ} x), would then just be \(\lambda I/\equiv\) terms of type \(I\) and, in an object-term, the variables would be \(\lambda I/\equiv\) variables of type \(I\). If we wanted to have object-terms of several sorts, like in Many-sorted predicate logic, we could just declare several constants \(I_1, I_2, \ldots, I_n\) of type \(\text{TYPE}\). But these sorts would be mixed with the other terms of type \(\text{TYPE}\), which we will introduce later. Instead, we declare a constant \(\text{Set}\) of type \(\text{TYPE}\), a constant \(\iota\) of type \(\text{Set}\), and a constant \(\text{El}\) to embed the terms of type \(\text{Set}\) into terms of type \(\text{TYPE}\):

\[
\begin{align*}
\text{Set} : \text{TYPE} & \quad (\text{Set-decl}) \\
\iota : \text{Set} & \quad (\iota\text{-decl}) \\
\text{El} : \text{Set} \to \text{TYPE} & \quad (\text{El-decl})
\end{align*}
\]

so that the symbol \(I\) can be replaced with the term \(\text{El} \iota\). If we want to have object-terms of several sorts, we declare several constants \(\iota_1, \iota_2, \ldots, \iota_n\) of type \(\text{Set}\). The types of object-terms then have the form \(\text{El} \iota A\) and are distinguished among the other terms of type \(\text{TYPE}\).

Assigning the type \(\text{Set} \to \text{TYPE}\) to the constant \(\text{El}\) uses the fact that \(\lambda I/\equiv\) supports dependent types.

### Propositions

Just like \(\lambda I/\equiv\) does not contain a primitive notion of object-term, it does not contain a primitive notion of proposition, but tools to define this notion. To do so, in the theory \(\mathcal{U}\), we declare a constant \(\text{Prop}\) of type \(\text{TYPE}\):

\[
\begin{align*}
\text{Prop} : \text{TYPE} & \quad (\text{Prop-decl})
\end{align*}
\]

and predicate symbols are then just constants of type \(\text{El} \iota \to \ldots \to \text{El} \iota \to \text{Prop}\). Propositions are then \(\lambda I/\equiv\) terms of type \(\text{Prop}\).

### Implication

In the theory \(\mathcal{U}\), we then declare a constant for implication

\[
\Rightarrow : \text{Prop} \to \text{Prop} \to \text{Prop} \quad \text{(written infix)}
\]

\((\Rightarrow\text{-decl})\)

### Proofs

Predicate logic defines a language for terms and propositions, but proofs have to be defined in a second step, for instance as derivations in natural deduction, sequent calculus, etc. These derivations, like object-terms and propositions, are trees. Therefore, they can be represented as \(\lambda I/\equiv\) terms.

Using the Brouwer-Heyting-Kolmogorov interpretation, a proof of the proposition \(A \Rightarrow B\) should be a \(\lambda I/\equiv\) term expressing a function mapping proofs of \(A\) to proofs of \(B\). Then, using the Curry-de Bruijn-Howard correspondence, the type of this term should be the proposition \(A \Rightarrow B\) itself. But, this is not possible in the theory \(\mathcal{U}\) yet, as the proposition \(A \Rightarrow B\) has the type \(\text{Prop}\), and not the type \(\text{TYPE}\). So we introduce an embedding \(\text{Prf}\) of propositions into types, mapping each proposition \(A\) to the type \(\text{Prf} A\) of its proofs

\[
\begin{align*}
\text{Prf} : \text{Prop} \to \text{TYPE} & \quad (\text{Prf-decl})
\end{align*}
\]

Note that this embedding is not surjective. In particular \(\text{Set}, \text{El} \iota,\) and \(\text{Prop}\) are not types of proofs. So, there are more types than propositions, and propositions and types are not fully identified.
According to the Brouwer-Heyting-Kolmogorov interpretation, a proof of $A \Rightarrow A$ is a λII/≡ term expressing a function mapping proofs of $A$ to proofs of $A$. In particular, the identity function $\lambda x : \text{Prf}\ A, x$ mapping each proof of $A$ to itself is a proof of $A \Rightarrow A$. According to the Curry-de Bruijn-Howard correspondence, this term should have the type $\text{Prf}\ (A \Rightarrow A)$, but it has the type $\text{Prf}\ A \rightarrow \text{Prf}\ A$. So, the types $\text{Prf}\ (A \Rightarrow A)$ and $\text{Prf}\ A \rightarrow \text{Prf}\ A$ must be identified. To do so, we use the fact that $\lambda\Pi/≡$ allows the declaration of rewriting rules, so that $\text{Prf}\ (A \Rightarrow A)$ rewrites to $\text{Prf}\ A \rightarrow \text{Prf}\ A$
\[
\text{Prf}\ (x \Rightarrow y) \leftrightarrow \text{Prf}\ x \rightarrow \text{Prf}\ y \quad (\Rightarrow\text{-red})
\]

In the theory $\mathcal{U}$, the Brouwer-Heyting-Kolmogorov interpretation of proofs for implication is made explicit: it is the rule ($\Rightarrow\text{-red}$).

### Universal quantification

Unlike implication, the universal quantifier binds a variable. Thus, we express the proposition $\forall z A$ as the proposition $\forall (\lambda z : \text{El}\ i, A)\ [10, 32, 34, 27]$, yielding the type $(\text{El}\ i \rightarrow \text{Prop}) \rightarrow \text{Prop}$ for the constant $\forall i$ itself. But, we want to allow quantification over variables of any type $\text{El}\ B$, for $B$ of type $\text{Set}$. Thus, we generalize this type to
\[
\forall : \Pi x : \text{Set}, (\text{El}\ i \rightarrow \text{Prop}) \rightarrow \text{Prop} \quad (\forall\text{-decl})
\]

and we write $\forall i (\lambda z : \text{El}\ i, A)$ for the proposition $\forall z A$.

Just like for the implication, we declare a rewriting rule expressing that the type of the proofs of the proposition $\forall x p$ is the type of functions mapping each $z$ of type $\text{El}\ i$ to a proof of $p z$
\[
\text{Prf}\ (\forall x p) \leftrightarrow \Pi z : \text{El}\ i, \text{Prf}\ (p z) \quad (\forall\text{-red})
\]

Again, the Brouwer-Heyting-Kolmogorov interpretation of proofs for the universal quantifier is made explicit: it is this rule ($\forall\text{-red}$).

### Other constructive connectives and quantifiers

We define the other connectives and quantifiers, à la Russell, for instance $\text{Prf}\ (x \land y)$ as $\Pi z : \text{Prop}, (\text{Prf}\ x \rightarrow \text{Prf}\ y \rightarrow \text{Prf}\ z) \rightarrow \text{Prf}\ z$. In this definition, we do not use the quantifier $\forall$ of the theory $\mathcal{U}$ (so far, in the theory $\mathcal{U}$, we can quantify over the type $\text{El}\ i$, but not over the type $\text{Prop}$), but the quantifier $\Pi$ of the logical framework $\lambda\Pi/≡$ itself.

Remark that, per se, the quantification on the variable $z$ of type $\text{Prop}$ is predicative, as the term $\Pi z : \text{Prop}, (\text{Prf}\ x \rightarrow \text{Prf}\ y \rightarrow \text{Prf}\ z) \rightarrow \text{Prf}\ z$ has type TYPE and not $\text{Prop}$. But, the rule rewriting $\text{Prf}\ (x \land y)$ to $\Pi z : \text{Prop}, (\text{Prf}\ x \rightarrow \text{Prf}\ y \rightarrow \text{Prf}\ z) \rightarrow \text{Prf}\ z$ introduces some impredicativity, as $x \land y$ of type $\text{Prop}$ is “defined” as the inverse image, for the embedding $\text{Prf}$, of the type $\Pi z : \text{Prop}, (\text{Prf}\ x \rightarrow \text{Prf}\ y \rightarrow \text{Prf}\ z) \rightarrow \text{Prf}\ z$, that contains a quantification on a variable of type $\text{Prop}$

\[
\begin{align*}
\top : \text{Prop} &\quad (\top\text{-decl}) \\
\text{Prf}\ \top &\leftrightarrow \Pi z : \text{Prop}, \text{Prf}\ z \rightarrow \text{Prf}\ z &\quad (\top\text{-red}) \\
\bot : \text{Prop} &\quad (\bot\text{-decl}) \\
\text{Prf}\ \bot &\leftrightarrow \Pi z : \text{Prop}, \text{Prf}\ z &\quad (\bot\text{-red}) \\
\neg : \text{Prop} \rightarrow \text{Prop} &\quad (\neg\text{-decl}) \\
\text{Prf}\ (\neg x) &\leftrightarrow \text{Prf}\ x \rightarrow \Pi z : \text{Prop}, \text{Prf}\ z &\quad (\neg\text{-red})
\end{align*}
\]
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The disjunction in constructive logic and in classical logic are governed by different deduction rules, thus they have a different meaning, and they should be expressed with different symbols, the constant \(A\) as in [1], for instance definition. In the theory and attempt to define the classical ones from them, using the negative translation as a but they can coexist in the same Ecumenical one [36, 16, 35, 25].

Many Ecumenical logics consider the constructive connectives and quantifiers as primitive and attempt to define the classical ones from them, using the negative translation as a definition. In the theory, we have chosen to define the classical connectives and quantifiers as in [1], for instance \(\lor\) for the constructive disjunction and \(\lor_c\) for the classical one, just like, in classical logic, we use two different symbols for the inclusive disjunction and the exclusive one. These constructive and classical disjunctions need not belong to different languages, but they can coexist in the same Ecumenical one [36, 16, 35, 25].

Infinity

Now that we have the symbols \(\top\) and \(\bot\), we can express that the type \(El\) is infinite, that is, that there exists a non-surjective injection from this type to itself. We call this non-surjective injection \(succ\). To express its injectivity, we introduce its left inverse \(pred\). To express its non-surjectivity, we introduce an element \(0\), that is not in its image \(positive\) [19]. This choice of notation enables the definition of natural numbers as some elements of type \(El\)

\[
\begin{align*}
0 & : El \\
succ & : El \to El \\
pred & : El \to El \\
pred 0 & \leftrightarrow 0 \\
pred (succ x) & \leftrightarrow x \\
positive & : El \to Prop \\
predicate 0 & \leftrightarrow \bot \\
predicate (succ x) & \leftrightarrow \top
\end{align*}
\]

Classical connectives and quantifiers

The disjunction in constructive logic and in classical logic are governed by different deduction rules, thus they have a different meaning, and they should be expressed with different symbols, for instance \(\lor\) for the constructive disjunction and \(\lor_c\) for the classical one, just like, in classical logic, we use two different symbols for the inclusive disjunction and the exclusive one. These constructive and classical disjunctions need not belong to different languages, but they can coexist in the same Ecumenical one [36, 16, 35, 25].

Many Ecumenical logics consider the constructive connectives and quantifiers as primitive and attempt to define the classical ones from them, using the negative translation as a definition. In the theory, we have chosen to define the classical connectives and quantifiers as in [1], for instance \(A \lor \ B\) as \((\neg\neg A) \lor (\neg\neg B)\). Using these definitions, the proposition \((P \land_c Q) \Rightarrow_c P\) is \((\neg\neg((\neg\neg P) \land (\neg\neg Q))) \Rightarrow (\neg\neg P)\), which is not exactly the negative translation \(\neg\neg((\neg\neg(\neg\neg P) \land (\neg\neg Q))) \Rightarrow (\neg\neg P)\) of \((P \land Q) \Rightarrow P\), as the double negation at the root of the proposition is missing. As we already have a distinction between the proposition \(A\) and the type \(Prf\ A\) of its proofs, we can just include this double negation into the constant \(Prf\), introducing a classical version \(Prf_c\) of this constant

\[
\begin{align*}
Prf_c & : Prop \to TYPE \\
Prf_c & \leftrightarrow \lambda x : Prop, Prf (\neg\neg x) \\
\Rightarrow_c & : Prop \to Prop \to Prop \quad (\Rightarrow_c-decl) \\
\Rightarrow_c & \leftrightarrow \lambda x : Prop, \lambda y : Prop, (\neg\neg x) \Rightarrow (\neg\neg y) \\
\land_c & : Prop \to Prop \to Prop \quad (\land_c-decl) \\
\land_c & \leftrightarrow \lambda x : Prop, \lambda y : Prop, (\neg\neg x) \land (\neg\neg y) \\
\lor_c & : Prop \to Prop \to Prop \quad (\lor_c-decl) \\
\lor_c & \leftrightarrow \lambda x : Prop, \lambda y : Prop, (\neg\neg x) \lor (\neg\neg y)
\end{align*}
\]
Propositions as objects

So far, we have mainly reconstructed the Predicate logic notions of object-term, proposition, and proof. We can now turn to two notions coming from Simple type theory: propositions as objects and functionality.

Simple type theory can be expressed in Predicate logic and Predicate logic is a restriction of Simple type theory, allowing quantification on variables of type \( \iota \) only. So, once we have reconstructed Predicate logic, we can either define Simple type theory as a theory in Predicate logic or as an extension of Predicate logic. In the theory \( \mathcal{U} \), we choose the second option, which leads to a simpler expression of Simple type theory, avoiding the stacking of two encodings. Simple type theory is thus expressed by adding two axioms on top of Predicate logic: one for propositions as objects and one for functionality.

Let us start with propositions as objects. So far, the term \( \iota \) is the only closed term of type \( \text{Set} \). So, we can only quantify over the variables of type \( \text{El} \iota \). In particular, we cannot quantify over propositions. To do so, we just need to declare a constant \( o \) of type \( \text{Set} \) and a rule identifying \( \text{El} o \) and \( \text{Prop} \).

\[
\begin{align*}
o & : \text{Set} \\
\text{El} o & \iff \text{Prop}
\end{align*}
\]

Note that just like there are no terms of type \( \iota \), but terms, such as \( 0 \), which have type \( \text{El} \iota \), there are no terms of type \( o \), but terms, such as \( \top \), that have type \( \text{El} o \), that is \( \text{Prop} \).

Applying the constant \( \forall \) to the constant \( o \), we obtain a term of type \( (\text{El} o \rightarrow \text{Prop}) \rightarrow \text{Prop} \), that is \( (\text{Prop} \rightarrow \text{Prop}) \rightarrow \text{Prop} \), and we can express the proposition \( \forall o \left( o : \text{Prop} \Rightarrow p \Rightarrow p \right) \) as \( \forall o \left( o : \text{Prop} \Rightarrow p \Rightarrow p \right) \). The type \( \text{Prf} \left( \forall o \right) \) of the proofs of this proposition rewrites to \( \Pi p : \text{Prop}, \text{Prf} p \rightarrow \text{Prf} p \). So, the term \( \lambda p : \text{Prop}, x : \text{Prf} p, x \) is a proof of this proposition.

Functionality

Besides \( \iota \) and \( o \), we introduce more types in the theory, for functions and sets. To do so, we declare a constant \( \rightsquigarrow \) and a rewriting rule

\[
\begin{align*}
\rightsquigarrow & : \text{Set} \rightarrow \text{Set} \rightarrow \text{Set} \\
\text{El} (x \rightsquigarrow y) & \rightsquigarrow \text{El} x \rightarrow \text{El} y
\end{align*}
\]

For instance, these rules enable the construction of the \( \lambda \Pi \equiv \text{term} \ i \rightsquigarrow i \) of type \( \text{Set} \) that expresses the simple type \( i \rightarrow i \). The \( \lambda \Pi \equiv \text{term} \ i \rightsquigarrow i \) of type \( \text{TYPE} \) rewrites to \( \text{El} i \rightarrow \text{El} i \). The simply typed term \( \lambda x : i, x \) of type \( \iota \rightarrow \iota \) is then expressed as the term \( \lambda x : \text{El} i, x \) of type \( \text{El} \iota \rightarrow \text{El} \iota \) that is \( \text{El} (i \rightsquigarrow i) \).
Dependent function types

The axiom \( \sim \) enables us to give simple types to the object-terms expressing functions. We can also give them dependent types, with the dependent versions of this axiom:

\[
\sim_d : \Pi x : \text{Set}, (El x \to \text{Set}) \to \text{Set} \\
El (x \sim_d y) \leftrightarrow \Pi z : El x, El (y z)
\]

Note that, if we apply the constant \( \sim_d \) to a term \( t \) and a term \( \lambda z : El t,u \), where the variable \( z \) does not occur in \( u \), then \( El (t \sim_d \lambda z : El t,u) \) rewrites to \( El t \to El u \), just like \( El t \to u \). Thus, the constant \( \sim_d \) is useful only if we can build a term \( \lambda z : El t,u \) where the variable \( z \) occurs in \( u \). With the symbols we have introduced so far, this is not possible. Just like we have a constant \( \iota \) of type \( \text{Set} \), we could add a constant \( \text{array} \) of type \( El \iota \to \text{Set} \) such that \( \text{array} n \) is the type of arrays of length \( n \). We could then construct the term \( \iota \sim_d \lambda x : El t, \text{array} x \) of type \( \text{Set} \) and the type \( El (\iota \sim_d \lambda x : El t, \text{array} x) \) that rewrites to \( \Pi x : El t, El (\text{array} x) \), would be the type of functions mapping a natural number \( n \) to an array of length \( n \). So, this symbol \( \sim_d \) becomes useful, only if we add such a constant \( \text{array} \), object-level dependent types, or the symbols \( \pi \) or \( \text{psub} \) below.

Dependent implication

In the same way, we can add a dependent implication, where, in the proposition \( A \Rightarrow B \), the proof of \( A \) may occur in \( B \):

\[
\Rightarrow_d : \Pi x : \text{Prop}, (Prf x \to \text{Prop}) \to \text{Prop} \\
Prf (x \Rightarrow_d y) \leftrightarrow \Pi z : Prf x, Prf (y z)
\]

Proofs in object-terms

To construct an object-term, we sometimes want to apply a function symbol to other object-terms and also to proofs. For instance, we may want to apply the Euclidean division \( \text{div} \) to two numbers \( t \) and \( u \) and to a proof that \( u \) is positive. To be able to so, we introduce another constant \( \pi \) and the corresponding rewriting rule:

\[
\pi : \Pi x : \text{Prop}, (Prf x \to \text{Set}) \to \text{Set} \\
El (\pi x y) \leftrightarrow \Pi z : Prf x, El (y z)
\]

This way, we can give, to the constant \( \text{div} \), the type:

\[
El (t \sim t \sim_d \lambda y : El t, \pi \ (\text{positive} \ y) \ (\lambda z : Prf \ (\text{positive} \ y),i))
\]

If we also have a constant \( eq_\iota \) of type \( El (t \sim t \sim \iota) \), we can then express the proposition

\[
\text{positive} \ y \Rightarrow_d \lambda p : Prf \ (\text{positive} \ y), eq_\iota \ (\text{div} \ x \ y \ p) \ (\text{div} \ x \ y \ p)
\]

usually written \( y > 0 \Rightarrow x/y = x/y \). The proposition \( x/y = x/y \) is well-formed, but it contains an implicit free variable \( p \), for a proof of \( y > 0 \). This variable is bound by the implication, that needs therefore to be a dependent implication.
Proof irrelevance

If \( p \) and \( q \) are two non convertible proofs of the proposition \( \text{positive} \, 2 \), the terms \( \text{div} \, 7 \, 2 \, p \) and \( \text{div} \, 7 \, 2 \, q \) are not convertible. As a consequence, even if we had a reflexivity axiom for the aforementioned equality \( eq \), the proposition

\[
eq (\text{div} \, 7 \, 2 \, p) \, (\text{div} \, 7 \, 2 \, q)
\]

would not be provable.

To make these terms convertible, we embed the theory into an extended one, that contains another constant \( \text{div}^\dagger \):

\[
\text{El} (\iota \leadsto \iota \leadsto \iota) \, \text{and a rule}
\]

\[
\text{div} \, x \, y \, p \leftrightarrow \text{div}^\dagger \, x \, y
\]

and we define convertibility in this extended theory. This way, the terms \( \text{div} \, 7 \, 2 \, p \) and \( \text{div} \, 7 \, 2 \, q \) are convertible, as they both reduce to \( \text{div}^\dagger \, 7 \, 2 \).

Note that, in the extended theory, the constant \( \text{div}^\dagger \) enables the construction of the erroneous term \( \text{div}^\dagger \, 1 \, 0 \). But the extended theory is only used to define the convertibility in the restricted one and this term is not a term of the restricted theory. It is not even the reduct of a term of the form \( \text{div} \, 1 \, 0 \, r \) [20, 9].

Dependent pairs and predicate subtyping

Instead of declaring a constant \( \text{div} \) that takes three arguments: a number \( t \), a number \( u \), and a proof \( p \) that \( u \) is positive, we can declare a constant that takes two arguments: a number \( t \) and a pair \( \text{pair} \, \iota \, \text{positive} \, u \, p \) formed with a number \( u \) and a proof \( p \) that \( u \) is positive.

The type of the pair \( \text{pair} \, \iota \, \text{positive} \, u \, p \) is written \( \text{psub} \, \iota \, \text{positive} \), or informally \( \{ x : \iota \mid \text{positive} \, x \} \). It can be called “the type of positive numbers”. It is a subtype of the type of natural numbers defined with the predicate \( \text{positive} \). Therefore, the symbol \( \text{psub} \) introduces predicate subtyping. We thus declare a constant \( \text{psub} \) and a constant \( \text{pair} \)

\[
\text{psub} : \Pi t : \text{Set}, (\text{El} \, t \to \text{Prop}) \to \text{Set} \\
\text{pair} : \Pi t : \text{Set}, \Pi p : \text{El} \, t \to \text{Prop}, \Pi m : \text{El} \, t, \text{Prf} \, (p \, m) \to \text{El} \, (\text{psub} \, t \, p) 
\]

(\text{psub-decl})

(\text{pair-decl})

This way, instead of giving the type \( \text{El} \, (\iota \leadsto \iota \leadsto \lambda y : \text{Prf} \, (\text{positive} \, y), \iota) \) to the constant \( \text{div} \), we can give it the type \( \text{El} \, (\iota \leadsto \text{psub} \, \iota \, \text{positive} \leadsto \iota) \).

To avoid introducing a new positive number \( \text{pair} \, \iota \, \text{positive} \, 3 \, p \) with each proof \( p \) that 3 is positive, we make this symbol \( \text{pair} \) proof irrelevant [20, 9] by introducing a symbol \( \text{pair}^\dagger \) and a rewriting rule that discards the proof

\[
\text{pair}^\dagger : \Pi t : \text{Set}, \Pi p : \text{El} \, t \to \text{Prop}, \text{El} \, t \to \text{El} \, (\text{psub} \, t \, p) \\
\text{pair} \, t \, p \, m \, h \leftrightarrow \text{pair}^\dagger \, t \, p \, m
\]

(\text{pair\dagger-decl})

(\text{pair-red})

This declaration and this rewriting rule are not part of the theory \( \mathcal{U} \) but of the theory \( \mathcal{U}^\dagger \) used to define the conversion on the terms of \( \mathcal{U} \).
Finally, we declare the projections \( \text{fst} \) and \( \text{snd} \) together with an associated rewriting rule

\[
\begin{align*}
\text{fst} &: \Pi t : \text{Set}, \Pi p : \text{El} t \to \text{Prop}, \text{El} (\text{psub} t p) \to \text{El} t & (\text{fst-decl}) \\
\text{fst} t p \ (\text{pair} t \ t' \ m) & \leftrightarrow m & (\text{fst-red}) \\
\text{snd} &: \Pi t : \text{Set}, \Pi p : \text{El} t \to \text{Prop}, \Pi m : \text{El} (\text{psub} t p), \text{Prf} (p (\text{fst} t p m)) & (\text{snd-decl})
\end{align*}
\]

**Prenex predicative type quantification in types**

Using the symbols of the theory \( \mathcal{U} \) introduced so far, the symbol for equality of elements of type \( \iota \) is \( \text{eq} \), of type \( \text{El} (\iota \leftrightarrow \iota) \). This equality symbol is not polymorphic. Indeed, it cannot be used to express the equality of, for example, functions of type \( \iota \leftrightarrow \iota \). This motivates the introduction of object-level polymorphism [24, 37]. However extending Simple type theory with object-level polymorphism makes it inconsistent [30, 11], and similarly it makes the theory \( \mathcal{U} \) inconsistent. So, object-level polymorphism in \( \mathcal{U} \) is restricted to prenex polymorphism. To do so, we introduce a new constant \( \text{Scheme} \) of type \( \text{TYPE} \), a constant \( \text{Els} \) to embed the terms of type \( \text{Scheme} \) into terms of type \( \text{TYPE} \), a constant \( \uparrow \) to embed the terms of type \( \text{Set} \) into terms of type \( \text{Scheme} \) and a rule connecting these embeddings

\[
\begin{align*}
\text{Scheme} &: \text{TYPE} & (\text{Scheme-decl}) \\
\text{Els} &: \text{Scheme} \to \text{TYPE} & (\text{Els-decl}) \\
\uparrow &: \text{Set} \to \text{Scheme} & (\uparrow \text{-decl}) \\
\text{Els} (\uparrow x) & \leftrightarrow \text{El} x & (\text{Els-red})
\end{align*}
\]

We then introduce a quantifier for the variables of type \( \text{Set} \) in the terms of type \( \text{Scheme} \) and the associated rewriting rule

\[
\begin{align*}
\forall &: (\text{Set} \to \text{Scheme}) \to \text{Scheme} & (\forall \text{-decl}) \\
\text{Els} (\forall p) & \leftrightarrow \Pi x : \text{Set}, \text{Els} (p x) & (\forall \text{-red})
\end{align*}
\]

This way, we can give the polymorphic type \( \text{Els} (\forall (\lambda A : \text{Set}, \uparrow (A \Rightarrow A \Rightarrow \iota))) \) to the equality \( \text{eq} \). In the same way, the type of the identity function is \( \text{Els} (\forall (\lambda A : \text{Set}, \uparrow (A \Rightarrow A))) \). It rewrites to \( \Pi A : \text{Set}, El A \to El A \). Therefore, it is inhabited by the term \( \lambda A : \text{Set}, \lambda x : El A, x \).

**Prenex predicative type quantification in propositions**

When we express the reflexivity of the polymorphic equality, we need also to quantify over a type variable, but now in a proposition. To be able to do so, we introduce another quantifier and its associated rewriting rule

\[
\begin{align*}
\forall &: (\text{Set} \to \text{Prop}) \to \text{Prop} & (\forall' \text{-decl}) \\
\text{Prf} (\forall p) & \leftrightarrow \Pi x : \text{Set}, \text{Prf} (p x) & (\forall' \text{-red})
\end{align*}
\]

This way, the reflexivity of equality can be expressed as \( (\forall' (\lambda A : \text{Set}, \forall A (\lambda x : El A, eq A x x))) \).

**The theory \( \mathcal{U} \): bringing everything together**

The theory \( \mathcal{U} \) is formed with the 38 axioms with a black bar at the beginning of the line:

\( \text{Set} \), \( \text{El} \), \( \iota \), \( \text{Prop} \), \( \text{Prf} \), \( \Rightarrow \), \( \forall \), \( \top \), \( \bot \), \( \neg \), \( \land \), \( \lor \), \( \exists \), \( \forall \exists \), \( \exists \forall \), \( \lambda x \), \( \pi \), \( 0 \), \( \text{suc} \), \( \text{pred} \), \( \text{positive} \), \( \text{psub} \), \( \text{pair} \), \( \text{pair}^3 \), \( \text{fst} \), \( \text{snd} \), \( \text{Scheme} \), \( \text{Els} \), \( \top \), \( \bot \), \( \forall \). Note that, strictly speaking, the declaration \( (\text{pair}^3 \text{-decl}) \) and the rule \( (\text{pair}^3 \text{-red}) \) are not part of the theory \( \mathcal{U} \), but of its extension \( \mathcal{U}^3 \) used
to define the conversion on the terms of $\mathcal{U}$. Among these axioms, 12 only have a constant
declaration, 24 have a constant declaration and one rewriting rule, and 2 have a constant
declaration and two rewriting rules. So $\Sigma_\mathcal{U}$ contains 38 declarations and $\mathcal{R}_\mathcal{U}$ 28 rules.

This large number of axioms is explained by the fact that $\lambda\Pi/\equiv$ is a weaker framework
than Predicate logic. The 19 first axioms are needed just to construct notions that are
primitive in Predicate logic: terms, propositions, with their 13 constructive and classical
connectives and quantifiers, and proofs. So the theory $\mathcal{U}$ is just 19 axioms on top of the
definition of Predicate logic.

It is also explained by the fact that axioms are more atomic than in Predicate logic,
for instance 4 axioms: $(0)$, $(\text{suc})$, $(\text{pred})$, and $(\text{positive})$ are needed to express “the” axiom
of infinity, 5 $(\text{pub})$, $(\text{pair})$, $(\text{pair}^\ast)$, $(\text{fst})$, and $(\text{snd})$ to express predicate subtyping, and 5
$(\text{Scheme})$, $(\text{Els})$, $(\uparrow)$, $(\downarrow)$, and $(\forall)$ to express prenex polymorphism. The 5 remaining axioms
express propositions as objects $(o)$, various forms of functionality $(\sim)$, $(\sim_d)$, and $(\pi)$,
and dependent implication $(\Rightarrow_d)$.

### 4 Sub-theories

Not all proofs require all these axioms. Many proofs can be expressed in sub-theories built
by bringing together some of the axioms of $\mathcal{U}$, but not all.

Given subsets $\Sigma_\mathcal{S}$ of $\Sigma_\mathcal{U}$ and $\mathcal{R}_\mathcal{S}$ of $\mathcal{R}_\mathcal{U}$, we would like to be sure that a proof in $\mathcal{U}$, using
only constants in $\Sigma_\mathcal{S}$, is a proof in $\Sigma_\mathcal{S}, \mathcal{R}_\mathcal{S}$. Such a result is trivial in Predicate logic: for
instance, a proof in ZFC which does not use the axiom of choice is a proof in ZF, but it
is less straightforward in $\lambda\Pi/\equiv$, because $\Sigma_\mathcal{S}, \mathcal{R}_\mathcal{S}$ might not be a theory. So we should not
consider any pair $\Sigma_\mathcal{S}, \mathcal{R}_\mathcal{S}$. For instance, as $\text{Set}$ occurs in the type of $\text{El}$, if we want $\text{El}$ in $\Sigma_\mathcal{S}$,
we must take $\text{Set}$ as well. In the same way, as positive $(\text{suc} x)$ rewrites to $\top$, if we want
$(\text{positive})$ and $(\text{suc})$ in $\Sigma_\mathcal{S}$, we must include $\top$ in $\Sigma_\mathcal{S}$ and the rule rewriting positive $(\text{suc} x)$
to $\top$ in $\mathcal{R}_\mathcal{S}$.

This leads to a definition of a notion of sub-theory and to prove that, if $\Sigma_1, \mathcal{R}_1$ is a sub-
theory of a theory $\Sigma_0, \mathcal{R}_0$, $\Gamma$, $t$ and $A$ are in $\Lambda(\Sigma_1)$, and $\Gamma \vdash_{\Sigma_0, \mathcal{R}_0} t : A$, then $\Gamma \vdash_{\Sigma_1, \mathcal{R}_1} t : A$.

This property implies that, if $\pi$ is a proof of $A$ in $\mathcal{U}$ and both $A$ and $\pi$ are in $\Lambda(\Sigma_1)$, then
$\pi$ is a proof of $A$ in $\Sigma_1, \mathcal{R}_1$, but it does not imply that if $A$ is in $\Lambda(\Sigma_1)$ and $A$ has a proof in
$\mathcal{U}$, then it has a proof in $\Sigma_1, \mathcal{R}_1$.

#### 4.1 Fragments

**Definition 3 (Fragment).** A signature $\Sigma_1$ is included in a signature $\Sigma_0$, $\Sigma_1 \subseteq \Sigma_0$, if each
declaration $c : A$ of $\Sigma_1$ is a declaration of $\Sigma_0$.

A system $\Sigma_1, \mathcal{R}_1$ is a fragment of a system $\Sigma_0, \mathcal{R}_0$, if the following conditions are satisfied:

- $\Sigma_1 \subseteq \Sigma_0$ and $\mathcal{R}_1 \subseteq \mathcal{R}_0$;
- for all $(c : A) \in \Sigma_1$, $\text{const}(A) \subseteq |\Sigma_1|$;
- for all $\ell \mapsto r \in \mathcal{R}_0$, if $\text{const}(\ell) \subseteq |\Sigma_1|$, then $\text{const}(r) \subseteq |\Sigma_1|$ and $\ell \mapsto r \in \mathcal{R}_1$.

We write $\vdash_{\Sigma_1, \mathcal{R}_1}$ for $\vdash_{\Sigma_0, \mathcal{R}_0}$, $\vdash_{\Sigma_1, \mathcal{R}_1}$ for $\vdash_{\Sigma_0, \mathcal{R}_0}$, and $\equiv_{\Sigma_1, \mathcal{R}_1}$.

**Lemma 4 (Preservation of reduction).** If $\Sigma_1, \mathcal{R}_1$ is a fragment of $\Sigma_0, \mathcal{R}_0$, $t \in \Lambda(\Sigma_1)$ and
$t \mapsto_0 u$, then $t \mapsto_1 u$ and $u \in \Lambda(\Sigma_1)$.

**Proof.** By induction on the position where the rule is applied. We only detail the case of a
top reduction, the other cases easily following by induction hypothesis.
Some Axioms for Mathematics

So, let \( \ell \mapsto r \) be the rule used to rewrite \( t \) in \( u \) and \( \theta \) such that \( t = \theta \ell \) and \( u = \theta r \). As \( t \in \Lambda(\Sigma_1) \), we have \( \ell \in \Lambda(\Sigma_1) \) and, for all \( x \) free in \( t \), \( \theta x \in \Lambda(\Sigma_1) \). Thus, as \( \Sigma_1, R_1 \) is a fragment of \( \Sigma_0, R_0, r \in \Lambda(\Sigma_1) \) and \( \ell \mapsto r \in R_1 \). Therefore \( t \mapsto_1 u \) and \( u = \theta r \in \Lambda(\Sigma_1) \).

\[ \blacktriangleright \text{Lemma 5 (Preservation of confluence). Every fragment of a confluent system is confluent.} \]

Proof. Let \( \Sigma_1, R_1 \) be a fragment of a confluent system \( \Sigma_0, R_0 \). We prove that \( \mapsto_1 \) is confluent on \( \Lambda(\Sigma_1) \). Assume that \( t, u, v \in \Lambda(\Sigma_1) \), \( t \mapsto_1^* u \) and \( t \mapsto_1^* v \). Since \( |\Sigma_1| \subseteq |\Sigma_0| \), we have \( t, u, v \in \Lambda(\Sigma_0) \). Since \( R_1 \subseteq R_0 \), we have \( t \mapsto_0^* u \) and \( t \mapsto_0^* v \). By confluence of \( \mapsto_0 \) on \( \Lambda(\Sigma_0) \), there exists a \( w \) in \( \Lambda(\Sigma_0) \) such that \( u \mapsto_0^* w \) and \( v \mapsto_0^* w \). Since \( u, v \in \Lambda(\Sigma_1) \), by Lemma 4, \( w \in \Lambda(\Sigma_1) \), \( u \mapsto_1^* w \) and \( v \mapsto_1^* w \).

\[ \blacktriangleright \text{Definition 6 (Sub-theory). A system } \Sigma_1, R_1 \text{ is a sub-theory of a theory } \Sigma_0, R_0, \text{ if } \Sigma_1, R_1 \text{ is a fragment of } \Sigma_0, R_0 \text{ and it is a theory. As we already know that } R_1 \text{ is confluent, this amounts to say that each rule of } R_1 \text{ preserves typing in } \Sigma_1, R_1. \]

4.2 The fragment theorem

\[ \blacktriangleright \text{Theorem 7. Let } \Sigma_0, R_0 \text{ be a confluent system and } \Sigma_1, R_1 \text{ be a fragment of } \Sigma_0, R_0 \text{ that preserves typing. If the judgement } \Gamma \vdash t : D \text{ is derivable, } \Gamma \in \Lambda(\Sigma_1) \text{ and } t \in \Lambda(\Sigma_1), \text{ then there exists } D' \in \Lambda(\Sigma_1) \text{ such that } D \mapsto_0^* D' \text{ and the judgement } \Gamma \vdash t : D' \text{ is derivable.} \]

Proof. By induction on the derivation. The important cases are (abs), (app), and (conv). The other cases are a simple application of the induction hypothesis.

- If the last rule of the derivation is
  \[
  \Gamma \vdash_0 A : \text{TYPE} \quad \Gamma, x : A \vdash_0 B : s \quad \Gamma, x : A \vdash_0 t : B
  \]
  \[
  \frac{\Gamma \vdash_0 \Lambda x : A, t : \Pi x : A, B}{\Gamma \vdash_0 \Lambda x : A, t : \Pi x : A, B}
  \]
  as \( \Gamma, A, \) and \( t \) are in \( \Lambda(\Sigma_1) \), by induction hypothesis, there exists \( A' \) in \( \Lambda(\Sigma_1) \) such that \( \text{TYPE} \mapsto_0^* A' \) and \( \Gamma \vdash_1 A : A' \) is derivable, and there exists \( B' \) in \( \Lambda(\Sigma_1) \) such that \( B \mapsto_0^* B' \) and \( \Gamma, x : A \vdash_1 t : B' \) is derivable. As \( \text{TYPE} \) is a sort, \( A' = \text{TYPE} \). Therefore, \( \Gamma \vdash_1 A : \text{TYPE} \) is derivable.

As \( B \) is typable and every subterm of a typable term is typable, \( \text{KIND} \) does not occur in \( B \). As \( B \mapsto_0^* B' \) and no rule contains \( \text{KIND} \), \( \text{KIND} \) does not occur in \( B' \) as well. Hence, \( B' \neq \text{KIND} \). By Lemma 2, as \( \Gamma, x : A \vdash_1 t : B' \) is derivable and \( B' \neq \text{KIND} \), there exists a sort \( s' \) such that \( \Gamma, x : A \vdash_1 B' : s' \) is derivable.

Thus, by the rule (abs), \( \Gamma \vdash_1 \lambda x : A, t : \Pi x : A, B' \) is derivable. So there is \( D' = \Pi x : A, B' \) in \( \Lambda(\Sigma_1) \) such that \( \Pi x : A, B \mapsto_0^* D' \) and \( \Gamma \vdash_1 \lambda x : A, t : D' \) is derivable.

- If the last rule of the derivation is
  \[
  \Gamma \vdash_0 t : \Pi x : A, B \quad \Gamma \vdash_0 u : A
  \]
  \[
  \frac{\Gamma \vdash_0 t : \Pi x : A, B}{\Gamma \vdash_0 t : (u/x)B}
  \]
  as \( \Gamma, t, \) and \( u \) are in \( \Lambda(\Sigma_1) \), by induction hypothesis, there exist \( C \) and \( A_2 \) in \( \Lambda(\Sigma_1) \), such that \( \Pi x : A, B \mapsto_0^* C, \Gamma \vdash_1 t : C \) is derivable, \( A \mapsto_0^* A_2 \), and \( \Gamma \vdash_1 u : A_2 \) is derivable. As \( \Pi x : A, B \mapsto_0^* C \) and rewriting rules are of the form \( (c l_1 \ldots l_n r) \), there exist \( A_1 \) and \( B_1 \) in \( \Lambda(\Sigma_1) \) such that \( C = \Pi x : A_1, B_1, A \mapsto_0^* A_1, \) and \( B \mapsto_0^* B_1 \). By confluence of \( \mapsto_0 \), there exists \( A' \) such that \( A_1 \mapsto_0^* A' \) and \( A_2 \mapsto_0^* A' \). By Lemma 4, as \( A_1 \in \Lambda(\Sigma_1) \) and \( A_1 \mapsto_0^* A' \), we have \( A' \in \Lambda(\Sigma_1) \) and \( A_1 \mapsto_1^* A' \). In a similar way, as \( A_2 \in \Lambda(\Sigma_1) \) and \( A_2 \mapsto_0^* A' \), we have \( A_2 \mapsto_1^* A' \). By Lemma 2, as \( \Gamma \vdash_1 t : \Pi x : A_1, B_1 \) is derivable and \( \Pi x : A_1, B_1 \neq \text{KIND} \), there exists a sort \( s \) such that \( \Gamma \vdash_1 \Pi x : A_1, B_1 : s \) is derivable. Thus, by Lemma 2, \( \Gamma \vdash_1 A_1 : \text{TYPE} \) is derivable.
As $\Gamma \vdash_1 \Pi x : A_1, B_1 : s$, $\Pi x : A_1, B_1 \hookrightarrow_1^\ast \Pi x : A', B_1$, and $\Sigma_1, \mathcal{R}_1$ preserves typing, $\Gamma \vdash_1 \Pi x : A', B_1 : s$ is derivable. In a similar way, as $\Gamma \vdash_1 A_1 : \text{TYPE}$ is derivable, and $A_1 \hookrightarrow_1^\ast A'$, $\Gamma \vdash_1 A' : \text{TYPE}$ is derivable. Therefore, by the rule (conv), $\Gamma \vdash_1 t : \Pi x : A', B_1$ and $\Gamma \vdash_1 u : A'$ are derivable. Therefore, by the rule (app), $\Gamma \vdash_1 t u : (u/x)B_1$ is derivable.

So there exists $D' = (u/x)B_1$ in $\Lambda(\Sigma_1)$, such that $(u/x)B \hookrightarrow_0^\ast D'$ and $\Gamma \vdash_1 t u : D'$ is derivable.

If the last rule of the derivation is

$$\frac{\Gamma \vdash_0 t : A \quad \Gamma \vdash_0 B : s}{\Gamma \vdash t : B} \quad \text{(conv)} \quad A \equiv_{\mathcal{R}_0} B$$

as $\Gamma$ and $t$ are in $\Lambda(\Sigma_1)$, by induction hypothesis, there exists $A'$ in $\Lambda(\Sigma_1)$ such that $A \hookrightarrow_0^\ast A'$ and $\Gamma \vdash_1 t : A'$ is derivable. By confluence of $\hookrightarrow_0$, there exists $C$ such that $A' \hookrightarrow_0^\ast C$ and $B \hookrightarrow_0^\ast C$. As $A' \in \Lambda(\Sigma_1)$ and $A' \hookrightarrow_0^\ast C$ we have, by Lemma 4, $C \in \Lambda(\Sigma_1)$ and $A' \hookrightarrow_1^\ast C$.

As $B$ is typable and every subterm of a typable term is typable, $\text{KIND}$ does not occur in $B$. As $B \hookrightarrow_0^\ast C$ and no rule contains $\text{KIND}$, $\text{KIND}$ does not occur in $C$ as well. Thus $C \neq \text{KIND}$. As $A' \hookrightarrow_1^\ast C$, $A' \neq \text{KIND}$. By Lemma 2, as $\Gamma \vdash_1 t : A'$ and $A' \neq \text{KIND}$, there exists a sort $s'$ such that $\Gamma \vdash_1 A' : s'$ is derivable. Thus, as $A' \hookrightarrow_1^\ast C$, and $\Sigma_1, \mathcal{R}_1$ preserves typing, $\Gamma \vdash_1 C : s'$ is derivable. As $\Gamma \vdash_1 t : A'$ and $\Gamma \vdash_1 C : s'$ are derivable and $A' \hookrightarrow_1 C$, by the rule (conv), $\Gamma \vdash_1 t : C$ is derivable. Thus there exists $D' = C$ in $\Lambda(\Sigma_1)$ such that $\Gamma \vdash_1 t : D'$ is derivable and $B \hookrightarrow_0^\ast D'$.

**Corollary 8.** Let $\Sigma_0, \mathcal{R}_0$ be a confluent system, $\Sigma_1, \mathcal{R}_1$ be a fragment of $\Sigma_0, \mathcal{R}_0$ that preserves typing. If $\Gamma \vdash_0 t : D$, $\Gamma \in \Lambda(\Sigma_1)$, $t \in \Lambda(\Sigma_1)$, and $D \in \Lambda(\Sigma_1)$, then $\Gamma \vdash_1 t : D$.

In particular, if $\Sigma_0, \mathcal{R}_0$ is a theory, $\Sigma_1, \mathcal{R}_1$ be a sub-theory of $\Sigma_0, \mathcal{R}_0$, $\Gamma \vdash_0 t : D$, $\Gamma \in \Lambda(\Sigma_1)$, $t \in \Lambda(\Sigma_1)$, and $D \in \Lambda(\Sigma_1)$, then $\Gamma \vdash_1 t : D$.

**Proof.** There is a $D' \in \Lambda(\Sigma_1)$ such that $D \hookrightarrow_0^\ast D'$ and $\Gamma \vdash_1 t : D'$. As $D \in \Lambda(\Sigma_1)$ and $D \hookrightarrow_0^\ast D'$. By Lemma 4 we have $D \hookrightarrow_1^\ast D'$, and we conclude with the rule (conv).

**Theorem 9 (Sub-theories of $\mathcal{U}$).** Every fragment $\Sigma_1, \mathcal{R}_1$ of $\mathcal{U}$ (including $\mathcal{U}$ itself) is a theory, that is, is confluent and preserves typing.

**Proof.** The relation $\hookrightarrow_{\beta\mathcal{R}_0}$ is confluent on $\Lambda(\Sigma_{\mathcal{U}})$ since it is an orthogonal combinatory reduction system [31]. Hence, after the fragment theorem, it is sufficient to prove that every rule of $\mathcal{R}_{\mathcal{U}}$ preserves typing in any fragment $\Sigma_1, \mathcal{R}_1$ containing the symbols of the rule.

To this end, we will use the criterion described in [8, Theorem 19] which consists in computing the equations that must be satisfied for a rule left-hand side to be typable, which are system-independent, and then check that the right-hand side has the same type modulo these equations in the desired system: for all rules $l \mapsto r \in \Lambda(\Sigma_1)$, sets of equations $\mathcal{E}$ and terms $T$, if the inferred type of $l$ is $T$, the typability constraints of $l$ are $\mathcal{E}$, and $r$ has type $T$ in the system $\Lambda(\Sigma_1)$ whose conversion relation $\equiv_{\beta\mathcal{R}_0}$ has been enriched with $\mathcal{E}$, then $l \mapsto r$ preserves typing in $\Lambda(\Sigma_1)$.

This criterion can easily be checked for all the rules but $(\text{pred}-\text{red}2)$ and $(\text{fst}-\text{red})$ because, except in those two cases, the left-hand side and the right-hand side have the same type.

In $(\text{pred}-\text{red}2)$, $\text{pred} \ (\text{succ} \ x) \mapsto x$, the left-hand side has type $\text{El} \ t$ if the equation $\text{type}(x) = \text{El} \ t$ is satisfied. Modulo this equation, the right-hand side has type $\text{El} \ t$ in any fragment containing the symbols of the rule.

In $(\text{fst}-\text{red})$, $\text{fst} \ t \ p$ $(\text{pair} \ t' \ p' \ m) \mapsto m$, the left-hand side has type $\text{El} \ t$ if $\text{type}(t) = \text{Set}$, $\text{type}(p) = \text{El} \ t \rightarrow \text{Prop}$, $\text{El} \ (\text{psub} \ t' \ p') = \text{El} \ (\text{psub} \ t \ p)$, $\text{type}(t') = \text{Set}$, $\text{type}(p') = \text{El} \ t' \rightarrow \text{Prop}$, and $\text{type}(m) = \text{El} \ t'$. But, in $\mathcal{U}$, there is no rule of the form $\text{El} \ (\text{psub} \ t \ p) \mapsto r$. Hence,
Figure 2 The wind rose. In black: Minimal, Constructive, and Ecumenical predicate logic. In orange: Minimal, Constructive, and Ecumenical simple type theory. In green: Simple type theory with prenex polymorphism. In blue: Simple type theory with predicate subtyping. In cyan: Simple type theory with predicate subtyping and prenex polymorphism. In pink: the Calculus of constructions with a constant ι, without and with prenex polymorphism.

by confluence, the equation \( \text{El}(\text{psub} \ t' \ p') = \text{El}(\text{psub} \ t \ p) \) is equivalent to the equations \( t' = t \) and \( p' = p \). Therefore, the right-hand side is of type \( \text{El} \ t \) in every fragment of \( \mathcal{U} \) containing the symbols of the rule.

5 Examples of sub-theories of the theory \( \mathcal{U} \)

We finally identify 13 sub-theories of the theory \( \mathcal{U} \), that correspond to known theories. For each of these sub-theories \( \Sigma_S, R_S \), according to the Corollary 8, if \( \Gamma, t, \) and \( A \) are in \( \Lambda(\Sigma_S) \), and \( \Gamma \vdash_{\Sigma_S, R_S} t : A \), then \( \Gamma \vdash_{R_S, \Sigma_S} t : A \).

Minimal predicate logic. The 7 axioms \((\text{Set}), (\text{El}), (\iota), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall)\) define Minimal predicate logic. This theory can be proven equivalent to more common formulations of Minimal predicate logic. As Minimal predicate logic is itself a logical framework, it must be complemented with more axioms, such as the axioms of geometry, arithmetic, etc.

Constructive predicate logic. The 13 axioms \((\text{Set}), (\text{El}), (\iota), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (\top), (\bot), (\neg), (\wedge), (\vee), (\exists)\) define Constructive predicate logic. This theory can be proven equivalent to more common formulations of Constructive predicate logic [15, 3].

Ecumenical predicate logic. The 19 axioms \((\text{Set}), (\text{El}), (\iota), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (\top), (\bot), (\neg), (\wedge), (\vee), (\exists), (\Rightarrow_c), (\land_c), (\lor_c), (\forall_c), (\exists_c)\) define Ecumenical predicate logic. This theory can be proven equivalent to more common formulations of Ecumenical predicate logic [26]. Note that classical predicate logic is not a sub-theory of the theory \( \mathcal{U} \), because the classical connectives and quantifiers depend on the constructive ones. Yet, it is known that if a proposition contains only classical connectives and quantifiers, it is provable in Ecumenical predicate logic if and only if it is provable in classical predicate logic.
Minimal simple type theory. The 9 axioms \((\text{Set}), (\iota), (\text{El}), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (\exists), (o), (\sim)\) define Minimal simple type theory. And this theory can be proven equivalent to more common formulations of Minimal simple type theory in [2, 3]. We could save the declaration \((\text{Prop}-\text{decl})\) and the rule \((o-\text{red})\) by replacing everywhere \text{Prop} with El o[3]. However, by removing \((\text{Prop}-\text{decl})\) and \((o-\text{red})\), this theory does not construct Simple type theory as an extension of Minimal predicate logic.

Constructive simple type theory. The 15 axioms \((\text{Set}), (\iota), (\text{El}), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (\exists), (o), (\sim)\) define Constructive simple type theory.

Ecumenical simple type theory. The 21 axioms \((\text{Set}), (\iota), (\text{El}), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (\exists), (o), (\sim)\) define Ecumenical simple type theory. And this theory can be proven equivalent to more common formulations of Ecumenical simple type theory in [26].

Simple type theory with predicate subtyping. Adding to the 9 axioms of Minimal simple type theory the 5 axioms of predicate subtyping yields Minimal simple type theory with predicate subtyping, formed with the 14 axioms \((\text{Set}), (\iota), (\text{El}), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (o), (\sim), (\text{psub}), (\text{pair}), (\text{pair}^3), (\text{fst}), \) and \((\text{snd})\). This theory can be proven equivalent to more common formulations of Minimal simple type theory with predicate subtyping in [23, 9]. Such formulations like PVS [33] often use predicate subtyping implicitly to provide a lighter syntax without \((\text{pair}), (\text{pair}^3), (\text{fst})\) nor \((\text{snd})\) but at the expense of losing uniqueness of type and making type-checking undecidable. In these cases, terms generally do not hold the proofs needed to be of a sub-type, which provides proof irrelevance. Our implementation of proof irrelevance of Section 3 Page 9 extends the conversion in order to ignore these proofs.

Simple type theory with prenex predicative polymorphism. Adding to Minimal simple type theory the 5 axioms of predicate subtyping yields Simple type theory with prenex predicative polymorphism \((\text{STT}^p)\) [40, 41] formed with the 14 axioms \((\text{Set}), (\iota), (\text{El}), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (o), (\sim), (\text{psub}), (\text{pair}), (\text{pair}^3), (\text{fst}), \) and \((\text{snd})\). This theory can be proven equivalent to more common formulations of Minimal simple type theory with predicate subtyping in [23, 9]. Such formulations like PVS [33] often use predicate subtyping implicitly to provide a lighter syntax without \((\text{pair}), (\text{pair}^3), (\text{fst})\) nor \((\text{snd})\) but at the expense of losing uniqueness of type and making type-checking undecidable. In these cases, terms generally do not hold the proofs needed to be of a sub-type, which provides proof irrelevance. Our implementation of proof irrelevance of Section 3 Page 9 extends the conversion in order to ignore these proofs.

Simple type theory with predicate subtyping and prenex polymorphism. Adding to the 9 axioms of Simple type theory both the 5 axioms of predicate subtyping and the 5 axioms of prenex polymorphism yields a sub-theory with 19 axioms which is a subsystem of PVS [33] handling both predicate subtyping and prenex polymorphism.

The Calculus of constructions. The 9 axioms \((\text{Set}), (\iota), (\text{El}), (\text{Prop}), (\text{Prf}), (\Rightarrow), (\forall), (o), (\sim_d), \) and \((\pi)\) define the Calculus of constructions. This is the usual expression of the Calculus of constructions in \(\Pi I/\equiv [13, 3]\) except that we write Prop for \(U_\ast, \text{Prf}\) for \(e_\ast, \text{Set}\) for \(U_\square, \text{El}\) for \(e_\square, o\) for \(\ast\), \(\Rightarrow_d\) for \(\Pi (e_\ast, e_\square), \forall\) for \(\Pi (e_\square, e_\ast), \pi\) for \(\Pi (e_\ast, e_\square), \) and \(\sim_d\) for \(\Pi (e_\square, e_\ast). \) As \(\Rightarrow_d\) is \(\Pi (e_\ast, e_\square), \forall\) is \(\Pi (e_\ast, e_\square), \pi\) is \(\Pi (e_\square, e_\ast), \) and \(\sim_d\) is \(\Pi (e_\square, e_\ast), \) using the terminology of Barendregt’s \(\lambda\)-cube [4], the axiom \((\forall)\) expresses polymorphism, the axiom \((\pi)\) dependent types, and the axiom \((\sim_d)\) type constructors. Note that these constants have similar types.

So if \(\Gamma\) is a context and \(A\) is a term \(A\) in the Calculus of constructions then \(A\) is inhabited in \(\Gamma\) in the Calculus of constructions if and only if the translation of \(A\) in \(\Pi I/\equiv\) is inhabited in the translation of \(\Gamma\) in \(\Pi I/\equiv [13, 3]\). In the translation of \(\Gamma\) in \(\Pi I/\equiv\), variables have a \(\Pi I/\equiv\) type of the form \(\text{Prf} \ u\) or \(\text{El} \ u\), and none of them can have the type \(\text{Set}\). But, in \(\Pi I/\equiv\), nothing prevents from declaring a variable of type \(\text{Set}\). So, the formulation of
the Calculus of constructions in $\lambda \Pi/\equiv$ is in fact a conservative extension of the original formulation of the Calculus of constructions, where the judgement $x : Set \vdash x : Set$ can be derived. Allowing the declaration of variables of type $Set$ in the Calculus of constructions usually requires to add a sort $\triangle$ and an axiom $\square : \triangle$ [22]. This is not needed here.

The Calculus of constructions with a type $\iota$. Adding the axiom $(\iota)$ to the Calculus of constructions yields a sub-theory with the 10 axioms $(Set)$, $(El)$, $(\iota)$, $(Prop)$, $(Pref)$, $(\Rightarrow)$, $(\forall)$, $(\Rightarrow o)$, $(\Rightarrow d)$, and $(\pi)$. It corresponds to the Calculus of constructions with an extra constant $\iota$ of type $\square$. Adding a constant of type $Set$ in $\lambda \Pi/\equiv$, like adding variables of type $Set$ does not require to introduce an extra sort $\triangle$.

Some developments in the Calculus of constructions choose to declare the types of mathematical objects such as $\iota$, $nat$, etc. in $\ast$, that would correspond to $\iota : Prop$, fully identifying types and propositions. We did not make this choice in the theory $U$, because, then, the type $\iota$ of the constant 0 has type $\ast$ and the type $\iota \rightarrow \ast$ of the constant positive has type $\square$, while, in Simple type theory, both $\iota$ and $\iota \rightarrow \ast$ are simple types. So the expression of the simple type $\iota \rightarrow \ast$ requires type constructors and not dependent types. Dependent types, the constant $\pi$, are thus marginalized to type functions mapping proofs to terms.

In the Calculus of constructions with a constant $\iota$ of type $\square$, there are no dependent types and no polymorphism at the object level, the latter leading to an inconsistent system [30, 11]. There are no object-level dependent types in the theory $U$, that is the type $El \iota \rightarrow Set$ of the symbol $array$ is not equivalent to a term of the form $\varepsilon_{\triangle} A$, but such dependent types could be added. Polymorphism is discussed below.

The Minimal sub-theory. Adding the axioms $(\Rightarrow)$ and $(\rightsquigarrow)$ yields a sub-theory with the 12 axioms $(Set)$, $(El)$, $(\iota)$, $(Prop)$, $(Pref)$, $(\Rightarrow)$, $(\forall)$, $(\Rightarrow o)$, $(\Rightarrow d)$, $(\Rightarrow a)$, $(\pi)$, and $(\Delta)$ called the “Minimal sub-theory” of the theory $U$. It contains both the 10 axioms of the Calculus of constructions and the 9 axioms of Minimal simple type theory. It is a formulation of the Calculus of constructions where dependent and non dependent arrows are distinguished. A proof expressed in the Calculus of constructions can be expressed in this theory. In a proof, every symbol $\rightsquigarrow d$ or $\Rightarrow d$ that uses a dummy dependency can be replaced with a symbol $\rightsquigarrow$ or $\Rightarrow$. Every proof that does not use $\rightsquigarrow d$, $\Rightarrow d$ and $\pi$, can be expressed in Minimal simple type theory.

The Calculus of constructions with prenex predicative polymorphism. Adding the 5 axioms of prenex predicative polymorphism to the 10 axioms of the Calculus of constructions with a constant $\iota$ yields a sub-theory formed with the 15 axioms $(Set)$, $(El)$, $(\iota)$, $(Prop)$, $(Pref)$, $(\Rightarrow d)$, $(\forall)$, $(\Rightarrow o)$, $(\Rightarrow d)$, $(\pi)$, $(Scheme)$, $(El)$, $(\uparrow)$, $(\forall)$, and $(\forall')$ defining the Calculus of constructions with prenex predicative polymorphism. It is a cumulative type system [5], containing four sorts $\ast$, $\square$, $\triangle$ and $\ast$, with $\ast : \square$, $\square : \triangle$, and $\square \leq \ast$, and besides the rules $\langle \ast, \ast \rangle$, $\langle \ast, \square, \square \rangle$, $\langle \square, \ast, \ast \rangle$, $\langle \square, \square, \square \rangle$, a rule $\langle \triangle, \ast, \ast \rangle$ to quantify over a variable of type $\square$ in a scheme and a rule $\langle \square, \square \rangle$ to quantify over $\square$ in a proposition [41].

6 Conclusion

The theory $U$ is thus a candidate for a universal theory where proofs developed in various proof systems: HOL Light, Isabelle/HOL, HOL 4, Coq, Matita, Lean, PVS, etc. can be expressed. This theory can be complemented with other axioms to handle inductive types, co-inductive types, universes, etc. [2, 41, 21].
Each proof expressed in the theory \( \mathcal{U} \) can use a sub-theory of the theory \( \mathcal{U} \), as if the other axioms did not exist: the classical connectives do not impact the constructive ones, propositions as objects and functionality do not impact predicate logic, dependent types and predicate subtyping do not impact simple types, etc.

The proofs in the theory \( \mathcal{U} \) can be classified according to the axioms they use, independently of the system they have been developed in. Finally, some proofs using classical connectives and quantifiers, propositions as objects, functionality, dependent types, or predicate subtyping may be translated into smaller fragments and used in systems different from the ones they have been developed in, making the theory \( \mathcal{U} \) a tool to improve the interoperability between proof systems.
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1 Introduction

Milner’s seminal work on encodings of the λ-calculus into the π-calculus [18] explains how interaction in π subsumes evaluation in λ. It opened a research strand on formal connections between sequential and concurrent calculi, covering untyped and typed regimes (see, e.g., [23, 4, 1, 25, 16, 26]). This paper extends this line of work by tackling a hitherto unexplored angle, namely encodability of calculi in which computation is non-deterministic and may be subject to failures – two relevant features in sequential and concurrent programming models.

We focus on typed calculi and study how non-determinism and failures interact with resource-aware computation. In sequential calculi, non-idempotent intersection types [2] offer one fruitful perspective at resource-awareness. Because non-idempotency distinguishes between types σ and σ ∧ σ, this class of intersection types can “count” different resources and enforce quantitative guarantees. In concurrent calculi, resource-awareness has been much studied using linear types. Linearity ensures that process actions occur exactly once, which is key to enforce protocol correctness. To our knowledge, connections between calculi adopting these two distinct views of resource-awareness via types are still to be established. We aim to develop such connections by relating models of sequential and concurrent computation.
On the sequential side, we introduce $\lambda^{\oplus}$: a $\lambda$-calculus with resources, non-determinism, and failures, which distills key elements from $\lambda$-calculi studied in [3, 21] (§ 2). Evaluation in $\lambda^{\oplus}$ considers bags of resources, and determines alternative executions governed by non-determinism. Failure results from a lack or excess of resources (terms), and is captured by the term $\text{fail}\tilde{x}$ (for some variables $\tilde{x}$). Non-determinism is non-collapsing: given $M$ and $N$ with reductions $M \rightarrow M'$ and $N \rightarrow N'$, the non-deterministic sum $M + N$ reduces to $M' + N'$. (Under a collapsing view, as in, e.g., [8], $M + N$ reduces to either $M$ or $N$.)

On the concurrent side, we consider $s\pi$: a session $\pi$-calculus with (non-collapsing) non-determinism and failure proposed in [6] (§ 3). Processes in $s\pi$ are disciplined by session types that specify the protocols that the channels of a process must respect. Exploiting linearity, session types ensure absence of communication errors and stuck processes; $s\pi$ rests upon a Curry-Howard correspondence between session types and (classical) linear logic extended with two modalities that express non-deterministic protocols that may succeed or fail.

Contributions. This paper presents the following contributions:

1. The resource calculus $\lambda^{\oplus}$, a new calculus that distills the distinguishing elements from previous resource calculi [4, 21], while offering an explicit treatment of failures in a setting with non-collapsing non-determinism. Using intersection types, we define well-typed (fail-free) expressions and well-formed (fail-prone) expressions in $\lambda^{\oplus}$ (see below).

2. An encoding of $\lambda^{\oplus}$ into $s\pi$, proven correct following established criteria [11, 17] (§ 4). These criteria attest to an encoding’s quality; we consider type preservation, operational correspondence, success sensitiveness, and compositionality. Thanks to these correctness properties, our encoding precisely describes how typed interaction protocols can codify sequential evaluation in which the absence and excess of resources may lead to failures.

These contributions entail different challenges. The first is bridging the different mechanisms for resource-awareness involved (intersection types in $\lambda^{\oplus}$, session types in $s\pi$). A direct encoding of $\lambda^{\oplus}$ into $s\pi$ is far from obvious, as multiple occurrences of a variable in $\lambda^{\oplus}$ must be accommodated into the linear setting of $s\pi$. To overcome this, we introduce $\hat{\lambda}^{\oplus}$: a variant of $\lambda^{\oplus}$ with sharing [13, 10]. This way, we “atomize” occurrences of the same variable, thus simplifying the task of encoding $\lambda^{\oplus}$ expressions into $s\pi$ processes.

Another challenge is framing failures (undesirable computations) in $\lambda^{\oplus}$ as well-typed $s\pi$ processes. We define well-formed $\lambda^{\oplus}$ expressions, which can lead to failure, in two stages. First, we consider $\lambda_{\oplus}$, the sub-language of $\lambda^{\oplus}$ without $\text{fail}\tilde{x}$. We give an intersection type system for $\lambda_{\oplus}$ to regulate fail-free evaluation. Well-formed expressions are defined on top of well-typed $\lambda_{\oplus}$ expressions. We show that $s\pi$ can correctly encode the fail-free $\lambda_{\oplus}$ but, much more interestingly, also well-formed $\lambda^{\oplus}$ expressions, which are fail-prone by definition.

Discussion about our approach and results, and comparisons with related works is in § 5.

2 $\lambda^{\oplus}$: A $\lambda$-calculus with Non-Determinism and Failure

The syntax of $\lambda^{\oplus}$ combines elements from calculi studied by Boudol and Laneve [4] and by Pagani and Ronchi della Rocca [21]. We use $x, y, \ldots$ to range over the set of variables. We write $\tilde{x}$ to denote the sequence of pairwise distinct variables $x_1, \ldots, x_k$, for some $k \geq 0$. We write $|\tilde{x}|$ to denote the length of $\tilde{x}$.
Definition 1 (Syntax of $\lambda^i_0$). The $\lambda^i_0$ calculus is defined by the following grammar:

(Terms) \[ M,N,L ::= x \mid \lambda x.M \mid \langle M \rangle \mid \langle M \rangle \langle B \rangle/x \mid \text{fail}^\sim \]

(Bags) \[ A,B ::= 1 \mid \langle M \rangle \mid A \cdot B \]

(Expressions) \[ M,N,L ::= M \mid M + N \]

We have three syntactic categories: terms (in functional position); bags (in argument position), which denote multisets of resources; and expressions, which are finite formal sums that represent possible results of a computation. Terms are unary expressions: they can be variables, abstractions, and applications. Following [3, 4], the explicit substitution of a bag $B$ for a variable $x$, written $\langle B/x \rangle$, is also a term. The term $\text{fail}^\sim$ results from a reduction in which there is a lack or excess of resources to be substituted, where $\tilde{x}$ denotes a multiset of free variables that are encapsulated within failure.

The empty bag is denoted 1. The bag enclosing the term $M$ is $\langle M \rangle$. The concatenation of bags $B_1$ and $B_2$ is $B_1 \cdot B_2$; this is a commutative and associative operation, where 1 is the identity. We treat expressions as sums, and use notations such as $\sum_i N_i$ for them. Sums are associative and commutative; reordering of the terms in a sum is performed silently.

Definition 2 (Expressions). Notation $N \in M$ denotes that $N$ is part of the sum denoted by $M$. Similarly, we write $N_i \in B$ to denote that $N_i$ occurs in the bag $B$, and $B \setminus N_i$ to denote the bag that is obtained by removing one occurrence of the term $N_i$ from $B$.

Full details on the reduction semantics and typing system for $\lambda^i_0$ can be found in the appendix and [22].

A Resource Calculus With Sharing

We define a variant of $\lambda^i_0$ with sharing variables, dubbed $\hat{\lambda}^i_0$, inspired by the work by Gundersen et al. [13] and Ghilezan et al. [10]. In §4 we shall use $\hat{\lambda}^i_0$ as intermediate language in our encoding of $\lambda^i_0$ into $\pi$.

The syntax of $\hat{\lambda}^i_0$ only modifies the syntax of $\lambda^i_0$-terms, which is defined by the grammar below; the syntax of bags and expressions $M$ is as in Def. 1.

(Terms) \[ M,N,L ::= x \mid \lambda x.(M[\tilde{x} \leftarrow x]) \mid \langle M \rangle \mid M \langle N \rangle/x \mid \text{fail}^\sim \]

\[ M[\tilde{x} \leftarrow x] \mid (M[\tilde{x} \leftarrow x])\langle B \rangle/x \]

We consider the sharing construct $M[\tilde{x} \leftarrow x]$ and the explicit linear substitution $M\langle N \rangle/x$. The term $M[\tilde{x} \leftarrow x]$ defines the sharing of variables $\tilde{x}$ occurring in $M$ using $x$. We shall refer to $x$ as sharing variable and to $\tilde{x}$ as shared variables. A variable is only allowed to appear once in a term. Notice that $\tilde{x}$ can be empty: $M[\leftarrow x]$ expresses that $x$ does not share any variables in $M$. As in $\lambda^i_0$, the term $\text{fail}^\sim$ explicitly accounts for failed attempts at substituting the variables $\tilde{x}$, due to an excess or lack of resources. There is a difference with respect to $\lambda^i_0$: in the term $\text{fail}^\sim$, $\tilde{x}$ denotes a set (rather than a multiset) of variables, which may include shared variables.

In $M[\tilde{x} \leftarrow x]$ we require that (i) every $x_i \in \tilde{x}$ must occur exactly once in $M$ and that (ii) $x_i$ is not a sharing variable. The occurrence of $x_i$ can appear within the fail term $\text{fail}^\sim$, if $x_i \in \tilde{y}$. In the explicit linear substitution $M\langle N \rangle/x$, we require: (i) the variable $x$ has to occur in $M$; (ii) $x$ cannot be a sharing variable; and (iii) $x$ cannot be in an explicit linear substitution occurring in $M$. For instance, $M\langle L \rangle/x\langle N \rangle/x$ is not a valid term in $\hat{\lambda}^i_0$.

To define the reduction semantics of $\hat{\lambda}^i_0$, we require some auxiliary notions: the free variables of an expression/term, the head of a term, and linear head substitution.
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\[ \text{fv}(x) = \{x\} \quad \text{fv}\{\text{fail}\} = \{\bar{x}\} \quad \text{fv}\{\lambda M\} = \text{fv}(M) \]
\[ \text{fv}(B_1 \cdot B_2) = \text{fv}(B_1) \cup \text{fv}(B_2) \quad \text{fv}(M B) = \text{fv}(M) \cup \text{fv}(B) \quad \text{fv}(1) = \emptyset \]

\[ \text{fv}(M\{N/x\}) = (\text{fv}(M) \setminus \{x\}) \cup \text{fv}(N) \quad \text{fv}(M[\bar{x} \leftarrow x]) = (\text{fv}(M) \setminus \{\bar{x}\}) \cup \{x\} \]
\[ \text{fv}(\lambda x.(M[\bar{x} \leftarrow x])) = \text{fv}(M[\bar{x} \leftarrow x]) \setminus \{x\} \quad \text{fv}(M + N) = \text{fv}(M) \cup \text{fv}(N) \]
\[ \text{fv}(\langle M[\bar{x} \leftarrow x]\rangle\langle B/x\rangle) = (\text{fv}(M[\bar{x} \leftarrow x]) \setminus \{x\}) \cup \text{fv}(B) \]

\[ \hat{\lambda}_0 \]

\[ \text{fv}(x) = \{x\} \quad \text{fv}(\text{fail}) = \{\bar{x}\} \quad \text{fv}(\lambda M) = \text{fv}(M) \]
\[ \text{fv}(B_1 \cdot B_2) = \text{fv}(B_1) \cup \text{fv}(B_2) \quad \text{fv}(M B) = \text{fv}(M) \cup \text{fv}(B) \quad \text{fv}(1) = \emptyset \]

\[ \text{fv}(M\{N/x\}) = (\text{fv}(M) \setminus \{x\}) \cup \text{fv}(N) \quad \text{fv}(M[\bar{x} \leftarrow x]) = (\text{fv}(M) \setminus \{\bar{x}\}) \cup \{x\} \]
\[ \text{fv}(\lambda x.(M[\bar{x} \leftarrow x])) = \text{fv}(M[\bar{x} \leftarrow x]) \setminus \{x\} \quad \text{fv}(M + N) = \text{fv}(M) \cup \text{fv}(N) \]
\[ \text{fv}(\langle M[\bar{x} \leftarrow x]\rangle\langle B/x\rangle) = (\text{fv}(M[\bar{x} \leftarrow x]) \setminus \{x\}) \cup \text{fv}(B) \]

\[ \hat{\lambda}_0 \]

Definition 3 (Free Variables). The set of free variables of a term, bag and expressions in \( \hat{\lambda}_0 \), is defined in Fig. 1. As usual, a term \( M \) is closed if \( \text{fv}(M) = \emptyset \).

Notation 4. We write \( \text{PER}(B) \) to denote the set of all permutations of bag \( B \). Also, \( B_n \) denotes the \( n \)-th term in the (permuted) \( B \). We define \( \text{size}(B) \) to denote the number of terms in bag \( B \). That is, \( \text{size}(1) = 0 \) and \( \text{size}(\langle M \rangle \cdot B) = 1 + \text{size}(B) \).

Definition 5 (Head). The head of a term \( M \), denoted \( \text{head}(M) \), is defined inductively:
\[ \text{head}(x) = x \quad \text{head}(\lambda x.(M[\bar{x} \leftarrow x])) = \lambda x.(M[\bar{x} \leftarrow x]) \]
\[ \text{head}(M B) = \text{head}(M) \quad \text{head}(M\{N/x\}) = \text{head}(M) \]
\[ \text{head}(\text{fail}) = \text{fail} \quad \text{head}(M[\bar{x} \leftarrow x]) = \text{head}(M[\bar{x} \leftarrow x]) \]

Definition 6 (Linear Head Substitution). Given a term \( M \) with \( \text{head}(M) = x \), the linear substitution of a term \( N \) for \( x \) in \( M \), written \( M\{N/x\} \), is inductively defined as:
\[ x\{N/x\} = N \]
\[ (M B)\{N/x\} = (M\{N/x\}) B \]
\[ (M\{L/y\}\{N/x\}) = (M\{N/x\})\{L/y\} \quad x \neq y \]
\[ ((M[y/x]\{B/y\})\{N/x\}) = (M[y/x]\{N/x\})\{B/y\} \quad x \neq y \]
\[ (M[y/x]\{N/x\}) = (M\{N/x\})\{y/x\} \quad x \neq y \]

Figure 1 Free variables for \( \hat{\lambda}_0 \).

Definition 7 (Term and Expression Contexts in \( \hat{\lambda}_0 \)). Let \([\cdot]\) denote a hole. Contexts for terms and expressions are defined by the following grammar:
\[ C[\cdot], C'[\cdot] ::= ([\cdot]) B | ([\cdot])\{N/x\} | ([\cdot])\{\bar{x} \leftarrow x\} | ([\cdot])\{\bar{x} \leftarrow x\}\{B/x\} \]
\[ D[\cdot], D'[\cdot] ::= M + [\cdot] + [\cdot] + M \]

The substitution of a hole with term \( M \) in a context \( C[\cdot] \), denoted \( C[M] \), must be a \( \hat{\lambda}_0 \)-term.
\[
\begin{align*}
\text{[RS:Beta]} & \quad \lambda x. M[\overline{x} \leftarrow x] B \rightarrow M[\overline{x} \leftarrow x](\overline{B/x}) \\
\text{[RS:Ex-Sub]} & \quad B = \{ M_1 \} \cup \cdots \cup \{ M_k \}, \quad k \geq 1, \quad M \neq \text{fail}^y \\
& \quad M[x_1, \ldots, x_k \leftarrow x](\overline{B/x}) \rightarrow \sum_{B_i \in \text{PER}(B)} M[\overline{B_i(1)/x_1} \cdots \overline{B_i(k)/x_k}] \\
\text{[RS:Lin-Fetch]} & \quad \text{head}(M) = x \\
& \quad M[\overline{N/x}] \rightarrow M[\overline{N/x}] \\
\text{[RS:Fail]} & \quad k \neq \text{size}(B), \quad \overline{y} = (\text{fv}(M) \setminus \{ x_1, \ldots, x_k \}) \cup \text{fv}(B) \\
& \quad M[x_1, \ldots, x_k \leftarrow x](\overline{B/x}) \rightarrow \sum_{\overline{B_i(1)} \in \text{PER}(B)} \text{fail}^y \\
\text{[RS:Cons]} & \quad \overline{y} = \text{fv}(B), \quad \overline{z} = \text{fv}(N), \quad \text{size}(B) = k, \quad k + |\overline{x}| \neq 0 \\
& \quad \overline{x} \rightarrow \sum_{\overline{B_i(1)} \in \text{PER}(B)} \text{fail}^y \\
\text{[RS:Cont]} & \quad M \rightarrow M'_1 + \cdots + M'_k \\
\text{[RS:ECont]} & \quad M \rightarrow M' \\
\text{[RS:Cons]} & \quad C[M], C[M'_1], \ldots, C[M'_k] \\
D[M] & \rightarrow D[M']
\end{align*}
\]

Figure 2 Reduction rules for \( \hat{\lambda}^i_0 \).

This way, e.g., the hole in context \( C[\cdot] = ([\cdot])\overline{N/x} \) cannot be filled with \( y \), since \( C[y] = (y)\overline{N/x} \) is not a well-defined term. Indeed, \( M\overline{N/x} \) requires that \( x \) occurs exactly once within \( M \). Similarly, we cannot fill the hole with \( \text{fail}^2 \) with \( z \neq x \), since \( C[\text{fail}^2] = (\text{fail}^2)\overline{N/x} \) is also not a well-defined term, for the same reason.

**Reduction Semantics**

The reduction relation \( \rightarrow \) operates lazily on expressions; it is defined by the rules in Fig. 2. A \( \beta \)-reduction in \( \hat{\lambda}^i_0 \) results into an explicit substitution \( \overline{B/x} \), which then evolves into a linear head substitution \( \overline{\{ N/x \}} \) (with \( N \in B \)). Reduction in \( \hat{\lambda}^i_0 \) introduces an intermediate step whereby the explicit substitution expands into a sum of terms involving explicit linear substitutions \( \overline{\{ N/x \}} \), which are the ones to reduce into a linear head substitution. In the case there is a mismatch between the size of \( B \) and the number of shared variables to be substituted, the term reduces to failure.

More specifically, Rule [RS:Beta] is standard and results into an explicit substitution. Rule [RS:Ex-Sub] applies when the size \( k \) of the bag coincides with the length of \( \overline{x} = x_1, \ldots, x_k \). Intuitively, this rule “distributes” an explicit substitution into a sum of terms involving explicit linear substitutions; it considers all possible permutations of the elements in the bag among all shared variables. Rule [RS:Lin-Fetch] specifies the evaluation of a term with an explicit linear substitution into a linear head substitution.

There are three rules reduce to the failure term: their objective is to accumulate all (free) variables involved in failed reductions. Accordingly, Rule [RS:Fail] formalizes failure in the evaluation of an explicit substitution \( M[\overline{x} \leftarrow x](\overline{B/x}) \), which occurs if there is a mismatch between the resources (terms) present in \( B \) and the number of occurrences of
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\[ M[x \leftarrow x] \langle \gamma/x \rangle \succeq^*_\lambda M \]
\[ MB[\gamma/x] \equiv^*_\lambda (M[\gamma/x])B \quad \text{with} \ x \notin \text{fv}(B) \]
\[ M[\gamma_2/x] \langle \gamma_1/x \rangle \equiv^*_\lambda M[\gamma_1/x] \langle \gamma_2/x \rangle \quad \text{with} \ x \notin \text{fv}(\gamma_2) \]
\[ MA[x \leftarrow x] \langle \beta/x \rangle \equiv^*_\lambda (M[x \leftarrow x] \langle \beta/x \rangle)A \quad \text{with} \ x_i \in \widetilde{x} \Rightarrow x_i \notin \text{fv}(A) \]
\[ M[\gamma/x] \langle \gamma_2/x \rangle \quad \text{with} \ x_i \in \widetilde{x} \Rightarrow x_i \notin \text{fv}(A) \]
\[ C[M] \succeq^*_\lambda C[M'] \quad \text{with} \ M \succeq^*_\lambda M' \]
\[ D[M] \succeq^*_\lambda D[M'] \quad \text{with} \ M \succeq^*_\lambda M' \]

**A Precongruence**

Fig. 3 defines a precongruence for \( \Lambda^t \) on terms and expressions, denoted \( \succeq^*_\lambda \). We write \( M \succeq^*_\lambda M' \) whenever both \( M' \succeq^*_\lambda M' \) and \( M' \succeq^*_\lambda M \) hold.

\begin{itemize}
  \item **Notation 8.** As standard, \( \rightarrow \) denotes one step reduction; \( \rightarrow^+ \) and \( \rightarrow^* \) denote the transitive and the reflexive-transitive closure of \( \rightarrow \), respectively. We write \( N \rightarrow^* M \) to denote that \( [R] \) is the last (non-contextual) rule used in inferring the step from \( N \) to \( M \).
  \item **Example 9.** We show how a term can reduce using Rule [RS:Cons2].
    \[ (\lambda x.x_1[x_1 \leftarrow x])\text{fail}^0 \langle y \rangle \langle \gamma/N/y \rangle \xrightarrow{\text{RS:Beta}} x_1[x_1 \leftarrow x] \langle (\text{fail}^0 \langle y \rangle \langle \gamma/N/y \rangle)\langle y/x \rangle \xrightarrow{\text{RS:Ex-Sub}} x_1 \langle \text{fail}^0 \langle y \rangle \langle \gamma/N/y \rangle/x_1 \rangle \xrightarrow{\text{RS:Lin-Fetch}} \text{fail}^0 \langle y \rangle \langle \gamma/N/y \rangle \xrightarrow{\text{RS:Cons}} \text{fail}^{\text{lin}(N)} \]
  Notice that the left-hand sides of the reduction rules in \( \Lambda^t \) do not interfere with each other. Reduction in \( \Lambda^t \) satisfies a diamond property; see [22].
  \item **Example 10.** We illustrate the precongruence in case of failure:
    \[ (\lambda x.x_1[x_1 \leftarrow x])\text{fail}^0 \langle y \rangle \langle \gamma/y \rangle \xrightarrow{\text{RS:Beta}} x_1[x_1 \leftarrow x] \langle (\text{fail}^0 \langle y \rangle \langle \gamma/y \rangle)\langle y/x \rangle \xrightarrow{\text{RS:Ex-Sub}} x_1 \langle \text{fail}^0 \langle y \rangle \langle \gamma/y \rangle/x_1 \rangle \xrightarrow{\text{RS:Lin-Fetch}} \text{fail}^0 \langle y \rangle \langle \gamma/y \rangle \succeq^*_\lambda \text{fail}^0 \]
In the last step, Rule [RS:Cons2] cannot be applied: \( y \) is sharing with no shared variables and the explicit substitution involves the bag 1.
  \item **Example 11.** We illustrate how Rule [RS:Fail] can introduce \text{fail}^\neg into a term. It also shows how Rule [RS:Cons3] consumes an explicit linear substitution:
    \[ x_1[x_1 \leftarrow y] \langle \gamma/N/y \rangle/x_1 \xrightarrow{\text{RS:Ex-Sub}} x_1[x_1 \leftarrow y] \langle \gamma/N/y \rangle \langle M/x_1 \rangle \xrightarrow{\text{RS:Sub}} x_1[x_1 \leftarrow y] \langle \gamma/N/y \rangle \langle M/x_1 \rangle \xrightarrow{\text{RS:Cons}} \text{fail}^{\text{lin}(N)} \langle M/x_1 \rangle \xrightarrow{\text{RS:Cons}} \text{fail}^{\text{lin}(M) \cup \text{lin}(N)} \]
\end{itemize}
Intersection Types

We define a type system for $\hat{\lambda}_{\emptyset}$ based on non-idempotent intersection types, similar to the one defined by Bucciarelli et al. in [5]. Intersection types allow us to reason about types of resources in bags but also about every occurrence of a variable. That is, non-idempotent intersection types enable us to distinguish expressions not only by measuring the size of a bag but also by counting the number of times a variable occurs within a term.

Definition 12 (Types for $\hat{\lambda}_{\emptyset}$). We define strict and multiset types by the grammar:

- (Strict) $\sigma, \tau, \delta ::= \text{unit} \mid \pi \rightarrow \sigma$
- (Multiset) $\pi, \zeta ::= \bigwedge_{i \in I} \sigma_i \mid \omega$

A strict type can be the unit type unit or a functional type $\pi \rightarrow \sigma$, where $\pi$ is a multiset type and $\sigma$ is a strict type. Multiset types can be either the empty type $\omega$ or an intersection of strict types $\bigwedge_{i \in I} \sigma_i$, with $I$ non-empty. The operator $\land$ is commutative, associative, and non-idempotent, that is, $\sigma \land \sigma \neq \sigma$. The empty type is the type of the empty bag and acts as the identity element to $\land$.

Type assignments range over $\Gamma, \Delta, \ldots$ and have the form $\Gamma, x : \sigma$, assigning the empty type to all but a finite number of variables. Multiple occurrences of a variable can occur within an assignment; they are assigned only strict types. For instance, $\Gamma, x : \tau \rightarrow \tau, x : \tau$ is a valid type assignment: it means that $x$ can be of both type $\tau \rightarrow \tau$ and $\tau$. The multiset of variables in $\Gamma$ is denoted as $\text{dom}(\Gamma)$. Type judgements are of the form $\Gamma \vdash M : \sigma$, where $\Gamma$ consists of variable type assignments, and $M : \sigma$ means that $M$ has type $\sigma$. We write $\emptyset \vdash M : \sigma$ to denote $\emptyset \vdash M : \sigma$.

Notation 13. Given $k \geq 0$, we shall write $\sigma^k$ to stand for $\sigma \land \cdots \land \sigma$ ($k$ times, if $k > 0$) or for $\omega$ (if $k = 0$). Similarly, we write $\bar{x} : \sigma^k$ to stand for $x : \sigma, \ldots, x : \sigma$ ($k$ times, if $k > 0$) or for $x : \omega$ (if $k = 0$).

We define well-formed $\hat{\lambda}_{\emptyset}$ expressions, in two stages. We first consider the type system given in Fig. 4 for $\hat{\lambda}_{\emptyset}$, the sub-calculus of $\hat{\lambda}_{\emptyset}$ without the failure term $\text{fail}_x$. Then, we define well-formed expressions for the full language $\hat{\lambda}_{\emptyset}$ via Def. 14 (see below).

We first discuss selected rules of the type system for $\hat{\lambda}_{\emptyset}$, which takes into account the sharing construct $M[x \leftarrow x]$. Rule [TS:var] is standard. Rule [TS:1] assigns the empty bag 1 the empty type $\omega$. The weakening rule [TS:weak] deals with $k = 0$, typing the term $M \langle \leftarrow x \rangle$, when there are no occurrences of $x$ in $M$, as long as $M$ is typable. Rule [TS:abs-sh] is as expected: it requires that the sharing variable is assigned the $k$-fold intersection type $\sigma^k$ (Not. 13). Rule [TS:app] is standard, requiring a match on the multiset type $\pi$. Rule [TS:bag] types the concatenation of bags. Rule [TS:ex-lin-sub] supports explicit linear substitutions. Rule [TS:ex-sub] types explicit substitutions where a bag must consist of both the same type and length of the shared variable it is being substituted for. Rule [TS:sum] types the sum of two expressions of the same type. Rule [TS:share] requires that the shared variables $x_1, \ldots, x_k$ have the same type as the sharing variable $x_k$, for $k \neq 0$.

On top of this type system for $\hat{\lambda}_{\emptyset}$, we define well-formed expressions: $\lambda_{\emptyset}$-terms whose computation may lead to failure.

Definition 14 (Well-formedness in $\hat{\lambda}_{\emptyset}$). An expression $M$ is well formed if there exist $\Gamma$ and $\tau$ such that $\Gamma \models M : \tau$ is entailed via the rules in Fig. 5.

Rules [FS:wf-exp] and [FS:wf-bag] guarantee that every well-typed expression and bag, respectively, is well-formed. Since our language is expressive enough to account for failing computations, we include rules for checking the structure of these ill-behaved terms – terms
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<table>
<thead>
<tr>
<th>Rule</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS:var</td>
<td>$x : \sigma \vdash x : \sigma$</td>
</tr>
<tr>
<td>TS:1</td>
<td>$\vdash 1 : \omega$</td>
</tr>
<tr>
<td>TS:weak</td>
<td>$\Delta \vdash M : \tau \quad \Delta, x : \omega \vdash M[\leftarrow x] : \tau$</td>
</tr>
<tr>
<td>TS:abs-sh</td>
<td>$\Delta, x : \sigma^k \vdash M[\bar{x} \leftarrow x] : \tau \quad \Delta \vdash \lambda x.(M[\bar{x} \leftarrow x]) : \sigma^k \rightarrow \tau$</td>
</tr>
<tr>
<td>TS:app</td>
<td>$\Gamma \vdash M : \pi \rightarrow \tau \quad \Delta \vdash B : \pi \quad \Gamma, \Delta \vdash M B : \tau$</td>
</tr>
<tr>
<td>TS:bag</td>
<td>$\Gamma \vdash M : \sigma \quad \Gamma, \Delta \vdash {M} : B : \sigma^{k+1} \quad \Delta \vdash B : \pi \quad \Gamma, \Delta \vdash M[\bar{x} \leftarrow x] : \tau$</td>
</tr>
<tr>
<td>FS:wf-expr</td>
<td>$\Gamma \vdash M : \tau \quad \Gamma \vdash \pi : \pi$</td>
</tr>
<tr>
<td>FS:wf-bag</td>
<td>$\Gamma \vdash B : \pi$</td>
</tr>
<tr>
<td>FS:weak</td>
<td>$\Gamma \vdash M : \tau \quad \Gamma, x : \omega \vdash M[\leftarrow x] : \tau$</td>
</tr>
<tr>
<td>FS:abs</td>
<td>$\Gamma \vdash M : \sigma^l \rightarrow \tau \quad \Delta \vdash B : \sigma^k \quad \Gamma, \Delta \vdash M B : \tau$</td>
</tr>
<tr>
<td>FS:app</td>
<td>$\Gamma \vdash M : \sigma \quad \Delta \vdash B : \sigma^k \quad \Gamma, \Delta \vdash {M} : B : \sigma^{k+1}$</td>
</tr>
<tr>
<td>FS:ex-lin-sub</td>
<td>$\Gamma, x : \sigma \vdash M : \tau \quad \Delta \vdash N : \sigma \quad \Gamma, \Delta \vdash M{N/x} : \tau$</td>
</tr>
<tr>
<td>FS:sum</td>
<td>$\Gamma \vdash M : \sigma \quad \Gamma \vdash N : \sigma \quad \Gamma \vdash M + N : \sigma$</td>
</tr>
<tr>
<td>FS:ex-sub</td>
<td>$\Gamma, x : \sigma^k \vdash M[\bar{x} \leftarrow x] : \tau \quad \Delta \vdash B : \sigma^l \quad \Gamma, \Delta \vdash M[\bar{x} \leftarrow x] : \tau$</td>
</tr>
<tr>
<td>FS:share</td>
<td>$\Gamma, x_1 : \sigma, \ldots, x_k : \sigma \vdash M : \tau \quad x \not\in \text{dom}(\Delta) \quad k \neq 0 \quad \Delta, x : \sigma^k \vdash M[x_1, \ldots, x_k \leftarrow x] : \tau$</td>
</tr>
</tbody>
</table>

**Figure 4** Typing rules for $\hat{\lambda}_B$.

**Figure 5** Well-formedness rules for $\hat{\lambda}_B$.

That can be well-formed, but not typable. For instance, Rules [FS:ex-sub] and [FS:app] differ from similar typing rules in Fig. 4: the size of the bags (as declared in their types) is no longer required to match. Also, Rule [FS:fail] has no analogue in the type system: we allow the failure term $\text{fail}^k$ to be well-formed with any type, provided that the context contains the types of the variables in $\bar{x}$. The other rules are self-explanatory.

Well-formed expressions satisfy subject reduction (SR); the proof is standard (cf. [22]).

**Theorem 15** (SR in $\hat{\lambda}_B$). If $\Gamma \vdash M : \tau$ and $M \rightarrow M'$ then $\Gamma \vdash M' : \tau$. 

---

21:8
**3 sπ: A Session-Typed π-Calculus**

The π-calculus [19] is a model of concurrency in which processes interact via names (or channels) to exchange values, which can be themselves names. Here we overview sπ, introduced by Caires and Pérez in [6], in which session types [14, 15] ensure that the two endpoints of a channel perform matching actions: when one endpoint sends, the other receives; when an endpoint closes, the other closes too. Following [7, 27], sπ defines a Curry-Howard correspondence between session types and a linear logic with two dual modalities (⊤A and ⊥A), which define non-deterministic sessions. In sπ, cut elimination corresponds to process communication, proofs correspond to processes, and propositions correspond to session types.

**Syntax and Semantics**

We use x, y, z, w ... to denote names implementing the (session) endpoints of protocols specified by session types. We consider the sub-language of [6] without labeled choices and replication, which is actually sufficient to encode $\lambda^2$. 

► **Definition 16 (Processes).** The syntax of sπ processes is given by the grammar:

$$P, Q ::= \pi(y).P \mid x(y).P \mid x.close \mid x.close; P \mid [x \leftrightarrow y] \mid (P \mid Q) \mid (\nu x)P \mid 0$$

$$\mid x.some; P \mid x.none \mid x.some(w_1,\ldots,w_n); P \mid P \oplus Q$$

In the first line, an output process $\pi(y).P$ sends a fresh name $y$ along session $x$ and then continues as $P$. An input process $x(y).P$ receives a name $z$ along $x$ and then continues as $P[z/y]$, which denotes the capture-avoiding substitution of $z$ for $y$ in $P$. Processes $x.close$ and $x.close; P$ denote complementary actions for closing session $x$. The forwarder process $[x \leftrightarrow y]$ denotes a bi-directional link between sessions $x$ and $y$. Process $P \mid Q$ denotes the parallel execution of $P$ and $Q$. Process $(\nu x)P$ denotes the process $P$ in which name $x$ has been restricted, i.e., $x$ is kept private to $P$. $0$ is the inactive process.

The constructs in the second line introduce non-deterministic sessions which, intuitively, may provide a session protocol or fail.

- Process $x.some; P$ confirms that the session on $x$ will execute and continues as $P$. Process $x.none$ signals the failure of implementing the session on $x$.
- Process $x.some(w_1,\ldots,w_n); P$ specifies a dependency on a non-deterministic session $x$. This process can either (i) synchronize with an action $x.some$ and continue as $P$, or (ii) synchronize with an action $x.none$, discard $P$, and propagate the failure on $x$ to $(w_1,\ldots,w_n)$, which are sessions implemented in $P$. When $x$ is the only session implemented in $P$, the tuple of dependencies is empty and so we write simply $x.some; P$.
- $P \oplus Q$ denotes a non-deterministic choice between $P$ and $Q$. We shall often write $\bigoplus_{i \in I} P_i$ to stand for $P_1 \oplus \cdots \oplus P_n$.

In $(\nu y)P$ and $x(y).P$ the distinguished occurrence of name $y$ is binding, with scope $P$. The set of free names of $P$ is denoted by $fn(P)$.

The reduction semantics of sπ specifies the computations that a process performs on its own (Fig.6). It relies on structural congruence, denoted $\equiv$, which expresses basic identities on the structure of processes and the non-collapsing nature of non-determinism (cf. [22]).

In Fig.6, the first reduction rule formalizes communication, which concerns bound names only (internal mobility): name $y$ is bound in both $\pi(y).Q$ and $x(y).P$. The reduction rule for the forwarder process leads to a name substitution. The reduction rule for closing a session is self-explanatory, as is the rule in which prefix $x.some$ confirms the availability of a non-deterministic session. When the non-deterministic session is not available, prefix $x.none$
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\[
\begin{align*}
\pi(y).Q \mid x(y).P & \rightarrow (\nu y)(Q \mid P) \\
(\nu x)([x \leftrightarrow y] \mid P) & \rightarrow P[y/x] \quad (x \neq y) \\
x.close \mid x.close; P & \rightarrow P \\
x.some; P \mid x.some[w_1,\ldots,w_n]; Q & \rightarrow P \mid Q \\
x.some \mid x.some[w_1,\ldots,w_n]; Q & \rightarrow w_1.some \mid \cdots \mid w_n.some \\
P \equiv P' \land P' \rightarrow Q' \land Q' \equiv Q \Rightarrow P \rightarrow Q & \quad Q \rightarrow Q' \Rightarrow P \mid Q \rightarrow P \mid Q' \\
P \rightarrow Q \Rightarrow (\nu y)P \rightarrow (\nu y)Q & \quad Q \rightarrow Q' \Rightarrow P \oplus Q \rightarrow P \oplus Q'
\end{align*}
\]

Figure 6 Reduction for $\pi$.

triggers this failure to all dependent sessions $w_1,\ldots,w_n$; this may in turn trigger further failures (i.e., on sessions that depend on $w_1,\ldots,w_n$). Reduction is closed under structural congruence. The remaining rules define contextual reduction with respect to restriction, parallel composition, and non-deterministic choice.

Type System

We introduce the session types that govern process behavior:

**Definition 17 (Session Types).** Session types are given by

\[
A, B ::= \bot \mid 1 \mid A \otimes B \mid A \odot B \mid A \& B \mid A + B
\]

Types are assigned to names: an assignment $x : A$ enforces the use of name $x$ according to the protocol specified by $A$. The multiplicative units $\bot$ and $1$ are used to type terminated (closed) endpoints. We use $A \otimes B$ to type a name that first outputs a name of type $A$ before proceeding as specified by $B$. Similarly, $A \odot B$ types a name that first inputs a name of type $A$ before proceeding as specified by $B$. Then we have the two modalities introduced in [6]. We use $A \& B$ as the type of a (non-deterministic) session that may produce a behavior of type $A$. Dually, $A + B$ denotes the type of a session that may consume a behavior of type $A$.

The two endpoints of a session should be dual to ensure absence of communication errors. The dual of a type $A$ is denoted $\overline{A}$. Duality corresponds to negation ($\cdot)^\perp$ in linear logic [6]:

**Definition 18 (Duality).** The duality relation on types is given by:

\[
\begin{align*}
1 & = \bot \\
\top & = 1 \\
A \otimes B & = \overline{A} \odot \overline{B} \\
A \odot B & = \overline{A} \otimes \overline{B} \\
A + B & = A \& B \\
A \& B & = A + B
\end{align*}
\]

Typing judgments are of the form $P \vdash \Delta$, where $P$ is a process and $\Delta$ is a linear context of assignments of types to names. The empty context is denoted “$\cdot$”. We write $\Delta$ to denote that all assignments in $\Delta$ have a non-deterministic type, i.e., $\Delta = w_1:A_1,\ldots,w_n:A_n$, for some $A_1,\ldots,A_n$. The typing judgment $P \vdash \Delta$ corresponds to the logical sequent $\vdash \Delta$ for classical linear logic, which can be recovered by erasing processes and name assignments.

Typing rules for processes correspond to proof rules in the logic; Fig. 7 gives a selection (see [6] and [22] for a full account). Rule $[\text{TId}]$ interprets the identity axiom using the forwarder process. Rules $[\text{T1}]$ and $[\text{T\perp}]$ type the constructs for session termination. Rules $[\text{T\otimes}]$ and $[\text{T\odot}]$ type output and input of a name along a session, respectively. The last four rules are used to type constructs for non-determinism and failure. Rules $[\text{T\&}]$ and $[\text{T\oplus}]$ introduce a session of type $A \& B$, which may produce a behavior of type $A$: while the former rule covers the case in which $x : A$ is available, the latter rule formalizes the case in which $x : A$ is not available (i.e., a failure). Given a sequence of names $\tilde{w} = w_1,\ldots,w_n$, Rule $[\text{T\oplus}]$ accounts...
The type system enjoys type preservation, a result that follows directly from the cut elimination property in the underlying logic; it ensures that the observable interface of a system is invariant under reduction. The type system also ensures other properties for well-typed processes (e.g. global progress and confluence); see [6] for details.

\begin{theorem}[Type Preservation [6]]\textit{ If }P \vdash \Delta \textit{ and } P \Rightarrow Q \textit{ then } Q \vdash \Delta.\end{theorem}

\section{The Encoding}

To encode \(\lambda^j_{\oplus}\) into \(\pi\), we first define the encoding \(\{y\}^0\) from well-formed expressions in \(\lambda^j_{\oplus}\) to well-formed expressions in \(\lambda^j_{\oplus}\). Then, the encoding \(\left[\cdot\right]^{k}_{\oplus}\) (for a name \(u\)) translates well-formed expressions in \(\lambda^j_{\oplus}\) to well-typed processes in \(\pi\). We first discuss the encodability criteria.

\subsection{Encodability Criteria}

We follow most of the criteria in [11], a widely studied abstract framework for establishing the quality of encodings. A language \(L\) is a pair: a set of terms and a reduction semantics \(\Rightarrow\) on terms (with reflexive, transitive closure denoted \(\Rightarrow\)). A correct encoding translates terms of a source language \(L_1\) into terms of a target language \(L_2\) by respecting certain criteria. The criteria in [11] concern untyped languages; because we treat typed languages, we follow [17] in requiring that encodings preserve typability.

\begin{definition}[Correct Encoding]. Let \(L_1 = (M, \Rightarrow_1)\) and \(L_2 = (P, \Rightarrow_2)\) be two languages. We use \(M, M', \ldots\) and \(P, P', \ldots\) to range over elements in \(M\) and \(P\). Also, let \(\approx_{2}\) be a behavioral equivalence on terms in \(P\). We say that a translation \(\left[\cdot\right] : M \rightarrow P\) is a correct encoding if it satisfies the following criteria:

1. \textbf{Type preservation:} For every well-typed \(M\), it holds that \(\left[M\right]\) is well-typed.
2. \textbf{Operational Completeness:} For every \(M, M'\) such that \(M \Rightarrow_1 M'\), it holds that \(\left[M\right] \Rightarrow_2 \approx_{2} \left[M'\right]\).
3. \textbf{Operational Soundness:} For every \(M\) and \(P\) such that \(\left[M\right] \Rightarrow_2 P\), there exists an \(M'\) such that \(M \Rightarrow_1 M'\) and \(P \Rightarrow_2 \approx_{2} \left[M'\right]\).
4. \textbf{Success Sensitiveness:} For every \(M\), it holds that \(M \not\vdash_1 \lor_1\) if and only if \(\left[M\right] \not\vdash_2 \lor_2\), where \(\lor_1\) and \(\lor_2\) denote a success predicate in \(M\) and \(P\), respectively.

Besides these semantic criteria, we also consider \textit{compositionality}, a syntactic criterion that requires that a composite source term is encoded as the combination of the encodings of its sub-terms. Operational completeness formalizes how reduction steps of a source term are mimicked by its corresponding encoding in the target language; \(\approx_{2}\) conveniently
abstracts away from target terms useful in the translation but which are not meaningful in comparisons. Operational soundness concerns the opposite direction: it formalizes the correspondence between (i) the reductions of a target term obtained via the translation and (ii) the reductions of the corresponding source term. The role of $\approx_2$ can be explained as in completeness. Success sensitiveness complements completeness and soundness, which concern reductions and therefore do not contain information about observable behaviors. The so-called success predicates $\checkmark_1$ and $\checkmark_2$ serve as a minimal notion of observables; the criterion then says that observability of success of a source term implies observability of success in the corresponding target term, and viceversa. Finally, type preservation is self-explanatory.

We choose not to use full abstraction as a correctness criterion. As argued in [12], full abstraction is not an informative criterion when it comes to an encoding’s quality.

4.2 First Step: From $\lambda^j_\oplus$ into $\hat{\lambda}^j_\oplus$

We define an encoding $\langle-\rangle^\circ$ from $\lambda^j_\oplus$ into $\hat{\lambda}^j_\oplus$ and prove it is correct. The encoding, defined for well-formed terms in $\lambda^j_\oplus$ (cf. Def. 42 in App.A.1), relies on an intermediate encoding $\langle-\rangle^\bullet$ on closed $\lambda^j_\oplus$-terms.

We introduce some notation. Given a term $M$ such that $\#(x, M) = k$ and a sequence of pairwise distinct fresh variables $\bar{x} = x_1, \ldots, x_k$ we write $M(\bar{x}/x)$ or $M(x_1, \ldots, x_n/x)$ to stand for $M(x_1/x) \cdots (x_n/x)$. That is, $M(\bar{x}/x)$ denotes a simultaneous linear substitution whereby each distinct occurrence of $x$ in $M$ is replaced by a distinct $x_i \in \bar{x}$. Notice that each $x_i$ has the same type as $x$. We use (simultaneous) linear substitutions to force all bound variables in $\lambda^j_\oplus$ to become shared variables in $\hat{\lambda}^j_\oplus$.

\begin{definition} [From $\lambda^j_\oplus$ to $\hat{\lambda}^j_\oplus$] Let $M \in \lambda^j_\oplus$. Suppose $\Gamma \models M : \tau$, with $\text{dom}(\Gamma) = \{x_1, \ldots, x_k\}$ and $\#(x_i, M) = j_i$. We define $\langle M \rangle^\circ$ as

$$
\langle M \rangle^\circ = \langle M(\bar{x_1}/x_1) \cdots (\bar{x_k}/x_k) \rangle^\bullet[\bar{x_1} \leftarrow x_1] \cdots [\bar{x_k} \leftarrow x_k]
$$

where $\bar{x_i} = x_{i_1}, \ldots, x_{i_{j_i}}$ and the encoding $\langle-\rangle^\bullet : \lambda^j_\oplus \rightarrow \hat{\lambda}^j_\oplus$ is defined in Fig. 8 on closed $\lambda^j_\oplus$-terms. The encoding $\langle-\rangle^\circ$ extends homomorphically to expressions.
\end{definition}

The encoding $\langle-\rangle^\circ$ “atomizes” occurrences of variables: it converts $n$ occurrences of a variable $x$ in a term into $n$ distinct variables $x_1, \ldots, x_n$. The sharing construct coordinates the occurrences of these variables by constraining each to occur exactly once within a term. We proceed in two stages. First, we share all free variables using $\langle-\rangle^\circ$: this ensures that free variables are replaced by bound shared variables. Second, we apply the encoding $\langle-\rangle^\bullet$ on the corresponding closed term. Two cases of Fig. 8 are noteworthy. In $\langle \lambda x.M \rangle^\bullet$, the occurrences of $x$ are replaced with fresh shared variables that only occur once within in $M$. The definition of $\langle M(\langle B/x \rangle) \rangle^\bullet$ considers two possibilities. If the bag being encoded is non-empty and the explicit substitution would not lead to failure (the number of occurrences of $x$ and the size of the bag coincide) then we encode the explicit substitution as a sum of explicit linear substitutions. Otherwise, the explicit substitution will lead to a failure, and the encoding proceeds inductively. As we will see, doing this will enable a tight operational correspondence result with $\approx_\pi$. 
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\[ \langle x \rangle^* = \lambda x. (\langle M \rangle^* y) \quad \langle y \rangle^* = \lambda y. (\langle B \rangle^* x) \quad \langle \text{fail} \rangle^* = \lambda x. (\langle B \rangle^* x) \quad \langle M B \rangle^* = \langle M \rangle^* \langle B \rangle^* \]

\[ \langle 1 \rangle^* = 1 \langle x. M \rangle^* = \lambda x. (\langle M \langle \tilde{x} / x \rangle \rangle^* [\tilde{x} \leftarrow x]) \quad \#(x, M) = n, \text{each } i \text{ is fresh} \]

\[ \#(x, M) = k \geq 1 \]

\[ \#(x, M) = k \geq 0 \]

**Figure 8** Auxiliary Encoding: \( \lambda^R_0 \) into \( \tilde{\lambda}^R_0 \).

**Example 22.** Consider the \( \lambda^R_0 \) term \( y \langle B / x \rangle \), with \( \text{fv}(B) = \emptyset \) and \( y \neq x \). Its encoding into \( \tilde{\lambda}^R_0 \) is \( \langle y \langle B / x \rangle \rangle^* = \langle y \langle B \rangle^* \rangle \langle \tilde{x} \rangle^* \langle \tilde{y} \rangle^* \langle \text{fail} \rangle^* \), with \( \tilde{x} = y \cdot x \cdot \text{send over} \). Notice that the encoding induces (empty) sharing on \( x \), even if \( x \) does not occur in the term \( y \).

We consider correctness (Def. 20) for \( \hat{\hat{\langle \langle \rangle \rangle}} \). Our encoding is in “two-levels”, because \( \hat{\hat{\langle \langle \rangle \rangle}} \) is defined in terms of \( \hat{\hat{\langle \langle \rangle \rangle}} \). As such, it satisfies a weak form of compositionality [11]. In [22] we have established the following:

**Theorem 23** (Correctness for \( \hat{\hat{\langle \langle \rangle \rangle}} \). The encoding \( \hat{\hat{\langle \langle \rangle \rangle}} \) is type preserving, operationally complete, operationally sound, and success sensitive.

### 4.3 Second Step: From \( \tilde{\lambda}^R_0 \) to \( s\pi \)

We now define our encoding of \( \tilde{\lambda}^R_0 \) into \( s\pi \), and establish its correctness.

**Definition 24** (From \( \tilde{\lambda}^R_0 \) into \( s\pi \): Expressions). Let \( u \) be a name. The encoding \( [\cdot]_u^R : \tilde{\lambda}^R_0 \to s\pi \) is defined in Fig. 9.

As usual in encodings of \( \lambda \) into \( \pi \), we use a name \( u \) to provide the behaviour of the encoded expression. Here \( u \) is a non-deterministic session: the encoded expression can be available or not; this is signaled by prefixes \( u.\text{encode} \) and \( u.\text{decode} \), respectively. Notice that every (free) variable \( x \) in a \( \tilde{\lambda}^R_0 \) expression becomes a name \( x \) in its corresponding \( s\pi \) process.

We discuss the most interesting aspects of the translation in Fig. 9. The term \( M B \) is encoded into a non-deterministic sum: this models the fact that application involves a choice in the order in which the elements of the bag are substituted. The encoding of \( M \langle N / x \rangle \) is the parallel composition of the translations of \( M \) and \( N \). We need to wait for confirmation of a behaviour along the variable that is being substituted. The encoding of \( M[x_1, \ldots, x_n \leftarrow x] \) first confirms the availability of the behavior along \( x \). Then it sends a dummy variable \( y_i \), which is used to collapse the process in the case of a failed reduction. Subsequently, for each shared variable, the encoding receives a name, which will act as an occurrence of the shared variable. At the end, we use \( x.\text{encode} \) to signal that there is no further information to send over. The encoding of \( \langle M \rangle^* B \) synchronizes with the encoding of \( M[x_1, \ldots, x_n \leftarrow x] \), just discussed. The name \( y_i \) is used to trigger a failure in the computation if there is a lack of elements in the encoding of \( B \). The encoding of \( \text{fail}^{x_1, \ldots, x_k} \) simply triggers failure on \( u \) and on each of \( x_1, \ldots, x_k \). The encoding of \( [M + N]_u^R \) homomorphically preserves non-determinism.
\[ [x]_x^I = x.\text{some}; [x \leftrightarrow u] \]

\[ [\lambda x.M[\tilde{x} \leftarrow x]]_x^I = u.\text{some}; u(x).[M[\tilde{x} \leftarrow x]]_u^I \]

\[ [MB]_B^I = \bigoplus_{B_i \in \text{PER}(B)}(\nu v)([M]_v^I \mid v.\text{some}_u.\text{fail}(B); \varpi(x).([v \leftrightarrow u] \mid [B_i]_{B_i}^I)) \]

\[ [M[\tilde{x} \leftarrow x] / (B/x)]_u^I = \bigoplus_{B_i \in \text{PER}(B)}(vx)([M[\tilde{x} \leftarrow x]]_v^I \mid [B_i]_{B_i}^I) \]

\[ [M \langle N/x \rangle]_u^I = (vx)([M]_v^I \mid x.\text{some}_v(N); [N]_u^I) \]

\[ [M[x_1, \ldots, x_n \leftarrow x]]_u^I = \]

\[ \begin{array}{c}
\text{x.some}_\langle y_1 \rangle.(y_1.\text{some}_\emptyset; y_1.\text{close}; 0) \\
\text{x.some}_\langle x_1, \ldots, x_n \rangle.(x_1, \ldots) \\
\text{x.some}_\langle y_1 \rangle.(y_1.\text{some}_\emptyset; y_1.\text{close}; 0) \mid x.\text{some}; x.\text{some}_u.(\text{fail}(M), x); x(x_1) \\
\text{x.some}_\langle y_1 \rangle.(y_1.\text{some}_\emptyset; y_1.\text{close}; 0) \mid x.\text{some}; x.\text{some}_u.(\text{fail}(M), x); x(x_1) \\
\text{x.some}_\langle y_1 \rangle.(y_1.\text{some}_\emptyset; y_1.\text{close}; 0) \mid x.\text{some}; x.\text{some}_u.(\text{fail}(M), x); x(x_1) \\
\end{array} \]

\[ [\text{fail}^{x_1, \ldots, x_k}_u]_u^I = u.\text{none} \mid x_1.\text{none} \mid \cdots \mid x_k.\text{none} \]

\[ \varepsilon^I_x = x.\text{some}_\emptyset; x(y_n).\text{some}_\emptyset; y_n.\text{close} \mid x.\text{some}_\emptyset; x.\text{none} \]

\[ \begin{array}{c}
[M \cdot B]_B^I = \text{x.some}_\langle M, B \rangle.(x(y_n), x.\text{some}_u.(\text{fail}(M); B); x.\text{some}; \varpi(x_1)) \\
\text{(x.\text{some}_\langle M, B \rangle; [M]_v^I \mid [B]_B^I \mid y_1.\text{none})} \\
\end{array} \]

\[ [M + N]_I^I = [M]_I^I \oplus [N]_I^I \]

\[ \text{Figure 9 Encoding } \lambda_\emptyset^I \text{ expressions into } \sigma \pi \text{ processes.} \]

\[ \text{Example 25.} \text{ We illustrate } [ ]^I_x \text{ in Fig.} \text{9 by encoding the } \lambda_\emptyset^I \text{-terms } N[x \leftarrow x] / \langle \langle M/y \rangle \rangle \text{ and } \text{fail}^{\nu} \langle N \rangle \cdot \text{fail}^{\nu} \langle M \rangle, \text{ where } M, N \text{ are closed well-formed } \lambda_\emptyset^I \text{-terms (i.e. } \nu(N) = \nu(M) = \emptyset):} \]

\[ [N[x \leftarrow x] / \langle \langle M/y \rangle \rangle]_u^I = (vx)([N[x \leftarrow x]]_v^I \mid [M]_v^I) \]

\[ = (vx)(x.\text{some}_\langle y_1 \rangle.(y_1.\text{some}_\emptyset; y_1.\text{close}; [N]_u^I \mid x.\text{none}) \mid x.\text{some}_\emptyset; x(y_n).\text{some}_\emptyset; y_n.\text{close} \mid x.\text{some}_\emptyset; x.\text{none}); \varpi(x_1)); \]

\[ \text{(x.\text{some}_\langle M, B \rangle; [M]_v^I \mid [B]_B^I \mid y_1.\text{none})} \]

\[ [\text{fail}^{\nu} \langle N \rangle \cdot \text{fail}^{\nu} \langle M \rangle]_u^I = u.\text{none} \]

We now encode intersection types (for \( \lambda_\emptyset^I \) and \( \hat{\lambda}_\emptyset^I \)) into session types (for \( \sigma \pi \)):

\[ \text{Definition 26 (From } \hat{\lambda}_\emptyset^I \text{ into } \sigma \pi \text{: Types.) The translation } [ ]^I \text{ on types is defined in Fig. 10. Let } \Gamma \text{ be an assignment defined as } \Gamma = x_1 : \sigma_1, \ldots, x_m : \sigma_k, v_1 : \pi_1, \ldots, v_n : \pi_n. \text{ We define } [\Gamma]_I^I \text{ as } x_1 : \&[\sigma_1]^I, \ldots, x_k : \&[\sigma_k]^I, v_1 : \&[\pi_1]_{(\sigma, i_1)}, \ldots, v_n : \&[\pi_n]_{(\sigma, i_n)}. \]

The encoding of types captures our use of non-deterministic session protocols (typed with \( \& \)) to represent non-deterministic and fail-prone evaluation in \( \hat{\lambda}_\emptyset^I \). Notice that the encoding of the multiset type \( \pi \) depends on two arguments (a strict type \( \sigma \) and a number \( i \geq 0 \)) which are left unspecified above. This is crucial to represent mismatches in \( \hat{\lambda}_\emptyset^I \) (i.e., sources of failures) as typable processes in \( \sigma \pi \). For instance, in Fig. 5, Rule [FS:app] admits a mismatch between \( \sigma^j \rightarrow \tau \) and \( \sigma^k \), for it allows \( j \neq k \). In our proof of type preservation, these two arguments are instantiated appropriately, enabling typability as session-typed processes.
We define $\mathcal{N}$ as in [22]. First, type preservation:

**Theorem 34**

Let $M \xrightarrow{\sigma} P$ be well-formed and N be a bag and an expression. Then $[N]^{\sigma} \models \Gamma^{i}$, for some strict type $\sigma$ and some $i$.

Finally, we consider success sensitiveness. This requires extending $\tilde{\lambda}_{\sigma}^{i}$ and $\pi$ with success predicates. In $\pi$, we say that $P$ is unguarded if it does not occur behind a prefix.

**Definition 32 (Success in $\tilde{\lambda}_{\sigma}^{i}$).** We extend the syntax of terms for $\tilde{\lambda}_{\sigma}^{i}$ with the $\checkmark$ construct. We define $M \downarrow_{\checkmark}$ iff there exist $M_1, \ldots, M_k$ such that $M \rightarrow^{*} M_1 + \cdots + M_k$ and $\text{head}(M_j') = \checkmark$, for some $j \in \{1, \ldots, k\}$.

**Definition 33 (Success in $\pi$).** We extend the syntax of $\pi$ processes with the $\checkmark$ construct, which we assume well typed. We define $P \downarrow_{\checkmark}$ to hold whenever there exists a $P'$ such that $P \rightarrow^{*} P'$ and $P'$ contains an unguarded occurrence of $\checkmark$.

We now extend Def. 24 by decreeing $[\checkmark]^{i}_{\sigma} = \checkmark$. We finally have:

**Theorem 34 (Success Sensitivity).** Let $M$ be a well-formed, closed $\tilde{\lambda}_{\sigma}^{i}$ expression. Then $M \downarrow_{\checkmark}$ iff $[M]^{\sigma} \downarrow_{\checkmark}$.

---

<table>
<thead>
<tr>
<th>$[\text{unit}]^{i}$</th>
<th>$= &amp;1$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[[\pi \rightarrow \tau]]^{i}$</td>
<td>$= &amp;(\langle [\pi]^{(\sigma, i)} \rangle \uplus [\tau]^{i})$ (for some strict type $\sigma$, with $i \geq 0$)</td>
</tr>
<tr>
<td>$[[\tau \land \pi]]^{(\sigma, i)}$</td>
<td>$= &amp;(\langle \uplus \tau \rangle \uplus \langle &amp; &amp; ([\pi]^{(\sigma, i)}) \rangle)$</td>
</tr>
<tr>
<td>$[[\omega]]^{(\sigma, i)}$</td>
<td>$= \langle \uplus \tau \rangle \uplus \langle &amp; &amp; ([\pi]^{(\sigma, i)}) \rangle$ if $i = 0$</td>
</tr>
<tr>
<td></td>
<td>$= \langle \uplus \tau \rangle \uplus \langle &amp; &amp; ([\pi]^{(\sigma, i)}) \rangle$ if $i &gt; 0$</td>
</tr>
</tbody>
</table>

**Figure 10** Encoding types for $\tilde{\lambda}_{\sigma}^{i}$ as session types.

With our encodings of expressions and types in mind, we can now encode judgments:

**Definition 27 (Encoding Judgments).** If $\Gamma \models M : \tau$ then $[M]^{\sigma} \models [\Gamma]^{i}$, $u : [\tau]^{i}$.

We are now ready to consider correctness for $[\_]^{i}$, as in Def. 20. First, the compositionality property follows directly from Fig. 9. We now state the remaining properties in Def. 20, which we have established in [22]. First, type preservation:

**Theorem 28 (Type Preservation for $[\_]^{i}$).** Let $B$ and $M$ be a bag and an expression. Then $[B]^{i} \models [\Gamma]^{i}$, $u : [\tau]^{i}$.

We now consider operational completeness. Because $\tilde{\lambda}_{\sigma}^{i}$ satisfies the diamond property, it suffices to consider completeness based on a single reduction step ($N \rightarrow M$):

**Theorem 29 (Operational Soundness).** Let $N$ and $M$ be well-formed $\tilde{\lambda}_{\sigma}^{i}$ closed expressions. If $N \rightarrow M$, then there exists $Q$ such that $[N]^{\sigma} \rightarrow^{*} Q = [M]^{\sigma}$.

**Example 30 (Cont. Example 25).** Since $M$ and $N$ are well-formed we can verify, by applying rules in Fig. 5 that, $N[\leftarrow x] \downarrow [\langle \hat{M} \rangle y] x$ and $\text{fail}^{\mu(N,c)(\alpha(M))}$ are well-formed. Notice that $N[\leftarrow x] \downarrow [\langle \hat{M} \rangle y] x \rightarrow [\text{success}] \downarrow [\text{fail}^{\mu(N,c)(\alpha(M))}]^{\mu}$. The encoding of the lhs reduces to encoding of the rhs via the reduction rules of $\pi$ (Fig. 6) as $[N[\leftarrow x] \downarrow [\langle \hat{M} \rangle y] x]^{\mu} \rightarrow [\text{fail}^{\mu(N,c)(\alpha(M))}]^{\mu}$. The complete example with the reduction steps can be found in [22].

In soundness we use the precongruence $\succeq_{\lambda}$ (Fig. 3). We write $N \rightarrow_{\text{sound}} N'$ iff $N \succeq_{\lambda} N_1 \rightarrow N_2 \succeq_{\lambda} N'$, for some $N_1, N_2$. The reflexive, transitive closure of $\rightarrow_{\text{sound}}$ is $\rightarrow^{*}_{\text{sound}}$.

**Theorem 31 (Operational Soundness).** Let $N$ be a well-formed, closed $\tilde{\lambda}_{\sigma}^{i}$ expression. If $[N]^{\sigma} \rightarrow^{*} Q$ then $Q \rightarrow^{*} Q'$, $N \rightarrow^{*}_{\text{sound}} N'$ and $[N']^{\sigma} = [Q']^{\sigma}$, for some $Q', N'$.
5 Discussion

Summary. We developed a correct encoding of $\lambda_\oplus$, a new resource $\lambda$-calculus in which expressions feature non-determinism and explicit failure, into $s\pi$, a session-typed $\pi$-calculus in which behavior is non-deterministically available: a protocol may perform as stipulated but also fail. Our encodability result is obtained by appealing to $\hat{\lambda}_\oplus$, an intermediate language with sharing constructs that simplifies the treatment of variables in expressions. To our knowledge, we are the first to relate typed $\lambda$-calculi and typed $\pi$-calculi encompassing non-determinism and explicit failures, while connecting intersection types and session types, two different mechanisms for resource-awareness in sequential and concurrent settings, respectively.

Design of $\lambda_\oplus$ (and $\hat{\lambda}_\oplus$). The design of the sequential calculus $\lambda_\oplus$ has been influenced by the typed mechanisms for non-determinism and failure in the concurrent calculus $s\pi$. As $s\pi$ stands on rather solid logical foundations (via the Curry-Howard correspondence between linear logic and session types [7, 27, 6]), $\lambda_\oplus$ defines a logically motivated addition to resource $\lambda$-calculi in the literature; see, e.g., [3, 4, 21]. Major similarities between $\lambda_\oplus$ and these existing languages include: as in [4], our semantics performs lazy evaluation and linear substitution on the head variable; as in [21], our reductions lead to non-deterministic sums. A distinctive feature of $\lambda_\oplus$ is its lazy treatment of failures, via the dedicated term $\text{fail}^\bot$. In contrast, in [3, 4, 21] there is no dedicated term to represent failure. The non-collapsing semantics for non-determinism is another distinctive feature of $\lambda_\oplus$.

Our design for $\hat{\lambda}_\oplus$ has been informed by the $\lambda$-calculi with sharing introduced in [13] and studied in [10]. Also, our translation from $\lambda_\oplus$ into $\hat{\lambda}_\oplus$ borrows insights from the translations presented in [13]. Notice that the calculi in [13, 10] do not consider explicit failure nor non-determinism. We distinguish between well-typed and well-formed expressions: this allows us to make fail-prone evaluation in $\lambda_\oplus$ explicit. It is interesting that explicit failures can be elegantly encoded as protocols in $s\pi$—this way, we make the most out of $s\pi$’s expressivity.

Related Works. A source of inspiration for our work is the work by Boudol and Laneve [4]. As far as we know, this is the only prior study that connects $\lambda$ and $\pi$ from a resource-oriented perspective, via an encoding of a $\lambda$-calculus with multiplicities into a $\pi$-calculus without sums. The goal of [4] is different from ours, as they study the discriminating power of semantics for $\lambda$ as induced by encodings into $\pi$. In contrast, we study how typability delineates the encodability of resource-awareness across sequential and concurrent realms. Notice that the calculi in [4] are untyped, whereas we consider typed calculi and our encodings preserve typability. As a result, the encoding in [4] is conceptually different from ours; remarkably, our encoding of $\hat{\lambda}_\oplus$ into $s\pi$ respects linearity and homomorphically translates sums.

There are some similarities between $\lambda_\oplus$ and the differential $\lambda$-calculus, introduced in [9]. Both express non-deterministic choice via sums and use linear head reduction for evaluation. In particular, our fetch rule, which consumes non-deterministically elements from a bag, is related to the derivation (which has similarities with substitution) of a differential term. However, the focus of [9] is not on typability nor encodings to process calculi; instead they relate the Taylor series of analysis to the linear head reduction of $\lambda$-calculus.

Prior works have studied encodings of typed $\lambda$-calculus into typed $\pi$-calculus; see, e.g., [23, 4, 24, 1, 16, 20, 26]. None of these works consider non-determinism and failures; the one exception is the encoding in [6], which involves a $\lambda$-calculus with exceptions and failures (but without non-determinism due to bags, as in $\lambda_\oplus$) for which no (reduction) semantics is given. As a result, the encoding in [6] is different from ours, and only preserves typability: important semantic properties such as operational completeness, operational soundness, and success sensitivity are not considered in [6].
Ongoing and Future Work. In \(\lambda^1_\oplus\) bags have linear resources, which are used exactly once. In ongoing work, we have established that our approach to encodability in \(\pi\) extends to the case in which bags contain both linear and unrestricted resources, as in [21]. Handling such an extension of \(\lambda^1_\oplus\) requires the full typed process framework in [6], with replicated processes and labeled choices (which were not needed to encode \(\lambda^1_\oplus\)).

The approach and results developed here enable us to tackle open questions that go beyond the scope of this work. First, we wish to explore whether our correct encoding can be defined in a setting with collapsing non-determinism. Second, we plan to investigate formal results of relative expressiveness that connect \(\lambda^1_\oplus\) and the resource calculi in [4, 21].
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A Appendix

A.1 Omitted Syntactic and Semantic Notations for $\lambda^i_B$

**Auxiliary Notions.** In $\lambda^i_B$, a $\beta$-reduction induces an explicit substitution of a bag $B$ for a variable $x$, denoted $\langle\langle B/x \rangle \rangle$. This explicit substitution is then expanded into a sum of terms, each of which features a linear head substitution $\langle\langle N_i/x \rangle \rangle$, where $N_i$ is a term in $B$; the bag $B \setminus N_i$ is kept in an explicit substitution. In case there is a mismatch between the number of occurrences of the variable to be substituted and the number of resources available, then the reduction leads to the failure term. The reduction rules in Fig. 12 rest upon some auxiliary notions.

**Definition 35 (Set and Multiset of Free Variables).** The set of free variables of a term, bag, and expression, is defined in Fig. 11. We use $\text{mfv}(M)$ or $\text{mfv}(B)$ to denote a multiset of free variables, defined similarly. We sometimes treat the sequence $x$ as a (multi)set. We write $\bar{x} \cup \bar{y}$ to denote the multiset union of $\bar{x}$ and $\bar{y}$ and $\bar{x} \setminus y$ to express that every occurrence of $y$ is removed from $\bar{x}$. As usual, a term $M$ is closed if $\text{fv}(M) = \emptyset$ (and similarly for expressions).

**Notation 36.** $\#(x, M)$ denotes the number of (free) occurrences of $x$ in $M$. Similarly, we write $\#(x, \bar{y})$ to denote the number of occurrences of $x$ in the multiset $\bar{y}$.

**Definition 37 (Head).** Given a term $M$, we define $\text{head}(M)$ inductively as:

$$\text{head}(x) = x \quad \text{head}(\lambda x.M) = \lambda x.M \quad \text{head}(M \! \setminus \! x) = \text{head}(M) \quad \text{head}(\text{fail}^\bar{a}) = \text{fail}^\bar{a}$$

$$\text{head}(\langle\langle M \rangle \rangle) = \begin{cases} \text{head}(M) & \text{if } \#(x, M) = \text{size}(B) \\ \text{fail}^\bar{a} & \text{otherwise} \end{cases}$$

**Definition 38 (Linear Head Substitution).** Let $M$ be a term such that $\text{head}(M) = x$. The linear head substitution of a term $N$ for $x$, denoted $\langle\langle N/x \rangle \rangle$, is defined as:

$$x\langle\langle N/x \rangle \rangle = N \quad (M \! \setminus \! x)\langle\langle N/x \rangle \rangle = (M \! \setminus \! x)\langle\langle N/x \rangle \rangle$$

Figure 11 Free variables for $\lambda^i_B$.

$\text{fv}(x) = \{x\} \quad \text{fv}(\langle\langle M \rangle \rangle) = \text{fv}(M) \quad \text{fv}(\lambda x.M) = \text{fv}(M) \setminus \{x\} \quad \text{fv}(M \setminus x) = \text{fv}(M) \cup \text{fv}(B)$

$\text{fv}(1) = \emptyset \quad \text{fv}(B_1 \setminus B_2) = \text{fv}(B_1) \cup \text{fv}(B_2) \quad \text{fv}(M + N) = \text{fv}(M) \cup \text{fv}(N)$

$\text{fv}(M\langle\langle B/x \rangle \rangle) = (\text{fv}(M) \setminus \{x\}) \cup \text{fv}(B) \quad \text{fv}(\text{fail}^{\bar{a}}) = \{x_1, \ldots, x_n\}$
Figure 12 Reduction rules for $\lambda^t_0$.  

Finally, we define contexts for terms and expressions and convenient notations:  

Definition 39 (Term and Expression Contexts). Contexts for terms (CTerm) and expressions (CExpr) are defined by the following grammar:  

\[
\begin{align*}
(\text{CTerm}) & \quad C[\cdot], C'[\cdot] := (\cdot)B \mid (\cdot)[B/x] \\
(\text{CExpr}) & \quad D[\cdot], D'[\cdot] := M + [\cdot] \mid [\cdot] + M
\end{align*}
\]

Reduction for $\lambda^t_0$. The reduction relation $\longrightarrow$ operates lazily on expressions; it is defined by the rules in Fig. 12. Rule [R: Beta] is standard and admits a bag (possibly empty) as parameter. Rule [R: Fetch] transforms a term into an expression: it opens up an explicit substitution into a sum of terms with linear head substitutions, each denoting the partial evaluation of an element from the bag. Hence, the size of the bag will determine the number of summmands in the resulting expression.

Three rules reduce to the failure term: their objective is to accumulate all (free) variables involved in failed reductions. Accordingly, Rule [R: Fail] formalizes failure in the evaluation of an explicit substitution $M \langle B/x \rangle$, which occurs if there is a mismatch between the resources (terms) present in $B$ and the number of occurrences of $x$ to be substituted. The resulting failure preserves all free variables in $M$ and $B$ within its attached multiset $\tilde{y}$. Rules [R: Cons] and [R: Cons2] describe reductions that lazily consume the failure term, when a term has $\text{fail}$ at its head position. The former rule consumes bags attached to it whilst preserving all its free variables. The latter rule is similar but for the case of explicit substitutions; its second premise ensures that either (i) the bag in the substitution is not empty or (ii) the number of occurrences of $x$ in the current multiset of accumulated variables is not zero. When both (i) and (ii) hold, we apply a precongruence rule (cf. [22]), rather than reduction.

Finally, Rule [R: TCont] describes the reduction of sub-terms within an expression; in this rule, summations are expanded outside of term contexts. Rule [R: ECont] says that reduction of expressions is closed by expression contexts.
we define well-formed expressions:

which multiple terms can perform independent reductions. For simplicity sake we will only see that expressions. Take

Theorem 43

in $\tilde{\tau}$ be well-formed with any type, provided that the context contains the types of the variables.

Finally, Rule $\tilde{T}$: interaction 

useful weakening principle. Rule $\tilde{T}$: weak introduces a useful weakening principle. Rule $\tilde{T}$: app is standard, requiring a match on the multiset type $\pi$. Rule $\tilde{T}$: esub types explicit substitutions where a bag must consist of both the same type and size of the variable it is being substituted for. On top of this type system for $\lambda_{\emptyset}$, we define well-formed expressions:

Definition 42 (Well-formed $\lambda_{\emptyset}$ expressions). An expression $\mathcal{M}$ is well-formed if there exist $\Gamma$ and $\tau$ such that $\Gamma \vdash \mathcal{M} : \tau$ is entailed via the rules in Fig. 14.

In Fig. 14, Rules $\tilde{F}$: wexpr and $\tilde{F}$: wbag allow well-typed terms and bags to be well-formed. Rules $\tilde{F}$: abs, $\tilde{F}$: bag, and $\tilde{F}$: sum are as in the type system for $\lambda_{\emptyset}$, but extended to the system of well-formed expressions. Rules $\tilde{F}$: esub and $\tilde{F}$: app differ from similar typing rules as the size of the bags (as declared in their types) is no longer required to match. Finally, Rule $\tilde{F}$: fail has no analogue in the type system: we allow the failure term $\tilde{fail}$ to be well-formed with any type, provided that the context contains the types of the variables in $\tilde{x}$.

Well-formed expressions satisfy subject reduction (SR); see [22] for a proof.

Theorem 43 (SR in $\lambda_{\emptyset}$). If $\Gamma \vdash \mathcal{M} : \tau$ and $\mathcal{M} \rightarrow \mathcal{M}'$ then $\Gamma \vdash \mathcal{M}' : \tau$.

Clearly, the set of well-typed expressions is strictly included in the set of well-formed expressions. Take $M = x \tilde{\vdash} (\tilde{\{N_1\} \cdot \tilde{\{N_2\}} \tilde{x})$ where both $N_1$ and $N_2$ are well-typed. It is easy to see that $M$ is well-formed. However, $M$ is not well-typed.
Example 44. The following example illustrates an expression which is not well-formed:
\[ \lambda x.\overline{\lambda y.\overline{\lambda z_1\overline{\lambda z_2}}^3} \]

This is due to the bag being composed of two terms of different types.

\[
\frac{T: \text{var}}{x: \sigma \vdash x: \sigma} \quad \frac{T: 1}{\vdash 1: \omega} \quad \frac{T: \text{weak}}{\Gamma, x: \omega \vdash M: \sigma}
\]

\[
\frac{T: \text{abs}}{\Gamma, \overline{x}: \sigma^k \vdash M: \tau \quad x \notin \text{dom}(\Gamma)}{\Gamma \vdash \lambda x.M: \sigma^k \rightarrow \tau}
\]

\[
\frac{T: \text{bag}}{\Gamma \vdash M: \sigma \quad \Delta \vdash B: \sigma^k}{\Gamma, \Delta \vdash \overline{M} \cdot B: \sigma^k+1}
\]

\[
\frac{T: \text{sum}}{\Gamma \vdash M: \sigma \quad \Gamma \vdash N: \sigma}{\Gamma \vdash M + N: \sigma}
\]

\[
\frac{T: \text{ex-sub}}{\Gamma, \overline{x}: \sigma^k \vdash M: \tau \quad \Delta \vdash B: \sigma^k}{\Gamma, \Delta \vdash M\langle B/x \rangle: \tau}
\]

Figure 13 Typing rules for the sub-language \( \lambda^+ \) (i.e., \( \lambda^+_i \) without the failure term).

\[
\frac{F: \text{wf-expr}}{\Gamma \vdash M: \tau \quad \Gamma \vdash M: \tau}{\Gamma \vdash M: \tau}
\]

\[
\frac{F: \text{wf-bag}}{\Gamma \vdash B: \pi \quad \Gamma \vdash B: \pi}{\Delta \vdash B: \sigma^k}
\]

\[
\frac{F: \text{weak}}{\Delta \vdash B: \sigma^k}{\Delta, x: \omega \vdash M: \tau}
\]

\[
\frac{F: \text{abs}}{\Gamma, \overline{x}: \sigma^n \vdash M: \tau \quad x \notin \text{dom}(\Gamma)}{\Gamma \vdash \lambda x.M: \sigma^n \rightarrow \tau}
\]

\[
\frac{F: \text{bag}}{\Gamma \vdash M: \sigma \quad \Gamma \vdash N: \sigma}{\Gamma, \Delta \vdash \overline{M} \cdot B : \sigma^k+1}
\]

\[
\frac{F: \text{sum}}{\Gamma \vdash M: \sigma \quad \Gamma \vdash N: \sigma}{\Gamma \vdash M + N: \sigma}
\]

\[
\frac{F: \text{fail}}{\text{dom}(\Gamma) = \overline{x}}{\Gamma \vdash \text{fail} \overline{x}: \tau}
\]

\[
\frac{F: \text{ex-sub}}{\Gamma, \overline{x}: \sigma^k \vdash M: \tau \quad \Delta \vdash B: \sigma^j \quad k, j \geq 0}{\Gamma, \Delta \vdash M\langle B/x \rangle: \tau}
\]

\[
\frac{F: \text{app}}{\Gamma \vdash M: \sigma^j \rightarrow \tau \quad \Delta \vdash B: \sigma^k \quad k, j \geq 0}{\Gamma, \Delta \vdash M \cdot B : \tau}
\]

Figure 14 Well-formedness rules for the full language \( \lambda^+_i \).
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In this paper, we discuss various constructions of the final coalgebra of the finite powerset functor in constructive type theory, and we formalize our results in the Cubical Agda proof assistant. Using setoids, the final coalgebra of the finite powerset functor can be defined from the final coalgebra of the list functor. Using types instead of setoids, as it is common in homotopy type theory, one can specify the finite powerset datatype as a higher inductive type and define its final coalgebra as a coinductive type. Another construction is obtained by quotienting the final coalgebra of the list functor, but the proof of finality requires the assumption of the axiom of choice. We conclude the paper with an analysis of a classical construction by James Worrell, and show that its adaptation to our constructive setting requires the presence of classical axioms such as countable choice and the lesser limited principle of omniscience.
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1 Introduction

The powerset functor, delivering the set of subsets of a given set, plays a fundamental role in the behavioral analysis of nondeterministic systems [26], which include process calculi such as Milner’s calculus of communicating systems [23] and π-calculus [24]. A nondeterministic system is determined by a function \( c : S \to P S \), called a coalgebra, from a set of states \( S \) to the set \( P S \) of subsets of \( S \). The function \( c \) associates to each state \( x : S \) a set of new states \( c(x) \) reachable from \( x \), so it represents the transition relation of an unlabelled transition system. Adding labels to transitions is easy, just consider coalgebras of the form \( c : S \to P (A \times S) \) or \( c : S \to (A \to P S) \) instead, where \( A \) is a set of labels. In many applications, the set of reachable states is known to be finite, so the powerset functor \( P \) can be replaced by the finite powerset functor \( P\text{fin} \) delivering only the set of finite subsets.

The behavior of a finitely nondeterministic system starting from a given initial state is fully captured by the final coalgebra of \( P\text{fin} \). Elements of the final coalgebra are execution traces obtained by iteratively running the coalgebra function modelling the system on the
initial state. The resulting traces are possibly infinite trees with finite unordered branching. Several formal constructions of the final coalgebra of $P_{\text{fin}}$ and other finitary set functors exist in the literature, developed using various different techniques [6, 2, 32, 33, 3]. Adámek et al. collect and compare all these characterizations in their recent book draft [4, Chapter 4]. All these constructions take place in set theory, and reasoning is based on classical logic.

In this work we present various definitions of the final coalgebra of the finite powerset functor in constructive type theory, which have all been formalized in the Cubical Agda proof assistant [30]. Cubical Agda is an implementation of cubical type theory [10], which in turn is a particular presentation of homotopy type theory with support for univalence and higher inductive types (HITs). The choice of Cubical Agda as our foundational setting, over other proof assistants based on Martin-Löf type theory or the calculus of constructions such as plain Agda, Coq or Lean, lays in the fact that both univalence and HITs play an important role for both encoding and reasoning with the finite powerset datatype in homotopy type theory [17]. In our development we also take advantage of Cubical Agda’s support for coinductive types [30].

First, we study the construction of the finite powerset as a setoid [7], i.e. a pair of a carrier type and an equivalence relation on the carrier. This is inspired by Danielsson’s setoid of finite multisubsets [13]. The final coalgebra of the finite powerset in this setting arises as a setoid with the final coalgebra of the $\text{List}$ functor as carrier, whose elements are non-wellfounded trees with finite ordered branching. The equivalence relation on the latter type relates trees that differ only in the order and multiplicity of their subtrees.

Working with setoids, therefore associating a specific equality relation to each type and ensuring that all constructions respect this relation, is not in the spirit of homotopy type theory, where the spotlight is on the notion of propositional equality, also called path equality in this setting. We then consider Frumin et al.’s presentation of the finite powerset datatype as a HIT, $P_{\text{fin}} A$, formally delivering the free join semilattice on $A$ [17]. It is well-known that coinductive types can be employed for the construction of $M$-types, i.e. final coalgebras of polynomial functors. We show that coinductive types can be used in a similar way for defining the final $P_{\text{fin}}$-coalgebra. This construction works since in Cubical Agda HITs are implemented as usual inductive types, in which higher path constructors depend on additional interval names and satisfy two matching conditions on endpoints [11, 9]. In other words, HITs are part of the grammar of strictly positive types and as such they are allowed to appear in the domain type of destructors of coinductive types.

An alternative construction of the final coalgebra of the finite powerset functor (as a type) is obtainable by performing a quotient operation on the final setoid coalgebra, i.e. quotiening the final $\text{List}$-coalgebra by the equivalence relation relating trees containing the same subtrees, possibly in different order and with different multiplicity. This construction is possible in homotopy type theory due to the existence of a set quotient operation definable as a HIT [27]. We show that the resulting quotient type is indeed a fixpoint of $P_{\text{fin}}$, but the proof of its finality requires the assumption of the full axiom of choice.

The last part of the paper is devoted to the analysis of a classical set-theoretic construction of the final $P_{\text{fin}}$-coalgebra by James Worrell [33]. It is well known that the chain of iterated applications of $P_{\text{fin}}$ on the singleton set does not stabilize after $\omega$ steps [2]. This is in antithesis with the case of polynomial functors, whose final coalgebras (a.k.a. $M$-types in type theory) always arise as $\omega$-limits, a fact that can also be proved in homotopy type theory [5]. Worrell showed that the final $P_{\text{fin}}$-coalgebra can be obtained by iterating applications of $P_{\text{fin}}$ for extra $\omega$ steps, i.e. as the $(\omega + \omega)$-limit of the chain. Elements of the $\omega$-limit are represented by non-wellfounded trees with unordered but possibly infinite branching, while the $(\omega + \omega)$-limit...
corresponds to the subset of these trees with finite branching at all levels. We study Worrell’s construction in our constructive setting and show that the $\omega$-limit is indeed the final Pfin-coalgebra modulo the assumption of classical principles such as axiom of countable choice and the lesser limited principle of omniscience (LLPO). Notably, Worrell’s iterated construction is inherently classical: the injectivity of the canonical Pfin-algebra on the $\omega$-limit is equivalent to LLPO. In particular, it is impossible to prove that the $(\omega + \omega)$-limit is a subset of the $\omega$-limit, as in Worrell’s construction, without the assumption of LLPO.

All the material presented in the paper have been formalized in the Cubical Agda proof assistant. The code is freely available at https://github.com/niccoloveltri/final-pfin.

2 Type Theory and Cubical Agda

Our work takes place in homotopy type theory (HoTT) [27]. Practically, we formalize our constructions in Cubical Agda [30]. This is an implementation of cubical type theory [10], a particular flavor of HoTT with support for univalence, function extensionality and higher inductive types. What follows is a brief description of basic notions employed in our work. More details on programming in Cubical Agda can be found in Vezzosi et al.’s paper [30].

A few words on notation. We write Type for the universe of small types. We use Agda notation for dependent function types $(x : A) \to B x$, where $B$ is a type family of type $A \to$ Type. Implicit arguments of functions are enclosed in curly brackets. We write $=_{df}$ for definitional equality and we denote judgemental equality by $\equiv$. We reserve the use of the equality symbol $=$ for path equality. Given an element of a dependent sum type $\sum x : A. B x$, we denote its two projections by $\text{fst}$ and $\text{snd}$. The unit type is 1 with unique inhabitant tt, the empty type is $\bot$. The type of Boolean values is Bool with elements true and false, and the binary sum of types $A$ and $B$ is $A + B$. The type of natural numbers is $\omega$ with constructors zero and suc, the type of lists with entries in $A$ is List $A$ with constructors [ ] and ( :: ). The unique function from a type $A$ into the unit type is called $! : A \to 1$.

2.1 Univalence, Path Types, Higher Inductive Types

In cubical type theory, and therefore Cubical Agda, univalence is a theorem stating that equality of types corresponds to equivalence. A function $f : A \to B$ is an equivalence if it has contractible fibers, i.e. if the preimage of any element in $B$ under $f$ is a singleton type. Any function underlying a type isomorphism defines an equivalence. Writing $A \simeq B$ for the type of equivalences between $A$ and $B$, univalence states that the canonical function of type $A = B \to A \simeq B$ is an equivalence. In particular, there is a function $\text{ua} : A \simeq B \to A = B$ which turns equivalences into equalities. From any proof of equality built as $\text{ua} e$ we need to be able to extract the equivalence $e$, so the representation of equality needs to accommodate such information. Cubical type theory takes inspiration from the cubical interpretation of HoTT [10] and represents equalities as paths, i.e. functions out of an interval object.

In Cubical Agda there is a primitive interval type $\mathbb{I}$ required to be a De Morgan algebra with two endpoints $i_0$ and $i_1$. This is used in the implementation of the primitive type Path $A \ x \ y$ of path equalities between elements $x : A$ and $y : A$, which we always denote by $x = y$. A path type is similar to a function type with domain $\mathbb{I}$: an element $p : x = y$ is eliminated by application to an interval element $r : \mathbb{I}$, returning $p \ r : A$. Unlike a function type, this application can compute even when $p$ is unknown by using the endpoints $x$ and $y$ stored in the type: $p \ i_0$ reduces to $x$, while $p \ i_1$ reduces to $y$. The introduction of a path is done via lambda abstraction $\lambda i : \mathbb{I}. t : x = y$, but this causes the extra requirement to match the endpoints: $t[i_0/i] \equiv x$ and $t[i_1/i] \equiv y$. 
The identification of equalities with special functions from an interval type allows the provability of the function extensionality principle, stating that pointwise equal functions are equal. The proof consists of simply swapping the order of the two input arguments:

\[
\text{funExt} : \{f, g : A \to B\} \to ((x : A) \to f \, x = g \, x) \to f = g
\]

A characteristic feature of homotopy type theory, together with Voevodsky’s univalence, is the presence of higher inductive types (HITs) [27]. A HIT is a type whose constructors inductively generate both its elements and its (higher) paths. We introduce three HITs: propositional truncation, set quotient and finite powerset (the latter in Section 4.1).

First, we introduce three classes of types: the contractible types, which have a unique inhabitant up to path equality, the (mere) propositions, for which any two elements are path equal, and the sets, whose path types are propositions. The collections of propositions is called \( \text{hProp} = \sum A : \text{Type}. \text{isProp } A \). We follow the informal convention of identifying a proposition with its underlying type (i.e. its first projection).

\[
isContr \, A = \sum x : A. (y : A) \to x = y
\]
\[
isProp \, A = \sum (x, y : A) \to x = y
\]
\[
isSet \, A = \sum (x, y : A) \to \text{isProp } (x = y)
\]

The propositional truncation of a type \( A \) is the HIT generated by the following constructors:

\[
\begin{array}{ccc}
|x : A| & x, y : \|A\| & \text{squash } x, y : x = y \\
\end{array}
\]
\( \|A\| \) is the proposition associated to type \( A \), in which all elements of \( A \) have been unified thanks to the path constructor \( \text{squash} \). Using propositional truncation, we can define an uninformative existential quantifier \( \exists x : A. B \). We follow the informal convention of identifying a proposition with its underlying type (i.e. its first projection).

The set quotient of a type \( A \) by a (proof-relevant) relation \( R : A \to A \to \text{Type} \) is the HIT generated by the following constructors:

\[
\begin{array}{ccc}
|x : A| & x, y : A/R & r : R \, x \, y & \text{eq}/r : x = y \\
& x, y : A/R & p, q : x = y & \text{squash}/p, q : p = q \\
\end{array}
\]

The element \([x]\) is the \( R \)-equivalence class of \( x \), while the path constructor \( \text{eq}/ \) states that \( R \)-related elements have path equal equivalence classes. The 2-path constructor \( \text{squash}/ \) forces \( A/R \) to be a set.

HITs are supported in cubical type theory [11] and have been implemented in Cubical Agda, where they can be introduced using the syntax of inductive types. Path constructors are considered as point constructors depending on extra interval names and satisfying the required matching conditions on endpoints. Functions out of HITs can be defined via pattern matching, where now the user has to deal with the extra cases of higher path constructors.

For example, propositional truncation is a functor, and its action on functions is defined as

\[
\begin{array}{ccc}
\text{map}_\| : (A \to B) \to \|A\| \to \|B\| \\
\text{map}_\| \, f \, |x| & =_{\text{at}} & f \, x \\
\text{map}_\| \, f \, (\text{squash } x, y, i) & =_{\text{at}} & \text{squash } (\text{map}_\| \, f \, x, i)(\text{map}_\| \, f \, y, i)
\end{array}
\]

2.2 Coinductive Types

Agda has native support for coinductive types specified by strictly positive functors, and this support has been extended to Cubical Agda as well. As an example, which will be employed in the successive sections, consider the type \( \text{Tree} \) consisting of finitely-branching
non-wellfounded trees defined as the final coalgebra of the \textit{List} functor. In Agda, the latter is encoded as a coinductive record with one destructor \texttt{subtrees}, returning the subtrees of the root, see the left code in Figure 1. The type \texttt{Tree}, together with the destructor \texttt{subtrees}, is a coalgebra of the \textit{List} functor. Elements of coinductive types are characterized by the result of the application of destructors, which means that an element of type \texttt{Tree} is specified by the list of its subtrees. This is dual to the construction of elements of inductive types in terms of constructors. For example, the infinite binary tree is corecursively defined as:

\[
\texttt{subtrees} \texttt{binTree} = \texttt{df binTree} :: \texttt{binTree} :: [ ].
\]

An important advantage of working in Cubical Agda is the possibility to prove the coinduction principle \cite{30}. For the type of trees, this states that tree bisimilarity is equivalent to path equality. Bisimilarity can be defined as a coinductive relation on trees, and as such it can be encoded in Agda as a coinductive record, see the right code in Figure 1. In the codomain of the destructor \texttt{subtreesB}, we employ the \textit{lifting} of a type family $\mathcal{R}: A \to B \to \text{Type}$ to lists, inductively generated by two constructors:

\[
\begin{array}{l}
\text{[]} : \text{List } \mathcal{R} \\
\text{::} : \text{List } \mathcal{R} (a :: l) (b :: m)
\end{array}
\]

The proof of the coinduction principle $\texttt{bisim}_L$ fundamentally employs copatterns \cite{1} and lambda abstraction of interval variables, i.e. the introduction rule of path types. The coinduction principle $\texttt{bisim}_L$ is simultaneously constructed with an auxiliary proof $\texttt{bisim}_L'$, stating that \texttt{(List TreeB)}-related lists of trees are path equal.

\[
\begin{array}{l}
\texttt{bisim}_L : \{ t u : \text{Tree} \} \to \text{TreeB} t u \to t = u \\
\texttt{subtrees}_L (\texttt{bisim}_L b i) =_{\text{df}} \texttt{bisim}_L' (\texttt{subtreesB}_L b) i \\
\texttt{bisim}_L' : \{ l m : \text{List Tree} \} \to \text{List TreeB} l m \to l = m \\
\texttt{bisim}_L' [ ] i =_{\text{df}} [] \\
\texttt{bisim}_L' (b :: r) i =_{\text{df}} \texttt{bisim}_L b i :: \texttt{bisim}_L' r i
\end{array}
\]

The productivity, i.e., well-definiteness, of the function $\texttt{bisim}_L$ is guaranteed by the presence of list constructors \texttt{[]} and \texttt{::} at top level in the definition of $\texttt{bisim}_L'$. More generally, corecursively defined terms are accepted as valid by Agda’s productivity checker only when recursive calls appear directly under the application of a constructor. This syntactic restriction, while indeed sufficient for ensuring the productivity of corecursive definitions, makes programming and reasoning with coinductive types in Agda quite cumbersome. For example, the following construction of the unique coalgebra morphism from the carrier of a coalgebra $c : X \to \text{List } X$ to \texttt{Tree} is not accepted in Agda (\texttt{mapList} is the action on functions of the \textit{List} functor):

\[
\begin{array}{l}
\texttt{anaTree} : (c : X \to \text{List } X) \to X \to \text{Tree} \\
\texttt{subtrees}_L (\texttt{anaTree} c x) =_{\text{df}} \texttt{mapList} (\texttt{anaTree} c) (c x)
\end{array}
\]

For this reason, in our code we parameterize our coinductive types with \textit{sizes}, to ease the productivity checking of corecursive definitions \cite{18, 14}. For example, the function $\texttt{anaTree}$ is accepted by Agda if the type of trees is decorated with size information. Notice that we use sized types for mere practical convenience: we believe possible, with some extra work, to massage the corecursive definitions in our Agda code and obtain equivalent characterizations.
able to overtake Agda’s syntactic productivity checker. In the paper, all mentions to sizes have been removed.

Since HITs are implemented in Agda as a particular kind of inductive types, Cubical Agda also allows the construction of coinductive types specified by functors defined as HITs. This is a somehow experimental feature: the existence of such objects would need to be verified in the cubical set model, which we leave to future work. We will show an example of such a coinductive type in Section 4.2.

3 The Finite Powerset and Its Final Coalgebra as a Setoid

Here we introduce the finite powerset construction as a setoid and study its final coalgebra. A setoid [7], or Bishop set, is a pair \((A, R)\) consisting of a type \(A\) and a proof-irrelevant (i.e. valued in propositions) equivalence relation \(R\) on \(A\). We write \(\text{Setoid}\) for the type of setoids and, given \(S : \text{Setoid}\), we write \(\text{carr} S\) and \(\text{eqr} S\) for the carrier and the equivalence relation of \(S\), respectively. A setoid morphism between setoids \((A, R)\) and \((B, S)\) is a function \(f : A \to B\) which is compatible with the equivalence relations: for all \(x, y : A\), if \(R x y\) then \(S (f x) (f y)\). We write \(\text{SetoidMor} S T\) for the type of setoid morphisms between setoids \(S\) and \(T\), and, given \(h : \text{SetoidMor} S T\), we write \(\text{fun} h : \text{carr} S \to \text{carr} T\) for its underlying function. Setoids and their morphisms form a category \(\text{SETOID}\), but this is not the framework typically employed as a foundational setting for constructive mathematics, since in this category equality of morphisms is given by path equality, not equivalence relation. Bishop-style constructive mathematics is instead developed in \(\text{SETOIDREL}\), which is the category \(\text{SETOID}\) enriched in the category of sets and equivalence relations [19]. In this setting, two setoid morphisms \(f\) and \(g\) between setoids \((A, R)\) and \((B, S)\) are considered equal whenever, for all \(x : A\), \(S (f x) (g x)\).

In \(\text{SETOIDREL}\), given an endofunctor \(F\) with action on setoid morphisms \(\text{map}_F\) (satisfying the functor laws up to the appropriate equivalence relation), the types of \(F\)-coalgebras and \(F\)-coalgebra morphisms between two \(F\)-coalgebras \((S, s)\) and \((T, t)\) are defined as follows:

\[
\begin{align*}
\text{Coalg}_F F &= \sum S : \text{Setoid}. \text{SetoidMor} S (F S) \\
\text{CoalgMor}_F F (S, s) (T, t) &= \sum h : \text{SetoidMor} S T. (x : \text{carr} S) \to \text{eqr} T (\text{fun} t (\text{fun} h x)) (\text{fun} (\text{map}_F h) (\text{fun} s x))
\end{align*}
\]

\(3\)

A coalgebra in \(\text{SETOIDREL}\) is final if there exists a unique coalgebra morphism from any other coalgebra, up to equivalence relation:

\[
\begin{align*}
\text{Final}_F F &= \sum C : \text{Coalg}_F F. (D : \text{Coalg}_F F) \to \text{isContr}_F (\text{CoalgMor}_F F C D)
\end{align*}
\]

\(4\)

where elements of \(\text{isContr}_F (\text{CoalgMor}_F F C D)\) are pairs consisting of a coalgebra morphism \(h\) and, for any other coalgebra morphism \(h'\), a proof that \(h\) and \(h'\) are equivalent as setoid morphisms.
record TreeR (t u : Tree) : Type where
  coinductive
  field
  subtreesR : List TreeR (subtreesL t) (subtreesL u)

Figure 2 Agda definition of the coinductive closure of the relator \( \hat{\text{List}} \).

3.1 The Setoid of Finite Subsets

Given a setoid \((A, R)\), its setoid of finite subsets is defined as \( \text{Pfin}_s (A, R) = \text{df} (\text{List} A, \hat{\text{List}} R) \), where \( \hat{\text{List}} \) is a lifting of \( \text{List} \) to relations, alternative to the lifting given in (1). \( \text{List} \) is sometimes called a \textit{relator} and plays an important role in the study of applicative bisimilarity for functional programming languages with nondeterministic choice [21]. Given a type family \( R : A \to B \to \text{Type} \), the type family \( \hat{\text{List}} R : \text{List} A \to \text{List} B \to \text{Type} \) is defined as

\[
\hat{\text{List}} R \, l \, m = \text{df} (\langle x : A \to x \in_l l \to \exists y : B. y \in_m m \times R x y \rangle)
\times
\langle y : B \to y \in_m m \to \exists x : A. x \in_l l \times R y x \rangle
\]

(5)

So two lists are related by \( \hat{\text{List}} R \) when each element of a list is \( R \)-related to an element of the other list. The type family \( \in_l \) is the inductive (proof-relevant) membership relation on lists, the subscript \( L \) distinguishes this to the membership relation on the type \( \text{Pfin} \) introduced in Section 4.1. \( \text{Pfin} \) is an endofunctor on \( \text{SETOIDREL} \). Its action on setoid morphisms \( \text{map}_{\text{Pfin}_s} : \text{SetoidMor} S T \to \text{SetoidMor} (\text{Pfin}_s S) (\text{Pfin}_s T) \) has underlying function \( \text{map}_{\text{List}} \).

Notice the presence of existential quantifications \( \exists \) in the definition of \( \hat{\text{List}} \). If we were to replace them with \( \sum \), we would obtain a setoid of finite multisubsets instead, as the one considered by Danielsson [13].

3.2 The Final Coalgebra

The final coalgebra of the final powerset functor in \( \text{SETOIDREL} \) can be constructed using coinductive types. Consider the coinductive relation of Figure 2 obtained by replacing the lifting \( \hat{\text{List}} \) with the lifting \( \hat{\text{List}} \) in the destructor of the tree bisimilarity relation \( \text{TreeB} \) in Figure 1. Two trees are related by \( \text{TreeR} \) if, for each subtree of one tree, there merely exists a \( \text{TreeR} \)-related subtree of the other tree. The setoid \( \nu \text{Pfin}_s = \text{df} (\text{Tree}, \text{TreeR}) \) is a \( \text{Pfin}_s \)-coalgebra:

\[
\text{coalg}_s : \text{SetoidMor} \nu \text{Pfin}_s (\text{Pfin}_s \nu \text{Pfin}_s)
\text{coalg}_s = (\text{subtrees}_s, \text{subtreesR}_s)
\]

Theorem 1. The \( \text{Pfin}_s \)-coalgebra \( (\nu \text{Pfin}_s, \text{coalg}_s) \) is final in \( \text{SETOIDREL} \).

Proof. We only show the existence of a coalgebra morphism into \( (\nu \text{Pfin}_s, \text{coalg}_s) \). Given another \( \text{Pfin}_s \)-coalgebra \( (S, s) \), there is a setoid morphism \( h \) from \( S \) to \( (\text{Tree}, \text{TreeR}) \) with underlying function \( \text{anaTree} (\text{fun} \, s) \).

This function is compatible with equivalence relations. Assume given \( x, y : \text{carr} \, S \) such that \( \text{eqr} \, S \, x \, y \). We prove \( \text{TreeR} (\text{anaTree} (\text{fun} \, s) \, x) (\text{anaTree} (\text{fun} \, s) \, y) \). This is a coinductive type, so we proceed by applying the destructor of \( \text{TreeR} \) and we are left to show that \( \text{subtrees}_s (\text{anaTree} (\text{fun} \, s) \, x) = \text{(List TreeR)-related to} \, \text{subtrees}_s (\text{anaTree} (\text{fun} \, s) \, y) \). The definition of the lifting \( \text{List} \) in (5) is symmetric, so it is sufficient to prove the following lemma (in which we unfold the definition of \( \text{anaTree} \) as in (2)):
We now abandon the setoid setting and work with types as primary objects instead of setoids, giving a constructive account in Section 5.

It is possible to prove a version of Theorem 1 for Setoid instead of SetoidRel: (νPfinₙ-coalg) is also the final Pfinₙ-coalgebra in Setoid, where one first needs to appropriately adapt the definitions of coalgebra morphism and final coalgebra in (3) and (4) to Setoid.

4 The Finite Powerset and Its Final Coalgebra as a Type

We now abandon the setoid setting and work with types as primary objects instead of setoids, as typically done in HoTT. Given an endofunctor $F : \text{Type} \rightarrow \text{Type}$ with action on functions $\text{map}_F$, the types of $F$-coalgebras and $F$-coalgebra morphisms between two $F$-coalgebras $(A, a)$ and $(B, b)$ are defined as follows:

$$\begin{align*}
\text{Coalg} F &= \text{af} \sum A : \text{Type}. A \rightarrow F A \\
\text{CoalgMor} F (A, a) (B, b) &= \text{af} \sum f : A \rightarrow B. (x : A) \rightarrow b (f x) = \text{map}_F f (a x) \quad (7)
\end{align*}$$

In this setting, a coalgebra is final if there exists a unique (up to path equality) coalgebra morphism to any other coalgebra.

$$\text{Final} F = \text{af} \sum C : \text{Coalg} F. (D : \text{Coalg} F) \rightarrow \text{isContr} (\text{CoalgMor} F C D) \quad (8)$$

The definitions in (7) and (8) are the same of Ahrens et al. [5], which they only consider in the case of $F$ being a polynomial functor specified by a signature. The coinductive type Tree of Section 2.2 is the final List-coalgebra, with the function anaTree of (2) as unique mediating coalgebra morphism.

4.1 The Type of Finite Subsets

The action of the finite powerset functor on a type $A$ returns the set of all finite subsets of $A$. Following Frumin et al. [17], the finite powerset functor can be encoded as a higher inductive type in two equivalent ways: as a set quotient of lists or as the term algebra of the theory of join semilattices.

As a Set Quotient. The set of finite subsets can be defined as a set quotient of the type of lists: Pfinₙₐ = af List A/SameEls. The subscript $q$ indicates that this type is a set quotient. The relation SameEls, as the name suggests, relates lists containing the same elements, and it is given by the relation List applied to path equality on $A$, i.e. SameEls = af List (=).
As the Free Join Semilattice. The set of finite subsets can also be defined as the free join semilattice on a given type \( A \). A join semilattice is a partially ordered set \((X, \leq)\) with a bottom element and a binary join operation. Join semilattices admit an equational presentation as algebraic theories, from which the following higher inductive type can be extrapolated:

\[
\begin{align*}
\emptyset &: \text{Pfin } A \\
\eta &: A \\
\text{assoc} &: x, y, z : \text{Pfin } A \to (x \cup y) \cup z = x \cup (y \cup z) \\
\text{comm} &: x, y : x \cup y = y \cup x \\
\text{idem} &: x : x \cup \emptyset = x \\
\text{squashPfin} &: p, q : p = q \\
x &: \text{Pfin } A \\
x, y, z &: \text{Pfin } A \to (x \cup y) \cup z = x \cup (y \cup z) \\
x, y &: \text{Pfin } A \to x \cup y = y \cup x \\
x : \text{Pfin } A \\
\text{assoc} &: x, y, z : (x \cup y) \cup z = x \cup (y \cup z) \\
\text{comm} &: x, y : x \cup y = y \cup x \\
\text{idem} &: x : x \cup \emptyset = x \\
\text{squashPfin} &: p, q : p = q \\
\end{align*}
\]

The type \( \text{Pfin } A \) is a join semilattice, with empty subset \( \emptyset \) as bottom element and binary union \( \cup \) as join operation. The partial order can be recovered in the usual way: \( x \leq y : \text{df} (x \cup y) = y \).

The 1-path constructors mimic the equational theory of join semilattices, while the 2-path constructor \( \text{squashPfin} \) forces \( \text{Pfin } A \) to be a set. The constructor \( \eta \) embeds \( A \) into \( \text{Pfin } A \) and represents the singleton subset operation. The elimination principle of \( \text{Pfin } A \) corresponds to the universal property of \( \text{Pfin } A \) as the free join semilattice on \( A \).

The membership relation \( \in \) is defined by induction on the finite subset in input.

\[
\begin{align*}
\in &: A \to \text{Pfin } A \to \text{hProp} \\
a \in \emptyset &= \text{df} \bot \\
a \in \eta b &= \text{df} (a = b) \\
a \in x \cup y &= \text{df} (a \in x + a \in y) \\
\end{align*}
\]

The omitted cases for the higher constructors are dealt with using univalence. Moreover the right-hand-sides only contain the types underlying the propositions, the proof terms showing that these satisfy the predicate \( \text{isProp} \) have been omitted. The subset relation is given by \( x \subseteq y : \text{df} (a : A) \to a \in x \to a \in y \), which is equivalent to the order relation \( \leq \) defined above.

Given a type family \( R : A \to B \to \text{Type} \), its lifting to \( \text{Pfin } A \) is the type family \( \text{Pfin } R : \text{Pfin } A \to \text{Pfin } B \to \text{Type} \) defined as

\[
\text{Pfin } R \ s \ t = \text{df} \ ((x : A) \to x \in s \to \exists y : B. y \in t \times R \ x \ y) \\
\times \\
((y : B) \to y \in t \to \exists x : A. x \in s \times R \ y \ x)
\]

For all relations \( R \), it is possible to show that \( \text{Pfin } R \) is a congruence, which means that we are able to construct elements of the following types:

\[
\begin{align*}
\text{Pfin } R \emptyset \emptyset & \quad \text{Pfin } R \ s_1 \ t_1 \to \text{Pfin } R \ s_2 \ t_2 \to \text{Pfin } R \ (s_1 \cup s_2) \ (t_1 \cup t_2)
\end{align*}
\] (9)

When \( R \) is path equality, \( \text{Pfin } (\ =) \) corresponds to extensional equality of finite subsets, i.e. \( \text{Pfin } (\ =) \ s \ t \simeq (s \subseteq t \times t \subseteq s) \). Since the subset relation is antisymmetric, we have that \( \text{Pfin } (\ =) \ s \ t \simeq (s = t) \). We call \( \text{toPfinEq} : \text{Pfin } (\ =) \ s \ t \to (s = t) \) the left-to-right function underlying this equivalence.

The two types \( \text{Pfin } A \) and \( \text{Pfin}_q A \) are provably equivalent [17].
22:10 Type-Theoretic Constructions of the Final Coalgebra of the Finite Powerset Functor

When such functor is the finite powerset functor we only need to deal with the three cases of the point constructors.

Theorem 2.

Proof. The construction of the mediating coalgebra morphism between a Pfin-coalgebra \( (\nu \text{Pfin} t u : \nu \text{Pfin}) \) and \( \nu \text{Pfin} \) is derivable by copattern matching and path introduction as follows:

\[
\begin{align*}
\text{bism} = \{ t u : \nu \text{Pfin} \} & \to \nu \text{Pfin}B t u \to t = u \\
\text{subtrees} = (\text{bism} b i) & = \text{dr} \\
\text{toPfinEq} (\lambda x. m. \text{map} (\lambda (x', m', b'). (x', m', \text{bism} b')) (\text{fist} (\text{subtrees}B b) x m), \\
\quad \lambda x. m. \text{map} (\lambda (x', m', b'). (x', m', \text{bism} b')) (\text{snd} (\text{subtrees}B b) x m)) & = i
\end{align*}
\]

Theorem 2. \( \nu \text{Pfin} \) is the final coalgebra of Pfin in the sense of (8).

Proof. The construction of the mediating coalgebra morphism between a Pfin-coalgebra \( (A, a) \) and \( \nu \text{Pfin} \), whose coalgebra is the destructor \( \text{subtrees} \), is analogous to the one in (2):

\[
\text{anaPfin} : (c : X \to \text{Pfin} X) \to X \to \nu \text{Pfin} \\
\quad \text{subtrees} (\text{anaPfin} c x) = \text{dr} \text{map}_{\text{Pfin}} (\text{anaPfin} c) (c x)
\]

(10)

Now assume given another coalgebra morphism \( f : X \to \nu \text{Pfin} \). We prove simultaneously the two following lemmata, and conclude uniqueness using the coinduction principle of \( \nu \text{Pfin} \).

\[
\text{anaPfinUniq} : (x : X) \to \nu \text{PfinB} (f x) (\text{anaPfin} c x) \\
\text{anaPfinUniqR} : (s : \text{Pfin} X) \to \text{Pfin} \nu \text{PfinB} (\text{map}_{\text{Pfin}} f s) (\text{map}_{\text{Pfin}} (\text{anaPfin} c) s)
\]

The first lemma is proved by corecursion, so after an application of the destructor of \( \nu \text{PfinB} \) (and after unfolding the definition of \( \text{anaPfin} \) in (10)), we are left to construct an element of type \( \text{Pfin} \nu \text{PfinB} (\text{subtrees} (f x)) (\text{map}_{\text{Pfin}} (\text{anaPfin} c) (c x)) \). Since \( f \) is a coalgebra morphism, we can substitute \( \text{subtrees} (f x) \) for \( \text{map}_{\text{Pfin}} f (c x) \) in the latter, and we return \( \text{anaPfinUniqR} (c x) \) as the inhabitant of the type resulting from the substitution.

The second lemma is proved by induction on \( s \). Since the return type is a proposition, we only need to deal with the three cases of the point constructors.

Case \( s \equiv \varnothing \). We are done by the left result in (9).

Case \( s \equiv \eta z \). Our goal reduces to \( \text{Pfin} \nu \text{PfinB} (\eta (f z)) (\eta (\text{anaPfin} c z)) \). We construct the first argument of this product type, the second argument is defined analogously. Assume given \( x : \nu \text{Pfin} \) and \( p : x \in \eta (f z) \), i.e. a truncated equality proof \( p : \| x = f z \| \). We need to show that there merely exists \( y : \nu \text{Pfin} \) such that \( y \in \eta (\text{anaPfin} c z) \), i.e. \( \| y = \text{anaPfin} c z \| \), and \( \nu \text{PfinB} x y \) holds. Take \( y = \text{dr} \text{anaPfin} c z \), and derive \( \nu \text{PfinB} x y \) by first rewriting \( x \) to \( f z \) using \( p \) (we can remove the propositional truncation in \( p \) since the return type is a proposition as well) and subsequently applying \( \text{anaPfinUniq} \) to \( z \).
Case $s \equiv s_1 \cup s_2$. We apply the right result in (9) and we conclude by invoking inductive hypotheses $\text{anaPfinUniqR} \ s_1$ and $\text{anaPfinUniqR} \ s_2$.

As a Set Quotient. Alternatively, we could quotient the type $\text{Tree}$ of finitely ordered branching trees by the equivalence relation $\text{TreeR}$ introduced in Figure 2. The resulting type is a fixpoint of $\text{Pfin}_q$.

▶ Theorem 3. The type $\text{Tree/TreeR}$ is equivalent to $\text{Pfin}_q (\text{Tree/TreeR})$

Proof. We only discuss the construction of the functions underlying the equivalence. A function $f : \text{Tree/TreeR} \rightarrow \text{Pfin}_q (\text{Tree/TreeR})$ is defined by pattern matching (we only show the case of the point constructor): $f \ [l] =_{df} [\text{map}_\text{List} (\lambda x. \ [x]) \ (\text{subtrees}_l \ [l])]$.

A function $g : \text{Pfin}_q (\text{Tree/TreeR}) \rightarrow \text{Tree/TreeR}$ is also defined by pattern matching. Notice that this is equivalent to construct a function $g' : \text{List} (\text{Tree/TreeR}) \rightarrow \text{Tree/TreeR}$ which is compatible with the relation $\text{SameEls}$. Since the type $\text{List} (\text{Tree/TreeR})$ is equivalent to $\text{List} \ \text{Tree}/\text{List} \ \text{TreeR}$, it is sufficient to define a function $g'' : \text{List} \ \text{Tree}/\text{List} \ \text{TreeR} \rightarrow \text{Tree/TreeR}$ satisfying an adjusted compatibility condition. This is given by pattern matching (again, we omit the cases of the path constructors): $g'' \ [l] =_{df} [\text{subtrees}^{-1}_l \ [l]]$, where $\text{subtrees}^{-1}_l$ is the inverse of the destructor $\text{subtrees}$.

Proving finality of the coalgebra underlying the equivalence of Theorem 3 seems to require the assumption of the full axiom of choice. This is constructively problematic, since in HoTT the axiom of choice implies the law of excluded middle [27]. We employ an alternative formulation of the axiom of choice, provably equivalent to the usual one. First, consider two types $A, B$ and a type family $R : B \rightarrow B \rightarrow \text{Type}$. Let $\text{Fun} \ R$ be the lifting of the type family $R$ to the function space $A \rightarrow B$, i.e. given $f, g : A \rightarrow B$, define $\text{Fun} \ R \ f \ g =_{df} (x : A) \rightarrow R \ (f \ x) \ (g \ x)$. It is possible to define a function $\theta_R : (A \rightarrow B)/\text{Fun} \ R \rightarrow A \rightarrow B/R$ by pattern matching on the first argument. The existence of a section for $\theta_R$, for all type families $R$, is an equivalent phrasing of the axiom of choice (see e.g. [28] for a proof of this equivalence):

\[
\text{AC} =_{df} \{A, B : \text{Type}\} \ (R : B \rightarrow B \rightarrow \text{Type}) \rightarrow \exists \psi_R : (A \rightarrow B)/\text{Fun} \ R \rightarrow (A \rightarrow B)/\text{Fun} \ R. (x : (A \rightarrow B)/\text{Fun} \ R) \rightarrow \theta_R (\psi_R x) = x
\]  

(11)

▶ Theorem 4. Assuming axiom of choice, the type $\text{Tree/TreeR}$ is the final coalgebra of $\text{Pfin}_q$.

Proof. We only discuss the construction of the mediating coalgebra morphism. We are asked to construct a function $\text{anaPfin}_q : (c : X \rightarrow \text{Pfin}_q X) \rightarrow X \rightarrow \text{Tree/TreeR}$. This can be obtained from the function $\text{anaPfin}_{q} : (c : X \rightarrow \text{Pfin}_q X) \rightarrow \text{Pfin}_q X \rightarrow \text{Tree/TreeR}$ by precomposition with the coalgebra $c$. In turn, this can be obtained from the function $\text{anaPfin}_{q} : (X \rightarrow \text{List} X)/\text{Fun} \ \text{SameEls} \rightarrow \text{List} X/\text{SameEls} \rightarrow \text{Tree/TreeR}$ by precomposition with the section $\psi_{\text{SameEls}}$. The latter is definable by pattern matching on both arguments: $\text{anaPfin}_{q} \ [c] \ [l] =_{df} [\text{anaTree} \ c \ [l]]$. The missing cases in the definition have been omitted.

Without the assumption of the axiom of choice, one gets stuck in the construction of $\text{anaPfin}_q$. In fact, the mediating coalgebra morphism may call the coalgebra $c : X \rightarrow \text{Pfin}_q X$ an arbitrarily large number of times, and, since we are given no information on the cardinality of $X$, each application of $c$ may happen on a different input $x : X$. This implies that generally the recursion principle of set quotients would need to be invoked the same large number of times, and this could only be achieved by assuming the full axiom of choice.
Analysis of Worrell’s Classical Set-Theoretic Construction

In classical set theory there are many constructions of the final coalgebra of the finite powerset functor. See Adámek et al.’s collection and comparison of all these characterizations [4]. In this section we scrutinize a construction due to James Worrell as an \((\omega + \omega)\)-limit [33]. Worrell’s general construction of final coalgebras of finitary functors as \((\omega + \omega)\)-limits can be seen as a generalization of the traditional construction of final coalgebras of polynomial functors as \(\omega\)-limits. In the same spirit, one can consider our attempt at internalizing Worrell’s construction in type theory, here in the special case of the final powerset functor, as a generalization of Ahrens et al.’s internalization of the construction of \(M\)-types in homotopy type theory [5]. We will see that a sprinkle of classical logic is needed for Worrell’s construction to work in our constructive setting.

Worrell’s construction starts by considering the \(\omega\)-limit of the sequence

\[
\begin{array}{ccc}
1 & \xleftarrow{!} & \text{Pfin} 1 \\
& & \xmapsto{\text{map}_{\text{Pfin}}} \text{Pfin} 1 & \xleftarrow{!} & \text{Pfin}^2 1 & \xmapsto{\text{map}_{\text{Pfin}}} \text{Pfin}^2 1 & \ldots
\end{array}
\]

which in type theory can be encoded as the following dependent sum:

\[
V_\omega = \sum_{x : (n : \mathbb{N})} \text{Pfin}^n 1, \quad (n : \mathbb{N}) \to \text{map}_{\text{Pfin}}^n 1 (x (suc n)) = x n
\]

Here \(\text{Pfin}^n A\) is the \(n\)-iterated application of \(\text{Pfin}\) to type \(A\), i.e. \(\text{Pfin}^{\text{zero}} A = \text{df} A\) and \(\text{Pfin}^{\text{suc}} n = \text{df} \text{Pfin} (\text{Pfin}^n A)\). Similarly, \(\text{map}_{\text{Pfin}}^n\) is the \(n\)-iterated application of \(\text{map}_{\text{Pfin}}\). Let \(\ell_n\) be the function mapping an element of \(V_\omega\) to its \(n\)th approximation in \(\text{Pfin}^n 1\), i.e. \(\ell_n x = \text{df} \text{fst} x n\). A function \(\text{alg}_{V_\omega}\) from \(\text{Pfin} V_\omega\) to \(V_\omega\) can be constructed as follows, basically using the universal property of the \(\omega\)-limit (we use copatterns and we only show the definition of the first projection):

\[
\text{fst} (\text{alg}_{V_\omega} s) n = \text{df} \text{map}_{\text{Pfin}}^n 1 (\text{map}_{\text{Pfin}} \ell_n s).
\]

As noticed by Adámek and Koubek [2], \(V_\omega\) is not the final coalgebra of \(\text{Pfin}\). This is because \(V_\omega\) is not a fixpoint of \(\text{Pfin}\), as the canonical algebra function \(\text{alg}_{V_\omega}\) is not an isomorphism.

**Proposition 5.** The function \(\text{alg}_{V_\omega} : \text{Pfin} V_\omega \to V_\omega\) is not surjective.

**Proof.** Consider the sequence

\[
\begin{align*}
growing & : (n : \mathbb{N}) \to \text{Pfin}^n 1 \\
growing \text{ zero} & = \text{df} \text{tt} \\
growing (\text{ suc } \text{ zero}) & = \text{df} \eta \text{ tt} \\
growing (\text{ suc } (\text{ suc } n)) & = \text{df} \eta \emptyset \cup \text{map}_{\text{Pfin}} \eta (\text{ growing } (\text{ suc } n))
\end{align*}
\]

corresponding pictorially to the following element of \(V_\omega\):

The top-level branching of the sequence \(\text{growing}\) is, as the name suggests, growing. It is possible to show that it is absurd to assume that \(\text{growing}\) is in the image of \(\text{alg}_{V_\omega}\). △

Elements of type \(V_\omega\) represent non-wellfounded trees with unordered branching (as opposed to elements of type \(\text{Tree}\), in which branching is ordered). The element \(\text{growing}\) introduced in the proof of Proposition 5 shows that these trees generally do not have finite
branching, even if all their finite approximations do. So \( V_\omega \) cannot possibly be a fixpoint of \( \text{Pfin} \), and, in particular, it cannot be its final coalgebra.

While the sequence in (12) does not stabilize in \( \omega \) steps, Worrell shows that, in classical set theory, it stabilized after \( \omega + \omega \) steps. To this end, he considers the \( \omega \)-limit \( V_{\omega + \omega} \) of the sequence

\[
V_\omega \xrightarrow{\text{alg}_{V_\omega}} \text{Pfin} V_\omega \xrightarrow{\text{map}_{\text{Pfin}} \text{alg}_{V_\omega}} \text{Pfin}^2 V_\omega \xrightarrow{\text{map}_{\text{Pfin}}^2 \text{alg}_{V_\omega}} \ldots
\]

which in type theory corresponds to the dependent sum \( \omega \) of countable choice is just different (and more standard) equivalent formulation of countable choice that is directly applicable in the forthcoming constructions.

\[
V_{\omega + \omega} = \text{at} \sum x : (n : \mathbb{N}) \rightarrow \text{Pfin}^n V_\omega, (n : \mathbb{N}) \rightarrow \text{map}_{\text{Pfin}}^n (x (\text{suc} n)) = x n
\]

and proves that \( V_{\omega + \omega} \) is the final coalgebra of \( \text{Pfin} \). A fundamental ingredient in his proof is the fact that the function \( \text{alg}_{V_\omega} \) is injective (even more, classically it is a split monomorphism), so that \( \text{Pfin} V_\omega \) can be characterized as the subset of \( V_\omega \) consisting of all the trees in which the top-level branching is finite. Consequently, \( \text{Pfin}^2 V_\omega \) consists of all trees in which the first two levels of branching are finite. The limit \( V_{\omega + \omega} \) can then be characterized as the subset of \( V_\omega \) consisting of trees with finite branching at all levels.

In our constructive setting, the injectivity of \( \text{alg}_{V_\omega} \) is not provable. In fact, under the assumption of the axiom of countable choice, injectivity of \( \text{alg}_{V_\omega} \) is equivalent to the lesser limited principle of omniscience (LLPO):

\[
\text{LLPO} = \text{at} (a : \mathbb{N} \rightarrow \text{Bool}) \rightarrow \text{isProp} (\sum n : \mathbb{N}. a n = \text{true}) \rightarrow \mathbb{B} \left( (n : \mathbb{N}) \rightarrow \text{isEven} n \rightarrow a n = \text{false} \right) + \mathbb{B} \left( (n : \mathbb{N}) \rightarrow \text{isOdd} n \rightarrow a n = \text{false} \right)
\]

LLPO states that, if a Boolean stream \( a \) contains at most one occurrence of value \text{true}, then either all its even positions contain \text{false} or all its odd positions contain \text{false}. The axiom of countable choice is just \text{AC} in (11) with type \( A \) fixed to be \( \mathbb{N} \), but we prefer to have a different (and more standard) equivalent formulation of countable choice that is directly applicable in the forthcoming constructions:

\[
\text{AC}_\mathbb{N} : (P : \mathbb{N} \rightarrow \text{Type}) \rightarrow ((n : \mathbb{N}) \rightarrow \|P n\|) \rightarrow ((n : \mathbb{N}) \rightarrow P n)
\]

Proving that the injectivity of \( \text{alg}_{V_\omega} \) implies LLPO does not require countable choice. The proof is obtained as an adaptation of the proof of equivalence between LLPO and the completeness of finite sets of real numbers in Bishop-style constructive mathematics [22].

\textbf{Theorem 6.} From the injectivity of \( \text{alg}_{V_\omega} \) we can construct the following term:

\[
\text{complete} : \{ x : y_1, y_2 : V_\omega \} (z : \mathbb{N} \rightarrow V_\omega) \rightarrow (p : (n : \mathbb{N}) \rightarrow z n = y_1 + z n = y_2) (q : (n : \mathbb{N}) \rightarrow \ell_n x = \ell_n (z n)) \rightarrow x \in \eta y_1 \cup \eta y_2
\]

\textbf{Proof.} Assume given a sequence \( z : \mathbb{N} \rightarrow V_\omega \) with proof terms \( p \) and \( q \) as in the type above. Define two elements of \( \text{Pfin} V_\omega \) as follows: \( t = \text{at} \eta y_1 \cup \eta y_2 \) and \( s = \text{at} \eta x \cup t \). In order to prove \( \text{complete} z p q \), it is enough to show that \( \text{alg}_{V_\omega} \) maps \( s \) and \( t \) to path equal elements, since then the injectivity of \( \text{alg}_{V_\omega} \) would imply \( s = t \) and therefore also \( x \in t \). Proving \( \text{alg}_{V_\omega} s = \text{alg}_{V_\omega} t \) is equivalent to show \( \ell_n (\text{alg}_{V_\omega} s) = \ell_n (\text{alg}_{V_\omega} t) \) for all \( n : \mathbb{N} \), which, unfolding the definition of \( \text{alg}_{V_\omega} \), is also equivalent to show \( \text{map}_{\text{Pfin}}^{\ell_n} s = \text{map}_{\text{Pfin}}^{\ell_n} t \) for all \( n : \mathbb{N} \). Assuming \( n : \mathbb{N} \), we invoke the antisymmetry of the subset relation and we are left to show \( \text{map}_{\text{Pfin}}^{\ell_n} s \subseteq \text{map}_{\text{Pfin}}^{\ell_n} t \) (the other direction is trivial since \( t \subseteq s \)). Unfolding the definition of \( s \), the only interesting case to prove is \( \ell_n x \in \text{map}_{\text{Pfin}}^{\ell_n} t \). The proof proceeds by case analysis on \( p \). If \( z n = y_1 \), then \( \ell_n x = \ell_n (z n) = \ell_n y_1 \), where the first path equality is given by \( q \). If \( z n = y_2 \), then \( \ell_n x \in \text{map}_{\text{Pfin}}^{\ell_n} t \). The case of \( z n = y_2 \) is analogous. \hfill \( \blacksquare \)
Intuitively, complete corresponds to the completeness of two-element subsets of \( V_\omega \) wrt. the pseudometric \( d(x, y) = \inf \{2^{-n} \mid n : \mathbb{N}, \, \ell_n x = \ell_n y\} \) [4].

The proof of the next theorem requires the introduction of some auxiliary definitions. First, long : \( V_\omega \) corresponds to the infinite tree in which each node has exactly one subtree. We only show the construction of the first projection (the definition uses copatterns).

\[
\begin{align*}
\text{fst long zero} &= \texttt{tt} \\
\text{fst long \langle n \rangle} &= \eta (\text{fst long} \langle n \rangle)
\end{align*}
\]

Given a sequence \( a : \mathbb{N} \to \text{Bool} \), one can also define a variant long? \( a \) of long, which is the same as long if \( a \) contains only value \texttt{false}, but its height stop growing if there is \( n : \mathbb{N} \) such that \( a n = \texttt{true} \) is the first true in \( a \). In the latter case, long? \( a \) is a finite tree with height \( n \), so that \text{fst long} \langle \text{suc} n \rangle \neq \text{fst} \langle \text{long}? a \rangle \langle \text{suc} n \rangle).

\[
\begin{align*}
\text{fst} \langle \text{long}? a \rangle \langle \text{zero} \rangle &= \texttt{tt} \\
\text{fst} \langle \text{long}? a \rangle \langle \text{suc} n \rangle &= \texttt{if} a \text{ zero} \texttt{ then } \varnothing \texttt{ else } \eta (\text{fst} \langle \text{long} \circ \text{succ} \rangle n)
\end{align*}
\]

Lastly, given a sequence \( a : \mathbb{N} \to \text{Bool} \), a type \( A \) with two elements \( x, y : A \) and a Boolean \( b \), we can define a sequence \( \text{seq} a x y b : \mathbb{N} \to A \) as follows:

\[
\begin{align*}
\text{seq} a x y b \langle \text{zero} \rangle &= \texttt{if} a \text{ zero and } b \texttt{ then } y \texttt{ else } x \\
\text{seq} a x y b \langle \text{suc} n \rangle &= \texttt{if} a \text{ zero and } b \texttt{ then } y \texttt{ else seq} (a \circ \text{succ}) x y (\text{not } b) n
\end{align*}
\]

The rationale behind the construction of the latter sequence, in the case when \( b \) is true, goes as follows: \( \text{seq} a x y \text{ true } n \) returns \( y \) if there exists an even number \( k : \mathbb{N} \) with \( k \leq n \) such that \( a k = \text{true} \) and \( a j = \text{false} \) for all \( j < k \); in all other cases \( \text{seq} a x y \text{ true } n \) returns \( x \).

\[\blacktriangleright\textbf{Theorem 7.} \text{The existence of a term complete as in (14) implies LLPO.}\]

\[\text{Proof.} \text{ Let } a : \mathbb{N} \to \text{Bool} \text{ be a sequence with at most one occurrence of value true. Define } y_1 = \text{long}, \ y_2 = \text{long}? a \text{ and } z = \text{seq} a y_1 y_2 \text{ true}. \text{ Take } x \text{ to be the diagonal of } z, \text{ i.e. } \text{fst} x n = \text{long} \langle n \rangle, \text{ which can in fact be proved to be an element of } V_\omega. \text{ Clearly each entry in } z \text{ is either } y_1 \text{ or } y_2, \text{ therefore all the hypotheses in the type in (14) are satisfied. Applying complete to these hypotheses gives } x \in \eta y_1 \cup \eta y_2. \text{ Invoking the recursion principle of propositional truncation on the resulting proof term, which we are allowed to use since the return type of LLPO is a proposition, gives us either } x = y_1 \text{ or } x = y_2. \text{ Assume } x = y_1, \text{ we show } a n = \texttt{false} \text{ for all even numbers } n : \mathbb{N}. \text{ Suppose } a n = \texttt{true} \text{ for a certain even number } n. \text{ Since } a n = \texttt{true}, \text{ and this is the only } \texttt{true} \text{ in } a, \text{ we know that } z \langle \text{suc} n \rangle \equiv \text{seq} a y_1 y_2 \text{ true } \langle \text{suc} n \rangle = y_2 \text{ which in turn implies } \ell_{\text{suc} n} x = \ell_{\text{suc} n} (z \langle \text{suc} n \rangle) = \ell_{\text{suc} n} y_2. \text{ By assumption } \ell_{\text{suc} n} x = \ell_{\text{suc} n} y_1, \text{ therefore by path composition and path inversion we get } \ell_{\text{suc} n} y_1 = \ell_{\text{suc} n} y_2, \text{ i.e. } \text{fst} \langle \text{long}? a \rangle \langle \text{suc} n \rangle, \text{ which is impossible since } a n \text{ is true. So } a n \text{ must be } \texttt{false} \text{ for all even } n. \text{ Analogously one can prove that } x = y_2 \text{ implies } a n = \texttt{false} \text{ for all odd numbers } n : \mathbb{N}, \text{ therefore concluding the derivation of LLPO.} \]

Patching together Theorems 6 and 7 shows that the injectivity of \( \text{alg}_{\omega V} \) implies LLPO.

\[\blacktriangleright\textbf{Corollary 8.} \text{The injectivity of } \text{alg}_{\omega V} \text{ implies LLPO.}\]

This displays the non-constructive nature of the injectivity of \( \text{alg}_{\omega V} \). The reverse implication also holds, which we have proved assuming the axiom of countable choice. We refrain from proving this in the paper, but the interested reader can find all the details in the Agda code.

\[\blacktriangleright\textbf{Theorem 9.} \text{Assuming countable choice, LLPO implies the injectivity of } \text{alg}_{\omega V}.\]
One can also modify the proofs of Corollary 8 and Theorem 9 to show that LLPO is also equivalent to the injectivity of the function \( \ell_\omega : \mathbb{V}_{\omega + \omega} \to \mathbb{V}_\omega \) given by \( \ell_\omega x = \text{fst} x \cdot \text{zero} \). This demonstrates that Worrell’s construction of the final coalgebra of \( \text{Pfin} \) as a subset of the limit \( \mathbb{V}_\omega \) is not achievable without the assumption of a certain amount of classical logic in the metatheory.

\[ \textbf{Theorem 10.} \]  
1. The injectivity of \( \ell_\omega \) implies LLPO.
2. Assuming countable choice, LLPO implies the injectivity of \( \ell_\omega \).

Having the injectivity of \( \text{alg}_{\mathbb{V}} \) at hand, the construction of a coalgebra structure on \( \mathbb{V}_{\omega + \omega} \) and the proof of its finality morally follow Worrell’s description [33].

\[ \textbf{Theorem 11.} \]  
Assuming the axiom of countable choice and the injectivity of \( \text{alg}_{\mathbb{V}} : \mathbb{V}_{\omega + \omega} \) is a \( \text{Pfin-coalgebra} \) which is final.

\textbf{Proof.} The meat of the proof lays in the construction of a function of type \( \mathbb{V}_{\omega + \omega} \to \text{Pfin} \mathbb{V}_{\omega + \omega} \). We show that the latter comes from an equivalence \( \mathbb{V}_{\omega + \omega} \cong \text{Pfin} \mathbb{V}_{\omega + \omega} \) which is constructed in several steps. First define a family of functions \( u : (n : \mathbb{N}) \to \text{Pfin}^n \mathbb{V}_\omega \to \mathbb{V}_\omega \) by recursion: \( u \text{ zero } x = \text{fst} \cdot x \) and \( u (\text{suc } n) \cdot x = \text{map}_{\text{Pfin}} u n \left( \text{alg}_{\mathbb{V}} x \right) \). It is possible to prove that \( \mathbb{V}_{\omega + \omega} \) is equivalent to the wide pullback \( \bigcap u \) of the family of functions \( u \). In general, given a family of functions \( f : (n : \mathbb{N}) \to A n \to C \), its \textit{wide pullback} is defined in type theory as

\[ \bigcap f = \text{map}_{\text{Pfin}} u : (n : \mathbb{N}) \to \text{Pfin}^\omega \mathbb{V}_\omega \to \text{Pfin} \mathbb{V}_\omega, \quad (n : \mathbb{N}) \to \text{map}_{\text{Pfin}} u n \left( \bigcap \text{alg}_{\mathbb{V}} f \right) = f \text{ zero } (x \text{ zero}) \]

We use the intersection symbol, and we refer to this pullback as \textit{intersection}, since all the families of functions \( f \) that we consider have \( f \cdot u \) injective, for all \( n : \mathbb{N} \). In particular, each function \( u n \) is injective, which can be proved by induction on \( n \) using the assumption that \( \text{alg}_{\mathbb{V}} \) is injective. This implies the existence of an equivalence \( \text{equiv}_1 : \text{Pfin} \mathbb{V}_{\omega + \omega} \cong \text{Pfin} \left( \bigcap u \right) \).

In an analogous manner, one can prove that the intersection of the family \( \text{map}_{\text{Pfin}} \circ u : (n : \mathbb{N}) \to \text{Pfin}^\omega \mathbb{V}_\omega \to \text{Pfin} \mathbb{V}_\omega \) is equivalent to the \( \omega \)-limit of the shifted sequence

\[ \mathbb{V}_\omega \leftarrow \text{map}_{\text{Pfin}} \circ \text{alg}_{\mathbb{V}} \mathbb{V}_\omega \leftarrow \text{map}_{\text{Pfin}} \circ \text{alg}_{\mathbb{V}} \mathbb{V}_\omega \leftarrow \ldots \]

It is well-known that the \( \omega \)-limit of the shifted sequence is equivalent to the \( \omega \)-limit of the original sequence in (13), i.e. \( \mathbb{V}_{\omega + \omega} \). We obtain an equivalence \( \text{equiv}_2 : \bigcap \left( \text{map}_{\text{Pfin}} \circ u \right) \cong \mathbb{V}_{\omega + \omega} \).

It is also possible to show, using the axiom of countable choice, that \( \text{Pfin} \) preserves intersections: given a generic family of injective functions \( f : (n : \mathbb{N}) \to A n \to C \), the following equivalence exists: \( \text{equiv}_3 : \bigcap f \cong \bigcap \left( \text{map}_{\text{Pfin}} \circ f \right) \).

By composing equivalences \( \text{equiv}_1, \text{equiv}_2 \) and \( \text{equiv}_3 \), we obtain the desired equivalence showing that \( \mathbb{V}_{\omega + \omega} \) is a fixpoint of \( \text{Pfin} \). A \( \text{Pfin-coalgebra} \) for \( \mathbb{V}_{\omega + \omega} \) is extracted as the function of type \( \mathbb{V}_{\omega + \omega} \to \text{Pfin} \mathbb{V}_{\omega + \omega} \) underlying this equivalence. It is possible to continue following Worrell’s proof and show that this coalgebra is indeed final. \( \blacksquare \)

6  Conclusions and Future Work

In this paper we discussed various presentations of the final coalgebra of the finite powerset functor in Cubical Agda: \( (i) \) as a setoid, \( (ii) \) as a coinductive type, \( (iii) \) as a set quotient and \( (iv) \) as a subset of an \( \omega \)-limit. Construction \( (iii) \) requires the presence of the axiom of choice in the proof of finality, while construction \( (iv) \) corresponds to the classical construction of the final coalgebra as a \( (\omega + \omega) \)-limit by Worrell, which can be performed in our setting prior
the assumption of countable choice and LLPO. For these reasons, we believe the best choice to be number (ii), i.e. the coinductive type $νPfin$ of Section 4.2, since it does not require the assumption of classical principles such as choice or LLPO, and it does not force the user to employ setoids instead of types.

The work presented in this paper is motivated by our will to certify programming language semantics in proof assistants. We are specifically thinking about languages with nondeterministic or concurrent behavior. In previous work [29], we presented a fully abstract denotational model of the early $π$-calculus, mechanized in Guarded Cubical Agda. We believe possible to port these results to Cubical Agda using the presentations of the final $Pfin$-coalgebra of Section 4.2. Such an attempt would employ Cubical Agda’s coinductive types instead of the guarded recursive types of Guarded Cubical Agda.

We wish to study the more general construction of final coalgebras of finitary functors in type theory. Frumin et al.’s functor $Pfin$ captures a particular notion of finite type, known as Kuratowski finiteness: a type $A$ is finite iff there exists a pair consisting of $x : Pfin A$ and a proof that $(a : A) → a ∈ x$. But in type theory, and more generally in constructive mathematics, there exist many more inequivalent formulations of finiteness [12, 25, 15, 16, 17]. We plan to investigate final coalgebras of finitary functors using these various formulations. In particular, we wonder if an alternative notion of finiteness in the specification of the finite powerset functor would make Worrell’s proof go through without the assumption of additional classical principles. A large class of finitary functors should be definable via the syntax for set truncated HITs developed by Basold, Geuvers and van der Weide [8, 31].

The construction of the final coalgebra given in Section 4.2 used a higher inductive type in the domain of a coinductive type destructor. This definition is allowed in Cubical Agda, and it is intuitively justified by the treatment of HITs in cubical type theory as inductive types with constructors possibly depending on extra interval variables [11, 9]. We leave to future work a formal construction of the final coalgebra of the finite powerset and other finitary functors in the cubical set model [10]. Inspiration could be drawn from the recent model of clocked cubical type theory of Kristensen et al. [20], where HITs are shown to commute on the nose with limits modelling the notion of clock quantification.

---
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1 Introduction

This work aims to study operationally-based equivalences for higher-order sequential programming languages enjoying three main features, which we are going to explain: algebraic effects, linearity, and explicit copying.

Algebraic Effects. Since the early days of programming language semantics, the study of computational effects, i.e. those aspects of computations that go beyond the pure process of computing, has been of paramount importance. Starting with the seminal work by Moggi [49, 50], modelling and understanding computational effects in terms of monads [43] has been a standard practice in the denotational semantics of higher-order sequential languages. More recently, Plotkin and Power [60, 57, 58] have extended the analysis of computational effects in terms of monads to operational semantics, introducing the theory of algebraic effects. Accordingly, computational effects are produced by effect-triggering operations whose behaviour is, in essence, algebraic. Examples of such operations are nondeterministic and probabilistic choices, primitives for I/O, primitives for reading and writing from a global store, and many others. The operational analysis of computational effects in terms of algebraic operations also gave new insights not only on the operational semantics of...
Effectful programming languages but also on their theories of equality, this way leading to the development of, e.g., effectful logical relations [36, 12], effectful applicative and normal form/open bisimulation [21, 19], and logic-based equivalences [67, 46].

**Linearity and Copying.** The analysis of effectful computations in terms of monads and algebraic effects is, in its very essence, *extensional*: ultimately, a program represents a function from inputs to monadic outputs. However, when reasoning about computational effects, also *intensional* aspects of programs may be relevant. In particular, *linearity* [34, 69, 8] (and its quantitative refinements [33, 32, 14, 4, 23]) has been recognised as a fundamental tool to reason about computational effects [28, 48], as witnessed by a number of programming languages, such as Clean [55], Rust [47], Granule [52], and Linear Haskell [9], which explicitly rely on linearity to structure and manage effects. Indeed, the interaction between linearity, copying, and computational effects deeply influences program equivalence: there are effectful programs that cannot be discriminated without allowing the environment to copy them, and thus program transformations which are *sound* if linearity is guaranteed, but *unsound* in presence of copying.

A simple, yet instructive example of such a transformation, which we will carefully examine in the next section, is given by distributivity of $\lambda$-abstraction over probabilistic choice operators: $\lambda x.(e \oplus f) \simeq (\lambda x.e) \oplus (\lambda x.f)$. This transformation is well-known to be unsound for “classical” call-by-value probabilistic languages [16]. However, it is sound if the programs involved cannot be copied [27, 26]. What, instead, we expect to be unsound is the transformation $!(e \oplus f) \simeq !e \oplus !f$, where the operator $!$ (bang) is the usual linear logic exponential modality making terms under its scope copyable and erasable. It is thus natural to ask if, and to what extent, the aforementioned notions of effectful program equivalence can be extended to *linear* languages with *explicit copying*.

**Our Contribution.** In this paper we introduce resource transition systems as an intensional, resource-sensitive operational semantics for linear languages with algebraic operations and explicit copying. Resource transition systems combine standard *extensional* properties of effectful computations with linearity and copying, whose nature is, instead, *intensional*. We model the former using monads – as one does for ordinary effectful semantics – and the latter by shifting from program-based transition systems to *tuple-based* transition systems, as one does in environmental bisimulation [62, 44]. Indeed, a resource transition system can be thought of as an ordinary transition system whose states are built over tuples of copyable programs and linear values representing the available resources produced by a program while interacting with the external environment. Another possible way to look at resource transition systems is as an interactive semantics defined on top of the so-called storage model [68]. We then define and study trace equivalence on resource transition systems. Our main result states that trace equivalence is *sound* and *complete* for contextual equivalence. To the best of the authors’ knowledge, this is the first full abstraction result for a linear $\lambda$-calculus with arbitrary algebraic effects and explicit copying.

**Outline.** This paper is structured as follows. After an informal introduction to program equivalence for effectful linear languages (Section 2), Section 3 recalls some background notions on monads and algebraic operations. Section 4 introduces our vehicle calculus and its operational semantics. Resource-sensitive resource transition systems and their associated notions of equivalence are given in Section 5. Due to space constraints, several details have been omitted. The interested reader can find them in the extended version of the present paper [20].
2 Effects, Linearity, and Program Equivalence

In this section, we give a gentle introduction to program equivalence in presence of linearity, explicit copying, and effects. In this work, we are concerned with operationally-based equivalences, example of those being contextual and CIU equivalences [51, 45], logical relations [61, 56, 66] and, bisimulation-based equivalences [1, 40, 41, 62]. Moreover, among operationally-based equivalences, we seek for lightweight ones, by which we mean equivalences which are as easy to use as possible (otherwise, contextual equivalence would be enough). Accordingly, we do not consider equivalences in the spirit of logical relations – which usually require heavy techniques such as biorthogonality [54] and step-indexing [3] when applied to calculi in which recursion is present, either at the level of types or at the level of terms. Instead, we focus on first-order equivalences [44], viz. notions of trace equivalence and bisimilarity.

Our running examples in this paper are the already mentioned distributivity of (lambda) abstraction and bang over (fair) probabilistic choice in probabilistic call-by-value \( \lambda \)-calculi [24, 18, 27]:

\[
\begin{align*}
\lambda x.(e \oplus f) & \simeq (\lambda x.e) \oplus (\lambda x.f) \quad (\lambda\text{-dist}) \\
!(e \oplus f) & \simeq !(e \oplus f) \quad (\!\text{-dist})
\end{align*}
\]

It is well-known [16] that in call-by-value probabilistic languages, lambda abstraction does not distribute over probabilistic choice. In a linear setting, however, we see that any resource-sensitive notion of program equivalence \( \simeq \) should actually validate the equivalence (\( \lambda\text{-dist} \)) but not (\( \!\text{-dist} \)). Why? Let us look at the transition systems describing the (interactive) behaviour (Figure 1) of the programs involved in (\( \lambda\text{-dist} \)), where we write \([e]\) for the result of the evaluation of an expression \(e\). One way to understand the failure of the equivalence (\( \lambda\text{-dist} \))

\[
\begin{align*}
\lambda x.(e \oplus f) & \quad \lambda x.e \\
& \quad (\lambda x.e) \oplus (\lambda x.f) \\
\lambda x.e & \quad f[x := v] \\
\lambda x.f & \quad e[x := v]
\end{align*}
\]

\[
\begin{align*}
\lambda x.(e \oplus f) & \quad \lambda x.e \\
& \quad (\lambda x.e) \oplus (\lambda x.f) \\
\lambda x.e & \quad f[x := v] \\
\lambda x.f & \quad e[x := v]
\end{align*}
\]

Figure 1 Interactive behaviour of \( \lambda x.(e \oplus f) \) and \( (\lambda x.e) \oplus (\lambda x.f) \).

in classical (i.e. resource-agnostic) languages is that several notions of probabilistic program equivalence (such as probabilistic contextual equivalence [24], applicative bisimilarity [16, 24], and logical relations [13]) are sensitive to branching. However, sensitivity to branching does not quite feel like the crux of the failure of distributivity of abstraction over choice in classical languages. In fact, what we see is that \( \lambda x.(e \oplus f) \) waits for an input, and then resolves
the probabilistic choice. Dually, \((\lambda x.e) \oplus (\lambda x.f)\) first resolves the choice, and then waits for an input. As a consequence, if we evaluate these programs, \(\lambda x.(e \oplus f)\) essentially does nothing, whereas \((\lambda x.e) \oplus (\lambda x.f)\) probabilistically chooses if continuing with either \(\lambda x.e\) or \(\lambda x.f\). At this point, there is a crucial difference between the programs obtained: \(\lambda x.(e \oplus f)\) still has to resolve the probabilistic choice. If we were allowed to use it twice by passing it an argument \(v\) – this way resolving the choice twice – then we could observe a (probabilistic) behaviour different from both the one of \(\lambda x.e\) and of \(\lambda x.f\). Indeed, assuming \(f[x := v]\) to diverge and \(e[x := v]\) to converge (with probability 1), then, we would converge (to \(e[x := v]\)) with probability 0.25, in the former case, and with probability 0.5, in the latter case. To observe such a behaviour, however, it is crucial to copy \(\lambda x.(e \oplus f)\). Otherwise, we could only interact with it by passing it an argument only once, this way validating \((\lambda\text{-dist})\).

Summing up, to invalidate \((\lambda\text{-dist})\) one has to be able to copy the results of the evaluation of the programs involved. This observation suggests that the deep reason why \((\lambda\text{-dist})\) fails relies on the copying capabilities of the calculus [63]. If the calculus at hand is linear (and thus offers no copying capability), we should then expect \((\lambda\text{-dist})\) to hold, while \(!(\lambda x.(e \oplus f)) \simeq !(\lambda x.e) \oplus !(\lambda x.f)\) (and thus ultimately \((!\text{-dist})\)) to fail. This agrees with a recent result by Deng and Zhang [27, 26], who observed that if a calculus does not have copying capabilities, then contextual equivalence (which is a fortiori linear) validates \((\lambda\text{-dist})\). More generally, Deng and Zhang showed that linear contextual equivalence, i.e. contextual equivalence where contexts test their arguments linearly (viz. exactly once), coincides with linear trace equivalence in probabilistic languages.

But what about \((!\text{-dist})\)? Unfortunately, linear trace equivalence has been designed for linear languages without copying, only. Moreover, straightforward extensions of linear trace equivalence to languages with copying would actually validate \((!\text{-dist})\), trace equivalence being insensitive to branching. The situation does not change much if one looks at different forms of equivalence, such as Bierman’s applicative bisimilarity [10]. Such equivalences usually invalidate \((!\text{-dist})\), but they all invalidate \((\lambda\text{-dist})\), too. We interpret all of this as a symptom of the lack of intensional structure in the aforementioned notions of equivalence. Ultimately, this can be traced back to the very operational semantics of the calculus, which is meant to be an abstract description of the input-output behaviour of programs, but gives no insight into their intensional structure, i.e. linearity and copying in our case [68].

We propose to overcome this deficiency by giving calculi a resource-sensitive operational semantics on top of which notions of program equivalence accounting for both intensional and extensional aspects of programs can be naturally defined. We do so by shifting from program-based transition systems to transition systems whose states are tuples \((\Gamma; \Delta)\), where \(\Gamma\) is a sequence of non-linear (hence copyable) programs and \(\Delta\) is a sequence of linear values, as states. Accordingly, fixed a tuple \((\Gamma; \Delta)\) and a program \(e\), we evaluate \(e\), say obtaining a value \(v\), and add \(v\) to the linear environment \(\Delta\), this way describing the extensional behaviour of the program. There are two intensional actions we can make on tuples. If \(\Delta\) contains a value of the form \(\lambda e\), then we can remove \(\lambda e\) from \(\Delta\) and add \(e\) to \(\Gamma\). Dually, once we have a program \(e\) in \(\Gamma\), we can decide to evaluate it – and thus to possibly produce a new linear value – without removing it from \(\Gamma\), this way reflecting its non-linear nature. Finally, we can interact with a value \(\lambda x.f\) by passing it an argument built using programs in \(\Gamma\) and values in \(\Delta\). As the latter are linear, we will then remove them from \(\Delta\).

We conclude this section by remarking that although here we have focused on probabilistic languages, a similar analysis can be made for languages exhibiting different kinds of effects, such as input-output behaviours as well as combinations of effects (e.g. probabilistic nondeterminism and global stores).
3 Preliminaries: Monads and Algebraic Effects

Starting with the seminal work by Moggi [49, 50], monads have become a standard formalism to model and study computational effects in higher-order sequential languages. Instead of working with monads, we opt for the equivalent notion of a Kleisli triple [43]. Additionally, instead of defining monads on arbitrary categories, we tacitly restrict our analysis to the category of sets and functions.

Definition 1. A Kleisli triple is a triple \((T, \eta, \gg=)\) consisting of a map associating to any set \(X\) a set \(T(X)\), a set-indexed family of functions \(\eta_X : X \to T(X)\), and a map \(\gg=\), called bind, associating to each function \(f : X \to T(Y)\) a function \(\gg=f : T(X) \to T(Y)\). Additionally, these data must obey the following laws, for \(f\) and \(g\) functions with appropriate (co)domains:

\[
\gg= \eta = \text{id}; \quad \gg=g \circ \eta = f; \quad \gg=g \gg=f = \gg(\gg=g \circ f).
\]

Following standard practice, we write \(m \gg= f\) for \(\gg=f(m)\).

The computational interpretation behind Kleisli triples is the following: if \(A\) is a set (or type) of values, then \(T(A)\) represent the set of computations returning values in \(A\). Accordingly, for each set \(A\) there is a function \(\eta_A : A \to T(A)\) that regards a value \(a \in A\) as a trivial computation returning \(a\) (and producing no effect). The map \(\eta\) corresponds to the programming constructor return. Similarly, \(\gg= f\) is the sequential composition of a computation \(\mu \in T(A)\) with a function \(f : A \to T(B)\), and corresponds to the sequencing constructor let \(x = - \text{ in } -\). Following this interpretation, we can read the identities in Definition 1 as stipulating that \(\eta\) indeed produces no effect, and that sequencing is associative.

Monads alone are not enough to produce actual effectful computations, as they only provide primitives to produce trivial effects (via the map \(\eta\)) and to (sequentially) compose them (via binding). For this reason, we endow monads \(T\) with (finitary) operations, i.e. with set-indexed families of functions \(\text{op}_X : T(X)^n \to T(X)\), where \(n \in \mathbb{N}\) is the arity of the operation \(\text{op}\).

Example 2. Here are examples of monads modeling some of the computational effects discussed in Section 1. Further examples, such as global stores and exceptions can be found in, e.g., [49, 70].

1. We model possibly divergent computations using the maybe monad \(\mathcal{M}(X) \triangleq X + \{\uparrow\}\).

An element in \(\mathcal{M}(A)\) is either an element \(a \in A\) (meaning that we have a terminating computation returning \(a\)), or the element \(\uparrow\) (meaning that the computation diverges). Given \(a \in A\), the map \(\eta_A\) simply (left) injects \(a\) in \(\mathcal{M}(A)\), whereas \(\gg= f\) sends a terminating computation returning \(a\) to \(f(a)\), and divergence to divergence:

\[
\text{inr}(a) \gg= f \triangleq f(a); \quad \text{inr}(\uparrow) \gg= f \triangleq \text{inr}(\uparrow).
\]

As non-termination is an intrinsic feature of complete programming languages, we do not consider explicit operations to produce divergence.

2. We model probabilistic computations using the (discrete) subdistribution monad \(\mathcal{D}\).

Recall that a discrete subdistribution over a countable set \(X\) is a function \(\mu : X \to [0,1]\) such that \(\sum_a \mu(x) \leq 1\). An element \(\mu \in \mathcal{D}(A)\) gives for any \(a \in A\) the probability \(\mu(a)\) of returning \(a\). Notice that working with subdistribution we can easily model divergent computations [25]. Given \(a \in A\), \(\eta_A(a)\) is the Dirac distribution on \(a\) (mapping \(a\) to 1 and all other elements to 0), whereas for \(\mu \in \mathcal{D}(A)\) and \(f : A \to \mathcal{D}(B)\) we define \((\mu \gg= f)(b) \triangleq \sum_a \mu(a) \cdot f(a)(b)\). Finally, we generate probabilistic computations using a binary fair probabilistic choice operation \(\oplus\) thus defined: \((\mu \oplus \nu)(x) \triangleq 0.5 \cdot \mu(x) + 0.5 \cdot \nu(x)\).
3. We model computations with output using the output monad \( \mathcal{O}(X) \equiv O^\infty \times (X + \uparrow) \), where \( O^\infty \) is the set of finite and infinite strings over a fixed output alphabet \( O \) and \( \uparrow \) is a special symbol denoting divergence. An element of \( \mathcal{O}(A) \) is either a pair \((o,\text{inl} \ a)\), with \( a \in A \), or a pair \((o,\text{inr} \ \uparrow)\). The former case denotes convergence to \( a \) outputting \( o \) (in which case \( o \) is a finite string), whereas the latter denotes divergence outputting \( o \) (in which case \( o \) can be either finite or infinite). Given \( a \in A \), the pair \((\varepsilon,\text{inl} \ a)\) represents the trivial computation that returns \( a \) and outputs nothing (\( \varepsilon \) denotes the empty string).

Further, sequential composition of computations is defined using string concatenation as follows, where \( f(a) = (a',x) \):

\[
(o,\text{inr} \ \uparrow) \gg f \triangleq (o,\text{inr} \ \uparrow); \\
(o,\text{inl} \ a) \gg f \triangleq (oo',x).
\]

Finally, we produce outputs using (a \( O \)-indexed family of) unary operations \( \text{print}_u \), mapping \((o,x)\) to \((co,x)\).

4. We model computations with input using the input monad \( \mathcal{I}(X) = \mu \alpha.(X + \{\uparrow\}) + \alpha \)\$, where \( I \) is an input alphabet (for simplicity, we take \( I = \{\text{true},\text{false}\} \)). An element in \( \mathcal{I}(A) \) is a binary tree whose leaves are labeled either by elements in \( A \) or by the divergent symbol \( \uparrow \). The trivial computation returning \( a \) is the single leaf labeled by \( a \), whereas given a tree \( t \in \mathcal{I}(A) \) and a map \( f : A \rightarrow \mathcal{I}(B) \), the tree \( t \gg f \) is defined by replacing the leaves of \( t \) labeled by elements \( a \in A \) with \( f(a) \). Finally, we consider a binary input operation whereby \( \text{read}(t_{\text{true}},t_{\text{false}}) \) is the tree whose left child is \( t_{\text{true}} \) and whose right child is \( t_{\text{false}} \).

We restrict our analysis to monads \( T \) preserving weak pullbacks, and thus preserving injections. As a consequence, if \( i : A \hookrightarrow X \) is the subset inclusion map, then \( T(i) : T(A) \hookrightarrow T(X) \) is an injection, which can be regarded as monadic inclusion. Intuitively, given an element \( \mu \in T(X) \), we think about the smallest set \( i : A \hookrightarrow X \) such that \( \mu \in T(A) \) as the support of \( \mu \), and denote such a set as \( \text{supp}(\mu) \). Of course, in general the support of an element \( \mu \) may not exist and therefore we restrict our analysis to monads coming with a notion of countable support.

**Definition 3.** We say that a monad is countable if for any set \( X \) and any element \( \mu \in T(X) \), there exists the smallest countable set \( i : Y \hookrightarrow X \), denoted by \( \text{supp}(\mu) \), such that \( \mu \in T(Y) \) (i.e. there exists \( \nu \in T(Y) \) such that \( \mu = T(i)(\nu) \)).

All monads in Example 2 are countable (for instance, the subdistribution monad \( \mathcal{D} \) is countable by definition). An example of a non-countable monad is the powerset monad \( \mathcal{P} \). Nonetheless, since we will apply monads to countable sets only (viz. sets of \( \lambda \)-terms and variations thereof), we can regard \( \mathcal{P} \) to be countable by taking its countable restriction.

### 3.1 Algebraic Effects

Following Example 2, let us consider a probabilistic program \( e \triangleq E[e_1 \oplus e_2] \), where \( E \) is an evaluation context. The operational behaviour of \( e \) is to fairly choose \( e_i \in \{e_1,e_2\} \), and then execute \( E[e_i] \). That is, \( E[e_1 \oplus e_2] \) evaluates to \( E[e_1] \) (resp. \( E[e_2] \)) with probability \( 0.5 \). But that is exactly the behaviour of \( E[e_1] \oplus E[e_2] \), so that we have the program equivalence \( E[e_1 \oplus e_2] \equiv E[e_1] \oplus E[e_2] \). It does not take much to realize that a similar equivalence holds for all operations in Example 2. Semantically, operations justifying these equivalences are known as algebraic operations [58, 59].
Definition 4. An \(n\)-ary (set-indexed family of) operation(s) \(\text{op}_X : T(X)^n \to T(X)\) is an algebraic operation on \(T\), if for all \(X, Y\), \(f : X \to T(Y)\), and \(\mu_1, \ldots, \mu_n \in T(X)\), we have:

\[
(\text{op}_X(\mu_1, \ldots, \mu_n)) \gg f = \text{op}_Y(\mu_1 \gg f, \ldots, \mu_n \gg f).
\]

Using algebraic operations we can model a large class of effects, including those of Example 2, pure nondeterminism (using the powerset monad and set-theoretic union as binary nondeterminism choice), imperative computations (using the global states monad and operations for reading and updating stores), as well as combinations thereof [35].

3.2 Continuity

Another feature shared by all monads in Example 2 is that they all endow sets \(T(X)\) with an \(\omega\)-complete pointed partial order (\(\omega\)-cppo, for short) structure making \(\gg\) strict, monotone, and continuous in both arguments, and algebraic operations monotone and continuous in all arguments. This property has been formalized in [21] as \(\Sigma\)-continuity.

Definition 5. Let \(T\) be a monad and \(\Sigma\) be a set of algebraic operations on \(T\). We say that \(T\) is \(\Sigma\)-continuous if for any set \(X\), \(T(X)\) carries an \(\omega\)-cppo structure such that \(\gg\) is strict, monotone, and continuous in both arguments, and (algebraic) operations in \(\Sigma\) are monotone and continuous in all arguments.

Example 6. 1. The maybe monad is \(\emptyset\)-continuous, with \(M(X)\) endowed with the flat order.
2. The subdistribution monad is \(\{\oplus\}\)-continuous, with subdistributions ordered pointwise (i.e. \(\mu \leq \nu\) if and only if \(\mu(x) \leq \nu(x)\), for any \(x \in X\)).
3. Let \(\Sigma \triangleq \{\text{print}_c \mid c \in O\}\). Then, the output monad is \(\Sigma\)-continuous, with \(O(A)\) endowed with the order: \((o, x) \sqsubseteq (o', x')\) if and only if either \(x = \text{inr} \uparrow\) and \(o \sqsubseteq o'\) or \(x = \text{inl} a = x'\) and \(o = o'\).
4. The input monad is \(\{\text{read}\}\)-continuous with respect to the standard tree ordering.

4 A Linear Calculus with Algebraic Effects

In this section, we introduce a core linear call-by-value calculus with algebraic operations and explicit copying and its resource-agnostic operational semantics. The syntax of the calculus is parametric with respect to a signature \(\Sigma\) of operation symbols (notation \(\text{op} \in \Sigma\)), whereas its dynamics relies on a \(\Sigma\)-continuous monad \(T\), which we assume to be fixed.

4.1 Syntax

Our vehicle calculus is a linear refinement of fine-grain call-by-value [42], which we call \(\Lambda'\). The syntax of \(\Lambda'\) is given by two syntactic classes, values (notation \(v, w, \ldots\)) and computations (notation \(e, f, \ldots\)), which are thus defined:

\[
\begin{align*}
v & ::= x \mid \lambda x.e \mid !e \\
e & ::= a \mid \text{val} v \mid vv \mid \text{let } x = e \text{ in } e \mid \text{op}(e, \ldots, e) \mid \text{let } !a = v \text{ in } e.
\end{align*}
\]

The letter \(x\) denotes a linear variable, and thus acts as a placeholder for a value which has to be used exactly once. Dually, the letter \(a\) denotes a non-linear variable, and thus acts as a placeholder for a computation which can be used ad libitum.
Following the fine-grain discipline, we require computations to be explicitly sequenced by means of the \texttt{let} \(x = \texttt{in} \) constructor. The latter comes in two flavors: in the first case, we deal with expressions of the form \texttt{let} \(x = e \texttt{in} f\), where \(x\) is a \textit{linear} variable in \(f\) (and thus used once). The intuitive semantics of such an expression is to evaluate \(x\) where \(x\) is under the scope of either \(\texttt{let}\) or \(\texttt{in}\), and thus used once. We refer to such an assumption as the Non-linear type assumption. Nonetheless, the reader should keep in mind that from now on we work with typable terms and avoid to mention types (and ignore them in the notation) whenever possible.

In order to define the collection of well-typed expressions, we consider sequents \(\Sigma \vdash \Omega \vdash^\kappa v : \sigma\) and \(\Sigma \vdash \Omega \vdash^\kappa e : \sigma\), where \(\Omega\) is a linear environment, i.e. a set without repetitions of the form \(x_1 : \sigma_1, \ldots, x_n : \sigma_n\), and \(\Sigma\) is a \textit{non-linear} environment, i.e. a set without repetitions of the form \(a_1 : \tau_1, \ldots, a_n : \tau_n\). Rules for derivable sequents are given in Figure 3. We write \(\mathcal{V}_\sigma\) and \(\Lambda_\sigma\) for the collection of closed values and computations of type \(\sigma\), respectively. We write \(\mathcal{V}\) and \(\Lambda\) when types are not relevant.

\begin{figure}[h]
\centering
\begin{tabular}{ll}
\(\mu x.\sigma \to \tau = \sigma[\mu x.\sigma \to \tau/x] \to \tau[\mu x.\sigma \to \tau/x]\) & \(\sigma = \rho[\sigma/x] \to \tau = \rho[\tau/x]\) \\
\(\mu x.\lambda x.\sigma = !\sigma[\mu x.\lambda x/x]\) & \(\sigma = \tau\)
\end{tabular}
\caption{Type Equality.}
\end{figure}

\begin{remark}[Notational Convention] In order to facilitate the communication of the main ideas behind this work and to lighten the (quite heavy) notation we will employ in the next sections, we avoid to mention types (and ignore them in the notation) whenever possible. Nonetheless, the reader should keep in mind that from now on we work with typable terms only. We refer to such an assumption as the type assumption.
\end{remark}
The dynamic semantics of evaluation functions mapping a definition of contexts, the latter being standard. For instance, converges in concrete calculi. For instance, see that this postulate, we define an observation function probabilistic calculus one observes pure (resp. the probability of) convergence. Following

In order to compare

Finally, we lift

Example 8. Notice that $T(1)$ indeed describes the observations one usually works with in concrete calculi. For instance, $D(1) \cong [0,1]$, so that $\text{obs}^{\omega \tau}(\{e\})$ gives the probability of convergence of $e$, and $\mathcal{M}(1) \cong \{\bot, \top\}$, so that $\text{obs}^{\omega \tau}(\{e\}) = \top$ if and only if $e$ converges.

In order to define contextual equivalence, we need to introduce the notion of a $\Lambda'$-context. The latter is simply a $\Lambda'$-term with a single linear hole $[\cdot]$ acting as a placeholder for a computation (we regard a value $v$ as the computation $\text{val} v$). We do not give an explicit definition of contexts, the latter being standard.
Definition 9. Define contextual equivalence $\equiv^{\text{ctx}}$ as follows:

$$v \equiv^{\text{ctx}} w \iff \text{val } v \equiv^{\text{ctx}} \text{val } w \quad e \equiv^{\text{ctx}} f \iff \forall C. \text{obs}^\Lambda [C[v]] = \text{obs}^\Lambda [C[f]].$$

The universal quantification over contexts guarantees $\equiv^{\text{ctx}}$ to be a congruence relation. However, it also makes $\equiv^{\text{ctx}}$ difficult to be used in practice. We overcome this deficiency by characterising contextual equivalence as a suitable notion of trace equivalence.

5 Resource-Sensitive Semantics and Program Equivalence

The operational semantics of Section 4.3 is resource-agnostic, meaning that linearity de facto plays no role in the definition of the dynamics of a program. To overcome this deficiency, we endow $\Lambda'$ with a resource-sensitive operational semantics: we give the latter by means of a suitable transition systems, which we dub resource transition systems. Resource transition systems (RTSs, for short) provide an operational semantics for $\Lambda'$-programs accounting for both their intensional and extensional behaviour. Those are defined as first-order transition systems in the spirit of [44], and generalise the Markov chains of [18].

5.1 Auxiliary Notions

In order to properly handle resources, it is useful to introduce some notation on sequences. Let $S, S'$ be sequences over objects $s_1, s_2, \ldots$. Unless ambiguous, we denote the concatenation of $S$ and $S'$ as $S \cdot S'$. Moreover, for $S = s_1, \ldots, s_k$ we denote by $|S| = k$ the length of $S$, and write $S[i]$, with $i \in \{1, \ldots, k+1\}$, for the sequence obtained by inserting $s$ in $S$ at position $i$, i.e. the sequence $s_1, \ldots, s_{i-1}, s, s_i, \ldots, s_k$ of length $k + 1$. Given a sequence $S = s_1, \ldots, s_k$, we will form new sequences out of it by taking elements in $S$ at given positions. If $\bar{c} = c_1, \ldots, c_n$ is a sequence with elements in $\{1, \ldots, k\}$ without repetitions, then we write $S[\bar{c}]$ for the sequence $s_{c_1}, \ldots, s_{c_n}$, and $S \circ \bar{c}$ for the sequence obtained from $S$ by removing elements in positions $c_1, \ldots, c_n$. In order to preserve the order of $S$, we often consider sequences $\bar{c} = (c_1 < \cdots < c_n)$ with $c_i \in \{1, \ldots, k\}$. We call such sequences valid for $S$ (although we should say valid for $|S|$).

System $\mathcal{K}$

The resource-sensitive operational semantics of $\Lambda'$ is given by the RTS $\mathcal{K}$. Following [44], $\mathcal{K}$-states are defined as configurations $(\Gamma; \Theta)$, i.e. pairs of sequences of terms, where $\Gamma$ is a (finite) sequence of (closed) computations and $\Theta$ is a (finite) sequence of (closed) terms in which the only last one need not be a value. To facilitate our analysis, we write $(\Gamma; \Delta; e)$ if $\Theta = \Delta, e$, with $\Delta$ finite sequence of closed values and $e \in \Lambda$. Otherwise, we write $(\Gamma; \Delta)$, with $\Delta$ as above.

In a configuration $(\Gamma; \Delta; e)$ (and similarly in $(\Gamma; \Delta)$), $\Gamma$ represents the non-linear resources available, which are (closed) computations: the environment can freely duplicate and evaluate them, as well as use them ad libitum to build arguments to be passed as input to other programs. Once a resource in $\Gamma$ has been used, it remains in $\Gamma$, this way reflecting its non-linear nature. Dually, $\Delta$ represents the linear resources available, which are closed values. Values in $\Delta$ being closed, they are either abstractions or banged computations. In the latter case, the environment can take a value $\lambda e. f$ an input argument made out of a context $C$ (provided by the very environment) using values and computations in $\Gamma, \Delta$. Since resources in $\Delta$ are linear, once they are used by $C$, they must be removed from $\Delta$. Finally, the program $e$ is the tested program. The environment can only evaluate it, possibly producing effects and values (linear resources). Once a linear resource $v$ has been produced, it is put in $\Delta$. 
The calculus \( \Lambda^1 \) being typed, it is convenient to extend the notion of a type to configurations by defining a configuration type (notation \( \alpha, \beta, \ldots \)) as a pair of sequences \( (\sigma_1, \ldots, \sigma_n; \tau_1, \ldots, \tau_m) \) of ordinary types. We say that a configuration \( K = (\Gamma; \Theta) \) has type \( \alpha = (\sigma_1, \ldots, \sigma_n; \tau_1, \ldots, \tau_m) \) (and write \( \vdash K : \alpha \)) if each computation \( e_i \) at position \( i \) in \( \Gamma \) has type \( \sigma_i \), and each term \( t_i \) at position \( i \) in \( \Theta \) has type \( \tau_i \).

Notice that configuration types almost completely describe the structure of configurations. However, they do not allow one to see whether the last argument in the second component of a configuration type, this way specifying whether \( \tau_m \) refers to a value or to a computation.

We denote by \( C_\alpha \) the collection of configurations of type \( \alpha \). Notice that if \( K, L \in C_\alpha \), then they have the same structure. In particular, terms in \( K \) and \( L \) at the same position have the same type and belong to the same syntactic class. As usual, following the type assumption, we will omit configuration types whenever possible.

States of \( K \) are thus (typable) configurations, whereas its dynamics is based on three kind of actions: evaluation, duplication, and resource-based application, which are extensional, intensional, and mixed extensional-intensional actions, respectively. Formally, we consider transitions from (typable) configurations, i.e. elements in \( \bigcup_n C_n \) to monadic configurations in \( \bigcup_n T(C_n) \), i.e. monadic configurations \( \kappa \) such that all configurations in the support of \( \kappa \) have the same type. This ensures that all configurations in \( \text{supp}(\kappa) \) can make the same actions. As usual, such a property follows by typing, hence by the type assumption. We now spell out the main ideas behind the dynamics of \( K \).

- Given a configuration \( (\Gamma; \Delta; e) \), the environment simply evaluates \( e \). That is, we have the transition:
  \[
  (\Gamma; \Delta; e) \xrightarrow{\text{eval}} \llbracket e \rrbracket = (v \rightarrow \eta(\Gamma; \Delta, v)).
  \]

- Given a configuration of the form \( (\Gamma; \Delta[l[e]_i]) \), the environment adds \( e \) to the non-linear environment, and removes \( l \) from the linear one. We thus have the transition:
  \[
  (\Gamma; \Delta[l[e]_i]) \xrightarrow{\iota_i} \eta(\Gamma, e; \Delta).
  \]

- In a configuration of the form \( (\Gamma[e]_i; \Delta) \), the environment has the non-linear resource \( e \) at its disposal, which can be duplicated (and eventually evaluated via an \( \text{eval} \) action). We model such a behaviour as the following transition (notice that \( e \) is not removed from \( \Gamma[e]_i \)):
  \[
  (\Gamma[e]_i; \Delta) \xrightarrow{l} \eta(\Gamma[e]_i; \Delta; e).
  \]

For the last action, namely resource-based application, we consider open terms as playing the role of contexts. An open term is simply a term \( \Sigma \mid \Omega \vdash t \). We refer to an open term \( a_1, \ldots, a_n \mid x_1, \ldots, x_m \vdash t \) as a \( (n, m) \)-value/computation context, depending on whether \( t \) is a value or a computation. Given sequences \( \Gamma = e_1, \ldots, e_n \), \( \Delta = v_1, \ldots, v_m \), we write \( t[\Gamma, \Delta] \) for the substitution of variables in \( t \) with the corresponding elements in \( \Gamma, \Delta \). As usual, following the type-assumption we assume types of variables to match types of the substituted terms. Given sequences \( \bar{i}, \bar{j} \) of length \( n, m \) valid for \( \Gamma, \Delta \), respectively,
we can build a new (closed) term out of \( \Gamma, \Delta \) and a \((n, m)\)-context \( t \) as \( t[\Gamma, \Delta] \). Since resources in \( \Delta \) are linear, the construction of \( t[\Gamma, \Delta] \) affects \( \Delta \), this way leaving only resources \( \Delta \odot j \) available. We formalise this behaviour as the transition:

\[
(\Gamma; \Delta[\lambda x.f]_j) \xrightarrow{b, i, j, \ell, l, t, \alpha, \beta} \eta(\Gamma; \Delta \odot \bar{j}; f[x := t[\Gamma, \Delta]])
\]

\[\triangleright\text{Definition 10.} \quad \text{System } K \text{ is the (resource) transition system having typable configurations as states, actions}
\]

\[
\{ \text{eval, } ?, !, (i, j, l, t), \alpha \mid l \in \mathbb{N}, t \text{ (n, m)-value context, } [i] = n, [j] = m \}
\]

where \( \alpha \) ranges over configuration types, and dynamics defined by the transition rules in Figure 5, where we employ the notation of previous discussion.

\[
(\Gamma; \Delta; e) \xrightarrow{\text{eval} \ [e]} v \rightarrow \eta(\Gamma; \Delta, v)
\]

\[
(\Gamma; \Delta[\lambda x.f]_j) \xrightarrow{\eta} \eta(\Gamma; \Delta, e).
\]

\[
(\Gamma[\ell]; \Delta) \xrightarrow{l} \eta(\Gamma[\ell]; \Delta, e)
\]

\[
(\Gamma; \Delta[\lambda x.f]_j) \xrightarrow{\eta} \eta(\Gamma; \Delta \odot \bar{j}; f[x := t[\Gamma, \Delta]])
\]

\[\triangleright\text{Remark 11.} \quad \text{Notice that given } K \in \mathcal{C}_\alpha, \text{ } K \text{ can always make a } \alpha\text{-transition, this way making its type visible. Additionally, we see that the transition structure of } K \text{ is type-driven. That is, given a configuration } K \in \mathcal{C}_\alpha \text{ and a } K\text{-action } \ell, \alpha \text{ and } \ell \text{ alone determine whether } K \text{ can make an } \ell\text{-transition. Moreover, if that is the case, then there is a unique } \kappa \text{ such that } K \xrightarrow{\ell} \kappa. \text{ Besides, } \kappa \in T(\mathcal{C}_\beta) \text{ for some configuration type } \beta \text{ which is uniquely determined by } \ell \text{ and } \alpha. \text{ That is, there is a partial function } b \text{ from configuration types and actions such that if } b(\alpha, \ell) \text{ is defined and } K \in \mathcal{C}_\alpha, \text{ then } K \xrightarrow{\ell} \kappa \text{ with } \kappa \in T(\mathcal{C}_\beta(\alpha, \ell)). \text{ From now on, we write } b(\alpha, \ell) = \beta \text{ to mean that } b(\alpha, \ell) \text{ is defined and equal } \beta. \text{ As a consequence, we have the rule:}
\]

\[
K \in \mathcal{C}_\alpha \land b(\alpha, \ell) = \beta \implies \exists \kappa \in T(\mathcal{C}_\beta). \quad K \xrightarrow{\ell} \kappa.
\]

Having defined system \( K \), there are at least two natural ways to compare its states. The first one is by means of bisimilarity, which can be defined in a standard way [21]. Unfortunately, bisimilarity being sensitive to branching, it is bound not to work well for our purposes, as already extensively discussed. The second natural way to compare \( K \)-states is by means of trace equivalence which, contrary to bisimilarity, is not sensitive to branching, and thus qualifies as a suitable candidate program equivalence for our purposes.

\[\triangleright\text{Definition 12.} \quad \text{A } K\text{-trace (just trace) is a finite sequence of } K\text{-actions. That is, a trace } t \text{ is either the empty sequence (denoted by } \varepsilon), \text{ or a sequence of the form } \ell \cdot u, \text{ where } \ell \text{ is a } K\text{-action and } u \text{ a trace.}
\]

We are interested in observing the behaviour of \( K \)-states on those traces that are coherent with their type. Therefore, given a \( K \)-state \( K \), we define the set \( Tr(K) \) of its traces by stipulating that \( \varepsilon \in Tr(K) \), for any \( K \), and that \( \ell \cdot u \in Tr(K) \) whenever \( K \xrightarrow{\ell} \kappa \), for some monadic configuration \( \kappa \), and \( u \in Tr(L) \), for any \( L \in \text{supp}(\kappa) \). Notice that the latter clause is meaningful, since \( Tr(K) \) is actually determined by the type of \( K \) (rather than by \( K \) itself), and if \( K \xrightarrow{\ell} \kappa \), then all configurations in the support of \( \kappa \) have the same type.
Now, given a $K$-state $K$, and a trace $t \in TR(K)$, the observable behaviour of $K$ on $t$ is the element in $T(1)$ computed using the map $st$ thus defined:

$$st(K, \varepsilon) \triangleq \eta(*)$$

$$st(K, t \cdot u) \triangleq \kappa \Rightarrow (L \rightarrow st(L, u)) \quad \text{where} \ K \xrightarrow{\ell} \kappa.$$

► Example 13. Let us consider the (sub)distribution monad $D$, and let $K$ be a configuration. Recall that $D(1) \cong [0, 1]$, and notice that $st(K, \varepsilon) = 1$. Suppose now $K \xrightarrow{eval} \sum_{i \in \mathbb{N}} p_i \cdot L_i$. Then, we see that $st(K, eval \cdot u) = \sum_{i \in \mathbb{N}} p_i \cdot st(L_i, u) \in [0, 1]$, meaning that $st(K, t)$ gives the probability that $K$ passes the trace $t$.

► Definition 14. The relation $\simeq^\kappa_n$ on $K$-states is thus defined:

$$K \simeq^\kappa_n L \iff TR(K) = TR(L) \land \forall t \in TR(K). \; st(K, t) = st(L, t)$$

We extend the action of $\simeq^\kappa_n$ to $\Lambda^1$-terms by regarding a computation $e$ as the configuration $(\emptyset; \emptyset; e)$, and a value $v$ as the computation $val \; v$. We denote the resulting notion $\simeq^\kappa_n$.

Having added $\simeq^\kappa_n$ to our arsenal of operational techniques, it is time to investigate its structural properties and its relationship with contextual equivalence. Before doing so, however, we take a fresh look at our running example.

► Example 15. Let us use the machinery developed so far to review our introductory examples. First, we show

$$\text{val} \; \lambda x. (e \oplus f) \simeq^\kappa_n (\text{val} \; \lambda x. e) \oplus (\text{val} \; \lambda x. f).$$

Let us call $g$ the former program, and $h$ the latter. To see that $g \simeq^\kappa_n h$, we simply observe that $TR(\emptyset; \emptyset; g) = TR(\emptyset; \emptyset; h)$ and that for any $t \in TR(g)$, the probability that $(\emptyset; \emptyset; g)$ passes $t$ coincides with the one of $(\emptyset; \emptyset; h)$. All of this can be easily observed by inspecting the following transition systems.

In light of Theorem 17, we can then conclude $g \equiv^{\kappa_n} h$. Next, we prove that such an equivalence is only linear: $\text{val} \; ! (e \oplus f) \not\equiv^{\kappa_n} (\text{val} \; ! e) \oplus (\text{val} \; ! f)$. For that, it is sufficient to instantiate $e$ and $f$ as the identity program $\text{val} \; ! \ lambda x. \text{val} \ x$ and the purely divergent program $\Omega$, respectively, and to take the context $C$ defined as $\text{let} \ x = [-] \text{ in } \text{let} \ ! e = x \text{ in } (a; a; \text{val} \; v)$, where $v$ is closed value, and $e; f$ denotes trivial sequencing. Indeed, what $C$ does is to evaluate its input and then test the result thus obtained $\text{twice}$.  


5.2 Full Abstraction of Trace Equivalence

In this section, we outline the proof of full abstraction of trace equivalence for contextual equivalence. Our proof of full abstraction builds upon the technique given by Deng and Zhang [27] and Crubillé and Dal Lago [18] to prove similar full abstraction results for trace equivalences and metrics, respectively. Due to the large amount of technicalities, the full proof of full abstraction of trace equivalence goes beyond the scope of this paper, so that here we only outline its main points (see [20] for details). Let us begin by showing that trace equivalence is sound for contextual equivalence.

▶ Proposition 16. $\simeq^\Lambda_{\text{tr}} \subseteq \equiv_{\text{ctx}}$.

To prove Proposition 16, we have to show that if $e \simeq^\Lambda_{\text{tr}} f$, then we have $\text{obs}^* \lbrack [C[e]] \rbrack^\Lambda = \text{obs}^* \lbrack [C[f]] \rbrack^\Lambda$, for any context $C$. Our proof proceeds by progressively building systems with increasingly more complex state spaces, but with finer dynamics. We summarise our strategy in the following diagram.

Since $\simeq^\Lambda_{\text{tr}}$ is defined in terms of $\simeq^\Lambda_{\text{tr}}$, we consider configurations – $\mathcal{K}$-states – and contexts for them, where a context for a $\mathcal{K}$-state $K$ is just a standard multiple-holes context whose holes have to be filled with with terms in $K$. The first step of our strategy is the determinisation of $\mathcal{K}$. This is achieved by lifting the state space of $\mathcal{K}$ from configurations to monadic configurations. The dynamics of $\mathcal{K}$ is then lifted relying on the (strong) monad structure of $T$ in a standard way [22]. We call the resulting system $\mathcal{K}^*$. The advantage of working with $\mathcal{K}^*$ is that $\mathcal{K}^*$-bisimilarity and $\mathcal{K}^*$-trace equivalence coincide, $\mathcal{K}^*$ being deterministic. In general, most of the transition systems we rely on can be ultimately described as systems $S = (X, \delta)$ made of a state space $X$ and a dynamics $\delta : X \rightarrow T(X)^A$, for some set $A$ of actions. The determinization of $S$, which we usually denote by $S^*$, has $T(X)$ as state space and dynamics $\delta^* : T(X) \rightarrow T(X)^A$ defined as the strong Kleisli extension of $\delta$ (modulo (un)currying).

Having determined $\mathcal{K}$, we reach a situation where we have to study the computational behaviour of a monadic configuration $\kappa$ – i.e. a $\mathcal{K}^*$-state – and a context $C$ for the configurations in the support of $\kappa$. To do so, we build a further system, called $F$, whose states are pairs $C : \kappa$ made of a monadic configuration $\kappa$ and a context $C$ for it. The dynamics of $F$ is given by an evaluation function which, when applied to a $F$-state $C : \kappa$, gives the same result of evaluating the monadic computation $C[\kappa] \in T(\Lambda)$, where $C[\kappa] = \kappa \gg (K \rightarrow \eta(\text{C}[K]))$. Such a dynamics explicitly separates the computational steps acting on $C$ only from those making $C$ and $\kappa$ interact. This feature is crucial, as it shows that any interaction between $C$ and $\kappa$ corresponds to a $\mathcal{K}^*$-action, so that equivalent $\mathcal{K}^*$-states will have the same $F$-dynamics when paired with the same context. That gives us a finer analysis of the computational behaviour of the compound monadic computation $C[\kappa]$, and ultimately of a compound computation $C[e]$. As we did for $\mathcal{K}$, it is actually convenient to determinise $F$. We call the resulting system $F^*$. Finally, from $F^*$ we can come back to $T(\Lambda)$ using the map $\text{push} : F^* \rightarrow T(\Lambda)$ defined by $\text{push}(\xi) \triangleq \xi \gg (C : \kappa \mapsto C[\kappa])$. We summarize the systems introduced so far in the following table.

<table>
<thead>
<tr>
<th>System</th>
<th>$\mathcal{K}$</th>
<th>$\mathcal{K}^*$</th>
<th>$F$</th>
<th>$F^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td>States</td>
<td>Configurations $K$</td>
<td>Monadic configurations $\kappa$</td>
<td>Pairs $C : \kappa$</td>
<td>Monadic pairs</td>
</tr>
<tr>
<td>Dynamics</td>
<td>Definition 10</td>
<td>Kleisli lifting of $\mathcal{K}$</td>
<td>$[[C[\kappa]]]^{\Lambda}$</td>
<td>Kleisli lifting of $F$</td>
</tr>
</tbody>
</table>
What remains to be clarified is how relations between computations can be transformed into relations on the aforementioned systems. The answer to this question is given by the following lax\(^1\) commutative diagram:

![Diagram](https://example.com/diagram.png)

Here, \(\mathcal{C}(R)\) denotes the contextual closure of \(R\), whereas \(\mathcal{B}(R)\) is the Barr extension of \(R\) [7, 38]. Finally, the map \(\text{obs}^\ast\) is obtained postcomposing the observation map \(\text{obs}\) with push. Let us now move to full abstraction.

**Theorem 17.** \(\equiv_{\text{ctx}} = \simeq^\Lambda\).

To prove Theorem 17 it is sufficient to show \(\equiv_{\text{ctx}} \subseteq \simeq^\Lambda\). The latter is proved by noticing that any \(K\)-action can be encoded as a context. The encoding of \(K\)-actions as contexts is essentially the same one given by Crubillé and Dal Lago [18].

### 6 Conclusion and Future Work

In this paper, we have introduced resource transition systems as an operational account of both intensional and extensional behaviours of linear effectful programs with explicit copying. On top of resource transition systems, we have defined trace equivalence and showed that the latter is fully abstract for contextual equivalence.

Although the present paper focuses on linearity (and effects), the authors believe that resource transition systems can be extended to deal with finer notions of context dependence such as structural coeffects [53, 29, 14, 52]. To do so, one should modify resource transition systems by considering sequences of terms indexed by elements of a resource algebra (the latter being a preordered semiring), and let transitions update resources. Thus, for instance, from a sequence \((\Gamma, \langle e\rangle_{r+1}, \Delta)\), meaning that \(e\) is available according to the resource \(r+1\), we have a transition to \((\Gamma, \langle e\rangle_r, \Delta; e)\). The authors also believe that resource transition systems can be used to generalise Crubillé and Dal Lago probabilistic program metric to arbitrary algebraic effects. To do so, one would simply replace ordinary relations with relations taking values over quantales [30, 31]. In the same direction, it would be interesting to study whether resource transition systems give fully abstract equivalences in presence of continuous, rather than discrete, probability (applicative bisimilarity, for instance, has been proved to be sound but not fully abstract on higher-order calculi with sampling from continuous distributions [39]).

Finally, as a long term future work, the authors would like to study whether the ideas presented in this paper can be adapted to deal with quantum languages [64, 65], where the interaction between linearity and effects plays a central role. In fact, although we have not discussed tensor product types (which play a crucial role in a quantum setting), it is not hard to see that resource transition systems can be extended to deal with such types [17].

---

\(^1\) Each square gives a set-theoretic inclusion. For instance, the leftmost square states that \(\simeq^\Lambda \subseteq \simeq^\mathcal{B}\).
6.1 Related Work

This is not the first work on operationally-based notions of program equivalence for linear calculi. In particular, notions of equivalences have been defined by means of logical relations by Bierman, Pitts, and Russo [11], of applicative bisimilarity by Bierman [10] and Crole\(^2\) [15], of trace equivalence by Deng and Zhang [27, 26], as well as of a number of possible worlds-indexed equivalences (e.g. [2, 37]). As already remarked, one of the advantages of resource transition systems (and their associated trace equivalence) compared, e.g., with logical relations, is that they they provide a first-order account of program equality.

Among first-order notions of program equivalence, Bierman’s applicative bisimilarity plays a prominent role. The latter is a lightweight extensional equivalence extending Abramsky’s applicative bisimilarity [1] to a pure linear \(\lambda\)-calculus with explicit copying. Bierman’s applicative bisimilarity can be readily extended to calculi with algebraic effects along the lines of [21], this way obtaining a notion of equivalence invalidating (\(!\)-dist). However, such a notion of bisimilarity stipulates that two programs \(!e\) and \(!f\) are bisimilar if and only if \(e\) and \(f\) are, this way making bisimilarity insensitive to linearity, and thus invalidating (\(\lambda\)-dist) as well.\(^3\)

Deng and Zhang’s linear trace equivalence has been designed to study the interaction of linearity and (both pure and probabilistic) nondeterminism. The latter equivalence, in fact, validates (\(\lambda\)-dist). However, linear trace equivalence does not deal with (explicit) copying: even worse, natural extensions of such notions to languages with copying result in equivalences validating (\(!\)-dist). Crubillé and Dal Lago [18] solved that problem by introducing a tuple-based applicative bisimilarity for a calculus with probabilistic nondeterminism and explicit copying. Our notion of a resource transition system can be seen as a generalisation of the Markov chain underlying tuple based applicative bisimilarity to arbitrary algebraic effects.
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\(^2\) Crole’s applicative bisimilarity, however, does not deal with copying.

\(^3\) Besides, notice that bisimilarity being sensitive to branching, it naturally invalidates (\(\lambda\)-dist).


Abstract
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1 Introduction

Confluence of rewrite systems is discussed in order-theoretic terms on the first page of [25]. It expresses the existence of an upper bound\(^1\) for pairs of objects having a common lower bound, in the quasi-order obtained by the reflexive–transitive closure of a rewrite system. Qualifying confluence proof-methods from this order-theoretic perspective, Newman’s Lemma is seen to construct the greatest upper bound (the normal form) and the Tait–Martin-Löf (TML) method [4] the least upper bound [21, 38].\(^2\) The Z-property, depicted in Fig. 1 and formally defined in the preliminaries, introduced here is based on constructing an upper bound for sets of objects having a common single-step lower bound. The choice of upper bound is arbitrary but should be monotonic; increasing the single-step lower-bound should increase the constructed upper bound. In complexity, establishing some upper bound is often much shorter and simpler than getting a tight upper bound. The choice offered by the Z-property enables the same for proving confluence, as we illustrate in Sect. 3.

Skolemising the existence of upper bounds gives rise to a function •\(^3\) mapping each object \(a\) to the chosen upper bound \(a^*\) of objects \(b\) such that \(a \to b\), i.e. having \(a\) as single-step lower bound. Accordingly, we define the many-step rewrite strategy \(\Rightarrow\) to rewrite \(a\) into \(a^*\). For instance, taking as upper bound of a term \(t\) the term \(t^*\) obtained by a complete development of the full set of redexes in \(t\), \(\Rightarrow\) is known as the Gross–Knuth/full substitution strategy in the \(\lambda\)-calculus/term rewriting [4, 38]. Based on •, the classical notion of a

---

\(^1\) [25] employs the reverse order, so speaks of existence of lower bounds.

\(^2\) Newman leaves studying least upper bounds for later [25, p. 223] but we didn’t find later work by him on this. TML in fact gives least upper bounds only up to permutation equivalence [21, 38].

\(^3\) We will speak of the bullet function with the suggestion •\(\Rightarrow\) is bullet-fast; cf. Sect. 4.1.
development [5, 4, 38] can be given a syntax-free definition as \( a \rightarrow b \) if \( a \rightarrow b \rightarrow a^* \); that is, \( a \) develops to \( b \) if \( b \) is between \( a \) and \( a^* \); with our notations suggesting that \( \rightarrow \) is a development that is not as full as \( \bullet \rightarrow \) is. In Sect. 4 we first show that if the Z-property holds then several results (on confluence, normalisation, and recurrence) can be obtained in a syntax-free way, i.e. in terms of \( \bullet \rightarrow \) and \( \rightarrow \). Next we investigate for term rewrite systems in how far our syntax-free definition of developments corresponds or can be made to correspond to the traditional syntactic definition, and show they correspond in the absence of syntactic accidents.

▶ Remark 1. Thinking of reduction steps and reductions to normal form as small respectively big step semantics, \( \bullet \rightarrow \) can be seen as a medium step semantics; although \( \bullet \rightarrow \)-steps need not directly yield a normal form, they are monotonic. This may be suitable in a setting where for a step \( a \rightarrow b \), the semantics of \( b \) should be greater than that of \( a \), i.e. approximate better.

2 Preliminaries

We define our key notions for abstract rewriting with which we assume basic familiarity [38].

▶ Definition 2. A rewrite system is a system comprising a set of objects, a set of (rewrite) steps, and functions \( \text{src}, \text{tgt} \) mapping a step to its source, target object. Two steps are called co-initial if they have the same sources, co-final if they have the same targets, and composable if the target of the former is the source of the latter. The corresponding pair of steps is then called, respectively, a peak, a valley, and consecutive.

▶ Remark 3. We follow [25] in taking steps as first-class citizens of rewrite systems and speak of a rewrite relation (only) if there is at most one step between any two objects. We use arrow-like notations to denote rewrite systems and their steps, let \( a, b, \ldots \) range over objects, and \( \phi, \psi, \ldots \) over steps. Sources and targets naturally extend to peaks, valleys, and consecutive steps; e.g., the source of a peak is the common source of its steps and its target is its pair of targets.

![Figure 1 Diamond, angle, and Z-property for bullet function •; named after the diagram shapes.](image)

▶ Definition 4. A rewrite system \( \rightarrow \) has the (see Fig. 1):
- diamond property if for every peak there is a composable valley;
- angle property if there is map \( \bullet \) such that \( b \rightarrow a^* \) for every \( a \) and step \( a \rightarrow b \); and
- Z property if there is a map \( \bullet \) such that \( b \rightarrow a^* \rightarrow b^* \) for every \( a \) and step \( a \rightarrow b \).

where \( \rightarrow \) denotes reduction, finite (possibly empty) composition of steps. A map \( \bullet \) is extensive if \( a \rightarrow a^* \) for all \( a \), and induces a rewrite system \( \bullet \rightarrow \) having the same objects as \( \rightarrow \) and steps \( a \rightarrow a^* \) for all a not in \( \rightarrow \)-normal form.

▶ Remark 5. The diamond and angle properties are relatively standard in rewriting, see e.g. [38, Def. 1.1.8]; our angle property is the Skolemisation of the triangle property there. We obtained the Z-property in 2007 by abstracting Dehornoy’s proof-method for showing confluence of self-distributivity [6] with preliminary results distributed and presented at
diverse venues, e.g. [7, 31]. It has been introduced both before, for the λ-calculus, in [18, Ex. 4.1] and after in [16]. In the meantime it has been formalised [9] and applied, e.g. [23, 11].

Two angles make a diamond, but the angle property is stronger than the diamond property. If the Z-property holds • is monotonic on reductions: if \( a \rightarrow b \) then \( a^* \rightarrow b^* \) (by induction).

▶ Example 6. Less-than \(<\) on \( \mathbb{Z} \) has the diamond but not the angle property for lack of upper bounds of infinite sets of numbers. Note that the predecessor relation on \( \mathbb{Z} \) does have the angle property, despite inducing the same quasi-order as \(<\).

The following simple but key result was the starting point of our investigations on the Z-property. It hinges on a syntax-free definition of the classical notion of development [4, 38].

▶ Definition 7. For rewrite system \( \rightarrow \) and map • on its objects, the •-development rewrite system \( \circ \rightarrow \) has the objects of \( \rightarrow \) and a step \( a \circ \rightarrow b \) for each pair of \( \rightarrow \)-reductions \( a \rightarrow b \rightarrow a^* \).

One may think of \( b \) as being between \( a \) and \( a^* \) and of \( \circ \rightarrow \) as comprising prefixes or left-divisors w.r.t. composition (for sources not in normal form).

▶ Lemma 8. Let \( \rightarrow \) be a rewrite system.

= \( \rightarrow \) has the Z-property iff some \( \rightarrow' \) such that \( \rightarrow \subseteq \rightarrow' \subseteq \rightarrow \) has the angle property;

= if \( \rightarrow \) has the Z-property for •, then it has the Z-property for some extensive \( \star \); and

= \( \rightarrow \) has the Z-property for an extensive • iff some rewrite system \( \rightarrow' \) such that \( \rightarrow \subseteq \rightarrow' \subseteq \rightarrow \) has the angle property and \( a \rightarrow' a^* \) for all \( a \).

Proof. We only provide a detailed proof of the first, main, item.

= we show both directions taking the same bullet function •.

For the if-direction, assume \( \rightarrow \rightarrow' \) has the angle property, \( \rightarrow \subseteq \rightarrow' \subseteq \rightarrow \), and suppose \( a \rightarrow b \).

Then by \( \rightarrow \subseteq \rightarrow' \) and the angle property for \( a \rightarrow' b \) we have \( b \rightarrow' a^* \), hence \( a^* \rightarrow' b^* \) by applying the angle property again. Two angles make a Z; using \( \rightarrow' \subseteq \rightarrow \) twice, we conclude to \( b \rightarrow a^* \) and \( a^* \rightarrow b^* \).

For the only–if-direction, assume \( \rightarrow \) has the Z-property. Consider the •-development rewrite system \( \circ \rightarrow \rightarrow \rightarrow \) to show \( \circ \rightarrow \rightarrow \rightarrow \) has the angle property, suppose \( a \rightarrow b \). By definition \( a \rightarrow b \rightarrow a^* \). Combining \( b \rightarrow a^* \) with \( a^* \rightarrow b^* \), which follows from \( a \rightarrow b \) by monotonicity of •, yields \( b \rightarrow a^* \) by definition of \( \circ \rightarrow \rightarrow \), showing the angle property. That the first inclusion in \( \rightarrow \subseteq \rightarrow \rightarrow \subseteq \rightarrow \) holds follows from that \( a \rightarrow b \) entails \( b \rightarrow a^* \) by the Z-property hence by definition \( a \rightarrow \rightarrow b \), and that the second inclusion holds from that \( a \rightarrow \rightarrow b \) unfolds to \( a \rightarrow b \rightarrow a^* \).

one checks that defining • to be • updated to map each object that is not the source of some step to itself, works; and

one checks the additional conditions on either side in the first item. The if-direction is trivial since \( \rightarrow' \subseteq \rightarrow \) by assumption.

Adjoining being extensive to the angle property in Fig. 1 gives rise to a triangle, i.e. the second and third items reconcile both names of the property.

Although the intuition is that •-developments correspond to developments, the former, by being defined in a syntax-free way, are more liberal (we will look into this in Sect. 4.4) as shown by:

4 The inclusions are relation inclusions, i.e. concern the rewrite relation underlying the rewrite systems.
Example 9. The rewrite system \( a_i \to a_{i+1} \mod 4 \) has the Z-property for the function \( \bullet \) mapping \( a_i \) to \( a_{i+1} \mod 4 \) because \( \to \) is deterministic. Classically there are only two developments from \( a_0 \), namely to itself, the empty development, and to \( a_1 \). However, because \( \to \) is cyclic there are more \( \bullet \)-developments, e.g. \( a_0 \to a_2 \) (since \( a_0 \to a_2 \to a_1 = a_3^* \)).

3 Examples of the Z-property

We present (non-)examples of rewrite systems having the Z-property with a focus on the diversity of the examples and the similarity of the proofs. We give proofs in as far as they could serve as blue-prints of proofs of the Z-property for related calculi. We proceed from abstract to more concrete rewrite systems.

3.1 Abstract

We investigate for some known confluence criteria for (abstract) rewrite systems [3, 38] whether or not they entail the Z-property. We assume \( \to \) is a rewrite system. In the previous section we have already seen a characterisation of the Z-property via the angle property. That the Z-property holds for deterministic (if \( a \to b \) and \( a \to c \), then \( a = b \)) systems by mapping to the next object was exemplified in Ex. 9.

Lemma 10. If \( \to \) is deterministic, then it has the Z-property.

In case a rewrite system is terminating mapping to the greatest object works.

Lemma 11. If \( \to \) is terminating, then \( \to \) has the Z-property iff \( \to \) is locally confluent.

Proof. Suppose \( \to \) is locally confluent and terminating. Let \( \bullet \) be the normal form function mapping each object to its \( \to \)-normal form, This is well-defined: the normal form exists by termination and is unique as local confluence entails confluence by Newman’s Lemma. Thus we conclude to the Z-property since if \( a \to b \) then \( b \to a^* = b^* \). Vice versa, if \( \to \) has the Z-property for \( \bullet \) then \( a^* \) is a common reduct to all \( b \) such that \( a \to b \).

Ex. 6 shows there are confluent rewrite systems \( \to \) that do not have the Z-property but admit it in that there is a rewrite system \( \to' \) presenting the same quasi-order, i.e. \( \to = \to' \), that does have the Z-property: \( < \) does not have the Z-property but admits it as it is the reflexive-transitive closure of the predecessor relation that does have the Z-property (by being deterministic).\(^5\) By the first item of Lem. 8 a rewrite system admits the Z-property iff it admits the angle property, using for the only-if-direction that \( \to \subseteq \to' \subseteq \to \) entails \( \to \) and \( \to' \) present the same quasi-order. But there are confluent rewrite systems not admitting either.

Example 12. Consider the confluent rewrite system\(^6\) given by \( a \to b_i \to c_i \to c_{i+1} \) for \( i \in \mathbb{N} \), and suppose \( \to' \) were some presentation of it having the Z-property. Observe that then \( a \to' b_i \) for \( i \in \mathbb{N} \), since there are no objects between \( a \) and \( b_i \) in \( \to \), but there is no common upper bound to all \( b_i \) in \( \to \), so neither there is one in \( \to' \).

Remark 13. Bullet functions for the Z-property may be incomparable (comparing their images bulletwise by \( \to \)), but are preserved under composition allowing arbitrary speed-up.

\(^5\) If a rewrite system has the Z-property, then so does its so-called transitive reduction, but not necessarily the other way around. However note that \( < \) admits the Z-property even on \( \mathbb{R} \), e.g. by restricting to pairs of reals having distance at most 1, despite that \(< \) then has no transitive reduction.

\(^6\) The rewrite system is a variation on the rewrite systems visualised in [12, Fig. 2].
3.2 Positive braids

Positive braids have the Z-property [6] or equivalently the angle property [34],[38, Sect. 8.9].

Definition 14. The rewrite system \( B^+ \) of (positive) braids on \( \ell \) strands has:

- as objects braids, words over the Artin generators \( \sigma_i \) for \( 1 \leq i < \ell \), modulo
  \[
  \sigma_i \sigma_j \sigma_i = \sigma_j \sigma_i \sigma_j \quad \text{if } |i - j| = 1 \tag{1}
  
  \sigma_i \sigma_j = \sigma_j \sigma_i \quad \text{if } |i - j| > 1 \tag{2}
  \]

- steps \( w \rightarrow w \sigma_i \) for any braid \( w \) and \( 1 \leq i < \ell \).

The equivalence generated by (1) and (2) is denoted by \( \equiv \). The rewrite system \( B^+ \) is locally confluent as illustrated in Figure 2: any pair of distinct generators \( \sigma_i, \sigma_j \) either is too far apart (2) like \( \sigma_1 \) and \( \sigma_3 \) on the left, or too close together (1) like \( \sigma_1 \) and \( \sigma_2 \) on the right. See Figure 3 for two words representing the same positive braid on 6 strands. Extending a braid by a full swap, crossing all strands over another as represented by the Garside word, works, the intuition being that is the least way to extend all single steps. The proof is short and by straightforward inductions.

Lemma 15. \( B^+ \) has the Z-property for the map that suffixes the Garside word.

Proof. The bullet function \( \bullet \) suffixing the Garside word is formally defined by \( w^\bullet := wG_\ell \), where, starting crossing from the left, the Garside word may be inductively defined by \( G_0 := \varepsilon \) and if \( n > 0 \), then \( G_n := G_{n-1} \sigma_{(n,1)} \) with \( \sigma_{(i,j)} := \sigma_{i-1} \ldots \sigma_j \) crossing the \( i \)th strand over \( i - j \) strands to its left. The key property of \( G_\ell \) is that it is a so-called Garside element as each generator is both a left and right divisor of it. More specifically, we claim that for all \( 1 \leq i < n \) there exists a braid \( G^i_n \) such that (cf. Ex. 16)

\[
\sigma_i G^i_n \equiv G_n \equiv G^i_n \sigma_{n-i} \tag{3}
\]

From the claim we conclude to the Z-property, since for a step \( w \rightarrow w \sigma_i \) then \( w \sigma_i \rightarrow w \sigma_i G^i_n \equiv wG_n \rightarrow wG_n \sigma_{n-i} \equiv w \sigma_i G^i_n \sigma_{n-i} \equiv w \sigma_i G_n \).
It remains to prove the claim (a well-known fact). The intuition for \( G_n^i \) is that it is the residual of \( G_n \) after \( \sigma_i \), i.e. what remains to be done of a full swap after swapping \( i \). Formally, it may be inductively defined by \( G_n^{-1} := G_{n-1}\sigma_{(n,2)} \) and \( G_n^i := G_n^{-1}\sigma_{(n,1)} \) otherwise. Accordingly, we show (3) by induction on \( n \), with trivial base case, and cases on whether or not \( i = n - 1 \):

\[
\begin{align*}
\sigma_i G_n^i &= \sigma_i G_{n-1}^i \sigma_{(n,1)} & \sigma_{n-1} G_n^{n-1} &= \sigma_{n-1} G_{n-2} \sigma_{(n-1,1)} \sigma_{(n,2)} \\
\equiv &_{\text{IH}} G_{n-1} \sigma_{(n,1)} & \equiv &_{(i)} G_{n-2} \sigma_{(n,1)} \sigma_{(n,2)} \\
\equiv &_{\text{IH}} G_{n-1} \sigma_{n-1-i} \sigma_{(n,1)} & \equiv &_{(iii)} G_{n-2} \sigma_{(n-1,1)} \sigma_{(n,1)} \\
\equiv &_{(ii)} G_{n-1} \sigma_{(n,1)} \sigma_{n-i} & = & G_{n-1}^i \sigma_{n-1} \\
= & G_{n-1}^i \sigma_{n-i} & = & G_{n-1}^i \sigma_i
\end{align*}
\]

where (i) follows by (2); \( \sigma_{n-1} \) and \( G_{n-2} \) commute, i.e. \( \sigma_{n-1} G_{n-2} \equiv G_{n-2} \sigma_{n-1} \), as their generators are too far apart, (ii) holds since for all \( i + 1 > k \geq j \):

\[
\begin{align*}
\sigma_k \sigma_{(i,j)} \equiv &_{(2)} \sigma_k \sigma_{(i,k+2)} \sigma_k \sigma_{k+1} \sigma_k \sigma_{(k,j)} \equiv &_{(1)} \sigma_k \sigma_{(i,k+2)} \sigma_k \sigma_{k+1} \sigma_k \sigma_{(k,j)} \equiv &_{(2)} \sigma_{(i,j)} \sigma_{k+1}
\end{align*}
\]

and (iii) follows from (ii) by induction on \( \sigma_{(n,2)} \).

- Example 16. To see that (3) holds for \( i := 2 \) and \( n := 4 \), we first compute

\[
G_2^2 := \sigma_1 \sigma_2 \sigma_3 \sigma_2 \sigma_1
\]

and then verify

\[
\sigma_1 \sigma_2 \sigma_3 \sigma_1 \sigma_2 \sigma_3 \sigma_2 \sigma_3 \sigma_1 \sigma_2 \equiv (1) \sigma_1 \sigma_2 \sigma_3 \sigma_2 \sigma_3 \sigma_1 \sigma_2 \sigma_3 \sigma_2 \sigma_3 \sigma_1 \sigma_2
\]

3.3 First-order terms

In this section we consider TRSs, i.e. first-order term rewrite systems [3, 38]. We show the Z-property holds for orthogonal TRSs for the full development and the full superdevelopment functions, for weakly orthogonal TRSs by the maximal multistep map, for associativity by an inductive normal form function, and extending that, for self-distributivity by the full distribution function. Our presentation suggests the commonality between the proofs the Z-property holds. We assume \( \mathcal{T} \) is a TRS and \( \rightarrow_{\mathcal{T}} \) or simply \( \rightarrow \) to be its underlying rewrite system on terms \( t, s, r, \ldots \). Each bullet function \( \bullet \) on terms defined below is assumed to be pointwise extended to vectors of terms \( \vec{t}, \vec{s}, \ldots \) and substitutions \( \sigma, \tau, \ldots \). We first observe that as a corollary to Lem. 11 and Huet’s Critical Pair Lemma we immediately have:

- Corollary 17. A terminating TRS has the Z-property iff all its critical pairs are joinable.

3.3.1 Orthogonal

We show orthogonal TRSs, i.e. left-linear and non-overlapping, have the Z-property.

- Example 18. The classical example of an orthogonal TRS is Combinatory Logic (CL). It has a binary symbol \( @ \) and constants \( K, S, I \) and rules, written in full on the left and applicatively [38, Sect. 3.3.5] on the right (making \( @ \) implicit, infix, and associate to the left):

\[
\begin{align*}
\@ (I, x) & \rightarrow x & I x & \rightarrow x \\
\@ (\@ (K, x), y) & \rightarrow x & K x y & \rightarrow x \\
\@ (\@ (\@ (S, x), y), z) & \rightarrow \@ (\@ (x, z), \@ (y, z)) & S x y z & \rightarrow x z (y z)
\end{align*}
\]

For orthogonal TRSs mapping a term to the result of contracting all redexes works, the intuition being again that it is the least way of extending all single steps. This amounts to an inductive definition of the full substitution or maximal multistep strategy [38, Def. 9.3.18].
Definition 19. For an orthogonal TRS, full development \( \bullet \) is inductively defined by
\[
x^\bullet := x
\]
\[
f(\bar{t})^\bullet := r^\sigma \quad \text{if } f(\bar{t}) \text{ is a redex and } f(\bar{t}) = t^\sigma \text{ for some rule } \ell \to r \text{ and substitution } \sigma := f(\bar{t}) \text{ otherwise}
\]

Example 20. In CL, \((I(Ix))^\bullet = x\) and \((IIx)^\bullet = Ix\) contracting \(II\) but not the created \(Ix\).

Remark 21. By orthogonality, if for some redex \(t\) there is a reduction without head-steps \(t \to t^\tau\) for \(\ell\)-hs of a rule \(\ell \to r\) and substitution \(\tau\), then \(t = t^\sigma\) for some substitution \(\sigma\) such that \(\sigma \to \tau\). Vice versa, if we have such reduction \(t^\tau \to t\) for some term \(t\), then \(t = t^\sigma\) and \(\tau \to \sigma\).

Lemma 22.

(Extensive) \( t \to t^\bullet\) for all terms \(t\);

(Rhs) \( t^\sigma^\bullet \to (t^\sigma)^\bullet\) for terms \(t\), substitutions \(\sigma\); \(t^\sigma^\bullet = (t^\sigma)^\bullet\) if \(t\) is a proper subterm of a lhs;

(Z) \(\to\) has the Z-property for the full development function

Proof.

(Extensive) By induction on \(t\). If \(t\) is a variable \(x\), then \(t^\bullet = x\) and we conclude by reflexivity of \(\to\). Otherwise \(t\) has shape \(f(\bar{t})\) and \(\bar{t} \to \bar{t}'\) by the IH and transitivity, so \(f(\bar{t}) \to f(\bar{t}')\). If the third clause applies we immediately conclude. Otherwise, \(f(\bar{t}') = t^\sigma\) and \(t^\bullet = r^\sigma\) for symbol \(f\), terms \(\bar{t}'\), rule \(\ell \to r\) and substitution \(\sigma\), and we append \(\ell^\sigma \to r^\sigma\);

(Rhs) We show the first by induction on \(t\). If \(t\) is some variable \(x\), then both sides are equal to \(\sigma(x)^\bullet\). Otherwise, \(t = f(\bar{t})\) for some symbol \(f\) and terms \(\bar{t}\), and \(f(\bar{t}^\sigma)^\bullet \to (f(\bar{t}^\sigma))^\bullet\) by the IH, hence \(f(\bar{t}^\sigma)^\bullet \to (f(\bar{t})^\sigma)^\bullet\). If the third clause applies to \(f(\bar{t}^\sigma)^\bullet\) then we conclude, and otherwise we append a corresponding final root step to the reduction. For the second, note we have the stronger \(f((\bar{t}^\sigma)^\bullet) = f((\bar{t})^\sigma)^\bullet\) in the induction step, so the second clause never applies as this is not an instance of a lhs by assumption on \(t\) and orthogonality;

(Z) We show for the full-development function \(\bullet\), that \(s \to t^\bullet \to s^\bullet\) for all steps \(t \to s\) by induction on \(t\). The case that \(t\) is a single variable being impossible, as variables cannot be rewritten due to the assumption that lhs of rules are not single variables, assume \(t\) has shape \(f(\bar{t})\) for symbol \(f\) and terms \(\bar{t}\) and distinguish cases on the clause of \(\bullet\).

Suppose the second clause applies, i.e. \(f(\bar{t}^\sigma)^\bullet \to (t^\sigma)^\bullet\) for some rule \(\ell \to r\) and \(t^\bullet = r^\tau\) for symbol \(f\), terms \(\bar{t}\), rule \(\ell \to r\) and substitution \(\tau\). Distinguish cases on the step \(t \to s\).

\(\Rightarrow\) If the step is a head step, then it must have shape \(t = \ell^\sigma \to r^\sigma = s\) for the same rule \(\ell \to r\) and some substitution \(\sigma\) such that \(\sigma^\bullet = \tau\), by Rem. 21 and (Rhs) as \(t = f(\bar{t}) \in f(\bar{t})^\bullet\) by (Extensive). Then \(Z\) holds by \(r^\sigma \to r^\tau = (t^\sigma)^\bullet \to (t^\sigma)^\bullet \to (r^\sigma)^\bullet\) using (Extensive) for \(\sigma\) for the first reduction and (Rhs) for the second; and

\(\Rightarrow\) If the step is not a head step, then \(s = f(\bar{s})\) for some \(\bar{s}\) equal to \(\bar{t}\) except for some \(i\) for which \(t_i \to s_i\), for which by the IH \(s_i \to t_i^\bullet \to s_i^\bullet\). From that, Rem. 21 and (Extensive) \(\ell^\tau = f(\bar{t}^\sigma) \to f(\bar{s}^\sigma) = \ell^\sigma \to r^\sigma = s^\bullet\) for some substitution \(\sigma\) with \(\tau \to \sigma\).

Using that for the second reduction, and the IH and (Extensive) for the first, \(Z\) holds by \(f(\bar{s}) \to f(\bar{t}^\sigma) \to \ell^\tau \to r^\tau = f(\bar{t}^\sigma)^\bullet \to r^\sigma = s^\bullet = f(\bar{s})^\bullet\).

Suppose the third clause applies, so \(t^\bullet = f(\bar{t}^\sigma)\). Then the step cannot be a head step (otherwise \(f(\bar{t}^\sigma)\) would be a redex) and \(s = f(\bar{s})\) for some \(\bar{s}\) equal to \(\bar{t}\) except for some \(i\) for which \(t_i \to s_i\), for which by the IH \(s_i \to t_i^\bullet \to s_i^\bullet\). Then \(Z\) holds by using the IH and (Extensive) on \(\bar{t}\) for both reductions in \(f(\bar{s}) \to f(\bar{t}^\sigma) = f(\bar{t}^\sigma)^\bullet \to f(\bar{s})^\bullet\) to which a further head step must be appended in case the second clause applies to \(s\) to yield \(s^\bullet\).
In the proof of the lemma the condition \( f(\vec{t}) \) is a redex in the second clause of Def. 19 was never used. Indeed, dropping it preserves the proof. We dub the resulting function the full superdevelopment function as it relates to the full development function as Aczel’s proof of confluence [2, 26] relates to the Tait–Martin-Löf proof [4]; see [35] for a discussion. Full superdevelopments also contract all upward created [17] redexes.

Definition 23. Replacing redex by term in Def. 19 gives the full superdevelopment function.

Lemma 24. \( \to \) has the Z-property for the full superdevelopment function.

Example 25. Compared to Ex. 20 again \((IIx)^\bullet = x\) but now \((IIx)^\bullet = x\) by also allowing to contract the upward created redex \(Ix\). That CL has the Z-property is formalised in [9].

For simply typed CL we now already have seen 3 distinct functions witnessing the Z-property, in order of increasing(ly lax) upperbounds: full-development, full-superdevelopment, and normal form (Lem. 11 applies as simply typed CL is terminating).

3.3.2 Weakly orthogonal

We show weakly orthogonal TRSs [3, 38], having left-linear rules whose critical peaks \( s \leftarrow t \to r \) are trivial, i.e. \( s = r \), have the Z-property.

Example 26. The TRS with rules \( p(s(x)) \to x \) and \( s(p(x)) \to x \) is weakly orthogonal.

Definition 27. For a weakly orthogonal TRS, the maximal multistep map \( \cdot \) is inductively defined simultaneously with its maximal context \( \max \) by

\[
\begin{align*}
x^\bullet & := x \\
f(\vec{t})^\bullet & := r^\sigma \\
\max(x) & := \square \\
\max(f(\vec{t})) & := \square \\
f(P) & := f(\max(\vec{t})) \quad \text{if } P \\
& := f(\max(\vec{t})) \quad \text{otherwise}
\end{align*}
\]

where \( P \) asks \( f(\vec{t}) = \ell^\sigma \) for some substitution \( \sigma \), rule \( \ell \to r \) such that \( \ell \) is a prefix of \( f(\max(\vec{t})) \).

Example 28. For the predecessor–successor TRS of Ex. 26 letting \( t := p(s(x)) \) and \( s := p(s(p(x))) \), we have \( t^\bullet = x \) and \( \max(t) = \square \), respectively \( s^\bullet = p(x) \) and \( \max(s) = p(\square) \).

The full development function being ambiguous\(^7\) for weakly orthogonal TRSs, is resolved by the maximal multistep map by adhering to an inside–out strategy. The intuition for \( \max(t) \) is that it comprises the context of all maximal redexes selected for contraction by \( \cdot \), and the intuition for \( \cdot \) is that it tries to find any lhs that is contained in that context, i.e. does not have overlap with any of the already selected redexes in its arguments. As a consequence, in \( P \) the condition \( \ell \) is a prefix of \( f(\max(\vec{t})) \) is always satisfied for TRSs that are orthogonal and for those the maximal multistep and full development functions coincide.

Lemma 29. \( \to \) has the Z-property for the maximal multistep function.

Proof. Since the Z-property is equivalent to the angle property, Lem. 8, this follows from the maximal multistep function having the angle property [38, Thm. 8.8.27], noting Def. 27 is a rephrasing of the notion going under the same name in the proof of that theorem.

\(^7\) Different maximal sets of non-overlapping redexes may exist and result in different terms. E.g. the other redexes overlap the underlined one in \( p(s(p(s(x)))) \) hence the latter is maximal, but so are the other 2.
Remark 30. Proceeding outside–in instead of inside–out, in a naïve way cannot work. It does not yield a bullet function having the Z-property as exemplified by the TRS with rules \(c(x) \rightarrow x, f(f(x)) \rightarrow f(x)\) and \(g(f(f(f(f(x))))) \rightarrow g(f(f(f(x))))\). We have \(t \rightarrow s\) for \(t := g(f(f(f(f(x)))))\) and \(s := g(f(f(f(f(x)))))\) by contracting the c-redex, but the Z-property (monotonicity) fails for a naïve outside–in bullet function \(\star\), as we do not have \(t^\star = g(f(f(f(x)))) \rightarrow g(f(f(f(x))))\) \(= s^\star\). This can be overcome [8, Lem. 7.10]⁸, even effectively so [8, Cor. 7.27], by discarding Takahashi configurations [38, Prop. 9.3.5], [14, Rem. 4.38].

3.3.3 Associativity

From the above one might have the impression that the Z-property only holds for confluent TRSs that are orthogonal or closely associated to such. This is not the case.

Example 31. The term rewrite system for associativity (to the right) has as single rule:

\[\begin{align*}
\text{@}(\text{@}(x, y), z) & \rightarrow \text{@}(x, \text{@}(y, z)) \\
xyz & \rightarrow xyz \rightarrow x(yz)
\end{align*}\]

written on the left in standard notation and applicatively (cf. Ex. 18) on the right.

As is well-known associativity is terminating and locally confluent as its one and only critical pair is joinable. Hence it has the Z-property by Cor. 17. Here we give a direct inductive definition of the normal form function, cf. Rem. 1, to show that one can proceed similarly to the (weakly) orthogonal case, and to prepare for the case of self-distributivity below.

Definition 32. We give an inductive definition of the normal form function \(\bullet\) depending on an auxiliary grafting function \(t[r]\) (we assume grafting binds stronger than the implicit \(\text{@}\))

\[\begin{align*}
x(r) & := \text{x}\text{r} \quad x^\bullet := x \\
(t\text{s})(r) & := \text{ts}\text{r}\text{r} \quad (t\text{s})^\bullet := t^\bullet(s^\bullet)
\end{align*}\]

The idea is that \(t[r]\) grafts the second argument \(r\) to the right tip of the first argument \(t\).

Example 33. \((xy)^\bullet = x^\bullet(y^\bullet) = xy\), so \((xyz)^\bullet = (xy)^\bullet(z) = x(yz)\) and \((xyzw)^\bullet = x(yzw)\).

Note \(\bullet\) indeed only has normal forms in its image and these are preserved by grafting. The second example shows associativity can be viewed as performing an elementary case of grafting. How grafting and the normal form function interact with rewriting is captured by the following two lemmata, all of whose items are proven by induction on terms.⁹

Lemma 34.

\begin{enumerate}
\item (Sequentialisation) \(ts \rightarrow t(s)\), for all terms \(t, s\);
\item (Compatible) \(t(s) \rightarrow t'(s')\), if \(t \rightarrow t'\) and \(s \rightarrow s'\); and
\item (Substitution) \(t[s][r] = t(s[r])\), for all terms \(t, s, r\).
\end{enumerate}

Lemma 35.

\begin{enumerate}
\item (Extensive) \(t \rightarrow t^\bullet\), for all terms \(t\);
\item (Rhs) \(t^\bullet(s^\bullet \cdot^\bullet) \rightarrow (tsr)^\bullet\), for all terms \(t, s, r\);
\item (Z) \(\rightarrow\) has the Z-property for the normal form function \(\bullet\).
\end{enumerate}

⁸ As shown there, this extends to infinitary rewriting, for non-collapsing TRSs.

⁹ See Appendix A to check that the proofs of the two lemmata are indeed by straightforward inductions.
Remark 36. Def. 32 effectively encodes a normalising strategy. A priori this entails neither termination of \( \rightarrow \) nor uniqueness of the computed normal form. The latter only follows by the monotonicity part of the Z-property for \( \bullet \). Turning things around, because \( \bullet \) maps to normal forms, (Extensive) and monotonicity would have sufficed to establish the Z-property, as then \( t \rightarrow s \) entails \( s \rightarrow s^* = t^* \), but that would break the analogy with other proofs here.

### 3.3.4 Self-distributivity

Dehornoy’s proof that self-distributivity has the Z-property [6] fits in the above mould.

Example 37. The self-distributivity TRS has the (applicative) rule \( xyz \rightarrow xz(yz) \).

Self-distributivity is non-terminating as its lhs can be embedded in its rhs, and is locally confluent as its one and only critical peak is joinable. Both its equational and rewrite theories are highly non-trivial; the book [6] is entirely devoted to them and still much more is to say.

Example 38. Self-distributivity has any ACI-operation (e.g., logical and or or) as model, as well as interpreting the binary operation as taking the middle between points in \( \mathbb{R}^2 \). The Substitution Lemma of the \( \lambda \)-calculus (cf. [32, Thm. 5]) yields an instance of self-distributivity. Self-distributivity is obtained by “forgetting” the \( S \) in the CL rule for \( S \), or alternatively (and giving more insight) by “enriching” the rhs of the associativity rule with another copy of \( z \).

Definition 39. We give an inductive definition of the full distribution function \( \bullet \) [6, Def. V.3.7] depending on the uniform distribution \( t[s] \) of \( s \) over \( t \) [6, Def. V.3.4].

\[
\begin{align*}
x[s] &= xs \\
(tr)[s] &= t[s]r[s] \\
x^* &= x \\
(ts)^* &= t^*[s^*]
\end{align*}
\]

Uniform distribution grafts the 2nd argument uniformly to all leaves \( t[s] = t[x_1,x_2,\ldots]=x_1s,x_2s,\ldots] \).

The following key lemmata, obtained by structuring [6, Lem. V.3.6,10–12] in the same way as was done for associativity above, are again proven by straightforward induction on terms.

Lemma 40. (Sequentialisation) \( ts \rightarrow t[s] \), for all terms \( t,s \); (Compatible) \( t[s] \rightarrow t'[s'] \), if \( t \rightarrow t' \) and \( s \rightarrow s' \); and (Substitution) \( t[s][r] \rightarrow t[r][s[r]] \), for all terms \( t,s,r \).

Lemma 41. (Extensive) \( t \rightarrow t^* \), for all terms \( t \); and (Z) \( \rightarrow \) has the Z-property for the full distribution function \( \bullet \).

### 3.4 The lambda-calculus

The \( \lambda \beta \)-calculus and the \( \lambda \beta \eta \)-calculus [4] being prime examples of orthogonal respectively weakly orthogonal higher-order term rewrite systems [20, 27], it is natural that the full development and full superdevelopment functions for orthogonal TRSs, and the maximal multistep map for weakly orthogonal TRSs should lift. They do. As the Z-property for the full development function is known [18]/[16] and for the full superdevelopment function was formalised [22, 9], we will be satisfied with giving the definitions and proof structure.

---

10 But in fact it can be shown to do so, by choosing appropriate weights in random descent [33].
Definition 42. The full development function • is inductively [37, p. 121] defined by:

\[ x^\bullet := x \]
\[ (\lambda x.M)^\bullet := \lambda x.M^\bullet \]
\[ (MN)^\bullet := M^\bullet[N:=N'] \quad \text{if } MN \text{ is a redex and } M^\bullet N^\bullet = (\lambda x.M')N' \]
\[ := M^\bullet N^\bullet \quad \text{otherwise} \]

The full superdevelopment function is obtained by dropping the condition MN is a redex from the third clause (or replacing it by MN is a term; cf. Def. 19 and the text below Lem. 22).

Example 43. Taking I := \lambda x.x in Ex. 20 gives full (super)developments as for CL.

Assuming \(\alpha\)-equivalence, congruence of \(\beta\)-reduction, the Substitution Lemma [4, Lem. 2.1.16], and compatibility of \(\beta\)-reduction with substitution [4, Sect. 3.1], and coherence of \(\beta\)-reduction with abstraction, we successively show:

Lemma 44.

(Extensive) \( M \twoheadrightarrow M^\bullet \), for all \(\lambda\)-terms \(M\);

(Rhs) \( M^{(\sigma^\bullet)} \twoheadrightarrow (M^\sigma)^\bullet \) for \(\lambda\)-terms \(M\), substitutions \(\sigma\); and

(Z) \( \twoheadrightarrow_\beta \) has the Z-property for the full (super)development function •.

Remark 45. It would be interesting to see whether one could have a single formalised statement and proof for the Z-property for both full developments and full superdevelopments.

Remark 46. Our inside–out definition of the maximal multistep map for weakly orthogonal TRSs straightforwardly extends to all weakly orthogonal higher-order term rewrite systems, and the Z-property still holds (in [29] we established the angle property), which immediately yields the same for the \(\lambda\beta\eta\)-calculus. Although the outside–in construction on [37, p. 121, (F8∗)] does yield the Z-property for the \(\lambda\beta\eta\)-calculus,\(^{11}\) it fails to do so for weakly orthogonal higher-order term rewrite systems in general; monotonicity fails for the TRS in Rem. 30.

Remark 47. We do not know whether there is a generalisation of the full superdevelopment function to the \(\lambda\beta\eta\)-calculus. A problem is illustrated by the following example taken from [27, Rem. 3.4.24]. We have the co-initial full and non-full superdevelopments:

\[(\lambda x.(\lambda y.yx)I)z \twoheadrightarrow_\beta (\lambda x.Lz)z \rightarrow_\eta Lz \rightarrow_\beta z \quad (ax.(\lambda y.yx)I)z \twoheadrightarrow_\beta (\lambda y.yz)I\]

but to reduce the target of the latter to that of the former requires two superdevelopments.

Example 48. The \(\lambda\)-calculus with explicit substitutions \(\lambda\sigma\) [1] has the Z-property on closed terms. This is witnessed by the composition of first the function mapping a term to its \(\rightarrow_\sigma^\prime\)-normal form where \(\rightarrow_\sigma^\prime\) denotes \(\sigma\) reduction, and next the full development function • contracting all \(\text{Beta}\)-redexes (Beta on its own is orthogonal). The proof is given in Fig. 4, where black ordinary arrows denote \(\sigma\)-reduction, blue open arrows \(\rightarrow_\sigma^\prime\)-reductions, \(\bar{t}\) the \(\rightarrow_\sigma^\prime\)-normal form of \(t\), and \(t^\bullet\) the result of subsequently applying the full-development function. For the result to hold, it suffices that

\[(\Gamma) \rightarrow_\prime \text{ is confluent and terminating [38, Exercise 3.6.3(i)]};\]
\[(\Delta) \twoheadrightarrow \rightarrow_\sigma^\prime \text{ has the triangle property for } \bullet, \text{ and};\]
\[(E) \text{ single } \rightarrow_\sigma^\prime \text{-steps commute with } \rightarrow_\sigma^\prime \text{-reduction [38, Exercise 3.6.3(iii)]}.\]

Example 49. We do not know whether Mints’ \(\lambda\)-calculus with restricted \(\eta\)-expansion (such that no \(\beta\)-redexes are created) has the Z-property. The restriction hampers monotonicity.

\(^{11}\) It coincides with the maximal multistep function since redex-clusters are chains [14, Defs. 4.31,4.47].
4 Syntax-free developments

We first show in Sects. 4.1–4.3 that several classical rewrite results that are known for the classical syntactic notion of development\textsuperscript{12} in term rewriting [38] and the λ-calculus [4] carry over to our syntax-free notion \( \bullet \rightarrow \) of \( \bullet \)-development (Def. 7) defined for a bullet function \( \bullet \) witnessing the Z-property. The diagrammatic proofs are obtained by pasting with Zs. Next, we investigate in Sect. 4.4 for the special case of orthogonal TRSs, under what conditions the syntactic and syntax-free notions of development coincide. Throughout we assume \( \rightarrow \) has the Z-property for \( \bullet \).

4.1 Hyper-Cofinality

We show \( \bullet \rightarrow \) is a best possible many-step strategy for \( \rightarrow \) in that it is hyper-cofinal [38, Sect. 9.1.1]; in order-theoretic terms: starting from object \( a \) and always eventually performing a \( \bullet \rightarrow \)-step eventually will yield a result greater than \( b \), for any \( b \) greater than \( a \). Observe first that \( \bullet \rightarrow \) is a many-step strategy since if \( a \rightarrow a^* \) then by Def. 4 \( a \) is not in \( \rightarrow \)-normal form, so there is some step \( a \rightarrow b \) from which we conclude to \( a \rightarrow a^* \) by the Z-property.

\begin{itemize}
    \item \( \textbf{Theorem 50.} \quad \bullet \rightarrow \) is hyper-cofinal for \( \rightarrow \).
\end{itemize}

\textbf{Proof.} It suffices to show that, for a given step \( a \rightarrow b \) and maximal [38, below Def. 1.1.13] reduction \( \gamma \) of \( \bullet \rightarrow \)-steps which always eventually contains a \( \bullet \rightarrow \)-step, there is another such reduction \( \delta \) from \( b \) eventually coinciding with it. By maximality, \( \gamma \) either ends in a normal form \( c \), or by the assumption (“always eventually”) decomposes into a \( \rightarrow \)-reduction \( \gamma_1 : a \rightarrow c \), followed by \( c \rightarrow c^* \) followed by another such reduction \( \gamma_2 \) from \( c^* \) (see Fig. 5). Induction on the length of \( a \rightarrow c \) and monotonicity of \( \bullet \) give a \( d \) between \( c \) and \( c^* \) such that \( \delta_1 : b \rightarrow d \). If \( c \) is a normal form, \( c = d \) and we set \( \delta := \delta_1 \), else we compose \( \delta \) from \( \delta_1, d \rightarrow c^* \) and \( \gamma_2 \).

\begin{itemize}
    \item \( \textbf{Figure 5} \quad \text{Hyper-cofinality of } \bullet \rightarrow \text{ (left) and confluence of } \rightarrow \text{ (right), by tiling with Zs.} \)
\end{itemize}

\( \text{\textsuperscript{12}} \)Developments go all the way back to sequences of contractions on the parts in [5], for the \( \lambda I \)-calculus.
As a consequence [38, Sect. 9.1] → is a hyper-normalising strategy, i.e. if an object reduces to a normal form then always eventually performing a •−→ -step will reach it. For the λ-calculus •−→ is (weak-)head-normalising, since (weak-)head-normal forms are closed under reduction; Normalisation of •−→, i.e. of Gross–Knuth-reduction, was already noted in [18, Ex. 4.1].

4.2 Confluence

Lemma 51. → is confluent.

Proof. Confluence can be established in several ways. We present three.

1. By tiling the plane with Zs as displayed in Fig. 5 (formally by the Strip Lemma and [38, Prop. 1.1.10]). In Fig. 5 we have high-lighted the Zs for a → b and a → c in red and blue;
2. Via Lem. 8, the angle property for ◦−→ and [38, Prop. 1.1.11]; and
3. Via Thm. 50, cofinality of •−→ and [38, Thm. 1.2.3(iv)].

Since confluence is defined as the diamond property of the induced quasi-order, we have as a corollary that any rewrite system admitting the Z-property (Sect. 3.1) is confluent.

Remark 52. Choosing an appropriate bullet function (cf. Sect. 1) can lead to remarkably short proofs of confluence via the Z-property. To wit, the confluence proofs for positive braids (by full swaps), self-distributivity (by full distribution), and for orthogonal TRSs and the λ-calculus (by full superdevelopments) are the shortest ones we know, in the same informal sense of “shortest” as was used by Takahashi on [37, p. 121] when she stated the proof of confluence of λβ via the angle property was “perhaps the shortest”. However, the proof via the Z-property is (a bit) shorter [22].

Remark 53. Takahashi’s confluence proof method [37, Sect. 1] for the λ-calculus can be viewed as being based on the angle property for developments. Although the Z and angle properties are equivalent (Lem. 8), her method is slightly more involved, conceptually and technically, as it involves (inductively) defining both the bullet function and developments (called ∗ respectively parallel reduction in [37]). Our approach does away with the latter; our •-developments are derived from • in a syntax-free way; beware though that developments and •-developments in general differ, cf. Sect. 4.4.

4.3 Recurrence

[36, Proposition 1] characterises the recurrent terms in CL (see Ex. 18) in terms of Gross–Knuth reduction. We recast this in a syntax-free way for → having the Z-property.

Definition 54. An object a is →-recurrent if a → b entails b → a for all b. An object is recurrent if it is →-recurrent.

Proposition 55. If • is extensive, then a is recurrent iff a• → a.

---

13 This generalises half of Staples’ confluence method [38, Exercise 1.3.9].
14 Confluence of self-distributivity is non-trivial. Currently no tool can prove it automatically; see problem 126 of http://cops.uibk.ac.at/results/?y=2020-full-run&c=TRS.
15 Full developments involve a useless test for being a redex (Def. 42).
Proof. For the if-direction we show for all \( n \), for all \( b \), if \( a \to^n b \) then \( b \to a \), by induction on \( n \). In the base case \( a = b \) and we conclude by reflexivity of \( \to \). In the induction step, we have \( a \to^n c \to b \) for some object \( c \), so \( c \to a \) by the IH for \( a \to^n c \). We conclude by composing \( b \to c^* \), which holds by the Z-property for \( c \to b \), with \( c^* \to a^* \), which holds by monotonicity of \( \bullet \) for \( c \to a \), and with \( a^* \to a \), which holds by assumption, to \( b \to a \) as desired.

For the only–if-direction, we have \( a \to a^* \) by the assumption that \( \bullet \) is extensive, hence \( a^* \to a \) by the assumption that \( a \) is recurrent, as desired.

\[ \blacklozenge \]

Remark 56. This result was used and formalised by Felgenhauer for a study of fixed-point combinators in CL [10]. E.g., although it is simple to see \( SII(SII) \) is recurrent, how to prove it in a simple way? By Proposition 55 it suffices to show that the result of a Gross–Knuth step reduces to it, i.e. that \( I(SII)(I(SII)) \to SII(SII) \), which is simple to check.

4.4 Syntactic developments in orthogonal term rewriting

We investigate for orthogonal TRSs (cf. Sect. 3.3.1) the correspondence between the classical syntactic definition of a development and the syntax-free definition of \( \bullet \)-development (Def. 7) arising from taking as bullet function \( \bullet \) the full development function that maps a term to the result of contracting all redex-patterns in it (Def. 19). This section is based on permutation equivalence via residual theory originating with [13], as presented in [38, Chs. 8 and 9]. We restrict to investigating the, non-trivial, correspondence for orthogonal TRSs hoping it can serve as a stepping stone for the same for more complex cases such as self-distributivity and the \( \lambda \)-calculus.

We first expand on the discrepancy between the syntactic and the syntax-free notions as observed in Ex. 9 (a non-terminating orthogonal TRS). Our first observation is that \( \bullet \)-developments are more encompassing than developments due to what are called syntactic accidents [17, p. 34], i.e. due to reductions yielding the same result despite not doing the same work, not being permutation equivalent. We show absence of syntactic accidents suffices.

Example 57. For the erasing TRS with rules \( a \to b \to c \) and \( f(x) \to d \), we have \( f(a)^* := d \) and there is a \( \bullet \)-development from \( f(a) \to f(c) \), but no such development. For the collapsing TRS with rules \( g(x) \to h(x), h(x) \to i(x) \), and \( i(x) \to x \), we have \( i(h(g(a)))^* := i(h(a)) \) and there is a \( \bullet \)-development from \( i(h(g(a))) \) to \( i(h(i(a))) \), but no such development.

Proposition 58. For orthogonal, terminating, non-collapsing, and non-erasing TRSs, developments and \( \bullet \)-developments coincide.

Proof. We claim the assumptions guarantee the absence of syntactical accidents: if \( \gamma, \delta \) are reductions from \( t \) to \( s \) then they are permutation equivalent \( \gamma \simeq \delta \).\(^{16} \) From the claim it follows that if \( \gamma : t \to t^\bullet \) and \( \delta : t \to s \) for some \( \epsilon : s \to t^\bullet \), then \( \gamma \simeq \delta \cdot \epsilon \). Therefore, decomposing \( \delta \) as \( \delta_1 \cdot \phi \cdot \delta_2 \) for some step \( \phi : t' \to s' \), we have \( \gamma/\delta_1 : t' \to s \) and \( \phi \preceq \gamma/\delta_1 \), which by non-erasiness entails that \( \phi \) is among the redex-patterns in \( \gamma/\delta_1 \).\(^{17} \) Since this holds for each step, \( \delta \) is a development of the set of all redex-patterns in \( t \). The other implication follows from that every development from \( t \) can be completed into a complete development to \( t^\bullet \).

\(^{16}\) We employ the projection equivalence notation \( \simeq \) from [38, Def. 8.7.21]. We freely employ results from that chapter, e.g. that permutation and projection equivalence coincide for orthogonal TRSs.

\(^{17}\) This fails for erasing systems. For instance, the step \( f(a) \to f(s) \) is not a development of the step \( f(a) \to c \) in the TRS with rules \( a \to b \) and \( f(x) \to c \).
It remains to prove the claim, which we prove by contradiction assuming \( \gamma \not\equiv \delta \). By residual theory, the peak \( \gamma, \delta \) (where both have the same target, say \( u \), by accident) can be completed by a valley comprising \( \gamma' := \delta/\gamma \) and \( \delta' := \gamma/\delta \) such that \( \gamma \cdot \gamma' \simeq \delta \cdot \delta' \). At least one of \( \gamma', \delta' \) must be non-empty, as otherwise \( \gamma, \delta \) would be projection equivalent. But then the other must be non-empty as well, since otherwise we would have a reduction cycle on \( u \) contradicting the assumed termination. To see that \( \gamma' \not\equiv \delta' \) note we may assume that \( \gamma, \delta \) are standard, where a reduction is standard [13] if for each step in it the position of the contracted redex-pattern is in the redex-pattern of the first step after and left–outer of it [38, Definition 8.5.40]. W.l.o.g. we may assume \( \gamma, \delta \) differ in their first steps and at least one of them contains a head-step, say \( \gamma \) contains head-step \( \phi \). Then \( \delta \) doesn’t, as otherwise their first steps would not differ by [15, Lemma 1]. We conclude \( \gamma/\delta \not\equiv \delta/\gamma \) since the former contains a head-step as projection of a reduction \( \gamma \) containing a head-step over a reduction \( \delta \) containing none, and the latter contains no head-step as projection of \( \delta \) containing none over another reduction \( \gamma \) using the assumption that rules are non-collapsing. Applying the construction again, to the peak \( \gamma', \delta' \) (where both have the same target again by accident) yields a valley comprising \( \gamma'' := \delta'/\gamma' \) and \( \delta'' := \gamma'/\delta' \) such that \( \gamma' \cdot \gamma'' \simeq \delta' \cdot \delta'' \) but \( \gamma'' \not\equiv \delta'' \). Repeating arbitrarily often yields an infinite reduction from \( t \), contradicting termination. ▲

The three conditions in Prop. 58 are rather restrictive. We employ labelling [38, Sect. 8.4] to turn an arbitrary orthogonal term rewrite system into one satisfying them, and recover the result. We separate this into two phases, first turning a TRS into a non-erasing one by means of memorising the erased arguments,\(^\text{18}\) and next lifting to a TRS that is also terminating and non-collapsing by means of the Hyland–Wadsworth labelling [38, Sect. 8.4.4].

**Definition 59.** The TRS with memory \([T]\) of a TRS \( T \) has
\begin{itemize}
\item as signature the signature of \( T \) extended with a binary symbol \([,] ;\);
\item as rules \( \rho : \ell \rightarrow [r, \bar{x}] \) for some \( T \)-rule \( \rho : \ell \rightarrow r \), where \( \ell \) is such that projecting all occurrences of \([,] \) in it on their first argument yields \( \ell \), but these are not at the root, do not have a variable as first argument, and all have fresh variables (uniquely determined by their position) as second arguments. Here \( \bar{x} \) is the list (unique for \( \ell \)) of all variables in \( \ell \) not in \( r \), \([t]\) denotes \( t \), and \([t, \bar{x} \bar{y}]\) denotes \([t, [x, y]]\).
\end{itemize}

**Example 60.** The TRS with memory for the rules \( f(a) \rightarrow b \) and \( f(x) \rightarrow b \), yields infinitely many rules \( f(a) \rightarrow b, f([a, x]) \rightarrow [b, x], f([a, y], x) \rightarrow [b, xy], \ldots \) for the first rule, and the single rule \( f(x) \rightarrow [b, x] \) for the second one.

**Lemma 61.** If \( T \) is orthogonal, then \([T] \) is orthogonal and non-erasing. The identity map induces a rewrite labelling [38, Def. 8.4.5(ii)] of \( T \) into \([T]\).

**Example 62.** Memorising overcomes erasingness. With memory \( f(a)^* := [d, b] \) for the first TRS in Ex. 57, so the \( \bullet \)-developments from \( f(a) \) are the initial prefixes of \( f(a) \rightarrow f(b) \rightarrow [d, b] \) and \( f(a) \rightarrow [d, a] \rightarrow [d, b] \). There is now no \( \bullet \)-development from \( f(a) \) to \( f(c) \).

To overcome also non-termination and (as a side-effect) collapsiness, we employ the Hyland–Wadsworth labelling [17, 4, 19, 38] \( T^\omega \) of a TRS \( T \). The idea of that labelling is to approximate arbitrary (possibly infinite) \( T \)-reductions with arbitrary precision, where precision is measured via the causal length of reductions. Technically, this is achieved by labelling edges\(^\text{19}\) in terms with their creation depth (a natural number) in such a way that any unlabelled reduction can be lifted to one having some bounded creation depth \( n \), and such that the corresponding subsystem \( T^n \) of \( T^\omega \) is terminating and confluent.

\(^{18}\) A technique going back to Nederpelt’s scars [24, p. 90].

\(^{19}\) To make sure that every redex-pattern contains at least one edge, we replace any function symbol \( f \) with a pair \( f' - f \) with \( f' \) a fresh unary function symbol.
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Definition 63. The Hyland–Wadsworth (HW) labelling of a TRS \( \mathcal{T} \) is the TRS \( \mathcal{T}^\omega \)
= having as signature all natural numbers (labels) and for every \( f \) of \( \mathcal{T} \) both \( f \) and a fresh copy \( f' \) of it, with all symbols not in \( \mathcal{T} \) having arity 1;
= having as rules \( g_j : \bar{\ell} \rightarrow \bar{r} \) for every rule \( g : \ell \rightarrow r \), where \( \bar{\ell} \) is such that between any two non-labels there is at least one label, \( n \) is the maximum value of all labels in \( \bar{\ell} \) plus one, and removing all yields \( \ell' \), where priming and natural-number-labelling are defined by:
\[
\begin{align*}
x' & := x \\
\bar{f}(\bar{\ell})' & := f'(f(\bar{\ell})) \\
x^n & := n(x) \\
g(\bar{s})^n & := n(g(\bar{s}^n))
\end{align*}
\]
\( \mathcal{T}^n \) is the restriction of \( \mathcal{T}^\omega \) to rules whose lhs's have labels < \( n \).

Example 64. We illustrate the saturation process of the HW-labelling on a rule with a single-function-symbol left-hand side (cf. footnote 19). The Hyland–Wadsworth labelling of the TRS with rule \( f(x) \rightarrow x \) has the infinitely many rules \( f'(0(f(x))) \rightarrow 1(x), f'(1(f(x))) \rightarrow 2(x), \ldots, f'(0(0(f(x)))) \rightarrow 1(x), f'(1(0(f(x)))) \rightarrow 2(x), f'(0(1(f(x)))) \rightarrow 2(x), \ldots \). Note the original rule was collapsing, but its HW-labellings are not.

Hyland–Wadsworth labelling preserves orthogonality and is sound in that reductions can be lifted, however with ever increasing labels so bounding them yields termination.

Lemma 65. \( \mathcal{T}^\omega \) and \( \mathcal{T}^n \) are (left/right) linear and/or orthogonal iff \( \mathcal{T} \) is;
= mapping every term \( t \) to \( (t')^\omega \) gives a rewrite labelling of \( \mathcal{T} \); and
= the restriction \( \mathcal{T}^n \) of \( \mathcal{T}^\omega \) to lhs's with labels < \( n \) is terminating [19].

Example 66. To see how the HW-labelling avoids syntactical accidents for collapsing rules consider the reduction \( f(f(x)) \rightarrow f(x) \) for rule \( f(x) \rightarrow x \). It lifts differently depending on which redex-pattern is contracted:
\[
\begin{align*}
0(f'(0(f(0(f'(0(f(0(x)))))))))) & \rightarrow 0(1(0(f'(0(f(0(x))))))))) \\
0(f'(0(f(0(f'(0(f(0(x)))))))))) & \rightarrow 0(f'(0(f(0(1(0(x)))))))))
\end{align*}
\]
Along the lines of the proof of Prop. 58 we show all syntactical accidents are avoided. The lemma expresses an invertibility property (cf. [38, Thm. 8.4.20]): given the target term of a \( \mathcal{T}^\omega \) reduction, the reduction can be reconstructed up to permutation equivalence.

Lemma 67. If \( \gamma, \delta \) are co-initial and co-final \( \mathcal{T}^\omega \) reductions, then \( \gamma \simeq \delta \).

Theorem 68. Developments and \( \cdot \)-developments coincide in \( [\mathcal{T}]^\omega \), if \( \mathcal{T} \) is orthogonal.

Proof. Since \( \mathcal{T} \) is orthogonal by assumption, so is \( [\mathcal{T}] \) by Lemma 61. Therefore, by Lemma 67: if \( \gamma, \delta : a \rightarrow b \) are \( [\mathcal{T}]^\omega \)-reductions then \( \gamma \simeq \delta \). It follows that if \( \gamma : t \rightarrow t^* \) and \( \delta : t \rightarrow s \) for some \( \epsilon : s \rightarrow t^* \), then \( \gamma \simeq \delta \cdot \epsilon \). Therefore, decomposing \( \delta \) as \( \delta_1 \cdot \phi \cdot \delta_2 \) for some step \( \phi : t' \rightarrow s' \), we have \( \gamma / \delta_1 : t' \rightarrow \phi \) and \( \phi \leq \gamma / \delta_1 \), which by non-erasingness of \([\mathcal{T}] \) hence of \( [\mathcal{T}]^\omega \) entails that \( \phi \) is among the redex-patterns in \( \gamma / \delta_1 \). Since this holds for each step, \( \delta \) is a development of the set of all redex-patterns in \( t \). The other implication follows from that every development from \( t \) can be completed into a complete development to \( t^* \). ▶

5 Conclusion

We have presented the Z-property and illustrated its flexibility, showing it applies to various rewrite systems to yield short proofs for classical results such as confluence and normalisation. Their proofs are based on a syntax-free version of the classical notion of development. We hope and expect more results can be factored in this way. We showed it coincides for orthogonal TRSs with the syntactic notion of development if syntactical accidents are absent (Prop. 58, Lem. 67) and hope that this invertibility result and its novel proof method extend to more complex systems, e.g. \( \lambda \)-calculus or self-distributivity.
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Proofs omitted from the main text

Proofs of second and third items of Lem. 8.

Assume $\rightarrow$ has the Z-property for bullet function $\bullet$. Define $\ast$ to be $\bullet$ updated to map each object that is not the source of some step, to itself.

To see that $\ast$ is extensive, we distinguish cases on whether $a$ is the source of some step or not. If it is, say $a \rightarrow b$, then $b \rightarrow a^\ast \rightarrow b^\ast$ by the Z-property for $\bullet$. Hence $a \rightarrow a^\ast = a^\bullet$ by composition and definition of $\ast$. If it is not, then $a \rightarrow a^\ast = a$ by reflexivity and definition of $\ast$.

To see that $\rightarrow$ has the Z-property for $\ast$, suppose $a \rightarrow b$. By the Z-property for $\bullet$ and by definition of $\ast$, then $b \rightarrow a^\ast = a^\bullet \rightarrow b^\bullet$. The result follows if, as we claim, $b^\bullet = b^\ast$. That follows by noting that, by definition of $\ast$, the only way in which $b^\bullet = b^\ast$ could fail to hold, is if $b$ were not the source of some step. But then the above reduction collapses to $b = a^\ast = a^\bullet$ and we conclude since $b = b^\ast$.

We only check the additional conditions on either side w.r.t. the first item.

For the only-if-direction, suppose $\rightarrow$ has the Z-property for an extensive $\bullet$. To show $a \rightarrow a^\ast$, distinguish cases on whether there is some $\rightarrow$-step from $a$ or not. If there is, say $a \rightarrow b$ then by the Z-property, $a \rightarrow b^\ast \rightarrow a^\ast$. If there is no $\rightarrow$-step from $a$, then extensivity of $\bullet$ entails $a = a^\ast$. In either case, $a \rightarrow a^\ast$ by reflexivity of $\rightarrow$, so $a \rightarrow a^\ast$ by definition of $\rightarrow$. ▲

Proof of Lem. 34.

(Sequentialisation) The proof is by induction on $t$. If $t$ is a variable, then $ts = t[s]$ and we conclude by reflexivity. Otherwise, $t$ has shape $t_1t_2$ and we conclude using the IH to $ts = t_1t_2s \rightarrow t_1(t_2s) \rightarrow t_1t_2[s] = t[s]$ from which the statement follows by transitivity.

(Compatible) We show the stronger fact that single steps in either $t$ or $s$ are preserved, by induction on $t$, which suffices by transitivity of $\rightarrow$. If $t$ is a variable $x$, then $s \rightarrow s'$ and $t[s] = xs \rightarrow xs' = t[s']$ by compatibility of reduction. If $t = t_1t_2$, we distinguish cases on where the step takes place:

- If the step takes place at the root of $t$, then $t = t_1t_2t_3 \rightarrow t_1(t_2t_3) = t'$ and we conclude by unfolding the definition of right-substitution twice on both sides to $t[s] = t_1t_2t_3[s] \rightarrow t_1(t_2t_3[s]) = t'[s]$;
- If the step takes place in $t_1$, then $t[s] = t_1t_2[s] \rightarrow t_1't_2[s] = t'[s]$ by compatibility of reduction;
- If the step takes place in $t_2$, then $t[s] = t_1t_2[s] \rightarrow t_1t_2'[s] = t'[s]$ by the IH and compatibility of reduction;
- If the step takes place in $s$, then $t[s] = t_1t_2[s] \rightarrow t_1t_2'[s] = t'[s]$ by the IH and compatibility of reduction.

(Substitution) The statement is shown by induction on $t$. If $t$ is a variable, say $x$ then $t[x] = xs[x] = t[s][r]$ by unfolding the definition of right-substitution. If $t$ has shape $t_1t_2$, then $t[s][r] = t_1t_2[s][r] = t_1t_2[r] = t_1t_2[s][r] = t[s][r]$ by unfolding the definition of right-substitution and the IH. ▲
Proof of Lem. 35.

(Extensive) By induction on $t$. If $t$ is a variable, then $t = t^\bullet$ and we conclude by reflexivity of $\rightarrow$. Otherwise $t$ has shape $t_1 t_2$, and we conclude by (Sequentialisation), the IH twice, (Compatible), and definition to $t_1 t_2 \rightarrow t_1 (t_2) \rightarrow t_1^\bullet (t_2^\bullet) = (t_1 t_2)^\bullet$;

(Rhs) By (Sequentialization) twice and (Substitution) we conclude $t^\bullet (s^\bullet r^\bullet) \rightarrow t^\bullet (s^\bullet [r^\bullet]) = t^\bullet ([s^\bullet] [r^\bullet]) = (tsr)^\bullet$;

(Z) As $\bullet$ maps to normal forms, we show a strengthening of the $Z$-property, $s \rightarrow t^\bullet = s^\bullet$, for all steps $t \rightarrow s$, by induction and cases on $t$.

If $t$ is a variable, then the statement holds vacuously since the term then does not allow any step. Otherwise, $t$ has shape $t_1 t_2$ and we distinguish cases on the position of the step.

- If the step takes place at the root, then $t = (t_1 t_2) \rightarrow t_1 (t_2) \rightarrow s$, and we conclude using (extensive), (Rhs), the definition, and (Substitution) to $t_1 (t_2) \rightarrow t_1^\bullet (t_2^\bullet) = (t_1 t_2)^\bullet$.

- If the step takes place in $t_1$, say $t_1 \rightarrow s_1$, then we conclude using the IH, (Extensive), (Sequentialisation), and definition to $s_1 t_2 \rightarrow t_1^\bullet t_2 = (t_1 t_2)^\bullet = s_1^\bullet (t_2^\bullet) = (s_1 t_2)^\bullet$.

- If the step takes place in $t_2$ we proceed as in the previous item.

Proof of Lem. 40. Both items can we proven by induction on $t$ or via the alternative definition of uniform distribution by means of substitution as given in the main text. We give samples of both:

- (Sequentialisation) For variables $xs = x[s]$, and for applications $t_1 t_2 s \rightarrow t_1 s (t_2 s) \rightarrow t_1 [s] t_2 [s] = (t_1 t_2) [s]$, as $t_1 s \rightarrow t_1 [s]$ by the IH;

- (Compatible) $t [s] = t''$ for the substitution $\sigma$ mapping $x$ to $xs$, and $t' [s'] = t''$ for $\sigma'$ mapping $x$ to $xs'$. Hence if $t \rightarrow t'$ and $s \rightarrow s'$ then $\sigma \rightarrow \sigma'$, hence $t'' \rightarrow t''$ by compatibility of rewriting with substitution; and

- (Substitution) For variables $x[s][r] = (xs)[r] = xrs[r] \rightarrow x[r][s[r]]$ by Sequentialisation twice, and for applications $(t_1 t_2) [s] [r] = t_1 [s] r t_2 [s] [r] \rightarrow t_1 [r] s [r] t_2 [r] / [s[r]] = (t_1 t_2) [r] / [s[r]]$ by the induction hypothesis twice.

Proof of Lem. 41. The items are proven by induction on $t$.

- (Extensive) For variables $x = x^\bullet$, and for applications $ts \rightarrow t[s] \rightarrow t^\bullet [s^\bullet] = (ts)^\bullet$ by (Sequentialisation) first and then (Compatible) using the IH twice;

- (Z) We distinguish cases on whether the step is a head step or not.

- Suppose the step is a head step, so has shape $tsr \rightarrow tr (sr)$. Then $tr (sr) \rightarrow tr [s][r] = (ts) [r] \rightarrow (ts)^\bullet [r^\bullet] = (tsr)^\bullet$ by (Sequentialisation) and (Extensive), twice. Monotonicity of $\bullet$ holds by $(tsr)^\bullet = (ts)^\bullet [r^\bullet] \rightarrow t^\bullet [r^\bullet] s^\bullet [r^\bullet]) = (tr (sr))^\bullet$ using (Substitution).

- If $t_1 t_2 \rightarrow s_2 s_2$ because $t_1 \rightarrow s_i$ and $t_3 \rightarrow s_{3-i}$ for some $i \in \{1, 2\}$, then $s_j \rightarrow t_j^\bullet \rightarrow s_j^\bullet$ for $j \in \{1, 2\}$, either by the IH, or (Extensive) and reflexivity. Using that, (Sequentialisation), and (Substitution) $s_1 s_2 \rightarrow s_1 [s_2] \rightarrow t_1^\bullet [t_2^\bullet] = (t_1 t_2)^\bullet \rightarrow s_1^\bullet [s_2^\bullet] = (s_1 s_2)^\bullet$.

Proof of Lem. 61. Orthogonality is preserved since brackets are only inserted between original function symbols, so overlapping $[T]$-redex-patterns are mapped to overlapping $T$-patterns by projecting brackets on their first arguments. That $[T]$ is non-erasing holds per construction. \(^{20}\)

The second part holds per construction of saturating left-hand sides of rules with memory.

\(^{20}\) if $T$ is orthogonal and right-linear, then $[T]$ is linear, so has random descent [30]: all reductions to a normal form have the same length.
Proof of Lem. 65. For the first item first note that its only–if-direction requires \( n > 0 \) as otherwise \( T^n \) has no rules. Then, all (priming, labelling) operations for obtaining the rules of \( T^\omega \) from those of \( T \) are linear (only unary function symbols are added/removed) and redex-patterns overlapping in \( T^\omega \) still do so after removing labels and collapsing \( f' \)-\( f \)-pairs to \( f \). \( T^n \) being a sub-system of \( T^\omega \) the properties are preserved.

The second item holds per construction of the rules with both left- and right-hand sides being of shape \( t' \) in which labels are inserted, for some \( t \). Note that we also have the structural properties that reachable terms have at least one label between any two non-labels and removing all labels yields a term of shape \( s' \) for some \( s \).

Maranget [19] shows termination in the third item is a consequence of RPO, for the greater–than relation on labels, which is well-founded by the assumption that labels \( < n \). Instead of basing ourselves on RPO, we can also give a direct inductive proof of termination in the style of van Daalen [17, 4]. In particular, we specialise the higher-order approach of [28] to first-order term rewriting. The proof is based on the so-called RHS lemma [28, Lemma 8] stating that a term rewrite system is terminating iff \( r^\sigma \) is terminating for every \( rhs \) \( r \) of a rule and terminating substitution \( \sigma \). The only–if-direction of the RHS-lemma being trivial, to see the if-direction holds note that if there were a non-terminating term then there would be one of minimal size which then would have shape \( f(\tilde{t}) \) with all \( \tilde{t} \) terminating by minimality. Hence an infinite reduction from it would have shape \( f(\tilde{t}) \rightarrow f(\tilde{s}) = \ell^\sigma \rightarrow r^\sigma \rightarrow \ldots \) for some rule \( \ell \rightarrow r \), substitution \( \sigma \), and terms \( \tilde{s} \) such that \( t_i \rightarrow s_i \) for all \( i \). This is impossible as \( r^\sigma \) is terminating by assumption since \( \sigma \) is terminating as it assigns subterms of the \( \tilde{s} \) to variables\(^{22}\) and each \( s_i \) is terminating as reduct of \( t_i \).

To establish the assumption of the RHS lemma for \( T^n \) we prove the more general claim\(^{23}\) that \( (t^m)^\sigma \) is terminating for every \( m \leq n \), term \( t \) over (primed) symbols in \( T \), and terminating substitution \( \sigma \). This suffices as per construction of \( T^n \) \( rhs \)s of rules have this shape since labels in \( lhs \)s are \( < n \).\(^{24}\) The proof of the claim is by induction on the pair \( (m,t) \) ordered by, in lexicographic order, the greater-than-or-equal order and the subterm order, and by distinguishing cases on the shape of \( t \).

- If \( t \) is a variable, then \( (x^m)^\sigma := m(x^\sigma) \) and we conclude by the assumption that \( \sigma \) is terminating, since the head symbol \( m \) is not affected by any step per construction of \( T^\omega \); labels occur in \( lhs \) only between (possibly primed) \( T \)-symbols.
- Otherwise \( t \) has shape \( f(\tilde{t}) \) for some (possibly primed) \( T \)-symbol. Since each \( (t^m)^\sigma \) is terminating by the IH, which applies by a decrease in the second component of the pair, a hypothetical infinite reduction from \( (t^m)^\sigma \) must then contain a head-step, i.e. have shape

\[
m(f((t^m)^\sigma)) \rightarrow m(f(\tilde{s})) = m(\ell^\tau) \rightarrow m((r^k)^\tau) \rightarrow \ldots
\]

for some \( T^n \) rule of shape \( \ell \rightarrow r^k \) with \( k \) the maximum of the labels in \( \ell \) plus one, substitution \( \tau \) and \( r \) a term over (possibly primed) \( T \)-symbols, and terms \( \tilde{s} \) such that \( (t^m)^\sigma \rightarrow s_i \) for each \( i \). This is impossible as \( (r^k)^\tau \) is terminating by the IH, which applies by a decrease in the first component of the pair: \( m < k \) because \( (t^m)^\sigma \rightarrow s_i \) guarantees

\(^{21}\) Despite being intuitive and easy to prove the right-hand side lemma is informative: it would already fail for first-order TRSs if left-hand sides of rules were allowed to be single variables, consider the “rule” \( x \rightarrow x \), and for higher-order TRSs it would fail if non-pattern-lhs was allowed [28].

\(^{22}\) Here we use that left-hand sides of term rewrite rules are not single variables.

\(^{23}\) To enable induction on terms; \( rhs \) of rules are not closed (as \( rhs \)!) under subterms in general.

\(^{24}\) Although terms of \( T^n \) may contain labels \( > n \), these need not be taken into consideration here. They have been “filtered-out” already by means of the RHS lemma so to speak, since labels \( > n \) do not occur in the rules of \( T^n \).
that \( m \) is the head symbol of each \( s_i \), and per construction of \( \mathcal{T}^\omega \) the lhs of any rule applicable to \( f(\tilde{s}) \) contains the labels directly below \( f \); in fact \( f \) must be a (unary) primed symbol having a corresponding unprimed symbol (in \( \mathcal{T} \)) below it. That \( \tau \) is terminating follows from that it assigns subterms of the \( s_i \) to variables, which are reducts of the \((\eta_{i}^{m})^{\sigma}\).

**Proof of Lem. 67.** We proceed as in the proof of Proposition 58, here stressing the similarity of structure and referring to that proof for details. We show that for all natural numbers \( n \), for all \( \mathcal{T}^n \) reductions \( \gamma, \delta : t \rightarrow s \) we have \( \gamma \simeq \delta \) by induction on \( t \) ordered by the union of \( \leftarrow \) and the sub-term relation, well-founded since \( \mathcal{T}^n \) is terminating. This suffices since any pair of \( \mathcal{T}^\omega \)-reductions is a pair of \( \mathcal{T}^n \)-reductions (take \( n \) greater than all labels occurring in the redex-patterns contracted in \( \gamma, \delta \)), and \( \mathcal{T}^n \)-projection equivalence entails \( \mathcal{T}^\omega \)-projection equivalence.

Suppose \( \gamma, \delta \) were minimal such that \( \gamma \neq \delta \). By residual theory, the peak \( \gamma, \delta \) can be completed by a valley comprising \( \gamma' := \delta/\gamma \) and \( \delta' := \gamma/\delta \) such that \( \gamma \cdot \gamma' \simeq \delta \cdot \delta' \). By assumption, at least one of \( \gamma', \delta' \) must be non-empty. We may assume that \( \gamma, \delta \) are standard, and by minimality that they don’t have the same first step (one may be empty), and at least one of them, say w.l.o.g. \( \gamma \), contains a head step. Since the system is orthogonal, [15, Lemma 1] yields then that \( \delta \) does not contain a head step. Hence \( \gamma/\delta \neq \delta/\gamma \) since \( \gamma/\delta \) contains a head step as projection of a reduction \( \gamma \) containing a head step over a reduction \( \delta \) containing none, and \( \delta/\gamma \) contains no head step as projection of \( \delta \) containing none over another reduction \( \gamma \), using that \( \mathcal{T}^n \)-rules are non-collapsing. Their sources being \( \rightarrow^+ \)-reachable from \( t \), \( \gamma/\delta, \delta/\gamma \) contradicts minimality of \( \gamma, \delta \).
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Abstract
We present a fully abstract model of a call-by-value language with higher-order functions, recursion and natural numbers, as an exponential ideal in a topos. Our model is inspired by the fully abstract models of O’Hearn, Riecke and Sandholm, and Marz and Streicher. In contrast with semantics based on cpo’s, we treat recursion as just one feature in a model built by combining a choice of modular components.

1 Introduction
This paper is about building denotational models of programming languages with recursion by using categories of sheaves. The naive idea of denotational semantics is to interpret every type \(A\) as a set of values \(J[A]\), every typing context \(\Gamma\) as a set of environments \(J[\Gamma]\), and every term \(\Gamma \vdash t: A\) as a partial function \(J[t]: J[\Gamma] \rightarrow J[A]\), so that composing terms corresponds to composing functions. A more general approach says that a “denotational model” is a category with enough structure, such as a category of sets, so that we regard \(J[\Gamma]\) and \(J[A]\) as objects of that category, and \(J[t]\) as a morphism. In our work here, we work in various categories of sheaves, so that \(J[\Gamma]\) and \(J[A]\) are sheaves, which is not far from the naive set-theoretic idea because categories of sheaves are often regarded as models of intuitionistic set theory. As we will explain, each category of sheaves is captured by a small site, and by combining or comparing sites we can combine and compare different denotational models of programming languages.

We illustrate this by combining sites to give a fully abstract model of a call-by-value PCF. Full abstraction means that two terms \(t, u\) are interpreted as equal functions \((J[t] = J[u])\) if and only if they are contextually equivalent. In PCF, which is a simple functional language, the main challenge for full abstraction is to capture the fact that PCF is sequential, in that it does not have any primitives for parallelism.
Our model is inspired by earlier models that were not explicitly sheaf-theoretic [36, 39, 46]. Our fully abstract model is built by combining many different sites which include one for recursion and that happen to include sites that will turn out to give full definability with truncated natural numbers. Overall, this truncated full definability can be used to prove full abstraction of the model.

Although the focus of this paper is on a simple PCF-like language, a broader agenda is to combine this analysis of recursion and sequentiality with recent sheaf-based models for other phenomena, including concurrency (e.g. [2]), differentiable programming [42, 18], probabilistic programming [16], quantum programming [27] and homotopy type theory [1]. The broader context, then, is to use sheaf-based constructions as a principled approach to building sophisticated models of increasingly elaborate languages.

If the reader is familiar with synthetic domain theory, they may regard the contribution of this paper as an account of full abstraction in that tradition: at a high level we are merging the sheaf model of [14] with the Kripke model of [36], via [9]. We give a survey of synthetic domain theory in §8.2.

We now introduce the key ideas of our paper: to consider a general theory of “normal” models of PCF (§1.1) and then to build a fully abstract one by combining certain sites (§1.2).

### 1.1 Normal models of PCF

The key general definition of our paper is that of “normal model” (Definition 4.1). This has three components: a sheaf category; it has a well-behaved notion of partial function; and it supports recursion. We now discuss these three components. We motivate with the example of the extended vertical natural numbers: the linear order $V = \{0 \leq 1 \leq \cdots \leq n \leq \ldots \infty\}$.

It is informally an interpretation of the ML datatype
\[
\text{datatype v = succ of (unit -> v)}
\]
or
\[
\text{data V = Succ V in Haskell, and it is widely regarded as a source of recursion (e.g. [6]).}
\]

**Sheaf categories.** We interpret types of the language as sheaves and terms as natural transformations between them. Following our motivating example, a (concrete) v-set is a set $X$ together with a given set $C_X \subseteq [V \to X]$ of chains with endpoints; these should be closed under pre-composition with Scott-continuous functions of $V$ and contain all constant functions. For example, any cpo $X$ can be regarded as a concrete v-set where the chains are the chains in $X$ with their limits. The concrete v-sets form the (concrete) sheaves on the one object category $V$ whose morphisms are Scott-continuous functions $V \to V$ (§5). It is helpful to bear in mind two views of this category, or any category of sheaves:

- The external view is that the sheaves comprise sets with infinitary logical relations (of arity $V$). The invariance property has the flavour of a Kripke structure, so they are similar to Kripke logical relations.
- The internal view is that the category of sheaves is a model of intuitionistic set theory, with a special object $V$ for which all functions $V \to V$ are continuous.

**Partial functions with semidecidable domains.** Our programming language contains functions that might not terminate, and so programs correspond to partial functions. Intuitively, we should only consider partial functions with a semidecidable domain. We formalize this by requiring that a normal model have a specified sheaf $\Delta$ of “semidecidable truth values” (§3, Definition 3.1). For example, in concrete v-sets we pick $\Delta = \{0 \leq 1\}$ with $C_\Delta \subseteq [V \to \Delta]$ the characteristic functions of infinite or empty up-sets. In general, a choice of object $\Delta$ induces a “lifting” monad $L$. So we can program with partial functions $X \to L(Y)$ using Moggi’s monadic metalanguage [32].
Recursion via orthogonality. Among the v-sets, there is a canonical sheaf \( \mathcal{V} \), but actually we can construct an analogous sheaf \( \bar{\omega} \) in any sheaf category with a semidecidable truth object \( \Delta \), by taking a limit of a chain (§2.1). We can also define a non-extended vertical natural numbers sheaf \( \omega \) by taking a colimit of a chain; in v-sets this is the set \( \{ 0 \leq 1 \leq \ldots \} \) without an endpoint, with chains all the eventually constant ones.

Our language has recursion, and we interpret recursive definitions in a sheaf \( A \) by using Tarski’s fixed point theorem, by building a chain and taking its formal limit. This can be done in a canonical way when \( A \) is complete, which we define in terms of orthogonality. The conditions says that the morphism \( A^\omega \to A^\omega \) induced by \( \omega \subseteq \bar{\omega} \) is an isomorphism: intuitively, every chain has a canonical upper bound (§2.2). We give a recipe for showing that \( A \) is complete for the interpretation of any type (§3.1).

Recall that cpo’s can be regarded as v-sets. The constructions of product, function cpo, and lifting are all preserved by the inclusion functor hence the interpretation in v-sets is equivalent to the usual one in cpo’s. The point is that we can now follow the same kind of interpretation in any sheaf category with this structure, and we can combine our site \( \mathcal{V} \) with other sites, as we now explain.

1.2 Combining sites and full abstraction

In §6, we build a sheaf category that is a normal model for our variant of PCF, that we show to be fully abstract in Theorem 7.7. Our argument is based on full definability: every morphism has a syntactic counterpart.

Our construction in §7 is non-syntactic, but by way of motivation we first consider a site built from the syntax of PCF. First, let us define a syntactic “semidecidable subset” of a type \( \tau \) to be a definable function \( s : \tau \to \text{unit} \), i.e. it will either terminate or diverge. Now we temporarily define a category \( \text{Syn} \) where the objects are pairs \((\tau, s)\) of a type \( \tau \) and a semidecidable property. A morphism \( f : (\tau, s) \to (\tau', s') \) is a definable function \( f : \tau \to \tau' \) such that \( s = (\lambda x. f(x); ()) \) and \( f = (\lambda x. s(x); \text{let } y = f(x) \text{ in } s'(y); y) \). In other words, the morphisms of this category should be regarded as total maps on their given domains.

The presheaf category \([\text{Syn}^{op}, \text{Set}]\) nearly satisfies all the requirements of a normal model, and since the Yoneda embedding \( \text{Syn} \to [\text{Syn}^{op}, \text{Set}] \) is always full and faithful, we almost have a model with full definability. There are two obstacles which we will explain how to bypass: the natural numbers are not preserved by the Yoneda embedding, and we would prefer a non-syntactic model. To resolve these issues we also need machinery for combining concrete sites.

Natural numbers objects and truncated definability. In a non-trivial sheaf category there are uncountably many morphisms \( N \to N \). This is arguably a good thing, in that we can reason set-theoretically, but it means that we cannot have full definability because the syntax is countable. We follow Milner [31] in considering, for each \( n \), a version of PCF where any natural number \( > n \) triggers divergence. For this truncated language, it is possible to impose a sheaf condition on the site \( \text{Syn} \) so that the Yoneda embedding \( \text{Syn} \to \text{Sh}(\text{Syn}) \) preserves the structure of the language. Now, by combining sites for all possible \( n \), together with \( \mathcal{V} \) to include recursion, we end up with sufficient definability.

Non-syntactic models. To avoid using the syntax of PCF in the definition of the model, we consider a broader semantic class of sites that we can show include ones with truncated full definability. We assemble this broad class of sites by using a general method (§6.3) based on a semantic structure for sequentiality called “structural systems of partitions” [30, 46].
Combining sites and concreteness. PCF satisfies the context lemma, which is to say that the meaning of a term with free variables can be determined by substituting closed values for those variables. In a categorical semantics, since the terminal object interprets the empty context, the context lemma indicates that we are working with categories $E$ that are concrete in the sense that the hom-functor $E(1, -) : E \rightarrow \text{Set}$ is faithful: in effect, we are working with a category of sets and functions.

Sheaf categories are not concrete in general. In fact, in future work we intend to use non-concrete sheaf categories to address non-well-pointed phenomena in semantics [24]. But to model PCF, we need to ensure that when we combine sites we preserve concreteness. To this end we introduce a notion of sum for concrete sites, and show that it is a way of building normal models ($\S 6.4$). Moreover, as we show, there are structure preserving functors out of this sum (Proposition 6.12).

In summary, we build our fully abstract model by taking the sum of all the concrete sites that can be built with structural systems of partitions, together with $V$ for recursion. We then show that all the definable models arise, and hence obtain the definability property, from which we can deduce full abstraction.

2 A categorical setting for recursion

Recursion in a programming language is usually interpreted using Tarski’s fixed point theorem (e.g. [17, §12.5]). Although this is usually phrased in terms of partial orders of some flavour, in this section we provide a general abstract categorical treatment (Theorem 2.2). We give a language and its interpretation in §4.

For this section we fix a cartesian closed category $C$ with a pointed strong monad $L$. Recall that a cartesian closed category allows us to interpret a terminating typed $\lambda$-calculus, and that a strong monad is a triple $(L, \{\eta_X : X \rightarrow L(X)\}_X, \{\gg_X : L(Y)^X \rightarrow L(Y)^{L(X)}\})$ satisfying associativity and identity laws, which allows us to interpret impure computation. A pointed monad is one equipped with a natural family of maps $\bot_A : 1 \rightarrow L(A)$. We will think of $L$ as a partiality monad, so that morphisms $\Gamma \rightarrow L(X)$ are thought of as programs that need not terminate. Our main example is the category $v\text{Set}$ with its lifting monad $L_{v\text{Set}}$ given in §5, and the category $G$ with $L_G$ given in §7 is another. In the meantime, it might help the reader to think of the category whose objects are posets and whose morphisms are monotone maps which preserve all suprema of $\omega$-chains that exist, together with the monad that adds a new element to the bottom of a poset. Then Definition 2.1 below would pick out as a full subcategory the category of $\omega$-cpo’s and $\omega$-continuous maps.

Many of the ideas in this section and in §3 are well established in synthetic/axiomatic domain theory. We review the literature in §8.2.

2.1 Vertical natural numbers

In this abstract setting, provided certain limits and colimits exist, we can construct objects analogous to the linear orders $(0 \leq 1 \leq 2 \leq \ldots)$ and $(0 \leq 1 \leq 2 \leq \cdots \leq \infty)$, respectively called the finite and extended vertical natural numbers. The relationship between these is crucial for Tarski’s fixed point theorem.

We assume that the following sequential diagram has a limit $\bar{\omega}$:

$$1 \xleftarrow{1} L1 \xleftarrow{L(1)} LL1 \xleftarrow{LL(1)} \ldots$$ (1)
We think of this limit as the extended vertical natural numbers. In particular, there is a morphism \( \text{succ}_\omega : \bar{\omega} \to \bar{\omega} \) determined by the cone over diagram (1) with apex \( \bar{\omega} \) given by \( \bar{\omega} \to L^n 1 \xrightarrow{n \cdot \bar{\omega}} L^{n+1} 1 \) and \( \bar{\omega} : 1 \to L^0 1 \). There is another cone with apex 1 given by \( 1 \xrightarrow{\eta_{L^{-1}} \circ \cdots \circ \eta_1} L^n 1 \) which defines a morphism \( \infty : 1 \to \bar{\omega} \). Note that \( \text{succ}_\omega \circ \infty = \infty \).

We also assume that the following diagram has a colimit:

\[
\begin{array}{cccc}
1 & \xrightarrow{\downarrow 1} & L1 & \xrightarrow{L(\downarrow 1)} LL1 & \xrightarrow{L.L(\downarrow 1)} \ldots \\
\end{array}
\]  
(2)

We think of this colimit as the finite vertical natural numbers. In particular, there is a cocone over diagram (2) with apex \( \omega \) given by \( L^n 1 \xrightarrow{n \cdot \bar{\omega}} L^{n+1} 1 \to \omega \) which defines a morphism \( \text{succ}_\omega : \omega \to \omega \). There is a canonical comparison map \( i : \omega \to \bar{\omega} \) which comes from maps \( L^m 1 \xrightarrow{L^m(\downarrow 1)} \ldots \xrightarrow{L^{n-1}(\downarrow 1)} L^n 1 \) for \( m \leq n \) and \( L^m \xrightarrow{L^m-1(\downarrow 1)} \ldots \xrightarrow{L^n(\downarrow 1)} L^n 1 \) for \( m \geq n \).

It is straightforward to check that \( i \circ (\text{succ}_\omega : \omega \to \omega) = (\text{succ}_\omega : \omega \to \bar{\omega}) \circ i \).

### 2.2 Complete objects and fixed points

In the traditional poset-based setting, Tarski’s fixed point theorem requires that every chain has a least upper bound. This completeness can be expressed in this abstract categorical setting because a morphism \( \omega \to X \) can be thought of as a chain in \( X \).

Recall that an object \( X \) is said to be right-orthogonal to a morphism \( f : A \to B \) if every map \( A \to X \) factors uniquely through \( f \). We can then make the following definition:

**Definition 2.1.** An object \( X \in \mathbb{C} \) is \( L \)-complete if it is right-orthogonal to the morphism \( \text{id}_A \times i : A \times \omega \to A \times \bar{\omega} \) for every \( A \in \mathbb{C} \).

For example, in the category of \( \omega \)-cpo’s and continuous maps, all objects are complete for the usual lifting monad. From §3 we will work in sheaf categories where one does not expect this.

The present abstract setting admits the following fixed point theorem. The theorem is about \( L \)-complete objects that are moreover \( L \)-algebras (i.e. objects \( X \) equipped with a morphism \( L(X) \to X \) satisfying conditions). In the poset setting, \( L \)-algebras are just partial orders with a least element.

**Theorem 2.2.** Let \( X \in \mathbb{C} \) be an \( L \)-algebra and \( LX \) an \( L \)-complete object. Then for any map \( g : \Gamma \times L X \to X \) we can construct a fixed point \( \phi_g : \Gamma \to X \) such that \( \phi_g(\rho) = g(\rho, \phi_g(\rho)) \).

Given an interpretation for a language in \( \mathbb{C} \) such that types are \( L \)-complete objects, we can use Theorem 2.2 to interpret fixed points suitable for call-by-value:

**Corollary 2.3.** Consider objects \( \Gamma, A, B \in \mathbb{C} \) such that \( L(LB^A) \) is a \( L \)-complete object. For a morphism \( M : \Gamma \times LB^A \to LB \) we can construct a fixed point \( \text{rec}_M : \Gamma \to LB^A \) such that: \( \text{rec}_M(\rho)(a) = M(\rho, \text{rec}_M(\rho), a) \).

Both fixed points \( \phi_g \) and \( \text{rec}_M \) are constructed in Appendix A.1.

### 3 Partial maps, semidecidability and recursion in toposes

In this section we keep fixed a Grothendieck topos \( \mathcal{E} \). (We will not assume deep familiarity with Grothendieck toposes, but we recall that they are cartesian closed categories with a particularly well behaved notion of subobject and also well-behaved limits/colimits; these toposes turn out to be exactly the categories of sheaves on sites, see §6.1.) We suppose moreover that \( \mathcal{E} \) comes with a suitable notion of “semidecidable subset”, which is classified by an object \( \Delta \) of \( \mathcal{E} \) as follows.
Definition 3.1. For a fixed object \( \Delta \) and a fixed monomorphism \( \top : 1 \to \Delta \), we say a subobject of \( A \) is semidecidable if it is a pullback of \( \top \) along some map \( A \to \Delta \).

We say that \( \top : 1 \to \Delta \) is a generic semidecidable subobject if:
- for every semidecidable subobject \( m : A' \to A \) there is precisely one map \( \phi : A \to \Delta \) such that \( m \) is the pullback of \( \top \) along \( \phi \);
- every \( 0 \to A \) is semidecidable;
- semidecidable monomorphisms are closed under composition.

Our notion is almost exactly what was called a “dominance” in [40] and a “partial truth value object” in [34]. The difference is our requirement that the empty subobjects be semidecidable.

Throughout this section we assume a fixed generic semidecidable subobject \( \top : 1 \to \Delta \).

It is straightforward to show that semidecidable subobjects are closed under finite meets, including top subobjects, and stable under pullback. Moreover, all coproduct inclusions are semidecidable.

A partial map \( A \to B \) consists of a semidecidable subobject \( A' \to A \) and a map \( A' \to B \). Partial maps form a category, which can be given directly or described as the Kleisli category of a certain strong monad \( \Delta \), the lifting monad. The unit of this monad assigns to each object \( B \) its partial map classifier \( B \to \Delta B \), which is characterized by the property that maps \( A \to \Delta B \) correspond to partial maps \( A \to B \) (the domain of the partial map is given by pulling back the subobject \( B \to \Delta B \)). It is well-known that this gives a strong monad on \( \mathcal{E} \) [34, 5], which is moreover commutative and an “equational lifting monad” in the sense of [3]. The fact that \( 0 \to 1 \) is semidecidable means that \( \Delta \) has a point \( \bot_A : 1 \to \Delta A \).

3.1 Recipes for complete objects

We now show that a large amount of recursion comes from the assumption of \( \Delta \)-completeness of the generic semidecidable \( \Delta \). Since we are working in a Grothendieck topos \( \mathcal{E} \), the colimit \( \omega_\Delta \) and limit \( \bar{\omega}_\Delta \) arising from the lifting monad \( \Delta \) exist and are preserved by products, as in §2.1. It is useful to consider a slight strengthening of the \( \Delta \)-completeness condition, which roughly says that an object is \( \Delta \)-complete with respect to partial maps.

Definition 3.2. Let \( \mathcal{O}_\Delta \) be the class of maps in \( \mathcal{E} \) which are pullbacks of maps \( i \times \text{id}_A : \omega_\Delta \times A \to \bar{\omega}_\Delta \times A \) along semidecidable subobjects of \( \bar{\omega} \times A \). Write \( \mathcal{O}_\Delta^0 \) for the class of objects right orthogonal to every map in \( \mathcal{O}_\Delta \).

The following facts are standard and straightforward.
- \( \mathcal{O}_\Delta^0 \) is contained in the class of \( \Delta \)-complete objects.
- \( \mathcal{O}_\Delta \) is closed under the operations \( (\cdot) \times \text{id}_A \), under pullback along semidecidable subobjects, and under colimits in the arrow category of \( \mathcal{E} \).
- \( \mathcal{O}_\Delta^0 \) is a reflective subcategory of \( \mathcal{E} \), closed under limits, and an exponential ideal.

Every Grothendieck topos \( \mathcal{E} \) admits a set \( \mathcal{S} \) which generates \( \mathcal{E} \) under colimits: if \( \mathcal{E} \) is a presheaf topos, one may take \( \mathcal{S} \) to be the representable presheaves; more generally if \( \mathcal{E} \) is a sheaf topos take \( \mathcal{S} \) to be the sheafified representables. Then it follows that the class \( \mathcal{O}_\Delta^0 \) is equivalently the class of objects right orthogonal to a certain small subset of \( \mathcal{O}_\Delta \), those maps of the form \( i \times \text{id}_A \) for \( A \in \mathcal{S} \) taken from the generating set.

We summarize the following consequences of the assumption of \( \Delta \) being \( \Delta \)-complete.

Proposition 3.3. Suppose that \( \Delta \) is \( \Delta \)-complete.
- \( \Delta \) is in \( \mathcal{O}_\Delta^0 \), and for \( A \in \mathcal{E} \), \( A \in \mathcal{O}_\Delta^0 \) if \( \Delta A \) is \( \Delta \)-complete iff \( \Delta A \in \mathcal{O}_\Delta^0 \).
- \( \mathcal{O}_\Delta^0 \) is closed under \( \Delta \) and contains \( 0 \).
- \( \mathcal{O}_\Delta^0 \) is closed under \( I \)-indexed coproducts iff \( \sum J, 1 \in \mathcal{O}_\Delta^0 \) for some set \( J \) with \( |I| \leq |J| \).
We now outline the framework used for our denotational semantics of PCF\(L\) in Corollary 2.3.

Types: \(\tau \ ::= \ 0 \mid 1 \mid \text{nat} \mid \tau + \tau \mid \tau \times \tau \mid \tau \to \tau\)

Values: \(v, w \ ::= x \mid \mathsf{inl} \ v \mid \mathsf{inr} \ v \mid (v, v) \mid \mathsf{zero} \mid \mathsf{succ}(v) \mid \lambda \ x. \ t \mid \mathsf{rec} \ f \ x. \ t\)

Computations: \(t \ ::= \mathsf{return} \ v \mid \mathsf{case} \ v \mathsf{of} \{(\mathsf{inl} \ x \to t), (\mathsf{inr} \ y \to t')\} \mid \pi_1 \ v \mid \pi_2 \ v \mid v \ w \mid \mathsf{case} \ v \mathsf{of} \{(\mathsf{zero} \to t), (\mathsf{succ}(x) \to t')\} \mid \mathsf{let} \ x = t \mathsf{in} t'\)

There are two typing relations, one for values, \(\vdash^v\), and one for computations, \(\vdash^c\), defined as usual. We can define a big-step operational semantics in the usual way, by induction on types, as a relation \(\Downarrow_\tau\) between a closed computation and a closed value, both of type \(\tau\). The complete definitions appear in Appendix B. For example:

\[
\frac{\Gamma, x : \tau \vdash^c t : \tau'}{\Gamma \vdash^\gamma \lambda x. \ t} \quad \frac{\Gamma, f : \tau \to \tau', x : \tau \vdash^c t : \tau'}{\Gamma \vdash^\gamma \mathsf{rec} \ f \ x. \ t : \tau \to \tau'} \quad \frac{t((\mathsf{rec} \ f \ x. \ t) / f, v / x) \Downarrow_{\tau'} w}{(\mathsf{rec} \ f \ x. \ t) \Downarrow_{\tau'} w}
\]

The operational semantics gives the usual notion of contextual equivalence: two computations \(t\) and \(t'\) are contextually equivalent if, for all contexts \(C\) such that \(C[t]\) and \(C[t']\) are closed computations of ground type, \(C[t] \Downarrow_{\tau} v \Leftrightarrow C[t'] \Downarrow_{\tau} v\), and similarly for values.

4.1 Denotational semantics

We now outline the framework used for our denotational semantics of PCF\(v\).

Definition 4.1. A normal model of PCF\(v\) is a Grothendieck topos \(\mathcal{E}\) together with a generic semidecidable subobject \(1 \to \Delta\) such that \(L_\Delta(N_\mathcal{E})\) is a complete object for \(L_\Delta\), where \(N_\mathcal{E} = \sum_0^\infty 1\).

The interpretation of PCF\(v\) types in any normal model \(\mathcal{E}\) is given by \([0] = 0\), \([1] = 1\), \([\text{nat}] = \sum_0^\infty 1 = 1 + 1 + \ldots\), \([\tau \to \tau'] = [\tau] \Rightarrow L_\Delta([\tau'])\), \([\tau \times \tau'] = [\tau] \times [\tau']\), and \([\tau + \tau'] = [\tau] + [\tau']\). The interpretation for values and computations is standard. A value \(\Gamma \vdash^v v : \tau\) is interpreted as a morphism \([\Gamma] \to [\tau]\) in \(\mathcal{E}\). A computation \(\Gamma \vdash^c t : \tau\) is a morphism \([\Gamma] \to L_\Delta([\tau])\). The term \((\mathsf{rec} \ f \ x. \ t)\) can be interpreted with the fixed point constructed in Corollary 2.3.

Since \(\Delta \cong L_\Delta 1\) (Definition 3.1) is a retract of \(L_\Delta(N_\mathcal{E})\), the object \(\Delta\) in a normal model is \(L_\Delta\)-complete. Hence it follows from Proposition 3.3 and its preceding discussion that all PCF\(v\) types are interpreted as \(L_\Delta\)-complete objects in a normal model.
5 Presheaves on the vertical natural numbers

This section describes the category $\text{vSet}$, an example of a normal model. An object of $\text{vSet}$, or a \textit{v-set}, is intuitively a set of points equipped with a abstract collection of limiting $\omega$-chains. We ask that the chains be closed under the action of a monoid of reindexings.

Let $\mathbb{V}$ be the monoid of continuous monotone endomorphisms of the extended vertical natural numbers $\{0 \leq 1 \leq \cdots \leq n \leq \cdots \leq \infty\}$. As such, it is a one-object full subcategory of the category $\text{vCPO}$ of $\omega$-cpos. Recall that the category $[\mathbb{C}^{op}, \text{Set}]$ of presheaves on a small category $\mathbb{C}$ is the category with objects contravariant functors $F : \mathbb{C}^{op} \to \text{Set}$ and morphisms $F \to G$ natural transformations.

\textbf{Definition 5.1.} $\text{vSet}$ is the category $[\mathbb{V}^{op}, \text{Set}]$ of presheaves on $\mathbb{V}$.

Equivalently, $\text{vSet}$ is the category of sets equipped with an action of the monoid $\mathbb{V}$ with equivariant maps. For $X \in \text{Set}$ we think of $X(V)$ as a set of “abstract chains”. We write $|X| = \text{vSet}(1, X)$ for the set of global elements, thought of as “points”; note that we can also describe $|X|$ as the set of $x \in X(V)$ such that $X(e)(x) = x$ for all $e \in \mathbb{V}(V, V)$. Thus each abstract chain $s \in X(V)$ gives an actual chain of points of $X$: $X(c_0)(s), X(c_1)(s), \ldots, X(c_{\infty})(s)$, where $c_n : V \to V$ is the constant map with value $n$ for $n \in \mathbb{N} \cup \{\infty\}$.

The category $\text{vCPO}$ embeds fully-faithfully into $\text{vSet}$ by mapping an $\omega$-cpo $D$ to the set of $\omega$-chains in $D$ each equipped with their supremum. $\text{V}$-sets in the image of $\text{vCPO}$ have several special properties; one of them is that the map $X(V) \to \text{Set}(\mathbb{N} \cup \{\infty\}, |X|)$ given by $s \mapsto \lambda n. X(c_n)(s)$ is injective. An $X \in \text{vSet}$ with this property is called a \textit{concrete v-set}, or \textit{concrete presheaf on $V$} (we recall a generalization of this later in Definition 6.4). For a concrete v-set $X$, the abstract chains in $X(V)$ may be identified with a set of functions $|V| = \mathbb{N} \cup \{\infty\} \to |X|$ containing all constant functions and closed under precomposition with endomorphisms of $V$.

The full embedding $\text{vCPO} \hookrightarrow \text{vSet}$ was already observed by Fiore and Rosolini [13, 14], who then considered a category of sheaves on $\mathbb{V}$ as a model of Synthetic Domain Theory. Their sheaf condition is not relevant to our work here. They consider a dominance in their category $\mathbb{C}$ is the category with objects contravariant functors $F : \mathbb{C}^{op} \to \text{Set}$ and morphisms $F \to G$ natural transformations.

\textbf{Lemma 5.2.} $\Delta_{\text{Set}}$ is a generic semidecidable subobject, as in Definition 3.1.

\textbf{Proof notes.} The most difficult part to check is that semidecidable monomorphisms are closed under composition. Given $\phi : A \to \Delta_{\text{Set}}$ classifying $m : B \to A$ and given $\psi : B \to \Delta_{\text{Set}}$, first note that $\psi$ admits an extension map $\psi' : A \to \Delta_{\text{Set}}$ where, for $x \in A(V)$, $\psi'(x)$ is the greatest element of $\Delta_{\text{Set}}$ (in the lexicographic ordering) such that $\phi(\psi'(x)) = (1, 1, \ldots)$ if it exists and $\psi'(x) = (0, 0, \ldots)$ otherwise. Then if $\psi$ is the classifier of $n : C \to B$, the composite $mn : C \to A$ is classified by the map $\xi : A \to \Delta_{\text{Set}}$ where, for $x \in A(V)$, $\xi(x)_i = \min\{\phi(x)_i, \psi'(x)_i\}$. \hfill\Box

Thus $\text{vSet}$ admits a strong, pointed lifting monad $L_{\text{vSet}}$, given by partial map classifiers as in the discussion following Definition 3.1. This lifting monad can be explicitly given by $(L_{\text{vSet}}X)(V) = \{\bot\} + \sum_{n \in \mathbb{N}} (X(V))_n$ so it has a copy of the set $X(V)$ for each $n \in \mathbb{N}$. The action of an endomorphism $e$ on $V$ is:

$$ (L_{\text{vSet}}X)(e)(s \in (X(V))_n) = \begin{cases} \bot & \text{if } \text{im}(e) \subseteq \{0, \ldots, n - 1\} \\ X(e')(s) \in (X(V))_k & \text{if } e(\{0, \ldots, k - 1\}) \subseteq \{0, \ldots, n - 1\}, \\
 k > n - 1, \ e'(i) = e(k + i) - n & \text{else} \end{cases} $$
and \((L_{\nu Set}X)(e)(\bot) = \bot\). There is a ready intuition for \((L_{\nu Set}X)(e)\) which is precise when \(X\) is a concrete \(v\)-set: an element of \((X(V))_n\) is a sequence \(s\) of elements from \(|X|\), to which we add \(n\) \(\bot\)'s at the beginning. The action \((L_{\nu Set}X)(e)\) of an endomorphism \(e\) of \(V\) is now just the standard reindexing of sequences by function composition \((\bot, \ldots, \bot, s) \circ e\).

We now show that \((v\text{Set}, \Delta_{\nu Set})\) satisfies the conditions of a normal model (Definition 4.1) of \(\text{PCF}_v\), which means showing that \(L_{\nu Set}(N_{\nu Set}) = L_{\nu Set}(\sum_0^\infty 1)\) is \(L_{\nu Set}\)-complete. It is straightforward to give the following explicit description of \(\omega\) and \(\hat{\omega}\): for the \(L_{\nu Set}\) lifting monad on \(v\text{Set}\), the limit \(\hat{\omega}\) is the subobject of maps with bounded image (in particular, eventually constant).

\begin{lemma}
\textbf{Lemma 5.3.} \(\Delta_{\nu Set}\) is \(L_{\nu Set}\)-complete.
\end{lemma}

\begin{proofnotes}
Firstly, one checks that \(\Delta_{\nu Set}\) is orthogonal to \(i: \omega \to \hat{\omega}\), since the maps into \(\Delta_{\nu Set}\) from \(\omega\) or \(\hat{\omega}\) are essentially just the eventually constant binary sequences. Then consider an extension problem \(f: \omega \times A \to \Delta_{\nu Set}\). Precomposing with the surjection on points \(\prod_{x \in |A|} \omega \times 1_{\{x\}} \to \omega \times A\), there is a unique extension to a map \(\prod_{x \in |A|} \hat{\omega} \times 1_{\{x\}}\). This gives a unique candidate extension of \(f\) to \(\hat{\omega} \times A\). To see that this is a valid morphism in \(v\text{Set}\), one simply checks that it maps \((\hat{\omega} \times A)(V)\) into \(\Delta_{\nu Set}(V)\).
\end{proofnotes}

\begin{proposition}
\textbf{Proposition 5.4.} \(L_{\nu Set}(N_{\nu Set}) = L_{\nu Set}(\sum_0^\infty 1)\) is \(L_{\nu Set}\)-complete.
\end{proposition}

\begin{proofnotes}
One observes that any map \(\omega \to L_{\nu Set}(\sum_0^\infty 1)\) or \(\hat{\omega} \to L_{\nu Set}(\sum_0^\infty 1)\) factors through one of the subobjects \(L_{\nu Set}(\iota_i): \Delta_{\nu Set} \cong L_{\nu Set} 1 \to L_{\nu Set}(\sum_0^\infty 1)\), where \(\iota_i: 1 \to \sum_0^\infty 1\) is the \(i\)-th coproduct inclusion.
\end{proofnotes}

Therefore, \((v\text{Set}, \Delta_{\nu Set})\) is a normal model for \(\text{PCF}_v\). Notice that \([0]\) and \([1]\) are concrete \(v\)-sets. It is a standard fact that concrete presheaves are an exponential ideal, and that products and coproducts preserve concrete presheaves. Moreover, by straightforward inspection the lifting monad \(L_{\nu Set}\) preserves concreteness as well. Therefore, the \(\text{PCF}_v\) types are interpreted as \textit{concrete presheaves} in \(v\text{Set}\). This observation is useful for the proof of the next theorem (Appendix A.2) because we only need to compare certain morphisms on their underlying points.

\begin{theorem}
\textbf{Theorem 5.5.} The pair \((v\text{Set}, \Delta_{\nu Set})\) gives a sound and adequate model of \(\text{PCF}_v\).
\end{theorem}

\begin{itemize}
\item \textbf{Soundness:} \(\vdash_v v \implies \llbracket t \rrbracket = \eta_{[\tau]} \circ \llbracket v \rrbracket \in L_{\nu Set}[\tau]\).
\item \textbf{Adequacy:} if \(\tau\) is a ground type, \(\llbracket t \rrbracket = \eta_{[\tau]} \circ \llbracket v \rrbracket \implies \vdash_t v\).
\end{itemize}

\section{Sheaf conditions for sequentiality}

In the previous section we used a simple index category, \(V\), to cut down the interpretation of \(\text{PCF}_v\)-types in \(\text{Set}\) to a model with recursion. In this section we discuss the other index categories and their combinations, which we need for a fully abstract model. The motivation for the new index categories is that they each encapsulate a “prediction” of the underlying sets of the interpretations of types and the definable morphisms between them. Roughly speaking, the relations force each prediction to arise as a full subcategory, including what turns out to be the correct prediction.

\subsection{Sites and sheaves}

As the fully abstract model of \(\text{PCF}_v\) is given as the topos of sheaves on a site, we recall here some necessary definitions. The standard reference is [20], but for us all sites will be small.
A site is a small category \( C \) equipped with a coverage \( J \), where a coverage \( J \) on \( C \) is a set of covering families \( (a, \{ f_i : a_i \to a \mid i \in I \}) \) where \( a \in C \) and each \( f_i \) is a morphism \( f_i : a_i \to a \) with codomain \( a \) such that, whenever \( (a, \{ f_i : a_i \to a \mid i \in I \}) \in J \) and \( g : b \to a \) is in \( C \), there exists \( (b, (h_i : b_i \to b \mid i \in I')) \in J \) such that, for all \( i \in I' \), there exists \( j \in I \) and \( k : b_i \to a_j \) such that \( f_j \circ k = g \circ h_i \).

Given a covering family \( (a, \{ f_i : a_i \to a \mid i \in I \}) \in J \) and a presheaf \( F : C^{op} \to \text{Set} \), a matching family is a collection \( (s_i \in F(a_i) \mid i \in I) \) such that for all \( i, j \in I \), \( b \in C \), \( g : b \to a_i \), and \( h : b \to a_j \) we have \( F(g)(s_i) = F(h)(s_j) \). A sheaf on the site \( (C, J) \) is a presheaf \( F : C^{op} \to \text{Set} \) such that for every covering family \( (a, \{ f_i : a_i \to a \mid i \in I \}) \in J \) and matching family \( (s_i \in F(a_i) \mid i \in I) \) there is a unique element \( s \in F(a) \) such that \( F(f_i)(s) = s_i \) for all \( i \in I \). The element \( s \) is called the amalgamation of the matching family \( (s_i) \). The category of sheaves is denoted \( \text{Sh}(C, J) \).

The notion of coverage we have given here is a minimal one (see A2.1.9 of [20]). There can be several coverages on one category \( C \) giving rise to the same collection of sheaves. It is common to add saturation conditions to the coverage \( J \) to tighten the correspondence between coverages and collections of sheaves, and also to assist calculation. The following two are useful for us.

- **(M)** \( J \) contains \( (a, \{ 1_a : a \to a \} ) \) for all \( a \in C \).
- **(L)** If \( (a, \{ f_i : a_i \to a \mid i \in I \} ) \in J \) and \( (b_i, \{ g_{ij} : b_{ij} \to a_i \mid j \in J_i \} ) \in J \) for \( i \in I \) then \( (a, \{ f_i g_{ij} : b_{ij} \to a \mid i \in I, j \in J_i \} ) \in J \).

**Example 6.1.** Every small category \( C \) admits a “trivial” coverage, where \( J = \emptyset \) and for which all presheaves on \( C \) are \( J \)-sheaves. For us, the trivial coverage on \( C \) is given by \( J = \{ (a, \{ 1_a : a \to a \} ) \mid a \in C \} \), which has the same sheaves (all presheaves) but also satisfies (M) and (L).

A fundamental fact about \( \text{Sh}(C, J) \) is that it is a reflective subcategory of \([C^{op}, \text{Set}]\), i.e. the inclusion functor \( \text{Sh}(C, J) \hookrightarrow [C^{op}, \text{Set}] \) is full, faithful and possesses a left adjoint, which is called sheafification. A coverage is subcanonical if all of the representable presheaves \( C(-, a) \) for \( a \in C \) are sheaves − this means that sheafification leaves representables unchanged as functors \( C^{op} \to \text{Set} \). The trivial coverage is subcanonical, but many useful coverages are not, and in this latter case the sheafified representables play a role analogous to that of the representable presheaves. Hence we will sometimes find it useful to write \( y \) for the composite \( C \to [C^{op}, \text{Set}] \to \text{Sh}(C, J) \) of the Yoneda embedding with sheafification.

### 6.2 Concrete sites

We restrict our attention to a class of sites that are particularly convenient to work with. Unlike the saturation conditions (M) and (L), these restrictions on \( C \) and \( J \) do constrain the possible categories of sheaves. Recall the following from [7].

**Definition 6.2.** A concrete site is a site \( (C, J) \) with a terminal object \( * \) such that the maps \( C(a, b) \to \text{Set}(\{*, a\}, C(*, b)) \) are all injective, and \( \prod_{i \in I} C(*, a_i) \to C(*, a) \) is surjective for every covering family \( (a, \{ f_i : a_i \to a \mid i \in I \}) \in J \).

In a concrete site it is convenient to define \( |c| = C(*, c) \) for \( c \in C \) and to identify each morphism \( c \to d \) with the induced function \( |c| \to |d| \). Thus \( | - | \) is a faithful (but not necessarily full) functor \( C \to \text{Set} \). For a presheaf \( X : C^{op} \to \text{Set} \), we also write \( |X| = X(*) \cong \text{Nat}(1, X) \).

A concrete site need not be subcanonical, but we can describe the sheafified representables as follows. For any set \( A \), the presheaf \( \text{Set}(|-|, A) : C^{op} \to \text{Set} \) is a \( J \)-sheaf. Every representable \( C(-, c) \) embeds into the sheaf \( \text{Set}(|-|, |c|) \) by concreteness and it follows that
the sheafification \( y(c) \) is the smallest subfunctor of \( \text{Set}(|-|,|c|) \) containing \( C(-,c) \) and closed under amalgamation. When \( J \) satisfies (M) and (L), then \( y(c) \) is obtained by closing \( C(-,c) \) under amalgamation in just one step.

\[\text{Example 6.3.} \] The category \( \mathcal{V} \) as given Definition 5.1 is not quite a concrete site, since it lacks a terminal object. However, as is well-known, the idempotent splitting of any small category has an equivalent presheaf category (see A1.1.19 of [20]). As the idempotent splitting of \( \mathcal{V} \) contains a terminal object we are free to add it to \( \mathcal{V} \), which we now treat as a concrete site with the trivial coverage.

A concrete site \( (\mathcal{C}, J) \) is in particular a site, so it has a category \( \text{Sh}(\mathcal{C}, J) \) of sheaves. However, in this setting there is an especially useful subcategory.

\[\text{Definition 6.4.} Let \( (\mathcal{C}, J) \) be a concrete site. A concrete presheaf is a presheaf \( F : \mathcal{C}^{\text{op}} \to \text{Set} \) such that, for every \( a \in \mathcal{C} \), the map \( (F(x : * \to a))_{x \in \mathcal{C}} : F(a) \to \prod_{x \in \mathcal{C}} F \) is injective. A concrete sheaf is a concrete presheaf which is also a \( J \)-sheaf.

The advantage of working with concrete presheaves is that if \( \mathcal{Y} \) is a concrete presheaf, and \( X \) is any presheaf, then natural transformations \( \alpha : X \to Y \) are determined by the function \( \alpha_x : [X] \to [Y] \). As \( Y(a) \subseteq \text{Set}([a], [Y]) \), we can think of \( Y \) as being the set \( [Y] \) together with an \( \text{ob}(\mathcal{C}) \)-indexed family of relations.

We remark that concrete sheaves form a reflective subcategory, and so are closed under limits, and an exponential ideal. All representables are concrete presheaves and concrete presheaves are closed under coproducts. Since every concrete presheaf \( X \) embeds into the concrete sheaf \( \text{Set}(|-|,|X|) \), every concrete presheaf injects into its sheafification and it follows that the concrete sheaves are closed under coproducts in sheaves.

### 6.3 Defining concrete sites via systems of partitions

To help us define sites that we need for full abstraction, we first recall the category \( \text{SSP} \) of Marz and Streicher [29, 30, 46].

\[\text{Definition 6.5.} \text{ Given a finite set } w, \text{ a system of partitions } S^w \text{ is a set containing sets of disjoint subsets of } w, \text{ that is, (partial) partitions of } w, \text{ and satisfying the following axioms:}
\]

1. \( \{w\}, \emptyset \in S^w \).
2. (Refinement) \( P, Q \in S^w \) and \( U \in P \) imply that: \( (P \cup \{U\}) \cup (\{U \cap V \mid V \in Q\} \setminus \emptyset) \in S^w \).
3. \( U, V \in P \in S^w \) implies that \( (P \cup \{U, V\}) \cup (U \cup V) \in S^w \).

The category \( \text{SSP} \) has objects pairs \( (w, S^w) \) of a finite set \( w \) and a system of partitions \( S^w \) for it. A morphism \( f : (v, S^v) \to (w, S^w) \) is a set function \( f : v \to w \) such that if \( P = \{w_1, \ldots, w_n\} \in S^w \), then \( \{f^{-1}(w_1), \ldots, f^{-1}(w_n)\} \setminus \emptyset \in S^v \). Composition is given by composition of functions.

The objects of \( \text{SSP} \) encode the idea of a finite type \( w \) together with a system of computable partial functions \( w \to \mathbb{N} \). It may be helpful to think of these as potentially destructive measurements or observations on an unknown value of type \( w \). A partial function \( P \in S^w \) stands for an equivalence class of such functions which are undefined on \( w \setminus \bigcup P \), constant on each \( U \in P \), and which take distinct values on the members of distinct partition classes \( U, V \in P \), where the equivalence is modulo a permutation of \( \mathbb{N} \). Axioms 1 and 3 correspond to such functions being closed under post-composition with all partial functions \( \mathbb{N} \to \mathbb{N} \), and containing all constant functions (including the totally undefined one). Axiom 2 says that two computable functions \( w \to \mathbb{N} \) can themselves be sequenced together, say by checking whether \( w \vdash_\text{c} t_1 : \text{nat} \) returns 0 and if so returning the outcome of \( w \vdash_\text{c} t_2 : \text{nat} \).
In light of the above, there is a natural notion of “semidecidable subobject” in $SSP$. For $P \in S^w$, there is a monomorphism $(\bigcup P, S^w \upharpoonright P) \to (w, S^w)$, where $S^w \upharpoonright P = \{Q \in S^w : \bigcup Q \subseteq \bigcup P\}$. We say that any monomorphism isomorphic to one of this form is semidecidable. The corresponding notion of partial map admits partial map classifiers and hence a lifting monad. This lifting monad is given by $L_{SSP}(w, S^w)$ having underlying set $w \cup \{\bot\}$ and $S^{L_{SSP}(w, S^w)} = S^w \cup \{(w \cup \{\bot\})\}$. We write $SSP_\bot$ for the Kleisli category of $L_{SSP}$, or equivalently the category of partial maps in $SSP$.

We are interested in faithful functors $F : \mathcal{C} \to SSP_\bot$. The idea is that $\mathcal{C}$ stands for a system of finite types and definable partial functions between them, while $F$ equips each finite type with a system of measurements which is compatible with the partial functions in $\mathcal{C}$. We now construct a topos $\mathcal{E}$ with generic semidecidable subobject such that $\mathcal{E}$ contains $\mathcal{C}$ as a full subcategory, and in which the observations on the $SSP$-object $F(c)$ are precisely the partial maps $c \to N_\mathcal{E} = \sum_0^\infty 1$ in $\mathcal{E}$.

**Definition 6.6.** For a faithful functor $F : \mathcal{C} \to SSP_\bot$ the category $\mathcal{I}_{\mathcal{C}, F}$ is as follows.

- **Objects:** pairs $(c, U)$ where $c \in \mathcal{C}$ and $U = \bigcup P$ for some $P \in S^{F(c)}$ (equivalently $U = \emptyset$ or $(U) \in S^{F(c)}$ by axiom 3 of $SSP$); and a distinguished terminal object $\ast$.

- **Morphisms:** $X \to Y$ are certain functions $|X| \to |Y|$, where $|(c, U)| = U$ and $|\ast| = \{\ast\}$.

  When $X = (c, U)$ and $Y = (d, V)$, we take those functions $f : U \to V$ either constant or for which there is $\phi : c \to d$ in $\mathcal{C}$ such that $F(\phi) : F(c) \to L_{SSP}(F(d))$ has domain $U$ and $F(\phi)(U) \subseteq V$. When either of $X, Y$ is $\ast$, take all functions.

The category $\mathcal{I}_{\mathcal{C}, F}$ serves as “totalization” of $F : \mathcal{C} \to SSP_\bot$, by adding enough subobjects that every partial map can be represented by a total one. It is not enough to take presheaves on $\mathcal{I}_{\mathcal{C}, F}$. We need a coverage in order to force the coproduct $\sum_0^\infty 1$ to have the correct elements. We emphasize that this is not merely an artefact arising from the sum types in $PCF_\omega$, it is necessitated by a normal model having $\text{nat}$ interpreted as the coproduct $\sum_0^\infty 1$.

**Definition 6.7.** Given a faithful functor $F : \mathcal{C} \to SSP_\bot$, the coverage $\mathcal{J}_{\mathcal{C}, F}$ has as covers families of partial identity maps $\{(c, U_i) \to (c, U)\}_{1 \leq i \leq n}$ where $P = \{U_1, \ldots, U_n\} \in S^{F(c)}$ and $\bigcup U_i = U$; and $\ast$ is covered only by the identity.

The following proposition is straightforward. The main point to note is that axiom 2 of $SSP$ is required for the basic coverage axiom. That same axiom is what gives us (L).

**Proposition 6.8.** $(\mathcal{I}_{\mathcal{C}, F}, \mathcal{J}_{\mathcal{C}, F})$ is a concrete site, satisfying the (M) and (L) axioms.

In $Sh(\mathcal{I}_{\mathcal{C}, F}, \mathcal{J}_{\mathcal{C}, F})$ we define $\Delta_{\mathcal{C}, F}$ where $\Delta_{\mathcal{C}, F}(c, U)$ is the set of subsets $U' \subseteq U$ where $(c, U')$ is an object of $\mathcal{I}_{\mathcal{C}, F}$, and $\Delta_{\mathcal{C}, F}(\ast) = \emptyset, \{\ast\}$. The following is straightforward.

**Proposition 6.9.** $\Delta_{\mathcal{C}, F}$ is a concrete sheaf and a generic semidecidable subobject in $Sh(\mathcal{I}_{\mathcal{C}, F}, \mathcal{J}_{\mathcal{C}, F})$. The lifting monad $L_{\mathcal{C}, F}$ preserves concrete sheaves.

We have the following explicit description of the lifting monad: $(L_{\mathcal{C}, F} A)(\ast) = A(\ast) + \{\bot\}$ and $(L_{\mathcal{C}, F} A)(c, U) = \prod_{U' \subseteq U} A(c, U')$, where the coproduct is taken over all $U' \subseteq U$ such that there exists a partition $P \in S^{F(c)}$ such that $\bigcup P = U'$ (i.e. $(c, U')$ is an object of $\mathcal{I}_{\mathcal{C}, F}$).

One should not expect $\Delta_{\mathcal{C}, F}$ to be $L_{\mathcal{C}, F}$-complete. It is only by summing with $\mathbb{V}$ as in the next section that we obtain a complete generic semidecidable subobject. For this purpose it is still useful to describe the objects $\omega_{\mathcal{C}, F}$ and $\bar{\omega}_{\mathcal{C}, F}$ explicitly. They are both concrete sheaves, and we can make the identifications $\bar{\omega}_{\mathcal{C}, F}(\ast) \cong \mathbb{N} \cup \{\infty\}$ and $\omega_{\mathcal{C}, F}(\ast) \cong \mathbb{N}$. More generally, for $(c, U) \in \mathcal{I}_{\mathcal{C}, F}$, elements of $\omega_{\mathcal{C}, F}(c, U)$ are $\mathbb{N}$-indexed descending sequences of semidecidable subsets of $U$. The set $\bar{\omega}_{\mathcal{C}, F}(c, U)$ consists of the $(\mathbb{N} \cup \{\infty\})$-indexed descending sequences of semidecidable subsets of $U$. Note that there is no continuity condition at infinity, the last subset need only be contained in the intersection of the earlier ones.
6.4 Summing concrete sites

The fully abstract model depends on combining many different sites together. Here we describe this process as an elementary construction for “summing” a small collection of concrete sites.

\[ \text{Definition 6.10.} \text{ Let } \{(C_i, J_i)\}_{i \in I} \text{ be a (non-empty) family of concrete sites. Then } \sum_{i \in I} C_i \text{ is the category whose objects are } \coprod_{i \in I} \text{ob}(C_i)/ \sim, \text{ where } \sim \text{ identifies the terminal objects in each category, and whose morphisms } (c \in C_i) \to (d \in C_j) \text{ are those functions } |c| \to |d| \text{ which are in } C_i \text{ if } i = j \text{ and all constant functions if } i \neq j. \text{ The coverage } \sum_i J_i \text{ has precisely the covers of } J_i \text{ for } c \in C_i \text{ and } \star \text{ covered by the identity.} \]

It is straightforward to see that \((\sum_{i \in I} C_i, \sum_{i \in I} J_i)\) is a concrete site. It satisfies axioms (M) and (L) if all the \((C_i, J_i)\) do, but it need not be subcanonical even when the \((C_i, J_i)\) are. Let us write \(\text{in}_j\) for the inclusion \(C_j \to \sum_{i \in I} C_i\). Recall that there is an adjoint triple \((\text{in}_i)^*, \text{in}_i^* \dashv \text{in}_i^*\), where \((\text{in}_i)^* : [\sum_{i \in I} C_i^{\op}, \text{Set}] \to [C_i^{\op}, \text{Set}]\) is given by precomposition with \(\text{in}_j\) and its adjoints are given by left and right Kan extension.

\[ \text{Lemma 6.11.} \ (\text{in}_i)^* \text{ and } (\text{in}_j)^*, \text{ preserve sheaves and the latter is full and faithful; } (\text{in}_j)^* \text{ preserves finite limits. A presheaf } F \in [\sum_{i \in I} C_i^{\op}, \text{Set}] \text{ is a } (\sum_{i \in I} J_i)^\text{-sheaf iff } (\text{in}_i)^*F \in [C_i^{\op}, \text{Set}] \text{ is a } J_i\text{-sheaf for all } j \in I. \text{ Similarly } \check{F} \text{ is a } \check{C}_i\text{-presheaf iff } (\text{in}_i)^*\check{F} \text{ is a concrete presheaf.} \]

In summary, \(\text{in}_j\) induces a local geometric morphism \(\text{Sh}(\sum_{i \in I} C_i, \sum_{i \in I} J_i) \to \text{Sh}(C_j, J_j)\) meaning there is an adjoint triple, which we also write as \((\text{in}_j)^* \dashv (\text{in}_j)^* \dashv (\text{in}_j)^*\), where \((\text{in}_j)^*\) is precomposition with \(\text{in}_j\) and \((\text{in}_j)^*\) is given by left Kan extension along \(\text{in}_j\) followed by sheafification, such that \((\text{in}_j)^*\) preserves finite limits and both \((\text{in}_j)^*\) and \((\text{in}_j)^*\) are full and faithful. Moreover, each \((\text{in}_j)^*\) preserves the respective sheafified representables, and being a (concrete) sheaf for the summed site can be detected by checking under \((\text{in}_j)^*\) for every \(j \in I\). The functors \((\text{in}_j)^*\) are jointly faithful and satisfy \(|(\text{in}_j)^*Y| \cong |Y|\). If \(Y\) is a concrete presheaf then a function \(f : |X| \to |Y|\) gives a natural transformation \(X \to Y\) iff it gives a natural transformation \((\text{in}_j)^*X \to (\text{in}_j)^*Y\) for every \(j \in I\).

We also make the following straightforward observations about monad-lifting.

\[ \text{Proposition 6.12.} \text{ Let } T \text{ be a (strong) monad on Set, and suppose that, for } i \in I, \ T_i \text{ is a strong monad on } \text{Sh}(C_i, J_i) \text{ which lifts } T_i \text{ through the global sections function } \text{Sh}(C_i, J_i) \to \text{Set}. \]

1. There is a unique strong monad \(\bar{T}\) on \(\text{Sh}(\sum_{i \in I} C_i, \sum_{i \in I} J_i)\) which lifts each of the \(T_i\) through \((\text{in}_j)^* : \text{Sh}(\sum_{i \in I} C_i, \sum_{i \in I} J_i) \to \text{Sh}(C_j, J_j)\).
2. If each \(T_i\) is the partial map classifier for a generic semidecidable subobject \(\Delta_i\) in \(\text{Sh}(C_i, J_i)\), then there is a generic semidecidable subobject \(\Delta\) on \(\text{Sh}(\sum_{i \in I} C_i, \sum_{i \in I} J_i)\) whose partial map classifier is \(\bar{T}\).
3. The colimit \(\omega_T\) and limit \(\bar{\omega}_T\) are sent to \(\omega_{T_i}\) and \(\bar{\omega}_{T_i}\) by \((\text{in}_j)^*\).

7 A fully abstract model of PCF\(_v\)

Let \(I_{\text{PCF}}\) be the set of all concrete sites of the form \((\mathcal{C}_i, J_i)\) where \(\mathcal{C}\) has countably many morphisms, together with the site \(V\) (as a concrete site with trivial coverage). For convenience, we continue to write \(I_{\text{PCF}} = \{(\mathcal{C}_i, J_i) : i \in I_{\text{PCF}}\}\), and we write \(\Delta_i\) for the specified generic semidecidable subobject in \(\text{Sh}(\mathcal{C}_i, J_i)\), and \(L_i\) for its associated lifting monad.
Definition 7.1. Let \((I, J)\) be the sum of \(I_{\text{PCF}}\) (Definition 6.10) and let \(G = \text{Sh}(I, J)\).

For \(j \in I_{\text{PCF}}\), we continue to write \((\inj_j)_! \dashv (\inj_j)^* \dashv (\inj_j)_*\) for the adjoint triple induced by \(\inj_j : C_j \hookrightarrow \sum_{i \in I_{\text{PCF}}} C_i\), as in Lemma 6.11. We write \(y\) for all sheafified Yoneda embeddings.

We now show that \(G\) is a normal model of \(\text{PCF}_v\), and subsequently a fully abstract model. The generic semidecidable subobject \(\Delta_G\) is given by \(\Delta_G(c) = \Delta_\iota(c)\) for \(c \in C_i\), as in Proposition 6.12. Thus the lifting monad \(L_G\) is determined by \((\inj_j)^*(L_G A) \cong L_j((\inj_j)^* A)\). We can describe \(N_G = \sum_0^\infty 1\) explicitly: its set of points is \(N_G(*) = N; N_G(V)\) has only constant sequences in \(N\); and \(N_G(c, U)_{C, F} = \{h : U \to N \mid \{h^{-1}(k) \mid k \in N\} \in S^w\}\). We have the following (see Appendix A.3 for a proof):

Proposition 7.2. \(L_G(N_G)\) is \(L_G\)-complete.

Thus \(G\) satisfies the conditions of Definition 4.1, so \(G\) admits an interpretation of \(\text{PCF}_v\). Moreover, it is straightforward to check that \(L_G\) preserves concrete sheaves and hence by the discussion in §6.2 the interpretation \(\llbracket\sigma\rrbracket\) of each \(\text{PCF}_v\)-type \(\sigma\) is a concrete sheaf. The statement that the interpretation of \(\text{PCF}_v\) in \((G, \Delta_G)\) is adequate is the same as Theorem 5.5, and the proof is also essentially the same (see also [45]).

7.1 Partial types

As discussed in the introduction, our strategy for obtaining a fully abstract model is to find a model where sufficiently many morphisms are definable. We cannot expect all morphisms to be definable since there are only countably many programs but in a normal model the interpretation of \(\text{nat} \to \text{nat}\) always has uncountably many points. Following [31] we show definability only for “partial types” – these are finite approximations to the set of points of each type. As discussed in §6, the site of our sheaf model contains “predictions” of the extent of each partial type and the system of definable functions between them. In the proof of full abstraction we will choose the prediction which is actually realized.

We do not need to consider an intrinsic definition of compactness in a normal model of \(\text{PCF}_v\), we simply use definable idempotents to define the partial types. The following was adapted to call-by-value from the call-by-name formulations found in [36, 46].

Definition 7.3. For each type \(\sigma\) and \(n \in \mathbb{N}\), define a computation \(x : \llbracket\sigma\rrbracket \vdash^v \psi_n^\sigma : \sigma\) by recursion on \(\sigma\) where \(\psi_n^{\text{nat}}\) is “if \(x\) \leq n then \(x\) else diverge”, and \(\psi_n^\sigma = x, \psi_n^\sigma = x, \psi_n^\sigma = \psi_n^\sigma\).

We write \(h_n^\sigma : \llbracket\sigma\rrbracket \to L_G[\llbracket\sigma\rrbracket]\) for the denotation of \(\psi_n^\sigma\) in \(G\). We will say that \(h_n^\sigma\) fixes \(x \in \llbracket\sigma\rrbracket\) if \(h_n^\sigma(x) = \eta_\sigma\iota(x)\).

Proposition 7.4. Each \(h_n^\sigma\) is an idempotent Kleisli arrow and fixes finitely many points.

Proof notes. By induction on \(\sigma\). It is clear \(h_n^{\text{nat}}\) is idempotent and fixes precisely the subobject \(1 + \ldots + 1\) of \(\llbracket\text{nat}\rrbracket\) given by the first \(n + 1\) points. For function types, \(h_n^{\sigma \to \tau}\) acts on morphisms \(f : \llbracket\sigma\rrbracket \to L_G[\tau]\) by \(f \mapsto (h_n^\sigma)^* \circ f \circ h_n^\tau\) (where \((-)^*\) is Kleisli extension). The other cases are similar.
From the above it is clear that we can inductively define a system of subobjects $[\sigma]_n \rightarrow [\sigma]$, each with only finitely many points, such that the composite $[\sigma]_n \rightarrow [\sigma] \rightarrow L_G[\sigma]$ admits a retraction in the Kleisli category, making $[\sigma]_n$, a splitting of the idempotent $h^\sigma_n$. By construction, these objects satisfy $[\sigma \rightarrow \tau]_n \cong [\sigma]_n \rightarrow L_G[\tau]_n$, $[\sigma + \tau]_n \cong [\sigma]_n + [\tau]_n$, and $[\sigma \times \tau]_n \cong [\sigma]_n \times [\tau]_n$. Treating contexts just as product types in the obvious way, we can think of the partial types $[\sigma]_n$ as giving a “truncated” interpretation of PCF$_v$-types. A computation $\Gamma \vdash^c t : \sigma$ denotes the morphism $[\Gamma]_n \rightarrow L_G[\sigma]_n$ given by sequencing $[t] : [\Gamma] \rightarrow L_G[\sigma]$ with the appropriate section and retraction.

The next lemma tells us that every type $\sigma$ is the “supremum” of a chain of partial types. If we choose a point $x$ of $[\sigma]$, $h^\sigma(n,x) = h^\omega_n(x)$ is its level $n$ approximation. The existence of $h^\sigma$ means these approximations form a chain, and $H^\sigma$ witnesses that the supremum is $x$.

**Lemma 7.5.** The assignment $h^\sigma(n,x) = h^\omega_n(x)$ defines a morphism $h^\sigma : \omega_G \times [\sigma] \rightarrow L_G[\sigma]$ in $G$, whose unique extension $H^\sigma : \omega_G \times [\sigma] \rightarrow L_G[\sigma]$ satisfies $H^\sigma(\infty,x) = x$.

**Proof notes.** The first claim uses the fact that all types are interpreted as concrete sheaves. The second claim is proved by induction on $\sigma$. For example, when $\sigma = \text{nat}$, $H^{\text{nat}}(-,n)$ is eventually constant with value $n$. For $\sigma \rightarrow \tau$, $H^{\sigma \rightarrow \tau}(-,f)$ is the sequence with $n \mapsto H^\sigma(n,-)^{\dagger} \circ f^\dagger \circ H^\tau(n,-)$ (where $(-)^{\dagger}$ is Kleisli extension). For each $x \in [\sigma]$, this is the diagonal of the square array $m,n \mapsto H^\sigma(m)^{\dagger}(f^\dagger(H^\tau(n,x)))$, so one can take the limit separately in the two indices.

### 7.2 Definability for partial types in $G$

We show that, for each $n$, one of the sites used to obtain $G$ was a correct prediction, and so our summed site already contains the truncated interpretation of PCF$_v$-types. Let $C_n$ be the category whose objects are types $\sigma$ and whose morphisms $\sigma \rightarrow \tau$ are morphisms $[\sigma]_n \rightarrow L[\tau]_n$ which arise as the interpretation of a term $x : \sigma \vdash^c t : \tau$. Let $F_n : C_n \rightarrow \text{SSP}_L$ map $\sigma$ to $([\sigma]_n, S^\sigma,n)$ where $P \in S^\sigma$ iff $P$ is the collection of non-empty fibres of a map $[\sigma]_n \rightarrow L[\text{nat}]$ which arises as the interpretation of a term $x : \sigma \vdash t : \text{nat}$. We treat contexts $\Gamma$ as objects of $C_n$ by identifying them with a product type.

Although the global elements of the sheafified representable $y((\sigma,U)_{C_n,F_n})$ are naturally identified with $U$, it is not clear that there is a morphism $y((\sigma,U)_{C_n,F_n}) \rightarrow [\sigma]_n$ corresponding to the inclusion. Nevertheless, since the latter is a concrete sheaf there is an identification of $[\sigma]_n((\Gamma,U)_{C_n,F_n})$ with a subset of the functions $U \mapsto [\sigma]_n$. Moreover, $L_G([\sigma]_n)((\Gamma,U)_{C_n,F_n})$ can be identified with a subset of the partial functions $U \mapsto [\sigma]_n$, whose domain $U' \subseteq U$ is an element of $\Delta_G((\Gamma,U))$, i.e. definable by a computation $\Gamma \vdash^c t : 1$.

For convenience, let us write $in_n : IC_n,F_n \leftrightarrow I$ for the inclusion of sites. Recall from Lemma 6.11 that $in_n$ induces an adjoint triple $(in_n) \dashv (in_n)^* \dashv (in_n)_*$, where $(in_n)_*$ preserves finite limits and representables, and $(in_n)_*(in_n)_*$ are full and faithful. The next lemma is crucial and is proved in Appendix A.3. Note that, in particular, it implies that every point of $[\sigma]_n$ is the interpretation of a closed value.

**Lemma 7.6.** There is an isomorphism $y(\sigma, [\sigma]_n) \rightarrow (in_n)^*[\sigma]_n$ in $\text{Sh}(IC_n,F_n,JC_n,F_n)$.

**Theorem 7.7 (Full abstraction).** If two PCF$_v$ computations $\Gamma \vdash^c t, t' : \sigma$ are contextually equivalent then $[t] = [t']$, and similarly for values.

**Proof notes.** The computations $t, t'$ denote morphisms $[\Gamma] \rightarrow L_G[\sigma]$. By an induction on $\sigma$, $[t]$ and $[t']$ agree on their restrictions to $[\Gamma]_n$ : for the function type $\sigma \rightarrow \tau$ ones uses the fact that every point of $[\sigma]_n$ is definable and applies the induction hypothesis for $\tau$. It
follows that \([\mathcal{L}_{\mathcal{G}}^\dagger \circ H^\Gamma] \circ [\mathcal{T}^\dagger] \circ H^\Gamma\) agree on \(\omega \times \mathcal{G} \times \Gamma\) (where \((-)^\dagger\) is Kleisli extension). But \(L_{\mathcal{G}}[\mathcal{F}]\) is \(L_{\mathcal{G}}\)-complete, so they also agree on \(\bar{\omega} \times \mathcal{G} \times \Gamma\). Evaluating at \(\infty\), we get \([\mathcal{T}] = [\mathcal{T}']\) by Lemma 7.5. The proof for values is similar.

8 Related work and research directions

8.1 Comparison with the model of Riecke-Sandholm

Our fully abstract model of \(\text{PCF}_v, \mathcal{G}\), is heavily inspired by the fully abstract model for call-by-value \(\text{FPC}\) of Riecke and Sandholm [39], itself inspired by [36, 43] (see also subsequent work [29, 30, 46, 22]). Our sites \(\mathcal{I}_{\mathcal{C},F}\) (Definition 6.6) are close to the “varying arities” of [39]; their index category \(\mathcal{C}\) [39, §3.4] corresponds to our \(\mathcal{C}\), and their “path theory” \(S^w\) corresponds to our \(\text{SSP}\) structure \(S^w\).

The objects of our \(\mathcal{G}\) are in particular \(\mathcal{V}\)-sets, and if we insist that they are moreover \(\omega\)-cpos then the Kleisli category of \(L\) is almost equivalent to the category \(\mathcal{RCPO}\) of [39]. Our sheaf condition corresponds to the structure of a “computational relation” from [39].

There are some technical differences: they use directed cpos rather than \(\omega\)-cpos, and they did not require morphisms \(f : v \to w \in \mathcal{C}\) to pull back a partition from \(S^w\) to a partition from \(S^v\). But at a higher level, while it is possible that Riecke and Sandholm had sheaves and monads in mind, those concepts which are central to this paper are not explicit in [39].

8.2 Comparison with work on “Synthetic Domain Theory”

The vision of synthetic domain theory (SDT) is that, by working in an intuitionistic set theory, we can interpret types as sets and assume that all functions are suitably continuous. Our work intersects with many of the methods of this theory, even if our motivation is less philosophical and rather to use sheaf categories to build and relate models. We comment on several aspects of SDT.

Partiality. Our treatment of partial maps (§3) is based on [40] and our development of lifting monads on [34, 33]. In recent years the restriction categories of [4, 5] have become increasingly popular, although these can be related to earlier methods. Our construction of \(\mathcal{I}_{\mathcal{C},F}\) is reminiscent of the “splitting” of a restriction category, and our construction of \(\text{Sh}(\mathcal{I}_{\mathcal{C},F}, J_{\mathcal{C},F})\) is reminiscent of the free cocompletion of [26, 15].

Recursion. Our treatment of recursion (§2) perhaps originates in [9, 10] or [28, §5]; more abstract treatments of the latter were given later [35, 38]. Orthogonality also plays a central role in the representation theorem of [12]. SDT permits an alternative, more refined analysis of recursion, based on “replete objects” [19, 47], which we have not yet pursued.

Sheaf categories. Much work on SDT has focused on realizability categories, but there has been substantial work on sheaf models too, beginning from Scott [41], and running through to the notion of a “Grothendieck model of SDT” [9] which roughly agrees with our notion of normal model (Definition 4.1). The early idea of a “Scott topos” was to take sheaves on a model of the untyped \(\lambda\)-calculus; this is further developed in [40, §7.2] and [47, §5]. Later work considered the monoid \(\mathcal{V}\) [14, 13] and a stable version of it [13, 9], which is a step towards sequentiality. Sheaf constructions are also very relevant to definability arguments in terminating, typed calculi [11, 21], so it is perhaps surprising that fully abstract sheaf models of SDT have not been considered previously. Going beyond PCF, one point is that sheaf categories arguably cannot support a small complete category, which is useful for impredicative polymorphism [44, Ax. 3], although there are sheaf models of System F nonetheless [37, Thm. 4.6].
8.3 Summary and outlook

We have given a sheaf theoretic model of a call-by-value PCF (§4) which is fully abstract (§7). Our model uses a categorical framework for partiality (§3) and recursion (§2), and is based on combining sites for sequentiality (§6) with a site for recursion (§5). The way that sites for sheaves can be combined and compared plays a crucial role. Looking beyond this work, we anticipate that in the future it will be informative to use the flexibility of sheaves and sites to compare and combine the methods for recursion here with recent sheaf methods for other aspects of programming (e.g. [16, 18, 27, 42]).
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Recursion and Sequentiality in Categories of Sheaves

Then we can use the result from the previous paragraph to get a fixed point which is not hard.

Consider a map $f : \Gamma \times LX \rightarrow LX$, an algebra for $LB$ is a morphism. To construct a fixed point $\xi : \Gamma \rightarrow LB^A$ for $M$, notice that $LB^A$ is an algebra for $L$ because $L$ is strong, so we have:

$$\xi(f) = \xi(f)(\rho, \xi(\rho)) = f(\rho, \xi(\rho)).$$

This shows that $\xi$ is a fixed point, and we have constructed a fixed point in $LB^A$ for $f$. The sequence of maps $\xi_n : \Gamma \times L^n \rightarrow LX$ forms a cocone with apex $LX$ for diagram 2. For this we can show by induction on $n$ that $\xi_n(\rho, \xi_{n+1}(\rho)) = \xi_n(\rho, \xi)$. Next we show that $\xi_n(\rho) = \xi_n(\rho, \xi)$. The sequence of maps $\xi_n \circ (id_\Gamma \times \eta_{L^1})$ forms a cocone with apex $LX$ for diagram 2. Its comparison arrow is $\xi_n \circ (id_\Gamma \times \eta_{L^1})$. Similarly the sequence $f \circ (\pi_1, \xi_n)$ forms a cocone with comparison arrow $f \circ (\pi_1, \xi_n)$. So it suffices to show $\xi_n \circ (id_\Gamma \times \eta_{L^1}) = f \circ (\pi_1, \xi_n)$ which is not hard.

Assume, as in Corollary 2.3, that $M : \Gamma \times LB^A \times A \rightarrow LB$ is a morphism. To construct a fixed point $\text{rec}_M : \Gamma \rightarrow LB^A$ for $M$, notice that $LB^A$ is an algebra for $L$ because $L$ is strong, so we have:

$$\text{rec}_M(\Gamma) = \xi(\rho).$$

Finally, we need to show that $\xi$ is indeed an algebra. Let $\eta : \Gamma \times LX \rightarrow LX$ be the unique extension of $\xi$. Observe that $\eta \circ (id_\Gamma \times \eta_{LB^A}) = f \circ (\pi_1, \eta_{LB^A})$ as well. Then let $\xi(f) = \eta(f, \xi)$. Notice that $\eta(f, \xi)$ is a fixed point of $\eta$.

**A. Fixed Points**

Let $X \in \mathbb{C}$ be such that $LX$ is a $L$-complete object. Then, for any map $f : \Gamma \times LX \rightarrow LX$, we can construct a map $\xi_f : \Gamma \rightarrow LX$ with $f(\rho, \xi_f(\rho)) = \xi_f(\rho)$ as follows.

First define a family of maps $\xi_n : \Gamma \times L^n \rightarrow LX$ as follows: $\xi_0(\rho, \xi) = \bot$ and $\xi_{n+1}$ as follows.

Next we show that $\xi_n(\rho, \xi_{n+1}(\rho)) = \xi_n(\rho, \xi)$. The sequence of maps $\xi_n \circ (id_\Gamma \times \eta_{L^{n+1}})$ forms a cocone with apex $LX$ for diagram 2. Its comparison arrow is $\xi_n \circ (id_\Gamma \times \eta_{L^{n+1}})$. Similarly the sequence $f \circ (\pi_1, \xi_n)$ forms a cocone with comparison arrow $f \circ (\pi_1, \xi_n)$. So it suffices to show $\xi_n \circ (id_\Gamma \times \eta_{L^{n+1}}) = f \circ (\pi_1, \xi_n)$ which is not hard.

Assume, as in Theorem 2.2, that $X \in \mathbb{C}$ is an $L$-algebra and $LX$ an $L$-complete object. Consider a map $g : \Gamma \times X \rightarrow X$. We will construct a fixed point $\phi_g : \Gamma \rightarrow X$ for $g$.

Using the algebra structure of $X$, $(X, \alpha)$, we can construct a map:

$$\Gamma \times LX \xrightarrow{1 \times \alpha} \Gamma \times X \xrightarrow{\eta} X \xrightarrow{\phi_g} LX.$$

Then we can use the result from the previous paragraph to get a fixed point $\xi : \Gamma \rightarrow LX$ of this map. So the candidate fixed point for $g$ will be $\phi_g = \alpha \circ \xi$. And indeed:

$$g \circ (1, \alpha \circ \xi) = \alpha \circ (\eta \circ g \circ (1 \times \alpha)) \circ (1, \xi) \quad \text{because } \alpha \text{ is an algebra}$$

$$= \alpha \circ \xi \quad \text{because } \xi \text{ is a fixed point}.$$

Assume, as in Corollary 2.3, that $L(LB^A)$ is an $L$-complete object and $M : \Gamma \times LB^A \times A \rightarrow LB$ is a morphism. To construct a fixed point $\text{rec}_M : \Gamma \rightarrow LB^A$ for $M$, notice that $LB^A$ is an algebra for $L$ because $L$ is strong, so we have:
\[
L(LB^A) \times A \xrightarrow{\delta_{LA,LB}} L(LB^A \times A) \xrightarrow{\text{Lev}} LLB \xrightarrow{\mu_B} LB.
\]

We can curry \( M \) to get \( \Gamma \times LB^A \to LB^A \) and then construct \( \text{rec}_M \) as in the previous paragraph.

### A.2 Adequacy for vSet

**Theorem 5.5.** The pair \((\text{vSet}, \Delta_{\text{vSet}})\) gives a sound and adequate model of PCF\(_v\).

- **Soundness:** \( t \downarrow \tau v \implies \llbracket t \rrbracket = \eta_{\downarrow \tau} \circ \llbracket v \rrbracket \in L_{\text{vSet}}[\tau] \).
- **Adequacy:** if \( \tau \) is a ground type, \( \llbracket t \rrbracket = \eta_{\downarrow \tau} \circ \llbracket v \rrbracket \implies t \downarrow \tau v \).

**Proof sketch.** Soundness is proved easily by induction on the definition of \( \downarrow \tau \).

Adequacy is proved using the standard method for cpo’s. We define a logical relation by induction on types that says when a term is approximated by an element of the model:
\[
\llbracket t \rrbracket \downarrow \tau = \{ (d,u) \mid \forall a \in \llbracket \tau \rrbracket, w \in \text{Val}_\tau, a \llbracket v \rrbracket w \implies (d,a) \llbracket \text{comp} \rrbracket (v,w) \}
\]
\[
\llbracket t \rrbracket \text{comp} = \{ (d,t) \mid \text{if } d = \eta_{\downarrow \tau} \circ d’ \text{ then } \exists w, t \downarrow \tau w \text{ and } d’ \llbracket v \rrbracket w \}.
\]

Then we prove the fundamental property of this logical relation and show it is enough to obtain adequacy.

The fundamental property is proved by induction on terms. For the rec case we prove by induction on types that all subobjects of the form \( \{ \text{(-) \llbracket \text{comp} \rrbracket t”} \} \) are closed under sups of chains. (Here a chain is a map \( \omega \to L_{\text{vSet}}[\tau”] \), and a chain with a lub is \( \bar{\omega} \to L_{\text{vSet}}[\tau”] \).)

This replaces the proof from cpo’s that the logical relation is an admissible subset. \( \blacklozenge \)

### A.3 A fully abstract model of PCF\(_v\)

**Proposition 7.2.** \( L_G(N_G) \) is \( L_G \)-complete.

**Proof.** Consider an extension problem \( f : (n_j \cdot y(c))) \times \omega_G \to L_G(N_G) \), where \( c \in C_j \), and consider two cases for \( j \). Firstly, if \( j \) is \( \forall \), then \( (n_j \cdot f) : y(c) \times \omega_{\text{vSet}} \to L_{\text{vSet}}(N_{\text{vSet}}) \) has a unique extension to a map \( y(c) \times \omega_{\text{vSet}} \to L_{\text{vSet}}(N_{\text{vSet}}) \) in \( \text{vSet} \), where the underlying function on points \( \phi : |c| \times |\omega_{\text{vSet}}| \to [N \cup \{\bot\}] \) is given by taking \( \phi(x, \infty) \) to be the eventual value of \( \phi(x, n) \) as \( n \to \infty \). It remains to check that \( \phi \) underlies a natural transformation \( (n_j \cdot y(c)) \times \omega_G \to L_G(N_G) \) in the sheaf category \( G \). This is so since if \( d \in C_k \) with \( k \neq \) then \( |d| \) is finite and thus for any pair \( (g,h) \in (n_j \cdot y(c)) \times \omega_G \) we have \( (\phi \circ (g,h))(y) = \phi(g(y), \min(N, h(y))) = f(g(y), \min(N, h(y))) \in L_{\text{vSet}}(N_{\text{vSet}})(d) \) for some \( N \in \mathbb{N} \) not depending on \( y \in |d| \). Secondly, if \( j \) is of the form \( (\mathcal{I}_C, \mathcal{F}_C, P) \) for some faithful functor \( F : \mathcal{C} \to \text{SSP}_\bot \), then since \( |c| \) is finite \( f \) factorizes as a retraction \( (n_j \cdot y(c)) \times \omega_G \to (n_j \cdot y(c)) \times L_G^n 1 \to \Delta_G \). This gives one possible extension of \( f \) to \( (n_j \cdot y(c)) \times \omega_G \). Since it must also be a morphism of the underlying \( v \)-sets, it is unique. \( \blacklozenge \)

We will need the following result on preservation of exponentials, which can be extracted from the proof of Lemma A1.5.8 in [20].

**Proposition A.1 (Frobenius reciprocity).** Let \( F : \mathcal{C} \to \mathbb{D} \) be a functor between cartesian closed categories with a left adjoint \( L \dashv F \). Then \( F \) preserves a given exponential \( A \Rightarrow C \iff \) for all \( B \in \mathbb{D} \), \( C \) is right-orthogonal to the canonical map \( L(B \times FA) \to LB \times A \).
Lemma 7.6. There is an isomorphism $y(\sigma, [\sigma]_n) \to (in_n)^* [\sigma]_n$ in Sh($\mathcal{I}_{\mathcal{C}_n,F_n}, \mathcal{J}_{\mathcal{C}_n,F_n}$).

Proof. First note that $(in_n)^*$ is faithful on maps into concrete sheaves, and while not in general full, it is bijective on global elements. We proceed by induction on $\sigma$. Since $[1]_n$ is a terminal object and $[0]_n$ is an initial object, both are preserved by $(in_n)^*$ so the claim there is trivial. Similarly, $(in_n)^*$ preserves sums and $y : \mathcal{I}_{\mathcal{C}_n,F_n} \to \text{Sh}(\mathcal{I}_{\mathcal{C}_n,F_n}, \mathcal{J}_{\mathcal{C}_n,F_n})$ preserves sums of types, hence the base case of $\sigma = \text{nat}$ and the inductive case $\sigma = \sigma_1 \times \sigma_2$ both hold.

In the case of the product type $\sigma = \sigma_1 \times \sigma_2$, we have first to observe that $(\sigma \times \tau, [\sigma \times \tau]_n)$ is actually a product in $\mathcal{I}_{\mathcal{C}_n,F_n}$ since all global elements of $[\sigma_1]_n$ and $[\sigma_2]_n$ are definable; the claim then follows since $(in_n)^*$ preserves products.

The interesting case is the function types, since $(in_n)^*$ does not preserve exponentials in general, but we will show that it does preserve the exponentials $[\sigma \to \tau]_n \cong [\sigma]_n \Rightarrow L_G[\tau]_n$. This will suffice since we now show that $y(\sigma \to \tau, [\sigma \to \tau]_n)$ is an exponential. Since $(in_n)^*$ commutes with the lifting monad, the induction hypothesis implies that $(in_n)^*$ is full and faithful on maps $[\sigma]_n \to L_G[\tau]_n$, and hence all points of $[\sigma \to \tau]_n$ are definable.

Then, for any $(\Gamma, U) \in \mathcal{I}_n$, each map $f : y(\Gamma, U) \times y(\sigma, [\sigma]_n) \to L_{\mathcal{C}_n,F_n,y(\tau, [\tau]_n)}$ has an underlying $f_1 : y(\Gamma \times \sigma, U \times [\sigma]_n) \to L_{\mathcal{C}_n,F_n,y(\tau, [\tau]_n)}$ given by precomposition with $y(\Gamma \times \sigma, U \times [\sigma]_n) \to y(\Gamma, U) \times y(\sigma, [\sigma]_n)$ and thus is definable. Moreover, every definable function does give a natural transformation $y(\Gamma, U) \times y(\sigma, [\sigma]_n) \to L_{\mathcal{C}_n,F_n,y(\tau, [\tau]_n)}$, whence one may deduce that $y(\sigma, [\sigma]_n) \Rightarrow L_{\mathcal{C}_n,F_n,y(\tau, [\tau]_n)} \cong y(\sigma \to \tau, [\sigma \to \tau]_n)$.

Now we use Generalized Frobenius reciprocity to show that $(in_n)^*([\sigma]_n) \Rightarrow L_G[\tau]_n) \cong (in_n)^*([\sigma]_n) \Rightarrow (in_n)^*(L_G[\tau]_n)$. It clearly suffices to restrict attention to those “$B$” which are representables $y(\Gamma, U)$. Since $(in_n)(y(\Gamma, U) \times y(\sigma, [\sigma]_n)) \to (in_n)(y(\Gamma, U) \times [\sigma]_n)$ is surjective on points, we have the uniqueness of orthogonality. Now, given a map $(in_n)(y(\Gamma, U) \times (in_n)(y(\sigma, [\sigma]_n))) \to L_G[\tau]_n$, by precomposition we get a map $(in_n)(y(\Gamma \times \sigma, U \times [\sigma]_n) \to L_G[\tau]_n$, whence we deduce that the underlying function is definable. We must show that a definable function is a natural transformation $(in_n)(y(\Gamma, U) \times [\sigma]_n) \to L_G[\tau]_n$. It suffices to show the same thing with an unsheafified representable: i.e. to consider $\mathcal{I}(-, (\Gamma, U)_{\mathcal{C}_n,F_n}) \times [\sigma]_n \to L_G[\tau]_n$. On objects of $X \in \mathcal{I}$ not in $\mathcal{I}_{\mathcal{C}_n,F_n}$, the set $\mathcal{I}(X, (\Gamma, U)_{\mathcal{C}_n,F_n}) \times [\sigma]_n(X)$ is indeed mapped into $L_G[\tau]_n(X)$ since the left factor of the latter contains only constant functions. On objects $(\Gamma', U') \in \mathcal{I}_{\mathcal{C}_n,F_n}$, the same reasoning applies for constant functions $(\Gamma', U') \to (\Gamma, U)$, but for non-constant functions, which are by construction definable, we use the facts that every function in $[\sigma]_n(\Gamma', U')$ is definable and that the definable functions are closed under pairing and composition. ▶

B Typing rules and operational semantics for PCF$\nu$

In this section we provide the full type system and operational semantics for the PCF$\nu$ language. Recall the syntax of PCF$\nu$:

Types: $\tau ::=$ $0$ $|\ | 1$ $|\ | \text{nat}$ $|\ | \tau + \tau$ $|\ | \tau \times \tau$ $|\ | \tau \rightarrow \tau$

Values: $v, w ::= x$ $|\ | x + 0$ $|\ | \text{inl} \, v$ $|\ | \text{inr} \, v$ $|\ | (v, v)$ $|\ | \text{zero}$ $|\ | \text{succ} \, v$ $|\ | \lambda x. \, t$ $|\ | \text{rec} \, f \, x \, t$

Computations: $t ::= \text{return} \, v$ $|\ | \text{case} \, v \, \text{of} \, \{ x \rightarrow t, \, y \rightarrow t' \}$ $|\ | \pi_1 \, v$ $|\ | \pi_2 \, v$ $|\ | v \, w$ $|\ | \text{let} \, x = t \, \text{in} \, t'$
The typing relation is the least relation closed under the following rules:

\[
\begin{align*}
\Gamma, x : \tau &\vdash^Y x : \tau & \Gamma \vdash^Y v : \tau &\vdash^Y v : \tau' \\
\Gamma \vdash^Y v : \tau &\vdash^Y v' : \tau' & \Gamma \vdash^Y \text{inl} v : \tau + \tau' &\vdash^Y \text{inr} v : \tau + \tau' \\
\Gamma \vdash^Y (v, v') : \tau \times \tau' &\vdash^Y \text{zero} : \text{nat} & \Gamma \vdash^Y \text{suc}(v) : \text{nat} \\
\Gamma, x : \tau \vdash^e t : \tau' &\vdash^e f : \tau \to \tau' &\vdash^e \text{rec} f \cdot x : t : \tau \to \tau' &\vdash^e \text{case} \cdot t : \sigma \\
\Gamma \vdash^e \text{return} v : \tau &\vdash^e \text{case} v \text{ of } \{ \text{inl} x \to t, \text{inr} y \to t' \} : \sigma \\
\Gamma \vdash^e v : \tau \times \tau' &\vdash^e \pi_1 v : \tau &\vdash^e \pi_2 v : \tau' \\
\Gamma \vdash^e v : \text{nat} &\vdash^e t : \tau &\vdash^e x : \text{nat} \vdash^e t' : \tau &\vdash^e t : \tau &\vdash^e x : \tau \vdash^e t : \tau' \\
\end{align*}
\]

The big-step operational semantics of PCF\(\nu\) is a family of relations, indexed by types, between closed computations and closed values. It is the least relation closed under the rules below:

\[
\begin{align*}
\text{return} v \Downarrow \tau &\vdash v \\
\pi_1(v, v') \Downarrow \tau &\vdash v \\
\pi_2(v, v') \Downarrow \tau &\vdash v' \\
t[x] \Downarrow \tau &\vdash w \\
t'[x] \Downarrow \tau &\vdash w \\
\text{case} \text{inl} v \text{ of } \{ \text{inl} x \to t, \text{inr} y \to t' \} \Downarrow \tau &\vdash w \\
\text{case} \text{inr} v \text{ of } \{ \text{inl} x \to t, \text{inr} y \to t' \} \Downarrow \tau &\vdash w \\
\text{let} x = t \text{ in } t' \Downarrow \tau &\vdash w \\
\text{case zero of } \{ \text{zero } \to t, \text{succ}(x) \to t' \} \Downarrow \tau &\vdash w \\
\text{case succ}(v) \text{ of } \{ \text{zero } \to t, \text{succ}(x) \to t' \} \Downarrow \tau &\vdash w
\end{align*}
\]
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1 Introduction

In algebra, model theory, and computer science, one encounters the notion of definable automorphism (the nomenclature varies by discipline). In first-order logic for example (see e.g. [13]), an automorphism \( \alpha \) of a model \( M \) is called definable (with parameters in \( M \)) when there is a formula \( \varphi(x, y) \) in the ambient language (possibly containing constants from \( M \)) such that for all \( a, b \in M \) we have

\[
\alpha(a) = b \iff M \models \varphi(a, b).
\]

The case of groups is instructive: for a group \( M \), consider the formula \( \varphi(x, y) \) given as

\[
\varphi(x, y) : y = c^{-1}xc
\]

for some \( c \in M \). This defines an (inner) automorphism of \( M \). Note that in this case the automorphism is also determined by a term \( t(x) := c^{-1}xc \) via \( a \mapsto t(a) \).
These definable automorphisms have various interesting aspects: first of all, they are in some sense polymorphic or uniform. This means roughly that the same term \( t \), possibly after replacing constants from \( M \), can also define an automorphism of another model \( N \). Secondly, the definable automorphisms can also provide a generalized notion of inner automorphism, even for theories where it does not make sense to speak of group-theoretic conjugation. Indeed, Bergman [1, Theorem 1] shows that in the category of groups, the definable group automorphisms, i.e. the inner automorphisms given by conjugation, can be characterized purely categorically by the fact that they extend naturally along any homomorphism. That is: an automorphism \( \alpha : G \to G \) is inner precisely when for any homomorphism \( m : G \to H \) there is an extension \( \alpha_m : H \to H \) making diagram (a) commute and also making diagram (b) commute for any further homomorphism \( n : H \to K \), so that in particular \( \alpha = \alpha_{nm} \) by diagram (a). If \( \alpha \) is conjugation by \( g \in G \), then \( \alpha_m \) is conjugation by \( m(g) \in H \). Conversely, given any system of group automorphisms \( \{ \alpha_m : H \to H \mid m : G \to H \} \) with \( \alpha = \alpha_{nm} \) that makes diagrams (a) and (b) commute, Bergman shows that there is a unique element \( s \in G \) such that \( \alpha \) is given by conjugation with \( s \). Bergman therefore refers to such a system \( \{ \alpha_m : m : G \to H \} \) as an extended inner automorphism of \( G \).\(^2\)

In categorical logic, we have a canonical method for studying this phenomenon. To any category \( C \), we may associate the functor

\[
Z_C : C \to \text{Grp} ; \quad Z_C(C) := \text{Aut}(\pi : C/\mathbb{C} \to \mathbb{C}).
\]

Let us unpack this. We have the co-slice category \( C/\mathbb{C} \) whose objects are maps \( C \to D \) and whose arrows are commutative triangles. The projection functor \( \pi : C/\mathbb{C} \to \mathbb{C} \) sends \( C \to D \) to \( D \). We then consider the group of natural automorphisms of this projection functor, i.e. the group of invertible natural transformations \( \alpha : \pi \Rightarrow \pi \). To give such an \( \alpha \) is equivalent to giving, for each object \( m : C \to D \) of \( C/\mathbb{C} \), an automorphism \( \alpha_m : D \to D \), subject to the naturality condition that for any composable pair \( m : C \to D, n : D \to E \) in \( C \), we have \( \alpha_{mn} = \alpha_m \alpha_n \) as in diagram (b) above. Thus, in Bergman’s terminology, \( Z_C(C) \) is the group of extended inner automorphisms of \( C \). We call \( Z_C \) the (covariant) isotropy group (functor) of \( C \). Another useful way of thinking about this group is by noticing that the assignment \( C \mapsto \text{Aut}(C) \) is generally not functorial, unless \( C \) is a groupoid. The isotropy group offers a remedy: the assignment \( C \mapsto Z_C(C) \) is functorial, as is straightforward to check, and for each \( C \) there is a comparison homomorphism

\[
\theta_C : Z_C(C) \to \text{Aut}(C) ; \quad \alpha \mapsto \alpha_{id_C},
\]

that sends an extended inner automorphism \( \alpha \) to its component at the identity of \( C \). We can then turn Bergman’s aforementioned result for the category \( \text{Grp} \) into a definition for an arbitrary category \( C \), by defining an automorphism \( f : C \to C \) of an object \( C \in \mathbb{C} \) to be inner just if \( f \) is in the image of \( \theta_C : Z_C(C) \to \text{Aut}(C) \). Less precisely, the automorphism \( f : C \to C \) is inner if it can be coherently extended along any arrow out of \( C \).

\(^2\) Earlier versions of this result were also proven by Schupp [12] and Pettet [10].

\(^3\) P. Freyd [2] studied a somewhat similar notion while modelling Reynolds’ parametricity for parametric polymorphism. As a special case, his work leads to a monoid of natural endomorphisms of the projection functor, whereas in our case, we would obtain the subgroup of invertible elements in this monoid.
(For readers familiar with topos theory and/or earlier papers on the subject of isotropy groups, we point out that in [4, 3] we consider instead the contravariant isotropy groups Aut(\pi : C/C → C). Now if T is a suitable logical theory with classifying topos B(T), then (a restriction of) the contravariant isotropy group of B(T) coincides with the covariant isotropy group of the category fp\text{Tmod} of finitely presented T-models. Moreover, calculation of the latter group generally also yields a description of the covariant isotropy group of the larger category Tmod of all T-models, which is our focus in the present paper.)

In [6], the case where C is the category of models of an equational theory is analysed. Among other things, a complete syntactic characterization of covariant isotropy for such a C is obtained, recovering not only Bergman’s result for C = Grp but also characterizing the definable automorphisms of other common algebraic structures such as monoids and rings. In applying the general characterization in specific instances, one typically needs to analyse the result of adjoining one or more indeterminates to a given model, and this in turn leads one to consider the word problem for such models.

The present paper, which is based on the PhD research [9] of the second author, is concerned with the analysis of the notion of isotropy or definable automorphism for (strict) monoidal categories and related structures. It hardly needs arguing that monoidal categories play various important roles in mathematics and theoretical computer science, both as objects of study in their own right, as models of logical theories, and as basic tools for studying other phenomena. However, we should point out here an observation by Richard Garner [5, Proposition 3] to the effect that both \text{Cat} and \text{Grpd}, the categories of small categories and small groupoids respectively, have trivial covariant isotropy, in the sense that for any category/groupoid C we have Z(C) = 1, the trivial group. The reason for this is roughly as follows: when considering an inner automorphism \alpha of a category C in \text{Cat}, it must in particular extend to the categories obtained from C by freely adjoining a new object or arrow; but these latter categories are just obtained from C via disjoint union, which then (as Garner shows) easily entails that \alpha can only be the identity on C (and an identical argument works for \text{Grpd}). As such, it is perhaps surprising that the category of strict monoidal categories has non-trivial isotropy. In fact, and this is the central result of the present paper, the isotropy group of a strict monoidal category is precisely its \text{Picard group} (its group of \otimes-invertible objects).

Since the theory of strict monoidal categories is not a purely equational theory, we cannot directly use results from [6]. Instead, we need to work in the setting of quasi-equational theories. These are multi-sorted theories in which the operations can be partial; equivalently, they are finite-limit theories. These include the theories of categories, groupoids, strict monoidal categories, symmetric/braided/balanced monoidal categories, and crossed modules. They also include what one might call functor theories, which are theories describing functors from a small category into a category of models. As a special case, one obtains theories whose categories of models are presheaf categories.\footnote{Not to be confused with the so-called theories of presheaf type, which are theories whose classifying topos happens to be a presheaf topos.} Our first main contribution of the paper is then a generalization of the syntactic characterization of isotropy from equational theories to this wider class of quasi-equational theories.

While we have indicated why the non-trivial isotropy of strict monoidal categories is perhaps surprising, there is also a sense in which it is to be expected. Indeed, since strict monoidal categories are monoids internal to \text{Cat}, we expect that the isotropy of strict monoidal
categories is closely related to that of monoids. Since the isotropy of a monoid \( M \) is its subgroup of invertible elements, the conjecture that the isotropy of a strict monoidal category is its group of invertible objects is not unreasonable. However, it is not at all immediate that the isotropy of a strict monoidal category should be determined completely by its set of objects; the recognition that this is the case is the second main contribution of this paper.

A priori, one can try to establish this result in a variety of ways. First of all, it can be approached purely syntactically, by making careful analysis of the word problem for strict monoidal categories. However, several aspects of this analysis can also be cast in more conceptual terms, giving rise to a categorical way of deriving the isotropy of strict monoidal categories from that of monoids. We thus also include a more categorical viewpoint, which applies to several other theories of categorical structures, including crossed modules.

2 Quasi-equational theories

We begin by reviewing the relevant notions from categorical logic. For more details concerning quasi-equational theories and partial Horn logic, we refer to [8]. For a general treatment of categorical logic, see [11].

▶ Definition 1 (Signatures, Terms, Horn Formulas, Horn Sequents, Quasi-Equational Theories).

- A signature \( \Sigma \) is a pair of sets \( \Sigma = (\Sigma_{\text{Sort}}, \Sigma_{\text{Fun}}) \), where \( \Sigma_{\text{Sort}} \) is the set of sorts of \( \Sigma \) and \( \Sigma_{\text{Fun}} \) is the set of function/operation symbols of \( \Sigma \). Each element \( f \in \Sigma_{\text{Fun}} \) comes equipped with a finite tuple of sorts \( (A_1, \ldots, A_n, A) \), and we write \( f : A_1 \times \cdots \times A_n \rightarrow A \).

- Given a signature \( \Sigma \), we assume that we have a countably infinite set of variables of each sort \( A \). Then one can recursively define the set \( \text{Term}(\Sigma) \) of terms of \( \Sigma \) in the usual way, so that each term will have a uniquely defined sort. We write \( \text{Term}_c(\Sigma) \) for the set of closed terms of \( \Sigma \), i.e. terms containing no variables.

- Given a signature \( \Sigma \), one can recursively define the set \( \text{Horn}(\Sigma) \) of Horn formulas of \( \Sigma \) in the usual way, where a Horn formula is a finite conjunction of equations between elements of \( \text{Term}(\Sigma) \). We write \( \top \) for the empty conjunction.

- A Horn sequent over a signature \( \Sigma \) is an expression of the form \( \varphi \vdash^{\bar{x}} \psi \), where \( \varphi, \psi \in \text{Horn}(\Sigma) \) and have variables among \( \bar{x} \).

- A quasi-equational theory \( T \) over a signature \( \Sigma \) is a set of Horn sequents over \( \Sigma \), which we call the axioms of \( T \).

One can set up a deduction system of partial Horn logic (PHL) for quasi-equational theories, axiomatizing the notion of a provable sequent \( \varphi \vdash^{\bar{x}} \psi \). Accordingly, for a theory \( T \) we have the notion of a \( T \)-provable sequent; moreover, if \( T \vdash^{\bar{x}} \varphi \) is \( T \)-provable, then we simply say that \( T \) proves \( \varphi \), and write \( T \vdash^{\bar{x}} \varphi \).

We refer the reader to [8, Definition 1] for the logical axioms and inference rules of PHL. The distinguishing feature of this deduction system is that equality of terms is not assumed to be reflexive, i.e. if \( t(\bar{x}) \) is a term over a given signature, then \( T \vdash^{\bar{x}} t(\bar{x}) = t(\bar{x}) \) is not a logical axiom of partial Horn logic, unless \( t \) is a variable. In other words, if we abbreviate the equation \( t = t \) by \( t \downarrow \) (read: \( t \) is defined), then unless \( t \) is a variable, the sequent \( T \vdash^{\bar{x}} t \downarrow \) is not a logical axiom of PHL. Furthermore, the logical inference rule of term substitution is then only formulated for defined terms.
The homomorphism \( f : \mathcal{T} \to \mathcal{S} \) consists of a mapping \( A \mapsto \rho(A) \) from the sorts of \( \mathcal{T} \) to the sorts of \( \mathcal{S} \) and a mapping \( f \mapsto \rho(f) \) from the function symbols of \( \mathcal{T} \) to the terms of \( \mathcal{S} \) that preserves both typing and provability.

When \( \rho : \mathcal{T} \to \mathcal{S} \) is a morphism of theories, we have an induced functor \( \rho^* : \mathcal{S}\text{mod} \to \mathcal{T}\text{mod} \) by [8, Proposition 28]. This functor \( \rho^* \) sends an \( \mathcal{S} \)-model \( M \) to the \( \mathcal{T} \)-model \( \rho^* M \) with \( (\rho^* M)_A := M_{\rho(A)} \) for each sort \( A \) of \( \mathcal{T} \) and \( f^{\rho^* M} := \rho(f)^M \) for each function symbol \( f \) of \( \mathcal{T} \).
We now embark on the syntactic description of the covariant isotropy group of a theory. First, let us briefly review the simpler situation of a single-sorted equational theory $\mathbb{T}$. That is, we describe the isotropy group of a $\mathbb{T}$-model $M$ (details are in [6]). The elements of the model $M(x)$ (for $x$ an indeterminate) can be described explicitly as congruence classes of terms $t(x)$, built from the indeterminate $x$, constants from $M$, and the operation symbols of $\mathbb{T}$. Two such terms are congruent if they are $\mathbb{T}(M,x)$-provably equal. For example, if $\mathbb{T}$ is the theory of monoids and $M$ is a monoid with $m_1, m_2, m_3 \in M$, unit $e$, and $m_1 m_2 = m_3$, then the terms $t = x m_1 x m_1 m_2 x$ and $x m_1 e x m_3 x$ are congruent.

For a set-theoretic $\mathbb{T}$-model $M$, each congruence class $[t] \in M(x)$ can be interpreted as a function $t^M : M \rightarrow M$, via substitution into the indeterminate $x$. We thus have a mapping

$$M(x) \rightarrow [M, M] ; \quad [t] \mapsto t^M$$

In particular, for every sort $A$ of $\mathbb{T}$ there is a forgetful functor $U_A : \mathbb{T}\text{mod} \rightarrow \text{Set}$ sending a model $M$ to the carrier set $M_A$ (induced by the theory morphism from the single-sorted empty theory to $\mathbb{T}$ that sends the unique sort of the former theory to the sort $A$). Each such functor also has a left adjoint $F_A$ (see e.g. [8, Theorem 29]), giving for a set $X$ the free $\mathbb{T}$-model $F_A(X)$ generated by $X$:

$$F_A : \text{Set} \rightleftharpoons \mathbb{T}\text{mod} : U_A$$

For better readability, we will generally omit the bar notation on constants of $\mathbb{T}$-models. One can then equivalently define the $\mathbb{T}$-model $M(x_A)$ as the initial model of $\mathbb{T}(M)$, and in fact it is the initial model: $\mathbb{T}(M)\text{mod} \simeq M/\mathbb{T}\text{mod}$ (see [9, Lemma 2.2.4] for a proof). The obvious theory morphism $\mathbb{T} \rightarrow \mathbb{T}(M)$ corresponds to the forgetful functor $M/\mathbb{T}\text{mod} \rightarrow \mathbb{T}\text{mod}$.

One of the central constructions in the present paper is that of adjoining an indeterminate to a model. Given a $\mathbb{T}$-model $M$ and a sort $A$ of $\mathbb{T}$, we form a new model $M_{\langle x_A \rangle}$ which is the result of freely adjoining a new element $x_A$ of sort $A$ to $M$. Formally, one can define $M_{\langle x_A \rangle}$ as $M + F_A(1)$, where $F_A(1)$ is the free $\mathbb{T}$-model on one generator of sort $A$. Consequently, homomorphisms $M_{\langle x_A \rangle} \rightarrow N$ are in natural bijective correspondence with pairs $(h, n)$ consisting of a homomorphism $h : M \rightarrow N$ and an element $n \in N_A$. We will write $\mathbb{T}(M, x)$ for the theory extending the diagram theory $\mathbb{T}(M)$ by a new constant $x_A : A$ and a new axiom $\top \vdash x_A \Downarrow$. One can then equivalently define the $\mathbb{T}$-model $M_{\langle x_A \rangle}$ as the initial model of $\mathbb{T}(M, x_A)$. For a sequence of (not necessarily distinct) sorts $A_1, \ldots, A_k$, we will also write $\mathbb{T}(M, x_1, \ldots, x_k)$ for the theory extending $\mathbb{T}(M)$ by new, pairwise distinct constants $x_i : A_i$ and axioms $\top \vdash x_i \Downarrow$ for each $1 \leq i \leq k$.

Finally, we note that for a $\mathbb{T}$-model $M$, an indeterminate $x_A$ of sort $A$, and an arbitrary sort $B$, we have

$$M_{\langle x_A \rangle} B = \{ t \in \text{Term}^\mathbb{T}(\mathbb{T}(M), x_A) \mid t : B \text{ and } \mathbb{T}(M, x_A) \vdash t \Downarrow \} /=, \quad (3)$$

i.e. the carrier set $M_{\langle x_A \rangle} B$ of the $\mathbb{T}$-model $M_{\langle x_A \rangle}$ at the sort $B$ is the quotient of the set of provably defined closed terms of sort $B$, possibly containing $x_A$ and constants from $M$, modulo the partial congruence relation of $\mathbb{T}(M, x_A)$-provable equality. For more details, see [9, Remark 2.2.7].

### 3 Isotropy

We now embark on the syntactic description of the covariant isotropy group of a theory. That is, we describe the isotropy group of a $\mathbb{T}$-model $M$ (details are in [6]). The elements of the model $M(x)$ (for $x$ an indeterminate) can be described explicitly as congruence classes of terms $t(x)$, built from the indeterminate $x$, constants from $M$, and the operation symbols of $\mathbb{T}$. Two such terms are congruent if they are $\mathbb{T}(M, x)$-provably equal. For example, if $\mathbb{T}$ is the theory of monoids and $M$ is a monoid with $m_1, m_2, m_3 \in M$, unit $e$, and $m_1 m_2 = m_3$, then the terms $t = x m_1 x m_1 m_2 x$ and $x m_1 e x m_3 x$ are congruent.

For a set-theoretic $\mathbb{T}$-model $M$, each congruence class $[t] \in M(x)$ can be interpreted as a function $t^M : M \rightarrow M$, via substitution into the indeterminate $x$. We thus have a mapping

$$M(x) \rightarrow [M, M] ; \quad [t] \mapsto t^M$$
where \([M, M]\) is the set of functions from \(M\) to itself (well-definedness follows from soundness of the set-theoretic semantics of equational logic). Moreover, this mapping is a homomorphism of monoids, where the monoid structure on \(M(\bar{x})\) is given by substitution: \([t] \cdot [s] := [ts/\bar{x}]\), the unit being \([x]\). We then restrict on both sides to the invertible elements, obtaining a group homomorphism \(\text{Inv}(M(\bar{x})) \to \text{Perm}(M)\) from the group of substitutionally invertible (congruence classes of) terms to the permutation group of the set \(M\). However, we do not wish to just consider arbitrary permutations of the set \(M\), but rather automorphisms of the \(T\)-model \(M\); in fact, we want to consider inner automorphisms, i.e. automorphisms that extend naturally along any homomorphism \(M \to N\). On the level of terms \([t] \in M(\bar{x})\), this is achieved by the following definition: \([t]\) is said to commute generically with a function symbol \(f : A^n \to A\) (\(A\) being the unique sort of \(T\)) if

\[
\mathbb{T}(M, x_1, \ldots, x_n) \vdash t[\bar{x}] = f(t[x_1/\bar{x}], \ldots, t[x_n/\bar{x}]).
\]

We then form the subgroup \(\text{Deflnn}(M)\) of \(\text{Inv}(M(\bar{x}))\) on those \([t]\) that commute generically with all function symbols of the theory. This ensures that such a \([t]\) induces an automorphism of the \(T\)-model \(M\) and not merely a permutation of its underlying set, thus yielding a mapping \((-)^M : \text{Deflnn}(M) \to \text{Aut}(M)\). However, it turns out that such an automorphism induced by an element of \(\text{Deflnn}(M)\) is also inner. Indeed, given \(h : M \to N\), we obtain a homomorphism \(h(\bar{x}) : M(\bar{x}) \to N(\bar{x})\) of the substitution monoids, which restricts to a group homomorphism \(\text{Deflnn}(M) \to \text{Deflnn}(N)\). It can then be shown that the subgroup \(\text{Deflnn}(M)\) is isomorphic to the covariant isotropy group of \(M\), where \(\theta_M : Z(M) \to \text{Aut}(M)\) is the comparison homomorphism (2):

\[
\begin{array}{ccc}
\text{Deflnn}(M) & \xrightarrow{\cong} & \text{Inv}(M(\bar{x})) \\
\xrightarrow{\simeq} & & \xrightarrow{(-)^M} \\
Z(M) & \xrightarrow{\theta_M} & \text{Aut}(M) \xrightarrow{\subseteq} \text{Perm}(M)
\end{array}
\]

We now explain how to extend this result to a (multi-sorted) quasi-equational theory \(T\). The main technical difficulties in this extension involve accommodating multi-sortedness and the possibility of certain terms not being provably defined. To handle multi-sortedness, we need to consider, for a \(T\)-model \(M\), the model \(M(\bar{x}_A)\) obtained by adjoining an indeterminate \(x_A\) of sort \(A\) for any sort \(A\) of \(T\). Since substitution corresponds to composition under the interpretation mapping \(t \mapsto t^M\), it follows that \(M(\bar{x}_A)\) carries a monoid structure (recall (3) for the definition of this set), defined as before in terms of substitution into the indeterminate \(x_A\). We now write

\[
M(\bar{x}) := \prod_{A : \text{Sort}} M(\bar{x}_A)_A
\]

for the sort-indexed product monoid of these substitution monoids. An element of \(M(\bar{x})\) is therefore a sort-indexed family of congruence classes of terms \([s_A]_A\), where \(s_A \in \text{Term}^n(T(M), x_A)\) is of sort \(A\) and \(T(M, x_A) \vdash s_A \downarrow\). Given such a tuple \([s_A]_A\), its interpretation gives us, at each sort \(A\), a total function \(s_A^M : M_A \to M_A\) (because \(s_A\) is provably defined in \(T(M, x_A)\)), defined via substitution into the indeterminate \(x_A\) (cf. [9, Remark 2.2.12]). The central definitions towards characterizing those \([s_A]_A \in M(\bar{x})\) that induce elements of isotropy for \(M\) are then as follows:

**Definition 6.** Let \(M\) be a \(T\)-model and \([s_C]_C \in M(\bar{x})\).

- If \(f : A_1 \times \ldots \times A_n \to A\) is a function symbol of \(\Sigma\), then we say that \([s_C]_C\) commutes generically with \(f\) if the Horn sequent

\[
f(x_1, \ldots, x_n) \downarrow \vdash s_A[f(x_1, \ldots, x_n)/x_A] = f(s_{A_1}[x_1/x_{A_1}], \ldots, s_{A_n}[x_n/x_{A_n}])
\]

is provable in \(T(M, x_1, \ldots, x_n)\).
We say that \([s_C]^C\) is invertible if for each sort \(A\) there is some \([s_A^{-1}] \in M(\bar{x}_A)\) with
\[
\mathcal{T}(M, \bar{x}_A) \vdash s_A [s_A^{-1}/\bar{x}_A] = x_A = s_A^{-1} [s_A/x_A].
\]

We say that \([s_C]^C\) reflects definedness if for every function symbol \(f : A_1 \times \ldots \times A_n \to A\) in \(\Sigma\) with \(n \geq 1\), the sequent
\[
f(s_A_1, \ldots, s_A_n)[x_1/x_A_1, \ldots, s_A_n/x_A_n] \downarrow \vdash f(x_1, \ldots, x_n) \downarrow
\]
is provable in \(\mathcal{T}(M, x_1, \ldots, x_n)\).
The condition that \([s_C]^C\) commutes generically with the function symbols of \(\mathcal{T}\) then ensures that \([s_C]^C\) induces not just an endofunction of each carrier set \(M_C\) but in fact an endomorphism of the \(\mathcal{T}\)-model \(M\). Invertibility of \([s_C]^C\) then ensures that these endomorphisms are bijective. However, due to the fact that function symbols are interpreted as partial maps, a (sortwise) bijective homomorphism is not in general an isomorphism in \(\mathcal{T} \text{mod}\): a bijective homomorphism is an isomorphism precisely when it also reflects definedness (cf. [9, Lemma 2.2.33]). Thus, the third condition ensures that the inverses \([s_A^{-1}]\) also induce endomorphisms.

Let us write \(\text{DefInn}(M)\) again for the subgroup of the product monoid \(M(\bar{x})\) consisting of those elements satisfying the three conditions above. We then have the following characterization, of which detailed proofs can be found in [9, Theorems 2.2.41, 2.2.53]:

\[
\mathcal{Z}(M) \cong \text{DefInn}(M) = \left\{ [s_C]^C \in M(\bar{x}) \mid [s_C]^C \text{ is invertible, commutes generically with all operations, and reflects definedness} \right\}.
\]

### 4 Monoidal categories and the Picard group

With this description of the isotropy group of an arbitrary quasi-equational theory, we now turn to the specific example of strict monoidal categories. We can axiomatize these using the following signature \(\Sigma\) (where the first two ingredients comprise the signature for categories):

- two sorts \(O\) and \(A\) (for objects and arrows);
- function symbols \(\text{dom}, \text{cod} : A \to O, \text{id} : O \to A\), and \(\circ : A \times A \to A\);
- function symbols \(\otimes_O : O \times O \to O\), \(\otimes_A : A \times A \to A\);
- constant symbols \(I_O : O\) and \(I_A : A\).

Whenever reasonable, we omit the subscripts on \(\otimes\) and \(I\). As axioms, we take those for categories and add (omitting the hypothesis \(\top\)):

- \(x \otimes y \downarrow, \ I \downarrow\),
- \(x \otimes (y \otimes z) = (x \otimes y) \otimes z, \ x \otimes I = x = I \otimes x,\)
- \(\text{dom}(f \otimes g) = \text{dom}(f) \otimes \text{dom}(g), \ \text{cod}(f \otimes g) = \text{cod}(f) \otimes \text{cod}(g),\)
- \(f \circ h \downarrow \land g \circ k \downarrow \vdash (f \otimes g) \circ (h \otimes k) = (f \circ h) \otimes (g \circ k),\)
- \(\text{id}(x \otimes y) = \text{id}(x) \otimes \text{id}(y), \ \text{id}(I_O) = I_A.\)

Note that in this fragment of logic, we need to include axioms forcing the tensor products and unit object to be total operations. Because of strict associativity, we may omit brackets when dealing with nested expressions involving tensor products. We shall henceforth denote this theory by \(\mathcal{T}\), and write \(\text{StrMonCat}\) for its category of models, whose objects are small strict monoidal categories and whose morphisms are strict monoidal functors. Our goal is now to prove the following:
**Theorem 8.** The covariant isotropy group \( Z : \text{StrMonCat} \rightarrow \text{Grp} \) is naturally isomorphic to the functor \( \text{Pic} : \text{StrMonCat} \rightarrow \text{Grp} \) that sends a strict monoidal category \( C \) to its Picard group \( \text{Pic}(C) \), i.e. the group of \( \otimes \)-invertible elements in the monoid of objects of \( C \).

Because a strict monoidal category is a monoid object in \( \text{Cat} \), we have two functors

\[
\text{Ob}, \text{Arr} : \text{Cat}(\text{Mon}) = \text{StrMonCat} \Rightarrow \text{Mon}.
\]

We shall ultimately prove that the diagram

\[
\begin{array}{c}
\text{StrMonCat} \\
\downarrow \text{Ob} \\
\text{Ob} \downarrow \text{Z} \\
\text{Grp} \\
\downarrow \text{Mon} \\
\end{array}
\]

commutes up to natural isomorphism, showing that the covariant isotropy group of \( \text{StrMonCat} \) is completely determined by the covariant isotropy group of \( \text{Mon} \). Since we have proved in [6, Example 4.3] that the latter sends a monoid \( M \) to its subgroup of invertible elements, Theorem 8 then follows.\(^5\)

### 4.1 Monoidal categories and indeterminates

In this section we analyse the process of adjoining an indeterminate to a strict monoidal category. Let us first describe explicitly the result of adjoining an indeterminate to a monoid.

**Definition 9.** Let \( M \) be a monoid, and \( X \) a set of symbols disjoint from \( M \).

- A word over \( M(X) \) is formal string of symbols from the alphabet \( M \cup X \).
- A word \( w \) is in (expanded) normal form when it has the form \( w \equiv m_0x_0m_1x_1 \cdots x_{n-1}m_n \) for \( m_i \in M \) and \( x_j \in X \). In other words, \( w \) is in expanded normal form if it contains no two consecutive elements of \( M \), and if every occurrence of some \( x \in X \) in \( w \) is flanked on both sides by an element of \( M \).

We then have (by taking an arbitrary word, multiplying adjacent elements from \( M \) and inserting the unit of \( M \) wherever necessary):

**Lemma 10.** When \( M = (M, \cdot, e) \) is a monoid, every element \( w \) of the monoid \( M(x) \) has a canonical representative \( w = m_0x_0m_1x_1 \cdots x_n \) in expanded normal form.

Moreover, the unit of \( M(x) \) is represented as the word \( e \) and multiplication is given by

\[
(m_0x_0m_1x_1 \cdots x_n) \cdot (m'_0x'_0m'_1x'_1 \cdots x'_k) = m_0x_0m_1x_1 \cdots x(n \cdot m'_0)x'_1 \cdots x'_k.
\]

We now turn to the process of adjoining an indeterminate object \( x_O \), i.e. an indeterminate of sort \( O \), to a strict monoidal category \( C \). In order to determine the objects of \( C(x_O) \), we note that the functor \( \text{Ob} : \text{StrMonCat} \rightarrow \text{Mon} \) has both adjoints:

\[
\begin{array}{c}
\text{StrMonCat} \\
\downarrow \text{Ob} \\
\text{Mon} \\
\end{array}
\]

Here \( \Delta \) sends a monoid \( M \) to the discrete strict monoidal category on \( M \) and \( \nabla \) sends \( M \) to the indiscrete strict monoidal category on \( M \). In fact, if \( E \) is any category with finite limits,

\[^5\text{For a general functor } F : E \rightarrow F \text{ it is not the case that } Z_F \cong Z_F \circ F. \text{ In fact, in [3] it is explained that in general the relationship between } Z_F \text{ and } Z_F \circ F \text{ takes the form of a span. The commutativity of (4) may thus be expressed by saying that both legs of the span associated with } \text{Ob} \text{ are isomorphisms.}\]
then the forgetful functor $\text{Ob}: \text{Cat}(\mathcal{E}) \to \mathcal{E}$ has both adjoints (the proof is a completely straightforward analogue of the argument for $\mathcal{E} = \text{Set}$). As such, $\text{Ob}: \text{StrMonCat} \to \text{Mon}$ preserves all limits and colimits. Now by definition $\mathbb{C}(x_0) \cong \mathbb{C} + F1$, where $F1$ is the free strict monoidal category on a single object; moreover, the latter is easily seen to be isomorphic to $\Delta(F1)$, the discrete strict monoidal category on the free monoid $F1$ on one generator. We thus have

$$\text{Ob}(\mathbb{C}(x_0)) \cong \text{Ob}(\mathbb{C} + F1) \cong \text{Ob}(\mathbb{C}) + \text{Ob}(F1) = \text{Ob}(\mathbb{C}) + F1 \cong \text{Ob}(\mathbb{C})(x).$$

This shows that the object forgetful functor preserves the process of adjoining an indeterminate of sort $O$.\(^6\)

We now describe the monoid of arrows of $\mathbb{C}(x_0)$. It is not true that $\text{Arr}: \text{StrMonCat} \to \text{Mon}$ preserves arbitrary binary coproducts, but it does preserve the specific binary coproduct $\mathbb{C} + F1$:

► **Lemma 11.** If $\mathbb{C} \in \text{StrMonCat}$, then $\text{Arr}(\mathbb{C}(x_0)) \cong \text{Arr}(\mathbb{C})(x)$.

**Proof.** We sketch a syntactic proof, noting that the result can also be deduced categorically from the fact that the endofunctor $\ (- + F1): \text{Mon} \to \text{Mon}$ preserves pullbacks.

An element of $\text{Arr}(\mathbb{C}(x_0))$ is a congruence class of terms $t$ built up from the operations of $T$, arrows of $\mathbb{C}$, and the term $\text{id}(x_0)$. One can show by induction that every such term $t$ is congruent to one of the form $t = f_1 \otimes \text{id}(x_0) \otimes f_2 \otimes \text{id}(x_0) \otimes \cdots \otimes \text{id}(x_0) \otimes f_n$ where each $f_i$ is an arrow of $\mathbb{C}$. Thus, the monoid $\text{Arr}(\mathbb{C}(x_0))$ is isomorphic, by Lemma 10, to $\text{Arr}(\mathbb{C})(x)$.

In fact, we may describe the relationship between the functor $\ (- + F1)$ adjoining an indeterminate object to a strict monoidal category and the functor $\ (- + F1)$ adjoining an indeterminate element to a monoid as follows.

► **Proposition 12.** The functor $\ (- + F1): \text{Cat}(\text{Mon}) \to \text{Cat}(\text{Mon})$ is naturally isomorphic to $\text{Cat}(\ (- + F1))$.

We thus obtain the following explicit description of the strict monoidal category $\mathbb{C}(x_0)$:

**Objects:** Words $a_1x_2\cdots x_{an}$ where each $a_i$ is an object of $\mathbb{C}$.

**Morphisms:** Words $f_1xf_2\cdots xf_n$ where each $f_i$ is an arrow of $\mathbb{C}$.

**Domain:** $\text{dom}(f_1\cdots xf_n) = \text{dom}(f_1)\cdots x\text{dom}(f_n)$.

**Codomain:** $\text{cod}(f_1\cdots xf_n) = \text{cod}(f_1)\cdots x\text{cod}(f_n)$.

**Identities:** $\text{id}(a_1\cdots xa_n) = \text{id}(a_1)\cdots x\text{id}(a_n)$.

**Composition:** $(f_1\cdots xf_n) \circ (g_1\cdots xg_n) = f_1g_1\cdots xf_ng_n$.

**Tensors:** $(a_1\cdots xa_n) \otimes (b_1\cdots xb_m) = a_1\cdots x(a_n \otimes b_1)\cdots x(b_m)$.

**Tensor units:** $I_O, I_A$ (tensor units of $\mathbb{C}$ regarded as one-letter words).

Next, we address the issue of adjoining an indeterminate arrow $x_A$ to $\mathbb{C}$. Here we cannot invoke a simple categorical fact about coproducts, because $\text{Arr}: \text{StrMonCat} \to \text{Mon}$ does not preserve coproducts of the relevant kind (which, to be explicit, is coproducts with the free strict monoidal category $\mathbb{2}$, where $\mathbb{2}$ is the free-living arrow). We are thus forced to carry out a direct syntactic analysis of the objects and arrows of $\mathbb{C}(x_A)$. Note that these are generated, under the operations of domain, codomain, identities, composition, and tensor

\(^6\) Note that for a functor $\rho^* : \text{Sm} \to \text{M} \text{induced by a theory morphism } \rho : T \to S \text{ it is not in general the case that } \rho^*(M(x)) \cong (\rho^* M)(x)$.\n
product, from the objects and arrows of \( \mathcal{C} \), together with the new arrow \( x_A \). In particular, there will be two new objects \( \text{dom}(x_A) \) and \( \text{cod}(x_A) \), and corresponding identity arrows \( \text{id}(\text{dom}(x_A)), \text{id}(\text{cod}(x_A)) \).

**Definition 13.** Let \( \mathcal{C} \in \text{StrMonCat} \). A closed term \( t \in \text{Term}^r(\mathcal{C}, x_A) \) of sort \( O \) is in normal form when it is of the form \( t = a_1 \otimes x_1 \otimes \cdots \otimes x_{k-1} \otimes a_k \), where each \( a_i \) is an object of \( \mathcal{C} \) and each \( x_i \in \{ \text{dom}(x_A), \text{cod}(x_A) \} \). A closed term \( t \in \text{Term}^r(\mathcal{C}, x_A) \) of sort \( A \) is in normal form when it is of the form \( t = f_1 \otimes x_1 \otimes \cdots \otimes x_{k-1} \otimes f_k \), where each \( f_i \) is an arrow of \( \mathcal{C} \) and each \( x_i \in \{ x_A, \text{id}(\text{dom}(x_A)), \text{id}(\text{cod}(x_A)) \} \).

We may now describe \( \mathcal{C}(x_A) \) in terms of normal forms. It is straightforward to prove, by directly verifying the universal property, that the category described below is indeed isomorphic to \( \mathcal{C}(x_A) \). Alternatively, one can endow the set \( \{ t \in \text{Term}^r(\mathcal{C}, x_A) \mid T(\mathcal{C}, x_A) \vdash t \downarrow \} \) with a rewriting system and show that each term has a unique normal form.

- **Objects:** closed terms of sort \( O \) in normal form.
- **Arrows:** closed terms of sort \( A \) in normal form.
- **Domain:** \( \text{dom}(f_1 \otimes x_1 \otimes \cdots \otimes x_{k-1} \otimes f_k) = \text{dom}(f_1) \otimes y_1 \otimes \cdots \otimes y_{k-1} \otimes \text{dom}(f_k) \) when \( y_i = \text{dom}(x_A) \) when \( x_i = x_A \) or \( x_i = \text{id}(\text{dom}(x_A)) \), and \( y_i = \text{cod}(x_A) \) otherwise.
- **Codomain:** \( \text{cod}(f_1 \otimes x_1 \otimes \cdots \otimes x_{k-1} \otimes f_k) = \text{cod}(f_1) \otimes y_1 \otimes \cdots \otimes y_{k-1} \otimes \text{cod}(f_k) \) where \( y_i = \text{cod}(x_A) \) when \( x_i = x_A \) or \( x_i = \text{id}(\text{cod}(x_A)) \), and \( y_i = \text{dom}(x_A) \) otherwise.
- **Identities:** \( \text{id}(a_1 \otimes x_1 \otimes \cdots \otimes x_{k-1} \otimes a_k) = \text{id}(a_1) \otimes \text{id}(x_1) \otimes \cdots \otimes \text{id}(x_{k-1}) \otimes \text{id}(a_k) \).
- **Composition:** For \( t = f_1 \otimes x_1 \otimes \cdots \otimes x_{k-1} \otimes f_k \) and \( s = g_1 \otimes x'_1 \otimes \cdots \otimes x'_{k-1} \otimes g_k \) with \( \text{cod}(t) = \text{dom}(s) \), define \( s \circ t = (g_1 f_1) \otimes z_1 \otimes \cdots \otimes z_{k-1} \otimes (g_k f_k) \), where \( z_i \) is defined from \( x_i \) and \( x'_i \) in the evident way.
- **Tensors:** \( (a_1 \otimes x_1 \otimes \cdots \otimes x_{n-1} \otimes a_n) \otimes (b_1 \otimes y_1 \otimes \cdots \otimes y_{m-1} \otimes b_m) = a_1 \otimes x_1 \otimes \cdots \otimes x_{n-1} \otimes (a_n \otimes b_1) \otimes y_1 \otimes \cdots \otimes y_{m-1} \otimes b_m \).
- **Tensor units:** \( I_O, I_A \) (tensor units of \( \mathcal{C} \) regarded as one-letter words).

### 4.2 Isotropy group

We are now in a position to analyse the isotropy group of a strict monoidal category. By the results of the previous section, we know that an element of isotropy of a strict monoidal category \( \mathcal{C} \) may be taken to be of the form \( (s_O, s_A) \), where \( s_O \) and \( s_A \) are closed terms in normal form of sort \( O \) and \( A \) respectively.

The first observation is that elements of isotropy of the monoid \( \text{Ob}(\mathcal{C}) \) induce elements of isotropy of \( \mathcal{C} \) (as we shall see in the next section, this is not specific to strict monoidal categories.) In what follows, we write \( Z(\mathcal{C}) \) for the isotropy group of a strict monoidal category \( \mathcal{C} \), and \( Z_{\text{Mon}}(M) \) for the isotropy group of a monoid \( M \) (which is the group of invertible elements of \( M \) by [6, Example 4.3]).

**Lemma 14.** Let \( \mathcal{C} \in \text{StrMonCat} \). When \( a \) is an invertible object in the monoid \( \text{Ob}(\mathcal{C}) \) with inverse \( b \), the pair \( (a \otimes x_O \otimes b, \text{id}(a) \otimes x_A \otimes \text{id}(b)) \) is an element of \( Z(\mathcal{C}) \).

**Proof.** To show that \( (a \otimes x_O \otimes b, \text{id}(a) \otimes x_A \otimes \text{id}(b)) \) is an element of isotropy, one can straightforwardly verify that it is invertible, commutes generically with all operations of \( T \), and reflects definedness (for details, see [9, Proposition 3.9.35]). However, it is less work to show directly that given a strict monoidal functor \( F : \mathcal{C} \to \mathbb{D} \), we obtain an automorphism \( \alpha_F \) of \( \mathbb{D} \) as follows. On objects we set \( \alpha_F(d) = Fa \otimes d \otimes Fb \), while on arrows we set \( \alpha_F(f) = \text{id}(Fa) \otimes f \otimes \text{id}(Fb) \). It is routine to check that this defines an automorphism and that the family \( \alpha_F \) is natural in \( F \).
The above lemma gives us a mapping \( \theta_C : \mathcal{Z}_{\text{Mon}}(\text{Ob}(C)) \rightarrow \mathcal{Z}(C) \). It is easily verified that this is in fact a group homomorphism, natural in \( C \).

Next, we define a retraction \( \sigma \) of \( \theta \). This is done categorically using the right adjoint \( \nabla \) to \( \text{Ob} \). Concretely, given an element of isotropy \( a \in \mathcal{Z}(C) \), we define an element \( \sigma_C(a) \in \mathcal{Z}_{\text{Mon}}(\text{Ob}(C)) \) as follows: consider a monoid homomorphism \( h : \text{Ob}(C) \rightarrow N \). This corresponds by the adjunction \( \text{Ob} \dashv \nabla \) to a strict monoidal functor \( h : C \rightarrow \nabla(N) \); the component of \( a \) at \( h \) is an automorphism of \( \nabla(N) \), whence \( \text{Ob}(\alpha_h) \) is an automorphism of \( N \) (using the fact that \( \text{Ob} \circ \nabla = 1 \)). This leads to:

**Lemma 15.** If \( C \in \text{StrMonCat} \), the map \( \sigma_C : \mathcal{Z}(C) \rightarrow \mathcal{Z}_{\text{Mon}}(\text{Ob}(C)) \) is a group homomorphism.

Interpreting this syntactically, we find that if \( (s_O, s_A) \in \mathcal{Z}(C) \), then \( s_O \in \mathcal{Z}_{\text{Mon}}(\text{Ob}(C)) \), and hence \( s_O = a \otimes x_O \otimes b \) for an invertible object \( a \) with inverse \( b \). We also see that \( \sigma_C \) is a retraction of \( \theta_C \), i.e. that \( \sigma_C \circ \theta_C = 1 \).

Since \( \theta_C \) is a section, it now remains to show that \( \theta_C \) is an epimorphism of groups, i.e. is surjective. So we must show for any element of isotropy \( (s_O, s_A) = (a \otimes x_O \otimes b, s_A) \in \mathcal{Z}(C) \) (with invertible object \( a \) and inverse \( b \)) that we have \( s_A = \text{id}(a) \otimes x_A \otimes \text{id}(b) \). To this end, we first note that since \( (s_O, s_A) \) commutes generically with the operations \( \text{dom} \) and \( \text{cod} \) we get

\[
a \otimes \text{dom}(x_A) \otimes b = s_O[\text{dom}(x_A)/x_O] = \text{dom}(s_A)
\]

and likewise

\[
a \otimes \text{cod}(x_A) \otimes b = s_O[\text{cod}(x_A)/x_O] = \text{cod}(s_A).
\]

Thus, by uniqueness of normal forms, \( s_A \) must have the form \( f \otimes x_A \otimes g \) for some morphisms \( f : a \rightarrow a \) and \( g : b \rightarrow b \) of \( C \). So we must now show that \( f = \text{id}(a) \) and \( g = \text{id}(b) \), and for that we use the fact that \( (s_O, s_A) \) commutes generically with \( \text{id} \), giving

\[
f \otimes \text{id}(x_O) \otimes g = s_A[\text{id}(x_O)/x_A] = \text{id}(s_O) = \text{id}(a \otimes x_O \otimes b) = \text{id}(a) \otimes \text{id}(x_O) \otimes \text{id}(b).
\]

We now get the desired equalities \( f = \text{id}(a) \) and \( g = \text{id}(b) \) by appealing to the uniqueness of normal forms. This concludes the proof of Theorem 8.

## 5 Further examples and applications

In this section we briefly explore some further theories of interest, and indicate the extent to which the analysis of the case of strict monoidal categories can be generalized.

### 5.1 Internal categories

The analysis of strict monoidal categories reveals that it is profitable, at least for the purposes of understanding isotropy, to regard strict monoidal categories as internal categories in the category \( \text{Mon} \) of monoids. This naturally raises the following question: are there other algebraic theories \( T \) for which the forgetful functor \( \text{Ob} : \text{Cat}(T\text{mod}) \rightarrow T\text{mod} \) induces an isomorphism on the level of isotropy groups?

Let us first state which of the ideas from the case of monoids carry over to a general algebraic theory \( T \). First of all, we still have a string of adjunctions
Cat(T\text{mod}) \xrightarrow{\Delta} \text{Ob} \xrightarrow{\nabla} T\text{mod} \xrightarrow{\nabla} \text{Ob} \xrightarrow{\Delta} \text{Ob} \xrightarrow{\nabla} T\text{mod}

with Ob \circ \nabla \cong 1 \cong Ob \circ \Delta, since T\text{mod} has finite limits. This allows us to deduce the existence of a pair of natural comparison homomorphisms

\theta_C : Z_T(Ob(C)) \rightarrow Z(C) ; \quad \sigma_C : Z(C) \rightarrow Z_T(Ob(C))

with \sigma \circ \theta = 1 (here Z denotes the isotropy of Cat(T\text{mod}) and Z_T that of T\text{mod}). We thus have:

\textbf{Lemma 16.} Let \mathcal{T} be any algebraic theory and \mathcal{C} any internal category in T\text{mod}. Then Z_T(Ob(C)) is a retract of Z(C), naturally in \mathcal{C}.

In the case of strict monoidal categories, we were able to prove syntactically that the embedding-retraction pair (\theta, \sigma) is an isomorphism. The same proof can also be applied in at least two other cases of interest. Recall that a crossed module \((A, G, \delta, a)\) consists of a pair of groups \(A, G\), a group homomorphism \(\delta : A \rightarrow G\), and a group homomorphism \(a : G \rightarrow \text{Aut}(A)\) from \(G\) to the automorphism group of \(A\), making certain diagrams commute. If XMod denotes the category of crossed modules and their morphisms, then it is also true that XMod is equivalent to the category Cat(Grp) of internal categories in Grp (cf. e.g. [7, XII.8]).

\textbf{Proposition 17.} The isotropy group of a crossed module \((A, G, \delta, a)\) is isomorphic to \(G\).

\textbf{Proof.} When composing the functor Ob : Cat(Grp) \rightarrow Grp with the equivalence XMod \cong Cat(Grp), one obtains the forgetful functor which sends a crossed module \((A, G, \delta, a)\) to \(G\). Moreover, the isotropy group of a group \(G\) is \(G\) itself by [6, Example 4.1].

\textbf{Proposition 18.} The covariant isotropy group \(Z : \text{StrSymMonCat} \rightarrow \text{Grp}\) of strict symmetric monoidal categories is constant, with value the trivial group.

\textbf{Proof.} The isotropy group of commutative monoids is trivial by [6, Example 4.4].

We want to emphasize that the preceding proposition is \textit{not} inconsistent with Theorem 8: while Theorem 8 asserts that the covariant isotropy group of a strict symmetric monoidal category \(\mathcal{C}\) in the category \(\text{StrMonCat}\) is isomorphic to its Picard group (which may be non-trivial), the preceding proposition asserts that the covariant isotropy group of \(\mathcal{C}\) in the full subcategory \(\text{StrSymMonCat}\) is trivial. In other words, if \(\mathcal{A}\) is a full subcategory of \(\mathcal{B}\), with covariant isotropy groups \(Z_A : \mathcal{A} \rightarrow \text{Grp}\) and \(Z_B : \mathcal{B} \rightarrow \text{Grp}\), then \(Z_A(A)\) may differ from \(Z_B(B)\) for an object \(A\) in the full subcategory \(\mathcal{A}\).

5.2 Presheaf categories

Using Theorem 7, we can also compute the covariant isotropy of any presheaf category \(\text{Set}^\mathcal{J}\) for a small category \(\mathcal{J}\). We first axiomatize \(\text{Set}^\mathcal{J}\) as the category of models of a quasi-equational theory.

\textbf{Definition 19 (Presheaf Theory).} Let \(\mathcal{J}\) be a small category. We define the signature \(\Sigma^\mathcal{J}\) to have one sort \(X_i\) for each \(i \in \text{Ob}(\mathcal{J})\) and one function symbol \(\alpha_f : X_i \rightarrow X_j\) for each arrow \(f : i \rightarrow j\) in \(\mathcal{J}\).

We define the \textit{presheaf theory} \(\mathcal{T}^\mathcal{J}\) to be the quasi-equational theory over the signature \(\Sigma^\mathcal{J}\) with the following axioms:
We will lighten notation and write \( \ell \mapsto x \) for every \( x \in \text{Ob}(\mathcal{J}) \) (i.e. each \( \alpha_{\ell} \) acts as an identity).

We now require the following preparatory lemma.

\[ \text{Lemma 20.} \quad \text{Let } M \in \mathcal{T}^\mathcal{J}\text{-mod. If } f, f' : i \to j \text{ are parallel arrows in } \mathcal{J} \text{ and } \mathcal{T}^\mathcal{J}(M, x_i) \vdash f(x_i) = f'(x_i), \text{ then } f = f'. \]

\[ \text{Proof.} \quad \text{The assumption } \mathcal{T}^\mathcal{J}(M, x_i) \vdash f(x_i) = f'(x_i) \text{ implies that for any homomorphism (i.e. natural transformation) } \eta : M \to N \text{ in } \mathcal{S}^\mathcal{J}, \text{ we have } N(f) = N(f'), \text{ since given any } a \in N_i \text{ there is a homomorphism } [\eta, a] : M(x_i) \to N \text{ sending } x_i \text{ to } a \text{ (cf. also [9, Lemma 3.1.2]). We now take } N : \mathcal{J} \to \mathcal{S} \text{ to be } N := M + \mathcal{J}(i, -) \text{ and } \eta \text{ to be the coproduct inclusion. Then } f = f \circ \text{id}(i) = N(f)(\text{id}(i)) = N(f')(\text{id}(i)) = f' \circ \text{id}(i) = f', \text{ as required.} \]

As a consequence of this lemma, we find that any term congruence class \([t] \in M(x_i)\) has a unique representation as \( t \equiv a \) for some \( a \in M_j \) or \( t \equiv f(x_i) \) for some \( f \) with domain \( i \), depending on whether the indeterminate \( x_i \) occurs in \( t \).

Let \( \text{Aut}(\text{Id}_\mathcal{J}) \) be the group of natural automorphisms of the identity functor \( \text{Id}_\mathcal{J} : \mathcal{J} \to \mathcal{J} \) of a small category \( \mathcal{J} \), which is sometimes called the center of \( \mathcal{J} \). We now have:

\[ \text{Proposition 21.} \quad \text{Let } \mathcal{J} \text{ be a small category. For any } M \in \mathcal{T}^\mathcal{J}\text{-mod we have} \]

\[ \mathcal{Z}(M) = \left\{ \{\psi_i(x_i)\}_i \in \prod_{i \in \mathcal{J}} M(x_i) : \psi_i \in \text{Aut}(\text{Id}_\mathcal{J}) \right\}. \]

\[ \text{Proof.} \quad \text{It is straightforward to prove the right-to-left inclusion using the assumption that } \psi \text{ is a natural automorphism of } \text{Id}_\mathcal{J}, \text{ so let us turn to the less obvious converse inclusion. Suppose that } \{[s_i]_i \in \mathcal{Z}(M) \subseteq \prod_{i \in \mathcal{J}} M(x_i) \}. \text{ By the lemma, as well as the fact that invertible terms must contain the indeterminates, we may represent } s_i = \psi_i(x_i), \text{ where } \psi_i : i \to i \text{ is a map in } \mathcal{J}. \text{ We show that } \psi := (\psi_i)_{i \in \mathcal{J}} \text{ is a natural automorphism of } \text{Id}_\mathcal{J}. \text{ First, each } \psi_i : i \to i \text{ is an isomorphism: take the inverse } (s_i)_i \text{ of } ([s_i])_i, \text{ and represent this inverse as } x_i \text{ for } \chi_i : i \to i. \text{ Since } \mathcal{T}^\mathcal{J}(M, x_i) \text{ then proves the equations } (\psi_i \circ \chi_i)(x_i) = \psi_i(x_i) = x_i = \text{id}_i(x_i) \text{ and } (\chi_i \circ \psi_i)(x_i) = \text{id}_i(x_i), \text{ it follows by Lemma 20 that } \psi_i \text{ is the inverse of } \chi_i. \]

\[ \text{To show that } \psi \text{ is natural, let } f : j \to k \text{ be any arrow in } \mathcal{J}, \text{ and let us show that } \psi_k \circ f = f \circ \psi_j. \text{ We know that } \{[\psi(x_i)]_i = [s_i]_i \text{ commutes generically with the function symbol } f : X_j \to X_k \text{ of } \Sigma^\mathcal{J}, \text{ which implies that } \mathcal{T}^\mathcal{J}(M, x_j) \vdash (\psi_k \circ f)(x_j) = (f \circ \psi_j)(x_j), \text{ from which we obtain the required } \psi_k \circ f = f \circ \psi_j \text{ again by Lemma 20. Thus } \psi : \text{Id}_\mathcal{J} \rightarrow \text{Id}_\mathcal{J} \text{ is indeed a natural automorphism with } ([s_i])_i = ([\psi_i(x_i)])_i. \]
Corollary 22. Let $\mathcal{J}$ be a small category. For any functor $F : \mathcal{J} \to \text{Set}$ we have $Z(F) \cong \text{Aut}(\text{Id}_\mathcal{J})$, and hence the covariant isotropy group functor of $\text{Set}^\mathcal{J}$ is constant on the automorphism group of $\text{Id}_\mathcal{J}$.

Proof. Given $([s_i])_{i \in \mathcal{J}} \in Z(F)$, we know by Proposition 21 that there is some $\psi \in \text{Aut}(\text{Id}_\mathcal{J})$ with $[s_i]_i = [\psi_i(x_i)]_i$. We now show that this assignment $([s_i])_i \mapsto \psi$ is a well-defined group isomorphism $Z(F) \cong \text{Aut}(\text{Id}_\mathcal{J})$. It is well-defined, because if there is also some $\chi \in \text{Aut}(\text{Id}_\mathcal{J})$ with $[s_i]_i = [\psi_i(x_i)]_i = [\chi_i(x_i)]_i$, then from Lemma 20 we obtain $\psi = \chi$. It is clearly injective, surjective by Proposition 21, and it is readily seen to preserve group multiplication, so that it is indeed a group isomorphism.

We can now use Corollary 22 to characterize the covariant isotropy groups of certain presheaf categories of interest.

Proposition 23. If $M$ is a monoid, then the covariant isotropy group $Z : \text{Set}^M \to \text{Grp}$ of the category of $M$-sets and $M$-equivariant maps is constant on $\text{Inv}(Z(M))$, the subgroup of invertible elements of the center of $M$. In particular, if $G$ is a group, then the covariant isotropy group $Z : \text{Set}^G \to \text{Grp}$ is constant on $Z(G)$.

Proof. The result follows immediately from Corollary 22 and the observation that the automorphism group of the identity functor on the monoid $M$, regarded as a one-object category, is isomorphic to $\text{Inv}(Z(M))$.

Proposition 24. Let $\mathcal{J}$ be a rigid category, i.e. a category whose objects have no non-identity automorphisms (e.g. $\mathcal{J}$ could be a preorder or poset). Then the covariant isotropy group $Z : \text{Set}^\mathcal{J} \to \text{Grp}$ is trivial.

6 Conclusions and future work

We have shown how a syntactic description of polymorphic automorphisms can be fruitfully applied to characterize the covariant isotropy of several kinds of structures of relevance in logic, algebra, and computer science. Most notably, we have shown that the covariant isotropy group of a strict monoidal category coincides with its Picard group of $\otimes$-invertible objects. We have also shown that the covariant isotropy group of a presheaf category $\text{Set}^\mathcal{J}$ behaves quite differently from the contravariant one, in that it is the constant group with value $\text{Aut}(\text{Id}_\mathcal{J})$.

There are several open questions and possible lines for further inquiry:

1. The generalization from algebraic to quasi-equational theories presented in this paper is the first step on a path upwards through the various fragments of logic. In particular, we hope to generalize some of the techniques to determine the isotropy groups of some geometric theories of interest.
We have shown how to determine the covariant isotropy groups of presheaf categories, but we have left open the question of how to determine the isotropy of sheaf toposes. In particular, it would be of interest to determine the covariant isotropy of the topos of nominal sets (also known as the Schanuel topos).

3. For a theory $\mathcal{T}$ and small category $\mathcal{J}$, there is a theory $\mathcal{S} = \mathcal{S}(\mathcal{T}, \mathcal{J})$ with $\mathcal{S}_{\text{mod}} \cong \mathcal{T}_{\text{mod}}^{\mathcal{J}}$ (in Section 5.2 we considered the special case where $\mathcal{T}$ is the theory of sets). In [9, Chapter 5] the second author has obtained, under mild assumptions on $\mathcal{T}$, a description of the covariant isotropy group of $\mathcal{T}_{\mathcal{J}}^{\mathcal{J}}_{\text{mod}}$ in terms of $\text{Aut}(\text{Id}_{\mathcal{J}})$ and the isotropy group of $\mathcal{T}$.

4. We have not yet investigated in detail how isotropy behaves with respect to morphisms of theories $\rho : \mathcal{T} \to \mathcal{S}$. We have seen a rather special case in Section 4 with $\text{Ob} : \text{StrMonCat} \to \text{Mon}$, but the general case is more involved.

5. One possible perspective on the theory of strict monoidal categories is that it is a tensor product of the theory of categories with that of monoids. This leads to the question of whether, under suitable hypotheses on the theories $\mathcal{T}$ and $\mathcal{S}$, we can describe the isotropy of the tensor product theory $\mathcal{T} \otimes \mathcal{S}$ in terms of that of $\mathcal{T}$ and $\mathcal{S}$.

6. One can define, for a 2-category $\mathcal{E}$ and object $X \in \mathcal{E}$, the 2-group of pseudo-natural auto-equivalences of $X/\mathcal{E} \to \mathcal{E}$. This leads to a 2-dimensional version of isotropy, taking values in 2-groups. It is then possible to show that the 2-isotropy group of a (non-strict) monoidal category (regarded as an object of the 2-category of monoidal categories and strong monoidal functors) is the Picard 2-group. This will be presented in forthcoming work.
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1 Introduction

Polymorphism has been a central topic in programming language theory since the late sixties. Today, most general purpose programming languages employ some kind of polymorphism. At the same time, under the Curry-Howard correspondence, quantification over types corresponds to quantification over propositions, that is, to second-order logic. In particular, System F, the archetypical type system for polymorphism, can be seen as a proof-system for (the \(\forall\), \(\exists\)-fragment of) second-order intuitionistic logic.

In spite of the numerous applications of polymorphism, practically all interesting type-related properties of (Curry-style) System F (e.g. type checking, type inhabitation, etc.) are undecidable, making this language impractical for any reasonable implementation. This is one of the reasons why a wide literature has investigated more manageable subsystems of System F. Notably, ML-polymorphism [41, 42, 40] has found much success due to its decidable type-checking.

Another direction of research was that of investigating predicative subsystems of System F [32, 33, 34, 6]. In particular, the so-called finitely stratified polymorphism [33] yields a stratification of System F through a sequence of predicative systems \((F_n)_{n\in\mathbb{N}}\) of growing expressive power (notably, \(F_0\) is the simply typed \(\lambda\)-calculus STLC, and ML-polymorphism coincides with the rank-1 part of \(F_1\)). Yet, in spite of such limitations, type checking becomes undecidable already at level 1 of this hierarchy [18].

Could one tell exactly at which point, in the range from the simply typed \(\lambda\)-calculus and ML to full System F, the type-related properties of polymorphism become undecidable?
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<table>
<thead>
<tr>
<th></th>
<th>$F_0 = \text{STAC}$</th>
<th>$F_{\text{at}}$</th>
<th>ML</th>
<th>$F_1$</th>
<th>$F$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TI</td>
<td>decidable [59]</td>
<td>undecidable [52]</td>
<td>open</td>
<td>undecidable [57]</td>
<td>undecidable [37]</td>
</tr>
<tr>
<td>CE (for numerical functions)</td>
<td>decidable [44]</td>
<td>decidable</td>
<td>undecidable</td>
<td>undecidable</td>
<td>undecidable*</td>
</tr>
<tr>
<td>CE (full)</td>
<td>decidable [44]</td>
<td>undecidable</td>
<td>undecidable</td>
<td>undecidable</td>
<td>undecidable**</td>
</tr>
</tbody>
</table>

Figure 1 Decidable and undecidable properties of System $F$ and some predicative fragments (in bold the properties established in the present paper).

*: easy consequence of Rice’s theorem and the typability of all primitive recursive functions in $F$ (see also Remark 18).

**: consequence of the undecidability of (CE) for numerical functions.

Atomic Polymorphism. In more recent times Ferreira et al. have undertaken the investigation of what can be seen as the least expressive predicative fragment of $F$, System $F_{\text{at}}$, or atomic System $F$ [12, 11, 13, 15, 16, 10, 9]. The predicative restriction of $F_{\text{at}}$ is such that a universally quantified type $\forall X.A$ can be instantiated solely with an atomic type, i.e. a type variable. In this way $F_{\text{at}}$ sits in between level 0 (i.e. STLC) and level 1 of the finitely stratified hierarchy. Actually, $F_{\text{at}}$ can be seen as a type refinement system (in the sense of [39]) of STAC, since all terms typable in $F_{\text{at}}$ are simply typable (cf. Lemma 7).

In spite of its very limited expressive power, Ferreira et al. have shown that, thanks to polymorphism, $F_{\text{at}}$ enjoys some proof-theoretic properties that STAC lacks. In particular, they defined a predicative variant of the usual encoding of sum and product types inside $F$, yielding an embedding of intuitionistic propositional logic inside $F_{\text{at}}$. However, while propositional logic is decidable, provability in second-order propositional intuitionistic logic, even with the atomic restriction, is undecidable [56]. This argument (as recently observed in [52]) can be extended to show that the type inhabitation property, which is decidable for STAC, is undecidable for $F_{\text{at}}$.

Contributions

In this paper we investigate the following type-related properties of System $F_{\text{at}}$:

- **Type inhabitation (TI):** given $A$, is there $t$ such that $\vdash t : A$?
- **Type-checking (TC):** given $\Gamma, A, t$, does $\Gamma \vdash t : A$?
- **Typability (T):** given $\Gamma, t$, is there $A$ such that $\Gamma \vdash t : A$?
- **Contextual equivalence (CE):** given $A, t, u$ such that $\vdash t, u : A$, do $C[t]$ and $C[u]$ reduce to the same Boolean, for all context $C$.

In Fig. 1 we sum up what is already known and what is established in this paper (in bold) about such properties in predicative fragments of System $F$. Our main results are that in $F_{\text{at}}$ (TC) and (T) are both decidable, and that (CE) is decidable if one restricts oneself to numerical functions, and undecidable in the general case.

Several decidability properties of $F_{\text{at}}$ are tight, meaning that they all fail already for $F_1$. In these cases, our arguments can be used to shed some new insights on the broader question of understanding where the source of undecidability for such properties in full System $F$ lies.
Plan of the paper

After recalling the syntax of F and its fragment in Curry-style and Church-style, we address the properties (TI), (TC), (T) and (CE).

Type Inhabitation. In Section 3 we shortly discuss the undecidability of (TI), by showing how the argument in [57] for System F applies to F̂ too. This argument yields an encoding inside F̂ of an undecidable fragment of first-order intuitionistic logic. We also observe that F̂ is actually equivalent to a first-order system, namely to the ñ, @-fragment 1Monñ, @ of first-order monadic intuitionistic logic in a language with a unique monadic predicate. To our knowledge, the undecidability of 1Monñ, @ has not been previously observed (although some slightly more expressive fragments - e.g. including a primitive disjunction [19] or finitely many monadic predicates [54] - have been proven undecidable).

Type-Checking and Typability. In Section 4 we consider the type-checking problem. The undecidability of (TC) for System F was established by Wells in [64], and was later extended to all predicative systems F̂n, for n > 0 [18]. In all these cases this result was obtained by reducing an undecidable variant of second-order unification (SOU) to the type-checking problem. On the other hand, the decidability of (TC) for ML (and F̂0 = STλ) is based on the famous Hindley-Milner algorithm [40], which reduces this problem to first-order unification (FOU), which is decidable.

The fundamental source of undecidability of SOU is the presence of cyclic dependences between second order variables, expressed in the simplest case by equations of the form X(t) = f(v1, ..., vk−1, X(u), vk+1, ..., vn). In fact, acyclic SOU is decidable [36]. When type-checking polymorphic programs, such cyclic dependencies are generated by self-applications, i.e. terms of the form λ⃗x. xτ1...τk−1xt1...tn. In fact, in this case the type @X.A assigned to the variable x must satisfy a cyclic equation of the form

A[X → C1] = B1 ⇒ ... ⇒ Bk−1 ⇒ A[X → C2] ⇒ Bk+1 ⇒ ... ⇒ Bn

(where C1, C2 are suitable type instantiations of X). By constrast, no term containing a self-application can be typed in STλC, since cyclic equations cannot be solved by FOU.

Since the terms typable in F̂ can also be typed in STλC (cf. Lemma 7), it follows that self-applications cannot be typed in F̂ either. Using this observation, we describe a type-checking algorithm for F̂ which works in two phases: first, it checks (using FOU) the presence of cyclic dependencies, and returns failure if it detects one; then, if phase 1 succeeds, it applies (a suitable variant of) acyclic SOU to decide type-checking. From the decidability of (TC), we deduce the decidability of (T) by a standard argument (see [4]).

Contextual Equivalence. Studying the typable terms of F̂ might not seem very interesting from a computational viewpoint, as these terms are already typable in STλC. However, due to the presence of some form of polymorphism, investigating programs in F̂ can be interesting for equational reasoning, as we do in Sections 5 and 6. In standard type systems, beyond the standard notions of program equivalence arising from the operational semantics (i.e. βη-equivalence), there may exist several other congruences arising from either denotational models or from some notion of contextual equivalence. In STλC, it is well-known that βη coincides with the congruence induced by any infinite extensional model [58], as well as with several notions of contextual equivalence (see [5], [7]). In polymorphic type systems the picture is rather different, since βη-equivalence is usually weaker than the congruences...
arising from extensional models (see \[3, 23\]), and also weaker than standard notions of contextual equivalence. Moreover, while $\beta\eta$-equivalence is decidable, contextual equivalence is undecidable. Since in many practical situations (see \[62, 1\]) it is more convenient to reason up to notions of equivalence stronger than $\beta\eta$-equivalence, several techniques to compute (approximations of) contextual equivalence have been investigated, e.g. free theorems \[63\], parametricity \[53\], and dinaturality \[3\].

Our investigation of contextual equivalence starts in Section 5 with an exploration of equational reasoning in $F\_at$ using free theorems. We show that the predicative encodings of sum and product types of Ferreira et al. produce products and coproducts in $F\_at$ in the categorical sense, provided terms are considered up to (CE) (a fact which is known to hold in $F$ for the usual, impredicative, encodings \[23, 61\]). We then investigate (CE) for typable numerical functions. Using the fact that the primitive recursive functions are uniquely defined in System F up to (CE), we show that (CE) for the representable numerical functions is decidable in $F\_at$, and undecidable in ML. Such results rely on the observation that (CE) becomes undecidable as soon as some super-polynomial function (like bounded multiplication) becomes representable. From this it can be deduced that (CE) is undecidable in all fragments $F\_n$, for $n > 0$, of the finitely stratified hierarchy as well.

Finally, in Section 6 we establish that (CE) is undecidable also in $F\_at$, by showing that the type inhabitation problem for a suitable extension of $F\_at$ can be reduced to it. This result, together with the previous ones, shows that there is no hope to get a decidable contextual equivalence for polymorphic programs through a predicative restriction, and one has rather to look for other kinds of restrictions (see for instance \[49\]).

### 2 Predicative Polymorphism and System $F\_at$

The systems we consider in this paper are all restrictions of usual Church-style and Curry-style System F. The types are defined in both cases by the grammar

$$A, B ::= X | A \Rightarrow B | \forall X.A$$

starting from a countable set $\texttt{Var}^2$ of type variables $X_1, X_2, \ldots$. The terms of Church-style System F are defined by the grammar below:

$$t^A, u^A ::= x^A | (\lambda x^A. t^B)^A \Rightarrow B | t^B \Rightarrow A^u B | (\Lambda X. t^A)^{\forall X.A} | (t^{\forall X.A} \Gamma)^{A[\Gamma/C]}$$

For readability, we will often omit type annotations, when these can be guessed from the context. The terms of Curry-style System F are standard $\lambda$-terms, with typing rules defined as in Fig. 2, where $\Gamma$ indicates a partial function from term variables to types with a finite support, and by $X \notin \text{FV}(\Gamma)$ we indicate that $X$ does not occur free in any type in $\text{Im}(\Gamma)$. We call the type $C$ occurring in $(t^{\forall X.A} \Gamma)^{A[\Gamma/C]}$ and in the rule $\forall E$ in Fig. 2 the witness of the type instantiation.

We indicate term contexts (i.e. terms with a hole []) as $C[ ]$. Moreover, we let $C[ ] : A \vdash B$ be a shorthand for $x \mapsto A \vdash C[x] : B$.

System F is impredicative: any type can figure as a witness. In particular, one can construct “circular” instantiations, in which a term of type $\forall X.A$ is instantiated with the same type as witness. A predicative fragment of System F is one in which witnesses are restricted in such a way to avoid such circular instantiations.

We will focus on three predicative fragments of System F, both in Church- and Curry-style. The first is System $F_1$, which is the fragment of F in which witnesses are quantifier-free. The second is System $F\_at$, which is the fragment of F in which witnesses are atomic, that is,
At the level of provability, the encoding is generated by Case sums and products are not translated by the types into (finite sequences of) \( B \) or \( \text{let} \). Moreover, the encoding of Case destructors can be encoded inside System F by letting \( \text{let} \). It is well-known that sum and product types become derivable. This is not possible in \( \text{let} \) because enrich the set of \( \text{let} \). Observe that in \( \text{let} \) one can encode \( \text{let} \) by \( (\lambda x.t)u \), so that the rule above becomes derivable. This is not possible in \( \text{let} \), due to the rank restriction.

### Impredicative and Predicative Encodings

It is well-known that sum and product types can be encoded inside System F by letting

\[
A \vdash B = \forall X. (A \rightarrow X) \rightarrow (B \rightarrow X) \rightarrow X
\]

\[
A \vDash B = \forall X. (A \rightarrow B \rightarrow X) \rightarrow X
\]

where the type variable \( X \) is fresh. The encoding of term constructors \( t_\cdot, \langle \cdot, \cdot \rangle \) and term destructors \( \text{Case}_C(\cdot, x^A, \cdot, x^B, \cdot) \) and \( \pi_\cdot(\cdot) \) is given (in Church-style) by:

\[
\begin{align*}
t_1(t) &= \Lambda X. \Lambda f : A \rightarrow X. \Lambda g : B \rightarrow X. ft \\
t_2(t) &= \Lambda X. \Lambda f : A \rightarrow X. \Lambda g : B \rightarrow X. gt \\
\langle t, u \rangle &= \Lambda X. \Lambda f : A \rightarrow X. \Lambda g : B \rightarrow X. ftu
\end{align*}
\]

At the level of provability, the encoding is faithful: a type is inhabited in the extension of System F with sum and product types iff the encoded type is inhabited in System F. Moreover, the encoding of \( \vDash \) satisfies the disjunction property: \( A \vDash B \) is inhabited iff either \( A \) or \( B \) are inhabited.

At the level of conversions, the encoding translates \( \beta \)-reduction step for sum and product types into (finite sequences of) \( \beta \)-reduction steps in F. On the other hand, the \( \eta \)-rules for sums and products are not translated by the \( \beta \)- and \( \eta \)-rules of System F. Yet, the equivalence generated by \( \beta \)- and \( \eta \)-rules is preserved by contextual equivalence in System F (more on this in Section 5).

The encoding of sum and product types is impredicative: the encoding of term destructors requires witnesses of arbitrary complexity. Notably, given a term \( t \) of type \( A \vDash B \), the term \( \text{Case}_{A \vDash B}(t, x^A, t_1(x), x^B, t_2(x)) \), of type \( A \vDash B \), has a circular instantiation of \( A \vDash B \).
What’s Decidable About (Atomic) Polymorphism?

In [12], and more recently in [9] some alternative, predicative, encodings were defined having System $F_{at}$ as target. The fundamental observation is that the unrestricted $\forall \varepsilon$ rule is derivable from the restricted one for the types of the form $A \vdash B$ and $A \times B$ (the authors call this phenomenon "instantiation overflow"). In fact, for any type $C$ of System F one can define contexts $\text{IO}_C^[-][ ] : A \vdash B \vdash C \Rightarrow (A \Rightarrow B \Rightarrow C) \Rightarrow C$ by induction on $C$:

\[
\text{IO}_C^[-][ ] = \text{IO}_X^[-][ ] = [ ]
\]

\[
\text{IO}_{C_1 \rightarrow C_2}^[-][ ] = \lambda f^{A \rightarrow B \rightarrow C_1 \rightarrow C_2} \lambda g^{B \rightarrow C_1 \rightarrow C_2} \lambda y^{C_1} \\text{IO}_{C_2}^[-][ ] (\lambda z^A.f.z.y)(\lambda z^B.g.z.y)
\]

\[
\text{IO}_{C_1 \times C_2}^[-][ ] = \lambda f^{A \rightarrow B \rightarrow C_1 \rightarrow C_2} \lambda g^{B \rightarrow C_1 \rightarrow C_2} \lambda y^{C_1} \\text{IO}_{C_2}^[-][ ] (\lambda z^A.\lambda w^B.f.z.w.y)
\]

\[
\text{IO}_{\forall Y.C}^[-][ ] = \lambda f^{A \rightarrow \forall Y.C \rightarrow Y.\forall Y.C} . \lambda y^{\forall Y.C} . \text{IO}_{\forall Y.C}^[-][ ] (\lambda z^A.f.z.Y)(\lambda z^B.g.z.Y)
\]

\[
\text{IO}_{\exists Y.C}^[-][ ] = \lambda f^{A \rightarrow B \rightarrow \forall Y.C \rightarrow \exists Y.C} . \lambda y^{\forall Y.C} . \text{IO}_{\forall Y.C}^[-][ ] (\lambda z^A.\lambda w^B.f.z.w.y)
\]

One can thus encode the type destructors as for $F$, but replacing the type application $\pi C$ in $\text{Case}_C(t, x^A, u, x^B, v)$ with either $\text{IO}_C^[-][x]$ or $\text{IO}_C^+[-][x]$.

At the level of provability, this embedding is faithful when restricted to simple types, i.e. for the intuitionistic propositional calculus (see [13]): a simple type (possibly containing finite sums and products) is inhabited iff its encoding is inhabited in $F_{at}$. However, faithfulness does not hold for the extension of $F_{at}$ with sum and product types (see [47]). In particular, one can construct types $C, D$ of $F$ such that $C \vdash D$ is inhabited in $F_{at}$ while $C + D$ is not inhabited in the extension of $F_{at}$ with sums and products. This also implies that the disjunction property fails for $C \vdash D$ in $F_{at}$, since neither $C$ nor $D$ are inhabited.

Interestingly, at the level of conversions, this encoding is stronger than the usual one: it translates not only $\beta$-reductions, but also the permutative conversions and a restricted form of $\eta$-conversion for sums, into sequences of $\beta$ and $\eta$-reductions of $F_{at}$ (see [11, 14, 9]).

3 Type Inhabitation

In this section we discuss type inhabitation in the systems $F_{at}$ and $F_1$. We briefly recall the undecidability argument for (TI) in System F from [57], and observe that this applies to $F_{at}$ (a more detailed reconstruction can be found in [52]).

The argument in [57] (which was later simplified in [8]) is based on an embedding inside $F$ of an undecidable fragment of first-order logic. We recall the argument in a few more details, so that it will be clear that the same argument shows the undecidability of type inhabitation in both $F_{at}$ and $F_1$.

Let $\text{Dyad}_{\rightarrow, \forall}$ indicate the $\rightarrow, \forall$-fragment of intuitionistic first-order logic in a language with no function symbol and a finite number of at most binary relation symbols. We consider sequents of the form $\Gamma \vdash \bot$ where $\Gamma$ consists of three type of assumptions:

- atomic formulas different from $\bot$;
- closed formulas of the form $\forall \alpha. (\varphi_1 \Rightarrow \ldots \Rightarrow \varphi_n \Rightarrow \psi)$, where $\varphi_1, \ldots, \varphi_n, \psi$ are atomic formulas and each variable in $\psi$ occurs in some the $\varphi_i$;
- closed formulas of the form $\forall \alpha. (\forall \beta (p(\alpha, \beta) \Rightarrow \bot) \Rightarrow \bot)$.

The problem of checking if a sequent $\Gamma \vdash \bot$ as above is deducible in $\text{Dyad}_{\rightarrow, \forall}$ is undecidable ([57], Theorem 8.8.2).

We fix a finite number of distinguished type variables:

- for each relation symbol $p$, three variables $p_1, p_2, p_3$;
- five more variables $\spadesuit, *, \heartsuit_1, \heartsuit_2, \spadesuit$. 

We let, for any type \( A^* \) := \( A \Rightarrow \bullet \), and we define, for all types \( A,B \):

\[
p_{AB} = (A^* \Rightarrow p_1) \Rightarrow (B^* \Rightarrow p_2) \Rightarrow p_3
\]

\[
p(A,B) = p_{AB} \Rightarrow \bullet
\]

For any type \( A \), we let \( \mathcal{U}(A) \) be the set of all types \( (A^* \Rightarrow p_i) \Rightarrow \circ_1^i, A^* \Rightarrow \circ_2^i \), where \( i = 1, 2 \). Given a finite list of types \( A_1, \ldots, A_n \), we let \( \mathcal{U}(A_1, \ldots, A_n) \Rightarrow B \) be a shorthand for \( C_1 \Rightarrow \ldots \Rightarrow C_k \Rightarrow B \), where \( C_1, \ldots, C_k \) are the types in \( \bigcup_i \mathcal{U}(A_i) \).

Each formula \( \varphi \) of \( \text{Dyad}_{\omega, \gamma} \) is translated into a type \( \overline{\varphi} \) as follows:

\[
p(\alpha_i, \alpha_j) = p(X_i, X_j) \quad \top = \bullet
\]

\[
\varphi \Rightarrow \psi = \overline{\varphi} \Rightarrow \overline{\psi}
\]

\[
\forall \alpha_i, \overline{\varphi} = \forall X_i. (\mathcal{U}(X_i) \Rightarrow \overline{\varphi})
\]

One can easily check the following by induction:

- **Proposition 1.** If \( \varphi_1, \ldots, \varphi_n \vdash \varphi \) is provable in \( \text{Dyad}_{\omega, \gamma} \) and \( \alpha_1, \ldots, \alpha_k \) are the variables that occur in \( \text{FV}(\varphi) \) but not in \( \text{FV}(\varphi_1, \ldots, \varphi_n) \), then \( x_1 \mapsto \overline{\varphi_1}, \ldots, x_n \mapsto \overline{\varphi_n}, \overline{\gamma} \mapsto \mathcal{U}(X_1, \ldots, X_n) \vdash t : \overline{\gamma} \) holds in \( \text{F}_{\text{at}} \) for some term \( t \).

The less trivial part is the following:

- **Theorem 2 ([57], Theorem 11.6.14).** For all formulas \( \varphi_1, \ldots, \varphi_n \) satisfying i-iii, if \( x_1 \mapsto \overline{\varphi_1}, \ldots, x_n \mapsto \overline{\varphi_n} \vdash t : \bullet \) is deducible in System \( F \), then \( \varphi_1, \ldots, \varphi_n \vdash \bot \) is provable in \( \text{Dyad}_{\omega, \gamma} \).

Since \( \text{F}_{\text{at}} \) and \( F_1 \) are both fragments of \( F \), we can freely substitute them for System \( F \) in the statement of Theorem 2. Then, together with Proposition 1 we deduce:

- **Corollary 3.** \( (TI) \) is undecidable in both \( \text{F}_{\text{at}} \) and \( F_1 \).

- **Remark 4.** Although \( \text{F}_{\text{at}} \) and \( F_1 \) are both undecidable, they are not equivalent at the level of provability. For instance, the type \( (\forall X. X \Rightarrow Y) \Rightarrow (Z \Rightarrow Z) \Rightarrow Y \) is inhabited in \( F_1 \) (by the term \( \lambda x. \lambda y. \lambda z. x \Rightarrow y. \lambda g. \lambda z. x \Rightarrow z. x(Z \Rightarrow Z)y \)), but not in \( \text{F}_{\text{at}} \) (as easily seen by a proof-search argument).

- **Remark 5.** The undecidability of the atomic fragment of (full) second-order intuitionistic logic has been known since (at least) [56]. However, from this one cannot deduce the undecidability of \( \text{F}_{\text{at}} \), due to the fact that disjunction is not faithfully definable in \( \text{F}_{\text{at}} \) (see also [47]).

- **Remark 6.** It is not difficult to see that System \( \text{F}_{\text{at}} \) is equivalent to a first-order system, namely to the \( \Rightarrow \forall \)-fragment \( 1\text{Mon}_{\omega, \gamma} \) of monadic first-order intuitionistic logic in the language with no function symbol and a unique monadic predicate. The equivalence is given by an obvious bijection between formulas and types given by \( p(\alpha_i) = X_i, \varphi \Rightarrow \psi \mapsto \hat{\varphi} \Rightarrow \hat{\psi} \) and \( \forall \alpha_i. \varphi = \forall X_i. \hat{\varphi} \). Hence, a consequence of Corollary 3 is that provability in \( 1\text{Mon}_{\omega, \gamma} \) is undecidable. Provability in extensions of \( 1\text{Mon}_{\omega, \gamma} \) with either finitely many monadic predicates, or with disjunction, is known to be undecidable [19, 18]. To the best of our knowledge, the undecidability of \( 1\text{Mon}_{\omega, \gamma} \) has not been observed before.
4 Typability and Type-checking

In usual implementations of polymorphic type systems the Church-style type discipline is generally considered inconvenient, due to the heavy amount of type annotations. Instead, Curry-style languages, for which a compiler can (either completely or partially) reconstruct type annotations, are generally preferred (two standard examples are the languages ML and Haskell). This is the reason why type-checking algorithms for polymorphic type systems in Curry-style (or in some variants of Curry-style with partial type annotations [45]) have been extensively investigated [24, 26, 64, 18].

However, while ML admits a decidable type checking in Curry-style (a main reason for its success), type checking has been shown to be undecidable for System F and most of its variants (including the predicative system F₁ [18]), making the Curry-style version of such systems impractical for implementation.

For the simply typed λ-calculus (and crucially also for ML), the type-checking problem can be reduced to first-order unification (FOU), that is, to the problem of unifying first-order terms (in a language with a unique binary function symbol corresponding to \(\Rightarrow\)). Typically, an application \(tu : b\) will produce a first-order equation of the form \(a₁ = a_u \Rightarrow b\), where \(a₁, a_u\) are variables indicating the type of \(t\) and the type of \(u\), respectively. As FOU is decidable, this suffices to show that type-checking is decidable in this case.

In the case of full polymorphism FOU is not sufficient to solve type-checking. In fact, already in F₁ one can type terms, like e.g. \(\lambda x.xx\), which contain self-applications. Using FOU, \(\lambda x.xx\) yields the unsolvable equation \(a_x = a_x \Rightarrow b\), so it is not typable in either STAC or ML. To type-check System F programs one can replace FOU with either semi-unification [24, 26] or second order unification (SOU) [45, 18]. Here we focus on the latter: in SOU one tries to unify equations involving terms constructed from first-order variables \(a, b, c, \ldots\) as well as second order variables \(F, G, \ldots\). For instance, the term \(\lambda x.xx\) above yields the equations

\[ Fa = (Fb) \Rightarrow G \]  (1)

where \(\forall X.FX\) indicates the type of \(x\), and the variables \(a, b\) encode the possible witnesses which permit to type \(xx\) (in Church-style one could indicate this with \(\lambda x.\forall X.FX.((xa)F^a)(xb)F^b)\_G\), so that Eq. (1) is precisely what is needed to make the typing correct). A (non-unique) solution to Eq. (1) is obtained by \(F \mapsto \lambda x.x, G \mapsto Z, a \mapsto Y \Rightarrow Z, b \mapsto Y\).

Unfortunately, SOU is undecidable [22]. Moreover, one can encode restricted (but still undecidable) variants of SOU in the type checking problem for F₁ [18], showing that (TC) is undecidable for F₁. A fundamental ingredient of these undecidability arguments is the appeal to variable cycles (see the discussion in [36]) like the one in Eq. (1), that is, to unification problems from which one can deduce equations of the form \(Fa₁ \ldots a_n = u[F]\), that is, equating a second-order variable \(F\) with some term containing \(F\) itself.

Conversely, acyclic SOU, that is, the problem of unifying SOU problems containing no variable cycles, is decidable [36]. These observations can be used to show that type-checking is actually decidable in \(F\_at\). In fact, a fundamental property of \(F\_at\) (and a reason for its very limited expressive power) is that any term typable in \(F\_at\) is already typable in the simply-typed λ-calculus. Indeed, the following is easily checked by induction:

\[ \text{Lemma 7. If } \Gamma \vdash t : A \text{ is derivable in the Curry-style } F\_at, \text{ then } \Gamma \vdash t : |A| \text{ is derivable in the simply typed } \lambda\text{-calculus, where } |A| \text{ is defined by } |X| = o, |A \Rightarrow B| = |A| \Rightarrow |B|, |\forall X.A| = |A|, \text{ and } |\Gamma|(x) = |\Gamma|(x)|. \]
An immediate consequence of Lemma 7 is that one cannot type \( \lambda x.xx \) in \( F_{at} \) and, more generally, that any \( \lambda \)-term that would give rise to a variable cycle cannot be typed in \( F_{at} \). Observe that the converse does not hold: from the fact that \( \Gamma \vdash t : A \) holds, one cannot deduce \( \Gamma \vdash t : A \) (take for instance \( t = x \), \( \Gamma(x) = X \) and \( A = \forall X.X \)).

However, these observations suggest that type checking for \( F_{at} \) can be decided by reasoning in two phases: to check if \( \Gamma \vdash t : A \) is derivable in \( F_{at} \), first check if \( \Gamma \vdash t : A \) is derivable in \( STAC \) using \( FOU \); if this first step fails, then the original problem must fail; if the first step succeeds, then the original type-checking problem for \( F_{at} \) yields an instance of (a suitable variant of) acyclic SOU, which must be decidable. By reasoning in this way, one can thus establish:

\section*{Theorem 8.} (TC) for Curry-style \( F_{at} \) is decidable.

In App. A (and more in detail in [50]) we describe the decision algorithm for type-checking in \( F_{at} \), which is based on a variant of second-order unification, that we call \( F_{at} \)-unification. The fundamental idea is to consider SOU problems in a language with first-order sequence variables \( a, b, \ldots \) and two kinds of second-order variables: projection variables \( \alpha, \beta, \ldots \) and second-order variables \( F, G, \ldots \). The intuition is that a term of the form \( \alpha a_1 \ldots a_n \) describes a (skolemized) witness; since the witnesses in \( F_{at} \) are type variables, solving for \( \alpha \) means associating it with either a constant function or a projection. Instead, a term of the form \( F a_1 \ldots a_n \) stands for the application of suitable witnesses \( a_1, \ldots, a_n \) to some type \( F \), hence solving for \( F \) means associating it with some function \( \lambda X_1 \ldots X_n.A(X_1, \ldots, X_n) \), where \( A(X_1, \ldots, X_n) \) is some type expression parametric on the type variable \( X_1, \ldots, X_n \).

Hence, for example, checking if \( \Gamma \vdash xy : \forall Z.Z \) holds in \( F_{at} \), where \( \Gamma(x) = \forall X.X \Rightarrow X \) and \( \Gamma(y) = \forall Y.Y \), yields the equations

\[
\begin{align*}
F.X & = X \Rightarrow X \\
F(\alpha Z) & = G(\beta Z) \Rightarrow HZ \\
FY & = Y \\
HZ & = Z
\end{align*}
\]

which admit the solution \( F \mapsto \lambda X.X \Rightarrow X, \ G, H \mapsto \lambda X.X \) and \( \alpha, \beta \mapsto \lambda X.X \). Instead, checking if \( \Gamma \vdash \Gamma(x) = \forall X.X \Rightarrow X \) and \( \Gamma(y) = Y \), yields the equations

\[
\begin{align*}
F.X & = X \Rightarrow X \\
F(\alpha Z) & = G \Rightarrow HZ \\
G & = Y \\
HZ & = Z
\end{align*}
\]

which have no solution (since one can deduce \( Z = HZ = Y \)), showing that (TC) fails in this case (although \( \Gamma \vdash xy : \forall Z.Z \) holds in the simply typed \( \lambda \)-calculus).

From the decidability of (TC) one can deduce the decidability of (T) by a standard argument: we can reduce (T) to (TC) by showing that a type \( A \) such that \( \Gamma \vdash t : A \) holds exists iff \( \Gamma \vdash (\lambda xy.y)t : \forall X.X \Rightarrow X \) holds. In fact, if \( \Gamma \vdash t : A \) holds in \( F_{at} \), then from \( \Gamma \vdash \lambda xy.y : A \Rightarrow \forall X.(X \Rightarrow X) \) we deduce \( \Gamma \vdash (\lambda xy.y)t : \forall X.X \Rightarrow X \). Conversely, from \( \Gamma \vdash (\lambda xy.y)t : \forall X.X \Rightarrow X \), we deduce that there exists a type \( A \) such that \( \Gamma \vdash \lambda xy.y : A \Rightarrow (X \Rightarrow X) \) and \( \Gamma \vdash t : A \) holds.

\section*{Corollary 9.} (T) for Curry-style \( F_{at} \) is decidable.

\section{Equational Reasoning in System \( F_{at} \)}

As a consequence of Lemma 7 from the previous section, all terms which are typable in Curry-style \( F_{at} \) are simply typable. In other words, \( F_{at} \) can be seen as a type refinement system for \( STAC \), in the sense of [39]. In particular, as we show below, the numerical functions which can be typed in \( F_{at} \) are precisely the simply typable ones (i.e. the so-called extended polynomials [55, 16]).
For this reason, investigating the typable terms of $F_{at}$ might seem not very interesting from a computational viewpoint. However, in this section we show that studying such terms can be interesting for equational reasoning. In fact, similarly to System F, standard notions of contextual equivalence for $F_{at}$ are stronger than $\beta\eta$-equivalence, and one can exploit well-known techniques, like the free theorems [63], to compute equivalences of $F_{at}$-typable terms (which do not hold when viewing these terms as typed in ST$\lambda$C).

We first recall two standard notions of contextual equivalence:

**Notation 10.** We let $\text{Bool} = \forall X.X \Rightarrow X \Rightarrow X$ and $\text{Nat} = \forall X.(X \Rightarrow X) \Rightarrow (X \Rightarrow X)$. We let $t = \lambda xy.x$ and $f = \lambda xy.y$ indicate the two normal forms of type $\text{Nat}$, and for all $n \in \mathbb{N}$, we let $n = \lambda f x. f^n x$ indicate the $n$-th Church numeral.

**Definition 11** (contextual equivalence). Let $F^* \in \{F_{at}, ML, F_1, F\}$. For all closed terms $t, u$ of type $A$ in $F^*$, we let

- $t \simeq^F_{\text{Boo}} u : A$ iff for any context $C[\ ] : A \vdash \text{Bool}$ in $F^*$, $C[t] \simeq^F_{\beta\eta} C[u]$;
- $t \simeq^F_{\text{Nat}} u : A$ iff for any context $C[\ ] : A \vdash \text{Nat}$ in $F^*$, $C[t] \simeq^F_{\beta\eta} C[u]$.

It is easily seen that $\simeq^F_{\text{Boo}}$ and $\simeq^F_{\text{Nat}}$ are congruences of the terms of $F^*$. Moreover, in System F these two congruences coincide, due to the fact that the identity relation $\text{id} : \text{Nat} \Rightarrow \text{Nat} \Rightarrow \text{Bool}$ is typable. Since this function is also typable in ML, the same holds for ML and $F_1$. On the other hand, since the identity relation is not simply typable, we can deduce (see Lemma 16 below) that it is not typable in $F_{at}$. For this reason the congruences $\simeq^F_{\text{Boo}}$ and $\simeq^F_{\text{Nat}}$ must be treated separately in this case. In what follows we will mostly focus on the latter, since the former identifies distinct normal forms of type Nat, which is not convenient for obvious computational reasons.

**Remark 12.** The typability of the identity relation $\text{id}$ implies that any extensional model of F must be infinite, since for all $n \in \mathbb{N}$, the interpretations of $n$ and $n + 1$ cannot coincide. Instead, it is not difficult to construct an extensional model of $F_{at}$ in which any type is interpreted by a finite set (to give an idea, let $C_k$ be a collection of sets of cardinality bounded by a fixed $k \in \mathbb{N}$; one can let then $[X] \in C_k$, $A \Rightarrow B = \{B|[A]\}$ and $[\forall X.A] = \prod_{X \in C_k} [A][X \mapsto S]$).

The so-called free theorems are a class of syntactic equations for typable terms which can be justified by relying on either relational parametricity [53] or dinaturality [3]. We let $t \approx u : A$ indicate that $t, u$ have type $A$ in System F, and that the equivalence $t \approx u$ can be deduced using $\beta$, $\eta$-rules, standard congruence rules (i.e. reflexivity, symmetry, transitivity and context closure), as well as instances of free theorems for System F.

Free theorems can be used to deduce contextual equivalence of $F_{at}$-terms, thanks to the following:

**Lemma 13** (free theorems in $F_{at}$). Let $t, u$ be terms of type $A$ in $F_{at}$. If $t \approx u : A$, where $t, u$ are seen as terms of System F, then $t \simeq^F_{\text{Nat}} u : A$.

**Proof.** From $t \approx u : A$ it follows $t \simeq^F_{\text{Nat}} u : A$, since $\simeq^F_{\text{Nat}}$ is the coarsest congruence not equating normal forms of type Nat. From $t \simeq^F_{\text{Nat}} u : A$ we deduce $t \simeq^F_{\text{Nat}} u : A$, since any context in $F_{at}$ is a context in F. \hfill \blacksquare

We discuss below two applications of free theorems to study (CE) in $F_{at}$.
Categorical Products and Coproducts. As mentioned in Section 2, the usual encoding of products and coproducts in System F preserves \( \beta \)-equivalence but not \( \eta \)-equivalence. For this reason, the encodings of \( \times \) and \(+\) do not form categorical products and coproducts in System F up to \( \beta \eta \)-equivalence (more precisely, in the syntactic category in which objects are the types of System F and arrows are the typable terms up to \( \approx \)). Instead, it is well-known [51, 23, 61] that \( \eta \)-equivalence of \( \times \) and \(+\) is preserved in System F up to free theorems: hence \( \times \) and \(+\) do form categorical products and coproducts in System F up to \( \approx \) (more precisely, in the syntactic category whose arrows are the typable terms up to \( \approx \)).

In a similar way, the predicative encodings of \( \times \) and \(+\) in \( \text{F}_{\text{at}} \), although preserving some restricted case of \( \eta \)-equivalence, still do not form categorical products and coproducts in \( \text{F}_{\text{at}} \) up to \( \approx \). We will show that they similarly do form categorical products and coproducts in \( \text{F}_{\text{at}} \) up to \( \approx \), as a consequence of the application of free theorems.

For simplicity, we here only consider the case of \( +\). However, our argument scales straightforwardly to the encoding of all finite polynomial types, i.e. of all types of the form \( \Lambda x.C(x) \) up to \( \beta \eta \)-equivalence (more precisely, in the syntactic category whose arrows are the typable terms up to \( \beta \eta \)-equivalence). For this reason, the encodings of \( \times \) and \(+\) at \( \text{Nat} \) do not form categorical products and coproducts in System F up to \( \approx \). Instead, it is well-known [47] for a more detailed discussion.

The fundamental step is showing that the impredicative and predicative encodings are equivalent up to free theorems:

\[ \forall \text{Lemma 14.} \] For all types \( A, B, C \) and terms \( x \mapsto A \vdash u : C \) and \( x \mapsto B \vdash v : C \), the equivalence \( \text{IO}^C_B[y](\lambda x.u)(\lambda x.v) \approx \text{Case}_C(y, x.u, x.v) : C \) holds in System F.

**Proof.** The free theorem associated with the type \( A \vdash B \) is the schematic equation

\[ \text{Case}_{E}(t_1, x.C[t_2], x.C[t_3]) \approx C\left[ \text{Case}_{D}(t_1, x.t_2, x.t_3) \right] \tag{2} \]

where \( \vdash t_1 : A \vdash B \), \( x \vdash t_2 : D \), \( x \vdash B \vdash t_2 : D \) and \( C[ ] : D \vdash E \). In fact, this equation is an instance of the dinaturality condition for the type \( A \vdash B \) (see [51, 23, 49]).

We argue by induction on \( C \):

- if \( C = Y \), then \( \text{IO}^C_B[y](\lambda x.u)(\lambda x.v) = yY(\lambda x.u)(\lambda x.v) = \text{Case}_C(y, x.u, x.v) \);
- if \( C = C_1 \Rightarrow C_2 \), then

\[ \text{IO}^C_B[y](\lambda x.u)(\lambda x.v) = \left( \lambda fgz.\text{IO}^C_B[y](\lambda x.fxz)(\lambda x.gzx) \right)(\lambda x.u)(\lambda x.v) \]

\[ \overset{[\text{I.H.}]}{=} \left( \lambda fgz.\text{Case}_{C_2}(y, x.fxz, x.gzx) \right)(\lambda x.u)(\lambda x.v) \]

\[ \approx \beta \lambda z.\text{Case}_{C_2}(y, x.uz, x.vz) \]

\[ \approx \lambda z.\left( \text{Case}_C(y, x.u, x.v) \right)z \]

\[ \approx \eta \text{Case}_C(y, x.u, x.v) \]

where in the penultimate step we applied Eq. (2) with the context \( C[ ] = [ ] : C \vdash C_2 \).

- if \( C = \forall Z.C' \), then

\[ \text{IO}^C_B[y](\lambda x.u)(\lambda x.v) = \left( \lambda f g.Z.\text{IO}^C_B[y](\lambda x.fxZ)(\lambda x.gzZ) \right)(\lambda x.u)(\lambda x.v) \]

\[ \overset{[\text{I.H.}]}{=} \left( \lambda f g.Z.\text{Case}_{C'}(y, x.fxZ, x.gzZ) \right)(\lambda x.u)(\lambda x.v) \]

\[ \approx \beta \lambda Z.\text{Case}_{C'}(y, x.uZ, x.vZ) \]

\[ \approx \lambda Z.\left( \text{Case}_C(y, x.u, x.v) \right)Z \]

\[ \approx \eta \text{Case}_C(y, x.u, x.v) \]

where in the penultimate step we applied Eq. (2) with the context \( C[ ] = [ ] : C \vdash C' \).
Proposition 15. $A \rightharpoonup B$ is a categorical coproduct in $F_{at}$ up to $\simeq_{Nat}$.

Proof. It suffices to check that the η-rule of the coproduct (see [29]) holds in $F_{at}$. By translating this rule in $F$ one obtains the equation

$$y \simeq \text{Case}_{A \rightharpoonup B}(y, x_1(x), x_2(x)) : A \rightharpoonup B$$

which holds in $F$ up to free theorems (see [51, 23, 61]). Using Lemma 14 we thus deduce that $y \simeq IO_{A \rightharpoonup B}^+(y)(\lambda x_1(x))(\lambda x_2(x)) : A \rightharpoonup B$ holds in $F$, and by Lemma 13 we deduce $y \simeq_{Nat} IO_{A \rightharpoonup B}^+(y)(\lambda x_1(x))(\lambda x_2(x)) : A \rightharpoonup B$.

Numerical Functions. We now consider the representable numerical functions, that is, the closed typable terms of type $Nat \Rightarrow \ldots \Rightarrow Nat \Rightarrow Nat$. In this case we can strengthen Lemma 7 as follows:

Lemma 16. For any β-normal λ-term $t$, $\vdash t : Nat \Rightarrow \ldots \Rightarrow Nat \Rightarrow Nat$ holds in Curry-style $F_{at}$ iff $\vdash t : \\lbrack Nat \rbrack \Rightarrow \ldots \Rightarrow \lbrack Nat \rbrack \Rightarrow \lbrack Nat \rbrack$ holds in STAC.

Proof. One direction follows from Lemma 7. For the converse one, let $t$ (which we can suppose w.l.o.g. to be of the form $x_1 \ldots x_n u$) be such that $\vdash t : \lbrack Nat \rbrack \Rightarrow \ldots \Rightarrow \lbrack Nat \rbrack \Rightarrow \lbrack Nat \rbrack$. By letting $Nat[X] = (X \Rightarrow X) \Rightarrow (X \Rightarrow X)$ we deduce that $\langle x_i \mapsto Nat[X] \rangle \vdash u : Nat[X]$ holds in $F_{at}$, and thus that $\langle x_i \mapsto Nat \rangle \vdash u : Nat[X]$ holds too, from which we conclude $\vdash u : Nat \Rightarrow \ldots \Rightarrow Nat \Rightarrow Nat$.

A consequence of Lemma 16 is that the representable numerical functions in $F_{at}$ are precisely the extended polynomials, i.e. the smallest class of functions arising from projections, constant functions, addition, multiplication and the iszero function. Instead, it is well-known that the predecessor function (which is not an extended polynomial) is typable in ML [17] and, more generally, the representable functions of ML are included in the class $E_3$ of the Grzegorczyk hierarchy [33].

Still, in both STAC and $F_{at}$ the same extended polynomial can be represented by different normal forms. For instance the two normal forms $\lambda x y z . x(yf)z$ and $\lambda x y z . y(xf)z$ (encoding the algorithms $n, m \mapsto \underbrace{m + \ldots + m}_n$ and $n, m \mapsto \underbrace{n + \ldots + n}_m$) both represent the multiplication function.

In System $F$, one can show that all primitive recursive functions are uniquely defined up to free theorems, that is, that for any two terms $t, u$ representing the same primitive recursive function, one can prove $t \simeq u$ (see [48], Section 7.5). Using Lemma 13 we deduce then:

Lemma 17. For all $t, u : Nat \Rightarrow \ldots \Rightarrow Nat \Rightarrow Nat$ in $F^*$, if for all $p_1, \ldots, p_k \in \mathbb{N}$, $tp_1 \ldots p_k \simeq_{Nat} up_1 \ldots p_k : Nat$, then $t \simeq_{Nat} u$.

Remark 18. From Lemma 17 and the fact that all primitive recursive functions are typable in $F$, one can deduce that $\simeq_{Nat}$ for numerical functions is undecidable in $F$ as a consequence of Rice’s theorem.

The problem $Eq_C$ of deciding $f = g$, where $f, g$ belong to some subclass $C$ of the primitive recursive functions, is well-investigated. In particular, it is known that:

- if $C$ is the class of extended polynomials, then $Eq_C$ is decidable [38];
- if $C$ contains projections, constants, $+, \times$ and bounded multiplication, then $Eq_C$ is undecidable [31].

From these facts, using Lemma 17, we deduce then:
Proposition 19.
(i) The problem of deciding $\simeq_{\text{Nat}}^{\text{at}}$ over numerical functions in $F_{\text{at}}$ is decidable.
(ii) The problem of deciding $\simeq_{\text{Bool}}^{\text{Nat}}$ over numerical functions in $F^{*} \in \{ML,F_{1}\}$ is undecidable.

Proof. (i) is immediate from Lemma 16 and Lemma 17. To prove (ii) it suffices to show that the representable functions in ML are closed under bounded multiplication. We show this fact in detail in [50], App. B.

An immediate corollary is that (CE) is undecidable in both ML and $F_{1}$.

6 Contextual Equivalence is Undecidable

In this section we show that the congruences $\simeq_{\text{Nat}}^{\text{at}}$ and $\simeq_{\text{Bool}}^{\text{Nat}}$ are both undecidable. To do this, we will reduce the type inhabitation problem for a suitable extension of $F_{\text{at}}$ to contextual equivalence. We discuss in some detail the undecidability argument for $\simeq_{\text{Nat}}^{\text{at}}$ while the (very similar) argument for $\simeq_{\text{Bool}}^{\text{Nat}}$ can be found in [50], App. C.

Let $F_{at}^{*}$ be the extension of $F_{at}$ with new a type constant $\blacklozenge$ and a new term constant $\ast : \blacklozenge$. It is not difficult to see that the undecidability argument for (TI) from Section 3 also applies to $F_{at}^{*}$.

Let $\bar{\Gamma} : \forall.X.X \Rightarrow X$ and $\text{ld} := \text{AX.\lambda x.x}$ be the unique closed $\beta$-normal term of type $\bar{\Gamma}$.

The fundamental idea will be to construct, for each type $A$ of $F_{at}^{*}$, two terms $t_{A}, u_{A}$ of type $(A^{*} \blacklozenge) \Rightarrow \text{Bool}$ (where $A^{*} = Y \Rightarrow A[Y/\blacklozenge]$, for some fresh $Y$), such that $t_{A} \simeq_{\text{Nat}}^{\text{at}} u_{A}$ holds in $F_{at}$ if $A$ is inhabited in $F_{at}^{*}$.

Let us fix a type $A$ of $F_{at}^{*}$, a variable $Y$ not occurring free in $A$, and let $A^{*} = Y \Rightarrow A[Y/\blacklozenge]$. We let $u_{A}, v_{A}$ be the terms below:

$$u_{A} = \lambda x.f \quad v_{A} = \lambda x.IO_{\text{Boo}}[\lambda x.t](\lambda x.f)$$

First observe that if there exists some term $t$ such that $\vdash t : A$ holds in $F_{at}^{*}$, then we can construct a context $K[\ ] : (A^{*} \blacklozenge) \Rightarrow \text{Bool} \vdash \text{Bool}$ separating $u_{A}$ and $v_{A}$: let $t^{*} = \lambda y.t[y/x]$, so that $\vdash t^{*} : A^{*}$ and let $K[\ ] = [\ ](\iota_{1}(t^{*}))$. We then have $K[u_{A}] \equiv_{\beta} f$ and $K[v_{A}] \equiv_{\beta} IO_{\text{Boo}}[\lambda t(\iota_{1}(t^{*}))](\lambda x.f) \equiv_{\beta} (\lambda x.t)t^{*} \equiv_{\beta} t$.

The difficult part is to show that if $A$ is not provable in $F_{at}^{*}$, then no context $K[\ ] : (A^{*} \blacklozenge) \Rightarrow \text{Bool} \vdash \text{Bool}$ can separate $u_{A}$ and $v_{A}$. We will establish this fact by analyzing all possible $\beta$-normal term contexts of type $(A^{*} \blacklozenge) \Rightarrow \text{Bool}$.

In the following, for a term context $K[\ ]$, we let $K[\ ] : A \vdash_{\Gamma} B$ be a shorthand for $\Gamma, x : A \vdash_{\Gamma} K[\ ] : B$ (where we suppose that $\Gamma$ is not defined on $x$).

We let $G_{1}-G_{4}$ be the families of term contexts defined by mutual recursion as shown in Fig. 3, and typed according to the contexts below

$$\Gamma = \{x_{1} \mapsto Z_{1}, x_{1}^{'} \mapsto Z_{1}, \ldots, x_{p} \mapsto Z_{p}, x_{p}^{'} \mapsto Z_{p}\} \quad \Theta = \{w_{1} \mapsto W_{1}, \ldots, w_{q} \mapsto W_{q}\}$$

$$\Delta = \{y_{1} \mapsto A^{*} \mapsto Y_{1}, \ldots, y_{r} \mapsto A^{*} \mapsto Y_{r}\} \quad \Sigma = \{z_{i} \mapsto \bar{\Gamma} \Rightarrow Y_{1}, \ldots, z_{r} \mapsto \bar{\Gamma} \Rightarrow Y_{r}\}$$

for some $p, q, r \in \mathbb{N}$ and variables $Z_{1}, \ldots, Z_{p}, W_{1}, \ldots, W_{q}, Y_{1}, \ldots, Y_{r}$ pairwise distinct and disjoint from $A$.

It can be checked that none of these contexts can separate $u_{A}$ and $v_{A}$ (see [50]):

Lemma 20.
1. For all $C[\ ] \in G_{1}, C[u_{A}] \equiv_{\beta \eta} C[v_{A}]$.
2. If $D[\ ] \in G_{2}$, then $D[u_{A}] \equiv_{\beta \eta} D[v_{A}] \equiv_{\beta \eta} \text{ld}$.
3. If $E[\ ] \in G_{3}$, then $E[u_{A}] \equiv_{\beta \eta} E[v_{A}]$.
4. If $F[\ ] \in G_{4}$, then $F[u_{A}] \equiv_{\beta \eta} F[v_{A}] \equiv_{\beta \eta} w_{i}$.
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![Figure 3 Contexts \( \mathcal{G}_1 - \mathcal{G}_4 \).](image)

The key ingredient is a lemma stating that, when \( A \) is not inhabited in \( \Gamma \), the families of contexts \( \mathcal{G}_1 - \mathcal{G}_4 \) can be used to generate all possible term contexts.

\[ \text{Lemma 21. Let } \mathcal{H} : (A^* \vdash \top) \Rightarrow \text{Bool} \vdash x_1 \rightarrow Z, x' \rightarrow Z \text{ be a } \beta\text{-normal term context. If } A \text{ is not inhabited in } \Gamma, \text{ then } \mathcal{H} \in \mathcal{G}_1. \]

**Proof.** We will prove the following claim: either there exists contexts \( \Gamma, \Theta, \Delta, \Sigma \) as in Eq. (3), for some \( p, q, r \in \mathbb{N} \) and variables \( Z_1, \ldots, Z_p, W_1, \ldots, W_q, Y_1, \ldots, Y_r \) pairwise distinct and disjoint from \( A \), and a context \( \mathcal{H} : (A^* \vdash \top) \Rightarrow \text{Bool} \vdash r s \top \), or \( \mathcal{H} \in \mathcal{G}_1 \). If the main claim is true we can deduce the statement of the lemma as follows: suppose \( \mathcal{H} \notin \mathcal{G}_1 \); then let \( \theta \) be the substitution sending all variables in \( \Gamma, \Theta, \Delta, \Sigma \) plus \( Y \) onto \( \mathbf{a} \) and being the identity on all other variables. Then \( \mathcal{H} \colon (\mathbf{a} \Rightarrow A) \vdash \top \Rightarrow \text{Bool} \vdash r s \mathbf{a} \) and \( \mathbf{a} = A \). Then we have \( \Gamma \theta, \Theta \theta, \Delta \theta, \Sigma \theta \vdash t : A \), where \( t = \mathcal{H}[x, t] \bullet \) and we can conclude that \( \vdash t' : A \) holds, where \( t' \) is obtained from \( t \) by substituting the variables in \( \Gamma \) and \( \Theta \) by \( \bullet \) and those in \( \Delta \) and \( \Sigma \) by \( \lambda x. \bullet \).

Let us prove the main claim. Suppose by contradiction that for no \( \Gamma, \Theta, \Delta, \Sigma \) exists a context \( \mathcal{H} : (A^* \vdash \top) \Rightarrow \text{Bool} \vdash r s \top \). We will show by simultaneous induction the following claims:

1. for all \( \Gamma, \Theta, \Delta, \Sigma \) as above, if \( \mathcal{H} : (A^* \vdash \top) \Rightarrow \text{Bool} \vdash r s \top \), then \( \mathcal{H} \in \mathcal{G}_1 \);
2. for all \( \Gamma, \Theta, \Delta, \Sigma \) as above, if \( \mathcal{H} : (A^* \vdash \top) \Rightarrow \text{Bool} \vdash r s \top \), then \( \mathcal{H} \in \mathcal{G}_2 \);
3. for all \( \Gamma, \Theta, \Delta, \Sigma \) as above, if \( \mathcal{H} : (A^* \vdash \top) \Rightarrow \text{Bool} \vdash r s \top \) and \( \mathcal{K} \) is an elimination context, then \( \mathcal{K} \in \mathcal{G}_3 \);
4. for all \( \Gamma, \Theta, \Delta, \Sigma \) as above, if \( \mathcal{H} : (A^* \vdash \top) \Rightarrow \text{Bool} \vdash r s \top \), then \( \mathcal{K} \in \mathcal{G}_4 \).

The main claim then follows from 1. by taking \( \Gamma = \{ x \rightarrow Z, x' \rightarrow Z \} \) and \( \Theta = \Delta = \Sigma = \emptyset \).

We argue for each case separately:

1. There exist two possibilities for \( \mathcal{K} \):
   a. \( \mathcal{K} = \{ x \rightarrow x \} \), hence \( \mathcal{K} \in \mathcal{G}_1 \);
   b. \( \mathcal{K} = \{ y \rightarrow \mathcal{K} \} \), hence \( \mathcal{K} \in \mathcal{G}_1 \).

2. There exist three possibilities for \( \mathcal{D} \):
   a. \( \mathcal{K} = \{ y \rightarrow \mathcal{K} \} \), hence \( \mathcal{K} \in \mathcal{G}_2 \);
   b. \( \mathcal{K} = \{ y \rightarrow \mathcal{K} \} \), hence \( \mathcal{K} \in \mathcal{G}_2 \);
   c. \( \mathcal{K} = \{ y \rightarrow \mathcal{K} \} \), hence \( \mathcal{K} \in \mathcal{G}_2 \).
3. If $K[ ]$ is an elimination context, then it must be $K[ ] = xK'[ ]$, where $K'[ ] : (A^* \mapsto \top) \Rightarrow \text{Bool} \vdash \Gamma \cup \{x_1 \mapsto Z', x_2 \mapsto Z''\}, \theta, \Delta, \Sigma \vdash A^* \mapsto \top$. Moreover, $K'$ must be of the form $\Delta Y.\lambda y.\lambda z. K''[ ]$, where $K''[ ] : (A^* \mapsto \top) \Rightarrow \text{Bool} \vdash \Gamma \cup \{x_1 \mapsto Z', x_2 \mapsto Z''\}, \theta, \Delta, \Sigma \vdash (y \mapsto A^* \mapsto Y), \Sigma, \cup \{z \mapsto \top \Rightarrow Y\}$, and where $Y$ is distinct from all variables in $\Gamma \cup \{x_1 \mapsto Z', x_2 \mapsto Z''\}$, $\Theta, \Delta, \Sigma$; then by the induction hypothesis we deduce $K''[ ] \in \mathbb{G}_2$, and thus $K[ ] \in \mathbb{G}_3$.

4. There are two possible cases:
   a. $K[ ] = w_1$, hence $K[ ] \in \mathbb{G}_4$;
   b. $K[ ] = K'[ ] W r K_2$, where $K'[ ] : (A^* \mapsto \top) \Rightarrow \text{Bool} \vdash \Gamma \vdash \text{Bool}$, $\text{Kl}[ ] : (A^* \mapsto \top) \Rightarrow \text{Bool} \vdash \Gamma, \theta, \Delta, \Sigma W_1$ and $K'[ ]$ is an elimination context. By the induction hypothesis this implies $K'[ ] \in \mathbb{G}_3$, and $K_r \in \mathbb{G}_4$, whence $K[ ] \in \mathbb{G}_4$.

$\blacktriangleleft$

Proposition 22. $u_A \not\approx_{\text{F}^\text{at}}^\text{Bool} v_A$ iff $A$ is inhabited in $F^\text{at}$.

Proof. We only need to show one side of the statement: suppose $A$ is not inhabited in $F^\text{at}$. Any context $K[ ] : (A^* \mapsto \top) \Rightarrow \text{Bool} \vdash \Gamma \vdash \text{Bool}$ can be written, up to $\eta$-equivalence, as $K[ ] = \Delta Z.\lambda x_1.\lambda x_2. K'[ ]$, with $K'[ ] : (A^* \mapsto \top) \Rightarrow \text{Bool} \vdash x_1 \mapsto Z, x_2 \mapsto Z$ $\text{Bool}$. As we can suppose $K[ ]$ to be $\beta$-normal, by Lemma 21, it must be $K'[ ] \in \mathbb{G}_3$, and hence, by Lemma 20 we deduce that $K[u_A] \not\approx_{\eta} K[v_A]$.

$\blacktriangleleft$

Theorem 23. The congruences $\approx_{\text{F}^\text{at}}^\text{Bool}$ and $\approx_{\text{F}^\text{at}}^\text{Nat}$ are both undecidable.

7 Conclusion

Related works. The literature on ML-polymorphism, both at theoretical and applicative level, is vast. Several extensions of ML to account for first-class polymorphism while retaining a decidable type-checking have been investigated, mostly following two directions: first, that of considering type systems with explicit type annotations (as the system PolyML [20]); second, that of encoding first-class polymorphism in a ML-style system by means of coercions (as in System Fe [60] or in MLF [30]). In the last case, coherently with our discussion of FOU and SOU, the price to pay to remain decidable is that self-applications of $\lambda$-abstracted variables must come with explicit type annotations. This approach is currently followed in the design of the Haskell compiler, which supports first-class polymorphism.

Predicative restrictions of System F and their expressive power have been also largely investigated [32, 33, 6]. For example, the numerical functions representable in Leivant’s finitely stratified polymorphism are precisely those at the third level of Grzegorczyk’s hierarchy [33], and transfinitely stratified systems have been shown to represent all primitive recursive functions [6]. In [34] a system with expressive power comparable to System F at is shown to characterize the polytime functions.

Research by Ferreira and her collaborators on System F at has mostly focused on predicative translations of intuitionistic logic and their reduction properties [12, 11, 10]. As mentioned before, these translations rely on the observation that for certain types the unrestricted $\forall E$-rule is admissible in F at. The characterization of the class of types satisfying this property is an open problem (a partial characterization is described in [46]).

Another way to obtain interesting subsystems of System F is by restricting the class of types which can be universally quantified (instead of the admissible witnesses). For instance, the system in [2] forbids quantifier nestings, while the system in [35] only allows quantification $\forall X.A$ when $X$ occurs at depth at most 2 in $A$ (i.e. when $X$ occurs at most twice to the left of an implication). Interestingly, both systems have the expressive power of Gödel’s System T (which is not a first-order system).
Another kind of restrictions on the shape of types have been investigated by the authors in [49], motivated by ideas from the categorical semantics of polymorphism [3]. The two resulting fragments $\Lambda_2^{\leq 0}, \Lambda_2^{\leq 1}$ are equivalent, respectively, to the simply typed $\lambda$-calculus with finite sums and products, and to its extension with least and greatest fixpoints (in particular, (CE) is decidable in $\Lambda_2^{\leq 0}$).

Finally, polymorphism in linear type systems has been investigated too. Interestingly, (TI) [28, 27] and (CE) [43] remain undecidable even in this case.

Future work. The main interest we found in investigating $F_{at}$ was to shed some new light on the source of undecidability of type-related properties for full System F. Yet, one might well ask whether the decidability of type-checking makes $F_{at}$ a reasonable candidate for implementations. Admittedly, our decision algorithm, which was only oriented to prove decidability, is not very practical: checking failure is $\text{coNP}$ with respect to the number of type symbols. Yet, it does not seems unlikely that more optimized algorithms can be developed.

By the way, given that the terms typable in $F_{at}$ are simply typable, would an implementation of atomic polymorphism be interesting at all? In contrast with ML, type-checking atomically polymorphic programs is decidable at any rank. One could thus investigate extensions of ML with first class atomic polymorphism (realistically, in presence of other type constructors like e.g. some restricted version of dependent types, see [65]).

A more interesting direction, suggested by our decision algorithm, would be to investigate systems with full, impredicative, polymorphism, but obeying some condition ensuring acyclicity, so that TC (based on SOU) remains decidable. One would thus retain some advantages of first-class polymorphism (e.g. the modularity/genericity of programs) while admitting self-applications only in “ML-style” (or with explicit type annotations, as in ML$^P$ [30]). For instance, a way to ensure acyclicity might be to require that a polymorphic $\lambda$-abstracted variable be used in an affine way, i.e. at most once.
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A decidable second-order unification problem. We consider a second-order language composed of three different sorts of variables: sequence variables $a, b, c, \ldots$, projection variables $\alpha^n, \beta^n, \gamma^n, \ldots$ and second-order variables $F^n, G^n, \ldots$ (where in the last two cases $n$ indicates the arity of the variable). The language includes expressions of three sorts, noted $\langle \ast \rangle$, $\ast$ and $T(\ast)$; the expressions of each type are defined by the grammars below:

- $a, b, c ::= \langle X_1 \ldots X_n \rangle \mid a \mid \alpha^n a_1 \ldots a_n$ (sort $\langle \ast \rangle$)
- $\phi, \psi ::= X \mid \pi^l(a) \mid F^n a_1 \ldots a_n \mid \Phi \Rightarrow \Psi$ (sort $\ast$)
- $\Phi, \Psi ::= \forall a. \phi$ (sort $T(\ast)$)

A $F_{at}$-unification problem is a pair $(U, E)$, where $U$ is a set of equations of the form $\phi = \psi$ between expressions of type $\ast$, and $E$ is a set of constraints of the form $(\alpha : a)$ or $(a : k)$, where $k \in \mathbb{N}$.

Given a $F_{at}$-unification problem $(U, E)$, for all projection variable $\alpha^n$ occurring in $U$, let $\deg(\alpha)$ indicate the maximum $l$ such that $\pi^l(\alpha^n a_1 \ldots a_n)$ occurs in $U$.

A substitution for a $F_{at}$-unification problem $(U, E)$ is given by the following data:
- for each sequence variable $a$, a natural number $k^S_a \in \mathbb{N}$;
- for each projection variable $\alpha^n$, a pair $(k^S_{\alpha^n}, S(\alpha))$ made of a natural number $k^S_{\alpha^n} \geq \deg(\alpha)$ and a sequence $S(\alpha) = \langle S(\alpha_1), \ldots, S(\alpha_{k^S_{\alpha^n}}) \rangle$, where $S(\alpha_i)$ is either of the form $\lambda x_1 \ldots x_n. X$ or of the form $\lambda x_1 \ldots x_n. \pi^l(x_j)$, where $l$ is such that, whenever $\alpha^n a_1 \ldots a_n$ occurs in $U$, $l \leq k^S_{\alpha^n}$.
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for each second-order variable \( F^a \), a function \( S(F) \) of the form \( \lambda \rho_1 \ldots \rho_n. A(\rho_1, \ldots, \rho_n) \), where \( A(\rho_1, \ldots, \rho_n) \) is given by the grammar

\[
A, B ::= X | \pi^l(\rho_i) | A \Rightarrow B | \forall X.A
\]

with \( i \in \{1, \ldots, n\} \) and \( l \) being such that, if \( F^a_1 \ldots a_n \) occurs in \( U \), then \( l \leq k^S_{a_i} \) (where \( k^S_{a_i} \) is \( k \) if \( a = \langle X_1, \ldots, X_k \rangle \), is \( k^S_{a_i} \) if \( a = a \), and is \( k^S_{a_i} \) if \( a = a_1 \ldots a_r \)).

Given a substitution \( S \), we define (1) for any expression \( a \) of sort \( \langle \ast \rangle \), a sequence \( S(a) \) of type variables, (2) for any expression \( \phi \) of sort \( \ast \), a type \( S(\phi) \), and (3) for any expression \( \Phi \) of sort \( T(\ast) \), a type \( S(\Phi) \) as follows:

1. if \( a = a, S(a) \) is an arbitrary sequence of pairwise distinct variables \( \langle S(a)_1, \ldots, S(a)_k \rangle \) (chosen in such a way that if \( a \neq b, S(a) \) and \( S(b) \) are disjoint);
2. if \( a = \langle X_1, \ldots, X_r \rangle \), then \( S(a) = \langle X_1, \ldots, X_r \rangle \);
3. if \( a = \alpha^a a_1 \ldots a_n \), then \( S(a) = \langle U_1, \ldots, U_k \rangle \) where for all \( i \leq k^S_{a_i} \):
   - if \( S(a)_i \) is \( \lambda \alpha.X \), then \( U_i = X \);
   - if \( S(a)_i \) is \( \lambda \alpha.X \pi^l(x_j) \), then \( U_i = S(a)_i \);
4. if \( \phi = X \), then \( S(\phi) = X \);
5. if \( \phi = \pi^l(a) \), then \( S(\phi) = S(a)_i \);
6. if \( \phi = F^a_1 a_1 \ldots a_n \), and \( S(F) = \lambda \alpha.X \), then \( S(\phi) = A[\pi^l(\rho_i) \Rightarrow S(a)_i] \);
7. if \( \phi = \Phi \Rightarrow \Psi \), then \( S(\phi) = S(\Phi) \Rightarrow S(\Psi) \);
8. if \( \phi = \forall a. \phi \), then \( S(\Phi) = \forall S(a). S(\phi) \).

A substitution \( S \) for \( (U, E) \) is a unifier of \( (U, E) \) if the following hold:

1. for any equation \( \phi = \psi \in U \), \( S(\phi) = S(\psi) \) holds;
2. for any constraint of the form \( \alpha : a \in E \), \( k^S_{a_i} = k^S_{a_i} \);
3. for any constraint of the form \( a : k \in E \), \( k^S_{a_i} = k \).

We let \textbf{Fat-unification} indicate the problem of finding a unifier for a \textbf{Fat}-unification problem. The rest of this subsection is devoted to establish the following:

\textbf{Theorem 24.} Fat-unification is decidable.

A \textbf{Fat}-unification problem \((U, E)\) is in \textbf{normal form} if it contains no equation of the form \( \Phi_1 \Rightarrow \Psi_1 = \Phi_2 \Rightarrow \Psi_2 \). Any unification problem can be put in normal form by repeatedly applying the following simplification rule:

\[
(U + \{ \forall a_1. \phi_1 \} \Rightarrow (\forall b_1. \psi_1) = (\forall a_2. \phi_2) \Rightarrow (\forall b_2. \psi_2)) \quad \Rightarrow \quad a_2 \Rightarrow a_1, b_2 \Rightarrow b_1
\]

Given a \textbf{Fat}-unification problem in normal form \((U, E)\), we say that an equation \( \phi = \psi \) can be deduced from \( U \) if \( \phi = \psi \) can be deduced from a finite set of equations in \( U \) by applying standard first-order equality rules. We say that two second-order variables \( F, G \) are equivalent (noted \( F \equiv G \)) if an equation of the form \( F a_1 \ldots a_n = G b_1 \ldots b_n \) can be deduced from \( U \); we say that \( F \) is connected with \( G \) (noted \( F \dashv \vdash G \)) if an equation of the form \( F a_1 \ldots a_n = \Phi \Rightarrow \Psi \), where \( U \) occurs in \( \Phi \Rightarrow \Psi \), can be deduced from \( U \). We say that \((U, E)\) has a \textbf{variable cycle} if there exist variables \( F_1, \ldots, F_n \) such that \( F_1 \vdash F_2 \vdash \cdots \vdash F_n \vdash F_1 \) (where \( F \vdash \vdash G \) means that \( F \) is connected with some variable equivalent to \( G \)).

\textbf{Lemma 25.} Let \((U, E)\) be a unification problem in normal form. If \((U, E)\) has a variable cycle, then it has no solution.
Proof. To prove the lemma we show that any unification problem \((U, E)\) yields a first-order unification problem \(U^*\) and that any unifier of \((U, E)\) yields a unifier of \(U^*\). For the translation, we fix a constant \(c\), and we associate any second-order variable \(F\) with a first-order variable \(x_F\); any expression is translated into a first order expression by:

\[
\begin{align*}
\alpha^* &= c \\
F^n a_1 \ldots a_n &= x_F \\
(\Phi \Rightarrow \Psi)^* &= \Phi^* \Rightarrow \Psi^* \\
(\forall a. \phi)^* &= \phi^*
\end{align*}
\]

We finally let \(U^* = \{ \phi^* = \psi^* \mid \phi = \psi \in U \} \). Observe that if \(F \simeq G\) in \(U\), then \(x_F = x_G\) in \(U^*\), and if \(F \rightsquigarrow G\) in \(U\), then \(U^*\) contains an equation of the form \(x_F = t \Rightarrow u\), where \(x_G\) occurs in \(t \Rightarrow u\). Hence a variable cycle in \((U, E)\) induces a variable cycle in \(U^*\).

For any substitution \(S\) for \((U, E)\), we define a first-order substitution \(S^*\) as follows: given \(\lambda \vec{\rho}. A\) we define \(A^*\) by \(X^* = c\), \((\pi^l(\rho_i))^* = c\), \((A \Rightarrow B)^* = A^* \Rightarrow B^*\) and \((\forall X. A)^* = A^*\).

We let then \(S^*(x_F) = S(F)^*\).

One can easily check that if \(S\) is a unifier for \((U, E)\), then \(S^*\) is a unifier of \(U^*\). As a consequence, if \((U, E)\) has a variable cycle, so does \(U^*\), and by well-known facts about first-order unification, \(U^*\) has no unifier, and so neither \((U, E)\) does.

Let us call a unification problem \((U, E)\) simple if it contains no expression of the form \(\Phi \Rightarrow \Psi\). If \((U, E)\) has no variable cycle, then it can be reduced to a simple unification problem by applying the following rules:

\[
\begin{align*}
U + \{ X = \Phi \Rightarrow \Psi \} & \quad \quad U + \{ \pi^l(a) = \Phi \Rightarrow \Psi \} \\
\{ X = Y \} & \quad \quad \{ X = Y \}
\end{align*}
\]

\[
U \left[ F^n \vec{a} \mapsto (\forall c_1. \phi_1) \Rightarrow (\forall d_1. \psi_1), \ldots, F^n a_1^r \ldots a_n^r = (\forall c_r. \phi_r) \Rightarrow (\forall d_r. \psi_r) \right]
\]

\[
U \left[ F^n \vec{a} \mapsto (\forall \vec{c}. \vec{\phi}) \Rightarrow (\forall \vec{d}. \vec{\psi}) \right] + \{ F^n a_1^1 \ldots a_n^1 = \phi_1, \ldots, F^{n+1} a_1^r \ldots a_n^r = \phi_r \}_{r}
\]

\[
F^{n+1} a_1^1 \ldots a_n^1 d_1 = \psi_1, \ldots, F^{n+1} a_1^r \ldots a_n^r d_r = \psi_r
\]

Where in the first two rules \(Y\) is any type variable distinct from \(X\), and in the last rule we suppose that \(U\) contains no equation of the form \(F^n a_1 \ldots a_n = \Phi \Rightarrow \Psi\). Observe that, by acyclicity, \(F\) cannot occur in either \(\phi_i\) or \(\psi_i\). One can argue by induction on the well-founded preorder \(\leadsto\) that all terms of the form \(\Phi \Rightarrow \Psi\) can be eliminated by applying a finite number of the rules above.

The last step to ensure decidability is showing (1) that all solutions to a \(F_{at}\)-unification problem \((U, E)\) can be generated algorithmically and (2) that one can suppose that, if a solution exists at all, this can be found within a finite search-space (that is, one in which only projections \(\pi^l(a)\), with \(l\) less than some fixed value \(K\) depending on the size of \((U, E)\), occur). Step (2) ensures that, if a solution is not found after a finite search, one can conclude that no solution exists at all. These are the two ingredients of the proof of the proposition below, which is shown in detail in [50].

\[\medurule{\textbf{Proposition 26.}}\MedUrule{\textbf{Proposition 26.}}\textrm{There is an algorithm that generates all unifiers of a simple unification problem, if there exists any, and returns failure otherwise.}\]

\[\medurule{\textbf{Type-checking \(F_{at}\) by second-order unification.}}\MedUrule{\textbf{Type-checking \(F_{at}\) by second-order unification.}}\textrm{A type-checking problem is a triple \((\Gamma, t, A)\) where \(\Gamma\) is a term context, \(t\) is a \(\lambda\)-term with \(FV(t) \subseteq \Gamma\) and \(A\) is a type. A \(F_{at}\)-solution of a type-checking problem is a type derivation in \(F_{at}\) of \(\Gamma \vdash t : A\). We wish to prove the following:}\]

\[\medurule{\textbf{Proposition 27.}}\MedUrule{\textbf{Proposition 27.}}\textrm{Any unifier of \(\Gamma \vdash t : A\) in \(F_{at}\) is a \(\lambda\)-term.}\]
Theorem 27. For any type-checking problem \((\Gamma, t, A)\), there exists a \(F_{at}\)-unification problem \(V(\Gamma, t, A)\) such that \((\Gamma, t, A)\) has a solution in \(F_{at}\) iff \(V(\Gamma, t, A)\) has a unifier.

The first step is to associate with each term \(t\) finite sets of sequence variables, projection variables and second-order variables as follows (we suppose that no variable occurs both free and bound in \(t\), and that any bound variable is bound exactly once):

- with each variable \(x\) in \(t\), we associate two sequence variables \(a_x, b_x\), a projection variable \(\alpha_x^1\), and two second-order variables \(F_x^1, G_x^1\);
- with each subterm of \(t\) of the form \(uv\), we similarly associate two sequence variables \(a_{uv}, b_{uv}\), a projection variable \(\alpha_{uv}^1\) and two second-order variables \(F_{uv}^2, G_{uv}^1\);
- with each subterm of \(t\) of the form \(\lambda x. u\), we associate a sequence variable \(b_{\lambda x. u}\) and a second order variable \(G_{\lambda x. t}^1\).

Given a set of equations \(U\) and a sequence variable \(a\) not occurring in \(U\), we let \(U_a\) be the set of equations obtained by replacing all terms \(a^n a_1 \ldots a_n\) by \(a^{n+1} a_1 \ldots a_n a\) and all terms \(F^n a_1 \ldots a_n\) by \(F^{n+1} a_1 \ldots a_n a\).

We define a set of equations \(U(t)\), by induction on \(t\) as follows:

- \(U(x)\) is formed by the equation
  \[
  F_x(a_x b_x) = G_x b_x
  \]
- \(U(\lambda x. t)\) is formed by \(U(t) b_{\lambda x. t}\) plus the equations
  \[
  G_{\lambda x. t} b_{\lambda x. t} = (\forall a_x. F_x a_x \overline{b}_{\lambda x. t}) \implies \forall b_t, G_t b_t b_{\lambda x. t}
  \]
- \(U(tu)\) is formed by \(U(t) b_{tu}, U(u) b_{tu}\) plus the equations:
  \[
  G_t b_t b_{tu} = (\forall b_{tu}, G_t b_{tu} b_{tu}) \implies (\forall a_{tu}, F_{tu} a_{tu} b_{tu})
  \]
  \[
  F_{tu}(a_{tu} b_{tu}) b_{tu} = G_{tu} b_{tu}
  \]

We let \(V(\Gamma, t, A) = (U(\Gamma, t, A), E(\Gamma, t, A))\), where \(U(\Gamma, t, A)\) is the union of \(U(t)\) and all equations \(\forall a_x. F_x a_x = \Gamma(x)\) and \(\forall b_t, G_t b_t = A\). \(E(\Gamma, t, A)\) is formed by all constraints of the form \((a_x : a)\) and \((a_{tu} : b)\), as well as all constraints of the form \((a_x : k)\), where \(\Gamma(x) = \forall X_1 \ldots X_k. C\), all constraints of the form \((b_t : 0)\) where \(t\) contains a subterm of the form \(uv\), and the constraint \((b_t, h)\), where \(A = \forall X_1 \ldots X_k. A'\).

To show that solving \(V(\Gamma, t, A)\) is equivalent to checking if \(\Gamma \vdash t : A\), as in [21], we first define synthetic typing rules for Curry-style \(F_{at}\) as shown in Fig. 4, where \(A \leq B\) holds when \(A = \forall X_1 \ldots X_n. A\) and \(B = A[X_1 \mapsto Y_1, \ldots, X_n \mapsto Y_n]\).

One can check by induction on \(t\) that a synthetic type derivation of \(\Gamma \vdash t : A\) yields a unifier of \(V(\Gamma, t, A)\). Conversely, we show that from a unifier \(S\) for \(V(\Gamma, t, A)\) we can construct a synthetic typing derivation of \(\Gamma \vdash t : A\). We argue by induction on \(t\):
- if \( t = x \), then we have \( \Gamma(x) = \forall X_1 \ldots X_N.S(F_x)\vec{X} \), where \( N = k_{\vec{X}}^S \), \( A = \forall Y_1 \ldots Y_P.S(G_{\vec{Y}})\vec{Y} \), where \( P = k_{\vec{Y}}^S \), and moreover, \( S(F_x)(S(\alpha_x)\vec{Y}) \ldots (S(\alpha_x)\vec{Y}) = S(G_{\vec{X}})\vec{Y} \) (using the fact that \( k_{\alpha_x}^S = k_{\vec{X}}^S = N \)). Observe that \( S(\alpha_x)\vec{Y} \) is a variable, and we deduce then that \( \Gamma(x) \leq S(G_{\vec{X}})\vec{Y} \); since we can suppose that \( \vec{Y} \) does not occur in \( \Gamma \), we deduce then that

\[
\Gamma(x) = \forall \vec{X}. S(F_x)\vec{X} \quad \forall \vec{X}. S(F_x)\vec{X} \leq S(G_{\vec{X}})\vec{Y} \quad \vec{Y} \notin \text{FV}(\Gamma)
\]

- if \( t = \lambda x.u \), then we have that \( A = \forall X_1 \ldots X_N.A_1 \Rightarrow A_2 \), where \( A_1 = \forall Y_1 \ldots Y_P.S(F_x)\vec{Y}\vec{X} \) and \( A_2 = \forall Z_1 \ldots Z_Q.S(G_{\vec{Y}})\vec{Z}\vec{X} \), \( N = k_{\vec{X}}^S \), \( P = k_{\vec{Y}}^S \), \( Q = k_{\vec{Y}}^S \) and where we can suppose that the \( X_i \) do not occur free in \( \Gamma \); since \( \cup(t) = \cup(u)\lambda x.t \) we deduce that \( S \) unifies \( V(\Gamma \cup \{ x : A_1 \}, u, A_2) \). By I.H. we deduce then the existence of a type derivation of \( \Gamma, x : A_1 \vdash u : A_2 \), and since the \( X_i \) do not occur in \( \Gamma \) we finally have

\[
\Gamma, x : A_1 \vdash u : A_2 \\
\Gamma \vdash t : A
\]

- if \( t = uv \), then we have that \( A = \forall X_1 \ldots X_N.S(G_{uv})\vec{X} \), \( S(G_{uv})\vec{X} = (\forall Y_1 \ldots Y_P.S(G_{\vec{Y}})\vec{Y}\vec{X}) \Rightarrow (\forall Z_1 \ldots Z_Q.S(F_{uv})\vec{Z}\vec{X}) \) and that \( S(F_{uv})(S(\alpha_{uv})\vec{X}) \ldots (S(\alpha_{uv})\vec{X}) = S(G_{uv})\vec{X} \), where \( N = k_{uv}^S \), \( P = k_{uv}^S \) and \( Q = k_{uv}^S \) and where we use the fact that \( k_{uv}^S = 0 \). Moreover, for any choice of the variables \( \vec{X} \), we have that \( S \) unifies \( V(\Gamma, u, (\forall Y_1 \ldots Y_P.S(G_{uv})\vec{Y}\vec{X}) \Rightarrow (\forall Z_1 \ldots Z_Q.S(F_{uv})\vec{Z}\vec{X})) \) and \( V(\Gamma, u, \forall Y_1 \ldots Y_P.S(G_{uv})\vec{Y}\vec{X}) \); by choosing the \( \vec{X} \) so that they do not occur free in \( \Gamma \), using the I.H. and the fact that \( k_{uv}^S = k_{uv}^S = Q \), we deduce then

\[
\Gamma \vdash u : (\forall Y_1 \ldots Y_P.S(G_{uv})\vec{Y}\vec{X}) \\
\Gamma \vdash v : (\forall Z_1 \ldots Z_Q.S(F_{uv})\vec{Z}\vec{X}) \\
\forall \vec{X} : A \vdash (\forall Y_1 \ldots Y_P.S(G_{uv})\vec{Y}\vec{X}) \quad \forall \vec{X} \vdash (\forall Z_1 \ldots Z_Q.S(F_{uv})\vec{Z}\vec{X}) \leq S(G_{uv})\vec{X} \\
\vec{X} \notin \text{FV}(\Gamma)
\]
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1 Introduction

The task of minimizing a given finite state-based system has arisen in different contexts throughout computer science and for various types of systems, such as standard deterministic automata, tree automata, transition systems, Markov chains, probabilistic or other weighted systems. In addition to the obvious goal of reducing the mere memory consumption of the state space, minimization often appears as a subtask of a more complex problem. For instance, probabilistic model checkers benefit from minimizing the input system before performing the actual model checking algorithm, as e.g. demonstrated in benchmarking by Katoen et al. [32].

Another example is the graph isomorphism problem. A considerable portion of input instances can already be decided correctly by performing a step called colour refinement [9], which amounts to the minimization of a weighted transition system wrt. weighted bisimilarity.
Minimization algorithms typically perform two steps: first a reachable subset of the state set of the given system is computed by a standard graph search, and second, in the resulting reachable system all behaviourally equivalent states are identified. For the latter step one uses partition refinement or lumping algorithms that start by identifying all states and then iteratively refine the resulting partition of the state set by looking one step into the transition structure of the given system. There has been a lot of research on efficient partition refinement procedures, and the most efficient algorithms for various concrete system types have a run time in $O(m \log n)$, for a system with $n$ states and $m$ transitions, e.g. Hopcroft’s algorithm for deterministic automata [30] and the algorithm by Paige and Tarjan [36] for transition systems, even if the number of action labels is not fixed [43]. Partition refinement of probabilistic systems also underwent a dynamic development [18,52], and the best algorithms for Markov chain lumping now match the complexity of the relational Paige-Tarjan algorithm [22,31,44].

For the minimization of more complex system types such as Segala systems [6,26] (combining probabilities and non-determinism) or weighted tree automata [29], partition refinement algorithms with a similar quasilinear run time have been designed over the years.

Recently, we have developed a generic partition refinement algorithm [23,48] and implemented it in the tool CoPaR [19,51]. This generic algorithm computes the partition of the state set modulo behavioural equivalence for a wide variety of stated-based system types, including all the above. This genericity in the system type is achieved by working with coalgebras for a functor which encapsulates the specific types of transitions of the input system. More precisely, the algorithm takes as input a syntactic description of a set functor and an encoding of a coalgebra for that functor and then computes the simple quotient, i.e. the quotient of the state set modulo behavioural equivalence. The algorithm works correctly for every zippable set functor (Definition 2.8). It matches, and in some cases even improves on, the run-time complexity of the best known partition refinement algorithms for many concrete system types [51, Table 1].

The reasons why this run-time complexity can be stated and proven generically are: first, the encoding allows us to talk about the number of states and, in particular, the number of transitions of an input coalgebra. But more importantly, every iterative step of partition refinement requires only very few system-type specific computations. These computations are encapsulated in the refinement interface [48], which is then used by the generic algorithm.

An important feature of our coalgebraic algorithm is its modularity: in the tool the user can freely combine functors with already implemented refinement interfaces by products, coproducts and functor composition. A refinement interface for the combined functor is then automatically derived. In this way more structured systems types such as (simple and general) Segala systems and weighted tree automata can be handled.

In the present paper, we extend our algorithm to a fully fledged minimizer. In previous work [3] it has been shown that for set functors preserving intersections, every coalgebra equipped with a point, modelling initial states, has a minimization called the well-pointed modification. Well-pointedness means that the coalgebra does not have any proper quotients (i.e. it is simple) nor proper pointed subcoalgebras (i.e. it is reachable), in analogy to minimal deterministic automata being reachable and observable (see e.g. [5, p. 256]). The well-pointed modification is obtained by taking the reachable part of the simple quotient of a given pointed coalgebra [3] (and the more usual reversed order, simple quotient of the reachable part, is correct for functors preserving inverse images [50, Sec. 7.2]). Our previous work on coalgebraic minimization algorithms has focused on computing the simple quotient. Here we extend our algorithm by two missing aspects of minimization and provide their correctness proofs: the computation of (1) the transition structure of the minimized system, and (2) the reachable states of an input coalgebra.
One may wonder why (1) is a step worth mentioning at all because for many concrete system types this is trivial, e.g. for deterministic automata where the transitions between equivalence classes are simply defined by choosing representatives and copying their transitions from the input automaton. However, for other system types this step is not that obvious, e.g. for weighted automata where transition weights need to be summed up and transitions might actually disappear in the minimized system because weights cancel out. We found that in the generic coalgebraic setting enabling the computation of the (encoding of) the transition structure of the minimized coalgebra is surprisingly non-trivial, requiring us to extend the theory behind our algorithm.

In order to be able to perform this computation generically we work with uniform encodings, which are encodings that satisfy a coherence property (Definition 3.10). We prove that all encodings used in our previous work are uniform, and that the constructions enabling modularity of our algorithm preserve uniformity (Prop. 3.12). We also prove that uniform encodings are subnatural transformations, but the converse does not hold in general. In addition, we introduce the minimization interface containing the new function merge (to be implemented together with the refinement interface for each new system type) which takes care of transitions that change as a result of minimization. We provide merge operations for all functors with explicitly implemented refinement interfaces (Example 4.4), and show that for combined system types minimization interfaces can be automatically derived (Prop. 4.11); similarly as for refinement interfaces. Our main result is that the (encoded) transition structure of the minimized coalgebra can be correctly computed in linear time (Thm. 4.9).

Concerning extension (2), the computation of reachable states, it is well-known that every pointed coalgebra has a reachable part (being the smallest subcoalgebra) [3,49]. Moreover, for a set functor preserving intersections it coincides with the reachable part of the canonical graph of the coalgebra [3, Lem. 3.16]. Recently, it was shown that the reachable part of a pointed coalgebra can be constructed iteratively [49, Thm. 5.20] and that this corresponds to performing a standard breadth-first search on the canonical graph. The missing ingredient to turn our previous partition refinement algorithm into a minimizer is to relate the canonical graph with the encoding of the input coalgebra. We prove that for a functor with a subnatural encoding, the encoding (considered as a graph) of every coalgebra coincides with its canonical graph (Theorem 5.6).

Putting everything together, we obtain an algorithm that computes the well-pointed modification of a given pointed coalgebra. Both additions can be implemented with linear run time in the size of the input coalgebra and hence do not add to the run-time complexity of the previous partition refinement algorithm. We have provided such an implementation with the new version of our tool CoPaR.

All proofs and additional details can be found in the full version [21].

Reachability in Coalgebraic Minimization. There are several works on coalgebraic minimization, ranging from abstract constructions to concrete and implemented algorithms [1,34,35,48,51], that compute the simple quotient [27] of a given coalgebra. These are not concerned with reachability since coalgebras are not equipped with initial states in general.

In Brzozowski’s automata minimization algorithm [16], reachability is one of the main ingredients. This is due to the duality of reachability and observability described by Arbib and Manes [4], and this duality is used twice in the algorithm. Consequently, reachability also appears as a subtask in the categorical generalizations of Brzozowski’s algorithm [10,14,15,35,38]. These generalizations concern automata processing input words and so do not cover minimization of (weighted) tree automata. Segala systems are not treated either. Due
to the dualization, Brzozowski’s classical algorithm for deterministic automata has doubly exponential time complexity in the worst case (although it performs well on certain types of non-deterministic automata, compared to determinization followed by minimization [41]).

2 Background

Our algorithmic framework [48] is defined on the level of coalgebras for set functors, following the paradigm of universal coalgebra [39]. Coalgebras can model a wide variety of systems.

In the following we recall standard notation for sets and functions as well as basic notions from the theory of coalgebras. We fix a singleton set 1 = {∗}; for each set X, we have a unique map ∷ X → 1. We denote the disjoint union (coproduct) of sets A, B by A + B and use inl,inr for the canonical injections into the coproduct, as well as pr₁,pr₂ for the projections out of the product. We use the notation ⟨⋯⟩, respectively [⋯], for the unique map induced by the universal property of a product, respectively coproduct. We also fix two sets 2 = {0, 1} and 3 = {0, 1, 2} and use the former as a set of boolean values with 0 and 1 denoting false and true, respectively. For each subset S of a set X, the characteristic function χ_S: X → 2 assigns 1 to elements of S and 0 to elements of X \ S. We denote by Set the category of all sets and maps. We shall indicate injective and surjective maps by ↠ and →, respectively.

Recall that an endofunctor F: Set → Set assigns to each set X a set FX, and to each map f: X → Y a map FFf: FX → FY, preserving identities and composition, that is we have F(id_X) = id_{FX} and F(f \cdot g) = Fg \cdot Ff. We denote the composition of maps by ·, written infix, as usual. An F-coalgebra is a pair (X,c) that consists of a set X of states and a map c: X → FX called (transition) structure. A morphism h: (X,c) → (Y,d) of F-coalgebras is a map h: X → Y preserving the transition structure, i.e. Fh \cdot c = d \cdot h. Two states x, y ∈ X of a coalgebra (X,c) are behaviourally equivalent if there exists a coalgebra morphism h with h(x) = h(y).

Example 2.1. Coalgebras and the generic notion for behavioural equivalence instantiate to a variety of well-known system types and their equivalences:

1. The finite powerset functor P: maps a set to the set of all its finite subsets and functions f: X → Y to P(f) = f[−]: PX → PY taking direct images. Its coalgebras are finitely branching (unlabelled) transition systems and coalgebraic behavioural equivalence coincides with Milner and Park’s (strong) bisimilarity.

2. Given a commutative monoid (M, +, 0), the monoid-valued functor M(−): maps a set X to the set of finitely supported functions from X to M. These are the maps f: X → M, such that f(x) = 0 for all except finitely many x ∈ X. Given a map h: X → Y and a finitely supported function f: X → M, M(h)(f): M(X) → M(Y) is defined as M(h)(f)(y) = \sum_{x \in X, h(x) = y} f(x). Coalgebras for M(−) correspond to finitely branching weighted transition systems with weights from M. If a coalgebra morphism h: (X,c) → (Y,d) merges two states s₁, s₂, then for all transitions x \xrightarrow{m₁} s₁, x \xrightarrow{m₂} s₂ in (X,c) there must be a transition h(x) \xrightarrow{m₁+m₂} h(s₁) = h(s₂) in (Y,d) and similarly if more than two states are merged. Coalgebraic behavioural equivalence captures weighted bisimilarity [33, Prop. 2].

Note that the monoid may have inverses: if s₂ = −s₁, then the transitions in the above example cancel each other out, leading to a transition h(x) \xrightarrow{0} h(s₁) with weight 0, which in fact represents the absence of a transition. This happens for example for the monoid (R, +, 0) of real numbers. A simple minimization algorithm for real weighted transition
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(i.e. $\mathbb{R}^{(-)}$-coalgebras) systems is given by Valmari and Franceschinis [44]. These systems subsume Markov chains which are precisely the coalgebras for the finite probability distribution functor $D$, a subfunctor of $\mathbb{R}^{(-)}$.

3. Given a signature $\Sigma$ consisting of operation symbols $\sigma$, each with a prescribed natural number, its arity $\ar(\sigma)$, the polynomial functor $F_\Sigma$ sends each set $X$ to the set of (shallow) terms over $X$, specifically to the set
\[ \{ \sigma(x_1, \ldots, x_n) \mid \sigma \in \Sigma, \ar(\sigma) = n, (x_1, \ldots, x_n) \in X^n \}. \]

The action of $F$ on a function $f : X \to Y$ is given by
\[ F_\Sigma(f(\sigma(x_1, \ldots, x_n))) = \sigma(f(x_1), \ldots, f(x_n)). \]

A coalgebra structure $c : X \to F_\Sigma X$ assigns to a state $x \in X$ an expression $\sigma(x_1, \ldots, x_n)$, where $\sigma$ is an output symbol and $x_1, x_n$ are the successor states. Two states are behaviourally equivalent if their tree-unfoldings, obtained by repeatedly applying the coalgebra structure $c$, yields the same (infinite) $\Sigma$-tree.

4. For a fixed alphabet $A$, the functor given by $F X = 2 \times X^A$ is a special case of a polynomial functor over a signature with two symbols of arity $|A|$. An $F$-coalgebra $c : X \to 2 \times X^A$ is the same as a deterministic automaton without an initial state: the structure $c$ assigns a pair $(b, t)$ to each $x \in X$, where the boolean value $b \in 2$ determines its finality, and the function $t : A \to X$ assigns to each input letter from $a \in A$ the successor state of $x$ under $a$. Here, behavioural equivalence coincides with language equivalence in the usual automata theoretic sense.

5. The bag functor $B$ sends a set $X$ to the set of finite multisets over $X$ and functions $f : X \to Y$ to $B f : B X \to B Y$ given by $B f([\{ x_1, \ldots, x_2 \}]) = \{ f(x_1), \ldots, f(x_2) \}$, where we use the multiset braces $[\{ \}$ and $\}$ to differentiate from standard set notation; in particular $[\{ x, x \} \neq [\{ x \}$. Coalgebras for $B$ are finitely branching transition systems where multiple transitions between any two states are allowed, or equivalently, weighted transition systems with positive integers as weights. This follows from the fact that the bag functor is (naturally isomorphic to) the monoid-valued functor for the monoid $(\mathbb{N}, +, 0)$. Hence, behavioural equivalence coincides with weighted bisimilarity again.

Note that every undirected graph may be considered as a $B$-coalgebra by turning every edge into two directed edges with weight 1. Then two states are behaviourally equivalent iff they are identified by colour refinement, also called the 1-dimensional Weisfeiler-Lehman algorithm (see e.g. [9, 17, 46]).

**Example 2.2** (Modularity). New system types can be constructed from existing ones by functor composition. For example, labelled transition systems (LTSs) are coalgebras for the functor $F X = P_l(A \times X)$, which is the composite of $P_l$ and $A \times -$ for a label alphabet $A$, and precisely the bisimilar states in an $F$-coalgebra are behaviourally equivalent. Composing further, Segala systems (or probabilistic LTSs [26]) are coalgebras for $F X = P_l(A \times DX)$, for which coalgebraic behavioural equivalence instantiates to probabilistic bisimilarity [7]. Another example are weighted tree automata [29] with weights in a commutative monoid $M$ and input signature $\Sigma$; they are coalgebras for the composed functor $F X = M^{\Sigma X}$, for which behavioural equivalence coincides with backwards bisimilarity [20].

**Simple, Reachable, and Well-Pointed Coalgebras.** Minimizing a given pointed coalgebra means to compute its well-pointed modification. We now briefly recall the corresponding coalgebraic concepts. For a more detailed and well-motivated discussion with examples, see e.g. [2, Sec. 9].
First, a quotient coalgebra of an $F$-coalgebra $(X, c)$ is represented by a surjective $F$-coalgebra morphism, for which we write $q: (X, c) \twoheadrightarrow (Y, d)$, and a subcoalgebra of $(X, c)$ is represented by an injective $F$-coalgebra morphism $m: (S, s) \hookrightarrow (X, c)$.

A coalgebra $(X, c)$ is called simple if it does not have any proper quotient coalgebras [27]. That is, every quotient $q: (X, c) \twoheadrightarrow (Y, d)$ is an isomorphism. Equivalently, distinct states $x, y \in X$ are never behaviourally equivalent. Every coalgebra has an (up to isomorphism) unique simple quotient (see e.g. [2, Prop. 9.1.5]).

Example 2.3.
1. A deterministic automaton regarded as a coalgebra for $FX = 2 \times X^A$ is simple iff it is observable [5, p. 256], that is, no distinct states accept the same formal language.
2. A finitely branching transition system considered as a $P\_f$-coalgebra is simple, if it has no pairs of strongly bisimilar but distinct states; in other words if two states $x, y$ are strongly bisimilar, then $x = y$.
3. A similar characterization holds for monoid-valued functors (such as the bag functor) wrt. weighted bisimilarity.

A pointed coalgebra is a coalgebra $(X, c, i)$ equipped with a point $i: 1 \to X$, equivalently a distinguished element $i \in X$, modelling an initial state. Morphisms of pointed coalgebras are the point-preserving coalgebra morphisms, i.e. morphisms $h: (X, c, i) \to (Y, d, j)$ satisfying $h \cdot i = j$. Quotients and subcoalgebras of pointed coalgebras are defined wrt. these morphisms.

A pointed coalgebra $(X, c, i)$ is called reachable if it has no proper subcoalgebra, that is, every subcoalgebra $m: (S, s, j) \hookrightarrow (X, c, i)$ is an isomorphism. Every pointed coalgebra has a unique reachable subcoalgebra (see e.g. [2, Prop. 9.2.6]). The notion of reachable coalgebras corresponds well with graph theoretic reachability in concrete examples. We elaborate on this a bit more in Section 5.

Example 2.4.
1. A deterministic automaton considered as a pointed coalgebra for $FX = 2 \times X^A$ (with the point given by the initial state) is reachable if all of its states are reachable from the initial state.
2. A pointed $P\_f$-coalgebra is a finitely branching directed graph with a root node. It is reachable precisely when every node is reachable from the root node.
3. Similarly, for monoid-valued functors such as the bag functor, reachability is precisely graph theoretic reachability, where a transition weight of 0 means “no edge”.

Finally, a pointed coalgebra $(X, c, i)$ is well-pointed if it is reachable and simple. Every pointed coalgebra has a well-pointed modification, which is obtained by taking the reachable part of its simple quotient (see [2, Not. 9.3.4]).

Remark 2.5. For a functor preserving inverse images, one may reverse the two constructions: the well-pointed modification is the simple quotient of the reachable part of a given pointed coalgebra [50, Sec. 7.2]. This is the usual order in which minimization of systems is performed algorithmically. However, for a functor that does not preserve inverse images, quotients of reachable coalgebras need not be reachable again [50, Ex. 5.3.27], possibly rendering the usual order incorrect.

Our present paper is concerned with the minimization problem for coalgebras, i.e. the problem to compute the well-pointed modification of a given pointed coalgebra in terms of its encoding.

Remark 2.6. Recall that a (sub)natural transformation $\sigma$ from a functor $F$ to a functor $G$ is a set-indexed family of maps $\sigma_X: FX \to GX$ such that for every (injective) function $m: X \to Y$ the square below commutes; we also say that $\sigma$ is (sub)natural in $X$. 

From previous results (see [48, Prop. 2.13] and [49, Thm. 4.6]) one obtains the following sufficient condition for reductions of reachability and simplicity. Given a family of maps \( \sigma_X : FX \to GX \), then every \( F \)-coalgebra \( (X, c) \) yields a \( G \)-coalgebra \( (X, \sigma_X \cdot c) \) and we can reduce minimization tasks from \( F \)-coalgebras to \( G \)-coalgebras as follows:

1. Suppose that \( \sigma : F \to G \) is sub-cartesian, that is the squares below are pullbacks for every injective map \( m : X \to Y \). Then the reachable part of a pointed \( F \)-coalgebra \( (X, c, i) \) is obtained from the reachable part of the \( G \)-coalgebra \( (X, \sigma_X \cdot c, i) \).

\[
\begin{align*}
FX \xrightarrow{\sigma_X} & GX \\
Fm \downarrow & \downarrow Gm \\
FY \xrightarrow{\sigma_Y} & GY
\end{align*}
\]

2. Suppose that \( F \) is a subfunctor of \( G \), i.e. we have a natural transformation \( \sigma \) with injective components \( \sigma_X : FX \to GX \). Then the problem of computing the simple quotients for \( F \)-coalgebras reduces to that for \( G \)-coalgebras: the simple quotients of \( (X, \sigma_X \cdot c) \) yields that of \( (X, c) \).

Consequently, if \( F \) is a subfunctor of \( G \) via a subcartesian \( \sigma \), the minimization problem for \( F \)-coalgebras reduces to that for \( G \)-coalgebras. For example, the distribution functor \( D \) is a subcartesian subfunctor of \( R(-) \). (For details see the full version [21].)

**Preliminaries on Bags.** The bag functor defined in Example 2.1 plays an important role in our minimization algorithm, not only as one of many possible system types, but bags are also used as a data structure. To this end, we use a couple of additional properties of this functor.

**Remark 2.7.**

1. Since \( B \) can also be regarded as a monoid-valued functor for \( (\mathbb{N}, +, 0) \), every bag \( b = \{ x_1, \ldots, x_n \} \in BX \) may be identified with a finitely supported function \( X \to \mathbb{N} \), assigning to each \( x \in X \) its multiplicity in \( b \). We shall often make use of this fact and represent bags as functions.

2. The set \( BX \) itself is a commutative monoid with bag-union as the operation and the empty bag \( \emptyset \) as the identity element. In fact, this is the free commutative monoid over \( X \). It therefore makes sense to consider the monoid-valued functor \( \langle BX \rangle(-) \) for a monoid of bags. Note that for every pair of sets \( A, X \), the set \( \langle BA \rangle(X) \) of finitely supported functions from \( X \) to \( BA \) is isomorphic to \( B(A \times X) \) as witnessed by the following isomorphism (where \( \text{swap}, \text{curry} \) and \( \text{uncurry} \) are the evident canonical bijections):

\[
\begin{align*}
group & = (B(A \times X) \xrightarrow{\text{swap}} B(X \times A) \xrightarrow{\text{curry}} \langle BA \rangle(X)), \quad \text{and} \\
ungroup & = ((\langle BA \rangle(X) \xrightarrow{\text{uncurry}} B(X \times A) \xrightarrow{\text{swap}} B(A \times X)).
\end{align*}
\]

Note that since \( \text{swap} \) is self-inverse and \( \text{curry}, \text{uncurry} \) are mutually inverse, \( \text{group} \) and \( \text{ungroup} \) are mutually inverse, too. In symbols:

\[
\text{group} \cdot \text{ungroup} = \text{id}_{\langle BA \rangle(X)}, \quad \text{ungroup} \cdot \text{group} = \text{id}_{B(A \times X)}. \quad (1)
\]

We often need to filter a bag of tuples \( B(A \times X) \) by a subset \( S \subseteq X \). To this end we define the maps \( \text{fil}_S : B(A \times X) \to B(A) \) for sets \( S \subseteq X \) and \( A \) by

\[
\text{fil}_S(f) = \left( a \mapsto \sum_{x \in S} f(a, x) \right) = \{ a \mid (a, x) \in f, x \in S \},
\]

where the multiset comprehension is given for intuition.
Zippable Functors. One crucial ingredient for the efficiency of the generic partition refinement algorithm [48] is that the coalgebraic type functor is zippable:

- **Definition 2.8 [48, Def. 5.1].** A set functor $F$ is called zippable if the following maps are injective for every pair $A, B$ of sets:

  \[ F(A + B) \to F(1 + 1) \to F(A + 1) \times F(1 + B). \]

Zippability of a functor allows that partitions are refined incrementally by the algorithm [48, Prop. 5.18], which in turn is the key for allowing a low run time complexity of the implementation. For additional visual explanations of zippability, see [48, Fig. 2]. We shall need this notion in the proof of Proposition 3.3, and later proofs use this result.

It was shown in [48] that all functors in Example 2.1 are zippable. In addition, zippable functors are closed under products, coproducts and subfunctors. However, they are not closed under functor composition, e.g. $P_f P_f$ is not zippable [48, Ex. 5.10].

The Trnková Hull. For purposes of universal coalgebra, we may assume without loss of generality that set functors preserve injections. Indeed, every set functor preserves nonempty injections (being the split monomorphisms in $\text{Set}$). As shown by Trnková [42, Prop. II.4 and III.5], for every set functor $F$ there exists an essentially unique set functor $\bar{F}$ which coincides with $F$ on nonempty sets and functions, and preserves finite intersections (whence injections). The functor $\bar{F}$ is called the *Trnková hull* of $F$. Since $F$ and $\bar{F}$ coincide on nonempty sets and maps, the categories of coalgebras for $F$ and $\bar{F}$ are isomorphic.

3 Coalgebra Encodings

In order to make abstract coalgebras tractable for computers and to have a notion of the size of a coalgebra structure in terms of nodes and edges as for standard transition systems, our algorithmic framework encodes coalgebras using a graph-like data structure. To this end, we require functors to be equipped with an encoding as follows.

- **Definition 3.1.** An encoding of a set functor $F$ consists of a set $A$ of labels and a family of maps $\flat_X : FX \to B(A \times X)$, one for every set $X$, such that the following map is injective:

  \[ FX \to F1 \times B(A \times X). \]

An encoding of a coalgebra $c : X \to FX$ is given by $\langle F!, \flat_X \rangle \cdot c : X \to F1 \times B(A \times X)$.

Intuitively, the encoding $\flat_X$ of a functor $F$ specifies how an $F$-coalgebra should be represented as a directed graph, and the required injectivity models that different coalgebras have different representations.

- **Remark 3.2.** Previously [48, Def. 6.1], the map $\langle F!, \flat_X \rangle$ was not explicitly required to be injective. Instead, a family of maps $\flat_X : FX \to B(A \times X)$ and a refinement interface for $F$ was assumed. The definition of a refinement interface for $F$ is tailored towards the computation of behaviourally equivalent states and its details are therefore not relevant for the present work. All we need here is that the existence of a refinement interface implies the injectivity condition of Definition 3.1 and consequently, we inherit all examples of encodings from the previous work:

- **Proposition 3.3.** For every zippable set functor $F$ with a family of maps $\flat_X : FX \to B(A \times X)$ and a refinement interface, the family $\flat_X$ is an encoding for $F$. 
Example 3.4. We recall a number of encodings from [48]: the injectivity is clear, and in fact implied by Proposition 3.3:
1. Our encoding for the finite powerset functor \( P_t \) resembles unlabelled transition systems by taking the singleton set \( A = 1 \) as labels. The map \( \gamma_X : P_t(X) \to B(1 \times X) \cong B(X) \) is the obvious inclusion, i.e. \( \gamma_X(t)(x) = 1 \) if \( x \in t \) and 0 otherwise.
2. The monoid-valued functor \( M^{(-)} \) has labels from \( A = M \) and \( \gamma_X : M^X \to B(M \times X) \) is given by \( \gamma_X(t)(m, x) = 1 \) if \( t(x) = m \neq 0 \) and 0 otherwise.
3. For a polynomial functor \( F_\Sigma \), we use \( A = \mathbb{N} \) as the label set and define the maps \( \gamma_X : F_\Sigma X \to B(\mathbb{N} \times X) \) by \( \gamma_X(\sigma(x_1, \ldots, x_n)) = \{ (1, x_1), \ldots, (n, x_n) \} \).
   Note that \( \gamma_X \) itself is not injective if \( \Sigma \) has at least two operation symbols with the same arity. E.g. for DFAs \( F_\Sigma X = 2 \times X^A \), \( \gamma_X \) only retrieves information about successor states but disregards the “finality” of states. However, pairing \( \gamma_X \) with \( F! : FX \to F1 \) yields an injective map.
4. The bag functor \( B \) itself also has \( A = \mathbb{N} \) as labels and \( \gamma_X(t)(n, x) = 1 \) if \( t(x) = n \) and 0 otherwise. This is just the special case of the encoding for a monoid-valued functor for the monoid \( (\mathbb{N}, +, 0) \).

The encoding does by no means imply a reduction of the problem of minimizing \( F \)-coalgebras to that of coalgebras for \( B(A \times -) \) (cf. Remark 2.6). In fact, the notions of behavioural equivalence for \( F \)-coalgebras and coalgebras for \( B(A \times -) \), can be radically different. If \( \gamma_X \) is natural in \( X \), then behavioural equivalence wrt. \( F \) implies that for \( B(A \times -) \), but not necessarily conversely. However, we do not assume naturality of \( \gamma_X \), and in fact it fails in all of our examples except one:

Proposition 3.5. The encoding \( \gamma_X : F_\Sigma X \to B(A \times X) \) for the polynomial functor \( F_\Sigma \) is a natural transformation.

Example 3.6. The encoding \( \gamma_X : P_t(X) \to B(1 \times X) \cong B(X) \) in Example 3.4 item 1 is not natural. Indeed, consider the map \( ! : 2 \to 1 \), for which we have
\[
B(!) \cdot \gamma_2(\{0, 1\}) = B(!)\{0, 1\} = \{0, 1\} \neq \{0\} = \gamma_1(\{0\}) = b_1(\{0\}) = b_1 \cdot P_t(!)(\{0, 1\}).
\]

Similar examples show that the encodings in Example 3.4 item 2 (for all non-trivial monoids) and item 4 are not natural.

An important feature of our algorithm and tool is that all implemented functors can be combined by products, coproducts and functor composition. That is, the functors from Example 3.4 are implemented directly, but the algorithm also automatically handles coalgebras for more complicated combined functors, like those in Example 2.2, e.g. \( P_t(A \times -) \). The mechanism that underpins this feature is detailed in previous work [20, 48] and depends crucially on the ability to form coproducts and products of encodings:

Construction 3.7 [20, 48]. Given a family of functors \( (F_i)_{i \in I} \) with encodings \( (\gamma_{X,i})_{i \in I} \) and \( (A_i)_{i \in I} \), we obtain the following encodings with labels \( A = \prod_{i \in I} A_i \):
1. for the coproduct functor \( F = \coprod_{i \in I} F_i \) we take
\[
\gamma_X : \prod_{i \in I} F_i X \xrightarrow{\prod_{i \in I} \gamma_{X,i}} \prod_{i \in I} B(A_i \times X) \xrightarrow{\prod_{i \in I} b_{(i,n \times X)}} B(\prod_{i \in I} A_i \times X).
\]
2. for the product functor \( F = \prod_{i \in I} F_i \) we take
\[
\gamma_X : \prod_{i \in I} F_i X \to B(\prod_{i \in I} A_i \times X) \quad \gamma_X(t)(in_i(a), x) = \gamma_i(\pi_i(t))(a, x),
\]
where \( in_i : A_i \to \coprod_j A_j \) and \( \pi_j : \prod_i F_i X \to F_i X \) denote the canonical coproduct injections and product projections, respectively.
Proposition 3.8. The families $\♭_X$ defined in Construction 3.7 yield encodings for the functors $\prod_{i \in I} F_i$ and $\coprod_{i \in I} F_i$, respectively.

Remark 3.9. Since zippable functors are not closed under composition, modularity cannot be achieved by simply providing a construction of an encoding for a composed functor (at least not without giving up on the efficient run-time complexity). Functor composition is reduced to coproducts making a detour via many-sorted sets. Here is a rough explanation of how this works. Suppose that $F$ is a finitary set functor, which means that for every $x \in FX$ there exists a finite subset $Y \subseteq X$ and $x' \in FY$ such that $x = Fm(x')$ for the inclusion map $m: Y \rightarrow X$. Given a finite coalgebra $c: X \rightarrow FGX$, it can be turned into a 2-sorted coalgebra $(c', d')$: $(X, Y) \rightarrow (FY, GX)$ as follows: since $F$ is finitary one picks a finite subset $Y$ of $GX$ such that there exists a map $c': X \rightarrow FY$ with $c = Fd' \cdot c'$, where $d': Y \rightarrow GX$ is the inclusion map. Then $c'$ and $d'$ are combined into one coalgebra on the disjoint union $X + Y$ as shown below:

$$X + Y \xrightarrow{c' + d'} FY + GX \xrightarrow{[F \text{inr}, G \text{inl}]} (F + G)(X + Y)$$

for the coproduct of the functors $F$ and $G$, where $\text{inl}: X \rightarrow X + Y$ and $\text{inr}: Y \rightarrow X + Y$ are the two coproduct injections. Full details may be found in [48, Sec. 8].

For the sake of computing the coalgebra structure of the minimized coalgebra, we require that, intuitively, the labels used for encoding $FX$ are independent of the cardinality of $X$:

Definition 3.10. An encoding $\♭_X$ for a set functor $F$ is called uniform if it fulfils the following property for every $x \in X$:

$$FX \xrightarrow{\♭_X} B(A \times X) \xrightarrow{\text{fil}(x)} B(A)$$

Intuitively, the condition in Definition 3.10 expresses that in an encoded coalgebra, the edges (and their labels) to a state $x$ do not change if other states $y, z \in X \setminus \{x\}$ are identified by a possible partition on the state space. Diagram (2) expresses the extreme case of such a partition, particularly the one where all elements of $X$ except for $x$ are identified in a block, with $x$ being in a separate singleton block.

Fortunately, requiring uniformity does not exclude any of the existing encodings that we recalled above.

Proposition 3.11. All encodings from Example 3.4 are uniform.

Uniform encodings interact nicely with the modularity constructions:

Proposition 3.12. Uniform encodings are closed under product and coproduct.

That is, given functors $(F_i)_{i \in I}$ with uniform encodings $(\♭_i)_{i \in I}$, then the encodings for the functors $\prod_{i \in I} F_i$ and $\coprod_{i \in I} F_i$, as defined in Construction 3.7, are uniform.

Admittedly, the condition in Definition 3.10 is slightly technical. However, we will now prove that it sits strictly between two standard properties, naturality and subnaturality.

Proposition 3.13.
1. Every natural encoding is uniform.
2. Every uniform encoding is a subnatural transformation.
The converses of both of the above implications fail in general. For the converse of 1 we saw a counterexample in Example 3.6, and for the converse of 2 we have the following counterexample.

**Example 3.14.** Consider the following encoding for the functor $FX = X \times X \times X$ given by $A = 3 + 3$ and

$$\nabla X : FX \rightarrow B(A \times X)$$

$$\nabla X(x, y, z) = \begin{cases} 
\{(\text{inl} \ 0, x), (\text{inl} \ 1, y), (\text{inl} \ 2, z)\} & \text{if } y = z, \\
\{(\text{inr} \ 0, x), (\text{inr} \ 1, y), (\text{inr} \ 2, z)\} & \text{if } y \neq z.
\end{cases}$$

This encoding is subnatural, since the value of $y = z$ is preserved by injections under $F$. But it is not uniform, for if $x \neq y \neq z$, then we have

$$\text{fil}_{\{1\}}(\nabla(F\chi_S(x, y, z))) = \text{fil}_{\{1\}}(\nabla(1, 0, 0)) = \{\text{inl} \ 0\} \neq \{\text{inr} \ 0\} = \text{fil}_{\{2\}}(\nabla(x, y, z)).$$

4 Computing the Simple Quotient

The previous coalgebraic partition refinement algorithm and its tool implementation in CoPaR compute for a given encoding of a coalgebra $(X, c)$ the state set of its simple quotient $q : (X, c) \rightarrow (Y, d)$, that is the partition $Y$ of the set $X$ corresponding to behavioural equivalence. But the algorithm does not compute the coalgebra structure $d$ of the simple quotient (and note that it is not given the structure $c$ explicitly, to begin with). Here we will fill this gap. We are interested in computing the encoding $Y \xrightarrow{d} FY \xrightarrow{\nabla Y} B(A \times Y)$ given the encoding $X \xrightarrow{\nabla} FX \xrightarrow{\nabla} B(A \times X)$ of the input coalgebra and the quotient map $q : X \rightarrow Y$.

The edge labels in the encoding of the quotient coalgebra relate to the labels in the encoded input coalgebra in a functor specific way. For example, for weighted transition systems, the labels are the transition weights, which are added whenever states are identified. In contrast, for deterministic automata (or when $F$ is a polynomial functor), the labels (i.e. input symbols) on the transitions remain the same even when states are identified.

Thus, when computing the encoding of the simple quotient, the modification of edge labels is functor specific. Algorithmically, this is reflected by specifying a new interface containing one function $\text{merge}$, which is intended to be implemented together with the refinement interface (Section 3) for every functor of interest. The abstract function $\text{merge}$ is then used in the generic Construction 4.8 in order to compute the encoding of the simple quotient.

**Definition 4.1.** A minimization interface for a set functor $F$ equipped with a functor encoding $\nabla X : FX \rightarrow B(A \times X)$ is a function $\text{merge} : B(A) \rightarrow B(A)$ such that the following diagram commutes for all $S \subseteq X$:

$$
\begin{array}{c}
FX \xrightarrow{\nabla X} B(A \times X) \\
\downarrow \downarrow \\
F2 \xrightarrow{\nabla 2} B(A \times 2)
\end{array} \xrightarrow{\text{fil}_{\{1\}}} \begin{array}{c}
B(A) \\
\downarrow \text{merge} \\
B(A)
\end{array}
$$

Intuitively, $\text{merge}$ expresses what happens on the labels of edges from one state to one block. It receives the bag of all labels of edges from a particular source state $x$ to a set of states $S$ that the minimization procedure identified as equivalent. It then computes the edge labels from $x$ to the merged state $S$ of the minimized coalgebra in a functor specific
way. Figure 1 depicts this process for a monoid-valued functor (cf. Example 2.1, item 2). In this example, \texttt{merge} sums up the labels (which are monoid elements), resulting in a correct transition label to the new merged state.

Before we give formal definitions of \texttt{merge} for the functors of interest, let us show that there is a close connection between properties of \texttt{merge} and the encoding; this will simplify the definition of \texttt{merge} later (Example 4.4).

First, if \texttt{merge} receives the bag of labels from a source state to a single target state, then there is nothing to be merged and thus \texttt{merge} should simply return its input bag. Moreover, we can even characterize uniform encodings by this property:

\begin{itemize}
  \item \textbf{Lemma 4.2.} Given a minimization interface, the following are equivalent:
    \begin{enumerate}
      \item \texttt{merge} \((\text{fil}_{(x)}(♭_X(t))) = \text{fil}_{(x)}(♭_X(t))\) for all \(t \in FX\).
      \item \(♭_X\) is uniform.
    \end{enumerate}
\end{itemize}

Similarly, the property that \texttt{merge} is always the identity characterizes natural encodings:

\begin{itemize}
  \item \textbf{Lemma 4.3.} For every encoding \(♭_X: FX \to B(A \times X)\), the following are equivalent:
    \begin{enumerate}
      \item The identity on \(BA\) is a minimization interface.
      \item \(♭_X\) is a natural transformation.
    \end{enumerate}
\end{itemize}

\begin{itemize}
  \item \textbf{Example 4.4.}  
    \begin{enumerate}
      \item For the finite powerset functor \(P_f(-)\), with labels \(A = 1\), we define \texttt{merge}: \(B1 \to B1\) by \(\texttt{merge}(ℓ)(*) = \min(1, ℓ(*))\).
      \item For monoid-valued functors \(M(-)\) with \(A = M\), \texttt{merge} is defined as
        \[
        \texttt{merge}(ℓ) = \begin{cases} 
          \{ \{ Σℓ \} \} & Σℓ \neq 0 \\
          \emptyset & \text{otherwise},
        \end{cases}
        \]
        where \(Σ: B(M) \to M\) is defined by \(Σ(\{ m_1, \ldots, m_n \}) = m_1 + \cdots + m_n\).
      \item The encoding for the polynomial functor \(FΣ\) for a signature \(Σ\) is a natural transformation and hence its minimization interface is given by \texttt{merge} = \texttt{id} (see Lemma 4.3).
    \end{enumerate}
\end{itemize}

\begin{itemize}
  \item \textbf{Proposition 4.5.} All \texttt{merge} maps in Example 4.4 are minimization interfaces and run in linear time in the size of their input bag.
\end{itemize}

Having \texttt{merge} defined for the functors of interest, we can now use it to compute the encoding of the simple quotient.

\begin{itemize}
  \item \textbf{Assumption 4.6.} For the remainder of this section we assume that \(F1 \neq \emptyset\).
\end{itemize}

This is w.l.o.g. since \(F1 = \emptyset\) if and only if \(FX = \emptyset\) for all sets \(X\), for which there is only one coalgebra (which is therefore its own simple quotient already).

\begin{itemize}
  \item \textbf{Proposition 4.7.} Suppose that the set functor \(F\) is equipped with a uniform encoding \(♭_X: FX \to B(A \times X)\) and a minimization interface \texttt{merge}. Then the diagram below commutes for every map \(q: X \to Y\).
\end{itemize}

\begin{equation}
\begin{array}{c}
FX \xrightarrow{♭_X} B(A \times X) \xrightarrow{B(A \times q)} B(A \times Y) \xrightarrow{\text{group}} B(A)(Y) \\
FY \xrightarrow{♭_Y} B(A \times X) \xrightarrow{\text{ungroup}} B(A)(Y)
\end{array}
\end{equation}
Note that the dashed arrow is not simply the identity map because \( \mathfrak{b} \mathfrak{X} \) fails to be natural for most functors of interest (Example 3.6).

**Proof (Sketch).** One first proves that \( \text{merge} \) preserves empty bags: \( \text{merge}(\emptyset) = \emptyset \). The commutativity of the desired diagram (4) is proven by extending it by every evaluation map \( \text{ev}(y): \mathcal{B}(A)^{(Y)} \to \mathcal{B}(A), \ y \in \mathcal{Y}, \) which form a jointly injective family. The extended diagram for \( y \in \mathcal{Y} \) is then proven commutative using (2) for \( y \), (3) for \( S = q^{-1}[y] \), which is also used in the form \( \chi(y) \cdot q = \chi_S \) in addition to two easy properties of \( \text{ev} \) and \( \text{fil} \): \( \text{fil}_y = \text{ev}(y) \cdot \text{group} \) and \( \text{fil}_y \cdot \mathcal{B}(A \times q) = \text{fil}_S \).

**Construction 4.8.** Given the encoded \( F \)-coalgebra \( (X, \mathfrak{b}X \cdot c) \), the quotient \( q: X \to \mathcal{Y} \), and a minimization interface for \( F \), we define the map \( e: \mathcal{Y} \to \mathcal{B}(A \times X) \) as follows: given an element \( y \in \mathcal{Y} \), choose any \( x \in X \) with \( q(x) = y \) and put

\[
e(y) := (\text{ungroup} \cdot \text{merge}^{(Y)}) \cdot \text{group} \cdot \mathcal{B}(A \times q) \cdot \mathfrak{b}X \cdot c(x),
\]

where the involved types are as follows:

\[
\begin{array}{ccc}
X & \xrightarrow{c} & FX \\
\downarrow{q} & & \downarrow{\mathfrak{b}X} \\
Y & \xrightarrow{e} & \mathcal{B}(A \times Y) \\
\end{array}
\]

\[
\begin{array}{ccc}
\mathcal{B}(A \times Y) & \xrightarrow{\text{group}} & \mathcal{B}(A)^{(Y)} \\
\downarrow{\text{merge}^{(Y)}} & & \downarrow{\text{B}(A)} \\
\mathcal{B}(A)^{(Y)} & \xrightarrow{\text{ ungroup}} & \mathcal{B}(A)^{(Y)}
\end{array}
\]  

(5)

For the well-definedness and the correctness of Construction 4.8, we need to prove that (5) commutes. Moreover, observe that \( c \) is not directly given as input, and that the structure \( d: \mathcal{Y} \to \mathcal{B}\mathcal{Y} \) of the simple quotient is not computed; only their encodings \( \mathfrak{b} \mathfrak{Y} \cdot c \) and \( e = \mathfrak{b} \mathfrak{Y} \cdot d \) are.

**Theorem 4.9.** Suppose that \( q: (X, c) \to (Y, d) \) represents a quotient coalgebra. Then Construction 4.8 correctly yields the encoding \( e = \mathfrak{b} \mathfrak{Y} \cdot d \) given the encoding \( \mathfrak{b} \mathfrak{X} \cdot c = \mathfrak{b} \mathfrak{X} \cdot e \) and the partition of \( X \) associated to \( q \).

If \( \text{merge} \) runs in linear time (in its parameter), then Construction 4.8 can be implemented with linear run time (in the size of the input coalgebra \( \mathfrak{b} \mathfrak{X} \cdot c \)).

In the run time analysis, a bit of care is needed so that the implementation of \( \text{group} \) has linear run time; see the full version [21] for details. From Proposition 4.5 we see that for every functor from Example 2.1, Construction 4.8 can be implemented with linear run time.

### 4.1 Modularity of Minimization Interfaces

Modularity in the system type is gained by reducing functor composition to products and coproducts (Remark 3.9). Since we want the construction of the minimized coalgebra structure to benefit from the same modularity, we need to verify closure under product and coproduct for the notions required in Proposition 4.7. We have already done so for uniform encodings (Proposition 3.12); hence it remains to show that minimization interfaces can also be combined by product and coproduct:

**Construction 4.10.** Given a family of functors \( (F_i)_{i \in I} \) together with uniform encodings \( \mathfrak{b}_i: F_iX \to \mathcal{B}(A_i \times X) \) and minimization interfaces \( \text{merge}_i: \mathcal{B}(A_i) \to \mathcal{B}(A_i) \), we define \( \text{merge} \) for the (co)product functors \( \prod_{i \in I} F_i \) and \( \coprod_{i \in I} F_i \) as follows:

\[
\text{merge}: \mathcal{B}(\prod_{i \in I} A_i) \to \mathcal{B}(\prod_{i \in I} A_i) \quad \text{merge}(t)(\text{in}_i a) = \text{merge}_i(\text{filter}_i(t))(a),
\]

where \( \text{filter}_i: \mathcal{B}(\prod_{j \in I} A_j) \to \mathcal{B}(A_i) \) is given by \( \text{filter}_i(f)(a) = f(\text{in}_i(a)) \).
Curiously, the definition of \textit{merge} is the same for products and coproducts, e.g. because the label sets are the same (see Construction 3.7). However, the correctness proofs turns out to be quite different. Note that for coproducts, all labels in the image of $\text{fil}_S \cdot \mathcal{X}$ are in the same coproduct component. Thus, $\text{filter}$ never removes elements and acts as a mere type-cast when the above \textit{merge} is used in accordance with its specification.

\textbf{Proposition 4.11.} The \textit{merge} function defined in Construction 4.10 yields a minimization interface for the functors $\prod_{i \in I} F_i$ and $\coprod_{i \in I} F_i$. It can be implemented with linear run-time if each \textit{merge} is linear in its input.

\textbf{Corollary 4.12.} The class of set functors having a minimization interface contains all polynomial and all monoid-valued functors and is closed under product and coproduct. Consequently, Construction 4.8 correctly yields encoded quotient coalgebras for those functors. Note that all functors from Example 4.4 are contained in this class. Furthermore, functor composition can be dealt with by using coproducts as explained in Remark 3.9.

\section{Reachability}

Having quotiented an encoded coalgebra by behavioural equivalence, the remaining task is to restrict the coalgebra to the states that are actually reachable from a distinguished initial state. For an intersection preserving set functor, the reachable part of a pointed coalgebra can be constructed iteratively, and this reduces to standard graph search on the canonical graph of the coalgebra [49, Cor. 5.26f], which we now recall. Throughout, $\mathcal{P}$ denotes the (full) powerset functor. The following is inspired by Gumm [28, Def. 7.2]:

\textbf{Definition 5.1.} Given a functor $F : \text{Set} \to \text{Set}$, we define a family of maps $\tau^F_X : FX \to \mathcal{P}X$ by $\tau^F_X(t) = \{x \in X \mid 1 \xrightarrow{t} FX \text{ does not factorize through } F(X \setminus \{x\}) \xrightarrow{F_i} FX\}$, where $i : X \setminus \{x\} \hookrightarrow X$ denotes the inclusion map.

The canonical graph of a coalgebra $c : X \to FX$ is the directed graph $X \xrightarrow{c} FX \xrightarrow{\tau^F_X} \mathcal{P}X$. The nodes are the states of $(X,c)$ and one has an edge from $x$ to $y$ whenever $y \in \tau^F_X(c(x))$.

Note that for a pointed coalgebra $(X,c,i)$ its canonical graph is equipped with the same point $i : 1 \to X$, that is, the canonical graph is equipped with a root node $i(*) \in X$. As we pointed out in Section 2, reachability of the pointed $\mathcal{P}$-coalgebra $(X,\tau^F_X \cdot c,i)$ precisely means that every $x \in X$ is reachable from the root node in the canonical graph.

\textbf{Example 5.2.}

1. For a deterministic automaton considered as a coalgebra for $FX = 2 \times X^A$ the canonical graph is precisely its usual underlying state transition graph.
2. For the finite powerset functor $\mathcal{P}_f$, it is easy to see that $\tau^{\mathcal{P}_f}_X : \mathcal{P}_fX \hookrightarrow \mathcal{P}X$ is the inclusion map. Thus, the canonical graph of a $\mathcal{P}_f$-coalgebra (a finitely branching graph) is itself.
3. For the functor $\mathcal{B}(A \times -)$ the maps $\tau^\mathcal{B}(A \times -)_X : \mathcal{B}(A \times X) \to \mathcal{P}X$ act as follows

$$\{(a_1, x_1), \ldots, (a_n, x_n)\} \mapsto \{x_1, \ldots, x_n\}.$$ 

Hence, if we view a coalgebra $X \to \mathcal{B}(A \times X)$ as a finitely-branching graph whose edges are labelled by pairs of elements of $A$ and $\mathbb{N}$, then the canonical graph is that same graph but without the edge labels. This holds similarly also for other monoid-valued functors.
To perform reachability analysis on encoded coalgebras, we would like that the canonical graph of a coalgebra and its encoding coincide. This clearly follows when, given a set functor $F$ with encoding $\hat{\cdot}: FX \to B(A \times X)$, the following equation holds for every set $X$:

$$\tau^F_X = (FX \xrightarrow{\hat{\cdot}} B(A \times X) \xrightarrow{\text{rel}} PX). \quad (6)$$

**Assumption 5.3.** For the rest of this section we assume that $F$ is an intersection preserving set functor equipped with a subnatural encoding $\hat{\cdot}: FX \to B(A \times X)$.

**Remark 5.4.** That $F$ preserves intersections is an extremely mild condition for set functors. All the functors in Example 3.4 preserve intersections. Furthermore, the collection of intersection preserving set functors is closed under products, coproducts, and functor composition. A subfunctor $\sigma: F \to G$ of an intersection preserving functor $G$ preserves intersections if $\sigma$ is a cartesian natural transformation, that is all naturality squares are pullbacks (cf. Remark 2.6).

Let us note that for every finitary set functor (cf. Remark 3.9) the Trnková hull $\hat{F}$ (see p. 8) preserves intersections [2, Cor. 8.1.17].

We are now ready to show the desired equality (6) by point-wise inclusion in either direction. Under the running Assumption 5.3 it follows that the encoding of a coalgebra can only mention states that are in the coalgebra’s canonical graph:

**Proposition 5.5.** For every $t \in FX$ we have that $\tau^B(A \times -)(\hat{\cdot}(t)) \subseteq \tau^F_X(t)$.

**Proof (Sketch).** This is shown by contraposition. If $x$ is not in $\tau^F_X(t)$, then we know that the map $t: 1 \to FX$ factorizes through $F(X \{x\}) \xrightarrow{\hat{\cdot}} FX$ (cf. Definition 5.1). Using the subnaturality square of $\hat{\cdot}$ for the map $i$ then yields $x \notin \tau^B(A \times -)(\hat{\cdot}(t))$.

For the converse inclusion, we additionally require that $F$ meets the assumptions of the partition refinement algorithm:

**Theorem 5.6.** The canonical graph of a finite coalgebra coincides with that of its encoding.

For every finite set $X$ one proves the equation (6): $\tau^F_X = \tau^B(A \times -) \cdot \hat{\cdot}$. It suffices to prove the reverse of the inclusion in Proposition 5.5 – again by contraposition. This time the argument is more involved using that the map $\langle F!, \hat{\cdot} \rangle$ is injective (Definition 3.1), and that $F$ preserves intersections. (For details see the full version [21].)

As a consequence of Theorem 5.6, the states in the reachable part of a pointed coalgebra $(X, c, i)$ are precisely the states reachable from the node $i(*) \in X$ in the (underlying graph of the) encoding $\hat{\cdot} \cdot c: X \to B(A \times X)$, cf. Example 5.23. Thus, given (the encoding of) a pointed coalgebra $(X, c, i)$, its reachable part can be computed in linear time by a standard breadth-first search on the encoding viewed as a graph (ignoring the labels).

This holds for all the functors in Example 3.4 and every functor obtained from them by forming products, coproducts and functor composition.

### 6 Conclusions and Future Work

We have shown how to extend a generic coalgebraic partition refinement algorithm to a fully fledged minimization algorithm. Conceptually, this is the step from computing the simple quotient of a coalgebra to computing the well-pointed modification of a pointed coalgebra. To achieve this, our extension includes two new aspects: (1) the computation of the transition structure of the simple quotient given an encoding of the input coalgebra and the partition of its state space modulo behavioural equivalence, and (2) the computation of the encoding of
the reachable part from the encoding of a given pointed coalgebra. Both of these new steps have also been implemented in the Coalgebraic Partition Refiner CoPaR, together with a new pretty-printing module that prints out the resulting encoded coalgebra in a functor-specific human-readable syntax.

There are a number of questions for further work. This mainly concerns broadening the scope of generic coalgebraic partition refinement algorithms. First, we will further broaden the range of system types that our algorithm and tool can accommodate, and provide support for base categories beside the sets as studied in the present work, e.g. nominal sets, which underlie nominal automata [13,40].

Concerning genericity, there is an orthogonal approach by Ranzato and Tapparo [37], which is variable in the choice of the notion of process equivalence – however within the realm of standard labelled transition systems (see also [25]). Similarly, Blom and Orzan [11,12] use a technique called signature refinement, which handles strong and branching bisimulation as well as Markov chain lumping (see also [45]).

To overcome the bottleneck on memory consumption that is inherent in partition refinement [43,44], symbolic and distributed methods have been employed for many concrete system types [8,11,12,24,45,47]. We will explore in future work whether these methods, possibly generic in the equivalence notion, can be extended to the coalgebraic generality.
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1 Introduction

Cyclic (or circular) proofs have attracted increasing attention in recent years, in settings including modal fixed point logics [28, 16, 35, 1, 18], predicate logic [8, 9, 7, 6], algebras [31, 14, 15, 13], arithmetic [33, 5, 11] and type systems [19, 4, 3]. In short, cyclic proofs are possibly non-wellfounded derivations (“coderivations”) that have only finitely many distinct subderivations (and so are finitely presentable). That they are meaningful (i.e., sound, total, terminating, etc.) is usually guaranteed by some $\omega$-regular correctness condition at the level of their infinite branches.
In this work we investigate the interface between theories of arithmetic and type systems. These two settings are fundamentally related by means of well-known proof interpretations, such as the functional and realisability interpretations (see, e.g., [2, 24]). In particular Gödel’s system $T$, a simply typed classical quantifier-free theory with recursion and induction, is capable of interpreting all of Peano Arithmetic, effectively trading off quantifier complexity for abstraction complexity (i.e. type level).

Inspired by the aforementioned previous work on circular type systems, we present a circular version, $CT$, of $T$, and compare the relative expressivity of (fragments of) the two theories. More precisely, we show that the restriction of $CT$ to level $n$ ($CT_n$) is interpreted in the restriction of $T$ to level $n+1$ ($T_{n+1}$). This result is optimal due to a converse result in parallel work [12] (that is beyond the scope of the present paper).\footnote{It is easy, however, to see that $T_n$ is interpreted in $CT_n$, as we will see in Example 2.5.}

Since non-wellfounded derivations do not directly admit inductive arguments and their correctness relies on nontrivial infinitary combinatorics, we employ a “proof mining” approach towards establishing this interpretation. More precisely, we formalise models of $CT_n$ within fragments of (second-order) arithmetic, and rely on the aforementioned proof interpretations to extract corresponding terms of $T_{n+1}$. This builds on analogous aforementioned work in the arithmetic setting, namely [33, 11], also taking advantage of second-order theories.

Our formalisation requires us to establish a form of confluence for the underlying rewrite system of $CT$, which we show holds in one of the weakest second-order theories $RCA_0$, essentially a form of primitive recursive arithmetic with quantification over sets. Showing that these structures indeed constitute models of $CT$ requires a formalisation of the totality argument for circular derivations, with quantifiers relativised to this structure.

A direct consequence of these model-theoretic results is weak normalisation for coterms of $CT$. As further results, we also show strong normalisation for $CT$ and continuity of functionals computed by its type 2 coterms.

Relation to other work. In [26] the authors present a circular version of the underlying type system of $T$, using a slightly different type language including a Kleene $\ast$. In particular, they show that circular derivations compute, in the standard model, just the primitive recursive functionals at type 1, i.e. the natural number functions computed by terms of $T$, also using a formalisation within second-order theories of arithmetic. We generalise that result in several ways: (a) we optimise the result with respect to abstraction complexity; (b) we give a logical correspondence, at the level of theories, not just the standard model; (c) we give bona fide confluence and normalisation results for the underlying rewrite system on coterms.

This work is based on part of the (unpublished) preprint [12], where related results, proofs and examples may be found.

Preliminaries. We shall assume some basic familiarity with the underlying technical disciplines of this work, which are now well-established and form the subjects of multiple monographs. In particular, these include rewriting theory [37], subsystems of second-order arithmetic [34, 22], and Gödel’s system $T$ and program extraction [2, 24]. Some familiarity with higher-order computability [27] and metamathematics [20, 23, 38] is also helpful.
Throughout this work we shall work with theories that are simply or finitely typed. Namely types, written \( \sigma, \tau \) etc., are generated by the following grammar:

\[
\sigma, \tau ::= N \mid (\sigma \to \tau)
\]

A simply typed theory is a multi-sorted (classical) first-order theory, whose sorts are just the simple types, equipped with application operators \( \circ, \sigma, \sigma \to \tau \) for each pair \( \sigma, \sigma \to \tau \) of types, as usual. (Typed) terms, written \( s, t \) etc., are formed from constants of a simply typed language under typed application. We simply write \( ts \) for the application of a term \( t \) of type \( \sigma \to \tau \) to a term \( s \) of type \( \sigma \). As usual we may sometimes omit parentheses, e.g. writing \( rst \) instead of \( ((rs)t) \).

In this work, we always assume intensional equality for simply typed theories. Namely we have binary relation symbols \( =_\sigma \) for each type \( \sigma \), axiomatised by reflexivity, \( t =_\sigma t \), and the Leibniz property, \( (s =_\sigma t \land \varphi(s)) \supset \varphi(t) \), for each formula \( \varphi \) and terms \( s, t \) of type \( \sigma \).

### 2.1 Sequent calculus presentation of \( T \) terms

Sequent calculi give us a way to write typed terms that are more succinct with respect to type level, and also enjoy elegant proof theoretic properties, e.g. cut-elimination. Importantly, the induced relations between type occurrences makes it easier to define our correctness criterion for non-wellfounded derivations later.

**Definition 2.1 (Sequent calculus).** Sequents are expressions \( \vec{\sigma} \Rightarrow \tau \), where \( \vec{\sigma} \) is a list of types and \( \tau \) is a type. The typing rules for \( T \) are given in Figure 1.

Here, and throughout this subsection, colours of each type occurrence in typing rules may be ignored for now and will become relevant later in Section 2.2.

Each rule instance (or step) determines a constant of the appropriate type. E.g., a step \( \vec{\rho} \Rightarrow \rho, \vec{\sigma} \Rightarrow \sigma \) is a constant of type \( (\vec{\rho} \to \rho) \to (\vec{\sigma} \to \sigma) \to \tau \to \tau. \) In this way, we may identify each derivation with a term obtained by just repeatedly applying rule instances, starting from the conclusion, to its subderivations. Note that this “combinatory” approach, treating rule instances as constants rather than, say, meta-level operations on \( \lambda \)-terms, ensures that this association of a term to a derivation is continuous. This is important for our later association of “coterm” to a “coderivation”.

---

2 Here and elsewhere we freely write, say, \( \vec{\rho} \to \rho \) for \( \rho_1 \to \cdots \to \rho_n \to \rho \) when \( \vec{\rho} \) is a list \( \rho_1, \ldots, \rho_n \).
id \ x = \ x \\
\text{ex} \ t \overline{x} \ y \overline{y} = t \overline{x} y \overline{y} \\
\text{wk} \ t \overline{x} x = t \overline{x} \\
\text{cntr} \ t \overline{x} x = t \overline{x} x \\
\text{cut} \ s t \overline{x} = t \overline{x} (s \overline{x}) \\
\text{L} s t \overline{x} y = t \overline{x} (y (s \overline{x})) \\
\text{R} t \overline{x} x = t \overline{x} x \\
\text{rec} \ s t \overline{x} 0 = s \overline{x} \\
\text{rec} \ s t \overline{x} \overline{s} \overline{z} = t \overline{x} (\text{rec} \ s t \overline{x} \overline{s} \overline{z}) \\
\text{cond} \ s t \overline{x} 0 = s \overline{x} \\
\text{cond} \ s t \overline{x} \overline{s} \overline{z} = t \overline{x} \overline{z}

Figure 2 Equational axiomatisation of $T$, where $z$ is a variable of type $N$.

1. $\neg sx = 0$
2. $sx = sy \supset x = y$
(Ind) If $\vdash \phi(0)$ and $\vdash \phi(x) \supset \phi(sx)$ then $\vdash \phi(t)$, for $\phi$ quantifier-free.

Figure 3 Number-theoretic axioms for $T$, where $x$, $y$, and $t$ are variables/a term of type $N$.

A term of the form $n_0 \cdots n_0$ is called a numerical, and is more succinctly written just $n$.

Definition 2.2 (System $T$). $T$ is the simple type theory over the language given by Figure 1, axiomatised by the formulas and rules from Figure 2 and Figure 3.

Remark 2.3 (Standard model). We may consider usual Henkin structures for simply typed theories, called type structures. One particular structure, the “standard” or “full set-theoretic” model $\mathcal{N}$, is given by the following interpretation:

- $\mathcal{N}^\sigma$ is $\mathbb{N}$ and $(\sigma \rightarrow \tau)^\mathcal{N}$ is the set of functions $\sigma^\mathcal{N} \rightarrow \tau^\mathcal{N}$.
- $0^\mathcal{N} := 0 \in \mathbb{N} \text{ and } s^\mathcal{N}(n) := n + 1$.
- The other constants of $T$ are interpreted by (higher-order) functionals by taking the equations from Figure 2 as definitions, left-to-right.
- Given $f \in \sigma^\mathcal{N}$ and $g \in (\sigma \rightarrow \tau)^\mathcal{N}$, $g \circ^\mathcal{N} f \in \tau^\mathcal{N}$ is defined as $g(f)$.
- For each type $\sigma$, we have an extensional equality relation $=^\mathcal{N}_\sigma$:
  - $=^\mathcal{N}_\mathbb{N}$ is just equality of natural numbers;
  - for $f, g \in (\sigma \rightarrow \tau)^\mathcal{N}$, we have $f =^\mathcal{N}_{\sigma \rightarrow \tau} g$ just if $\forall x \in \sigma^\mathcal{N}. f(x) =^\mathcal{N}_\tau g(x)$.

It is clear, by reduction to induction at the meta-level, that the interpretations of the constants above are well-defined, and that the axioms of Figure 3 (as well as Figure 2) are satisfied in $\mathcal{N}$. Thus $\mathcal{N}$ constitutes a bona fide model of $T$.

2.2 “Coderivations” and a correctness condition

Coterms are generated coinductively from constants and variables under typed application. Formally, we may construe a coterm as a possibly infinite binary tree (of height $\leq \omega$) where each leaf (if any) is labelled by a typed variable or constant and each interior node is labelled by a typed application operation, having type consistent with the types of its children. I.e., an interior node with children of types $\sigma$ and $\sigma \rightarrow \tau$, respectively, must have type $\tau$.

Similarly, a coderivation, is a possibly non-wellfounded tree built from the derivation rules of Figure 1. As for (well-founded) derivations and terms, we treat coderivations as coterms in the natural way. We say that a coderivation or coterm is regular (or circular) if it has finitely many distinct sub-coderivations or sub-coterms, respectively. Note that a regular coderivation or coterm is indeed finitely presentable, e.g. as a finite directed graph, possibly with cycles, or a finite binary tree with “backpointers”.
Note that the equational theory induced by Figure 2 forms a Kleene-Herbrand-Gödel style
equational specification for regular coterms (cf., e.g., [23]). This allows us to view coterms
as partial recursive functionals in the standard model \( \mathcal{N} \) of the appropriate type, though a
full exposition is beyond the scope of this paper. Instead we will give a more formal (and,
indeed, formalised) treatment of “regular” coterms and their computational interpretations
in Section 3. We point the reader to the excellent book [27] for further details on models of
(partial) (recursive) function(al)s.

Nonetheless, let us temporarily adopt the notation \( t^{\mathcal{N}} \) for the partial functional “computed”
by a coterm \( t \) in \( \mathfrak{R} \), and present some examples, at the same time establishing some
foundational results. As before, the reader may safely ignore the colouring of type occurrences
in what follows. That will become meaningful later in the section.

\[ \text{Example 2.4} \) (Extensional completeness at type 1). For any \( f : \mathbb{N}^k \to \mathbb{N} \), there is a
coderivation \( t : N^k \Rightarrow N \) s.t. \( t^{\mathcal{N}} = f \). To demonstrate this, we proceed by induction on \( k \).
If \( k = 0 \) then the numerals clearly suffice. Otherwise, suppose \( f : \mathbb{N} \times \mathbb{N}^k \to \mathbb{N} \) and write \( f_n \)
for the projection \( \mathbb{N}^k \to \mathbb{N} \) by \( f_n(\vec{x}) = f(n, \vec{x}) \). We define the coderivation for \( f \) as follows:

\[
\begin{aligned}
\text{cond} & \quad \text{cond} & \quad \text{cond} \\
\vec{N} \Rightarrow N & \quad N \vec{N} \Rightarrow N & \quad N \vec{N} \Rightarrow N \\
\vec{N} \Rightarrow N & \quad N \vec{N} \Rightarrow N & \\
N \vec{N} \Rightarrow N & \\
\end{aligned}
\]

where the derivations for each \( f_n \) are obtained by the inductive hypothesis. It is not difficult
to see that the interpretation of this coderivation in the standard model indeed coincides
with \( f \).

Notice that, while we have extensional completeness at type 1, we cannot possibly have
such a result for higher types by a cardinality argument: there are only continuum many
coderivations.

\[ \text{Example 2.5} \) (Naïve simulation of primitive recursion). Terms of \( T \) may be interpreted as
coterms without the \texttt{rec} combinators in a straightforward manner, by the following translation:

\[
\begin{aligned}
\text{rec} & \quad \text{cond} & \quad \text{cond} \\
\vec{\sigma} \Rightarrow \sigma & \quad \vec{\sigma}, N, \sigma \Rightarrow \sigma & \quad \vec{\sigma}, N \Rightarrow \sigma \\
\vec{\sigma}, N \Rightarrow \sigma & \quad \vec{\sigma}, N \Rightarrow \sigma & \\
\end{aligned}
\]

where the occurrences of \( \bullet \) indicate roots of identical coderivations.

\[3 \) While we may assume \( k = 1 \) WLOG by the availability of sequence (de)coding, the current argument
is both more direct and avoids the use of cuts (on non-numerals).
Denoting the RHS of (2) above as \( \text{rec}' \), we can check that the two sides of (2) are equivalent under Figures 2 and 3. Formally, we show \( \text{rec}' st \bar{x} y = \text{rec} st \bar{x} y \) by induction on \( y \):

\[
\begin{align*}
\text{rec}' st \bar{x} 0 &= \text{cond} s (\text{cut} (\text{rec}' st) t) \bar{x} 0 \quad \text{by definition of rec'} above \\
&= s \bar{x} \quad \text{by cond axioms} \\
\text{rec}' st \bar{x} y &= \text{cond} s (\text{cut} (\text{rec}' st) t) \bar{x} sy \quad \text{by definition of rec'} above \\
&= \text{cut} (\text{rec}' st) t \bar{x} y \quad \text{by cond axioms} \\
&= t \bar{x} y (\text{rec} st \bar{x} y) \quad \text{by cut axiom} \\
&= \text{rec} st \bar{x} sy \quad \text{by inductive hypothesis}
\end{align*}
\]

**Example 2.6** (Turing completeness). The set of regular coderivations is Turing-complete,\(^4\) i.e. \( \{t^N \mid t : N^k \Rightarrow N \text{ regular} \} \) includes all partial recursive functions on \( \mathbb{N} \). We have already seen in Example 2.5 that we can encode the primitive recursive functions, so it remains to simulate minimisation, i.e. the operation \( \mu x (fx = 0) \), for a given function \( f \), returning the least natural number \( x \) s.t. \( fx = 0 \) (if it exists). For this, we observe that \( \mu x (fx = 0) \) is equivalent to \( H 0 \) where:

\[ H x = \text{cond} (f x) x (H sx) \tag{3} \]

Note that \( H \) is computed by the following coderivation:

\[ \frac{\text{id} \quad N \Rightarrow N \quad \text{cut} \quad N \Rightarrow N \quad \text{cond} \quad N \Rightarrow N \quad \text{cut} \quad N \Rightarrow N \quad \text{wk} \quad N \Rightarrow N \quad N, N \Rightarrow N \quad \text{cut} \quad N \Rightarrow N \quad \text{cut} \quad \cdots}{N \Rightarrow N} \tag{4} \]

It is intuitive here to think of the blue \( N \) standing for \( x \), the red \( N \) standing for \( f(x) \), and the purple \( N \) standing for \( sx \). Again, the reader may verify that this coderivation indeed satisfies Equation (3) in the standard model \( \mathfrak{R} \). Note that we only used the type \( N \) above, and no higher-order types, so Turing-completeness holds already for \( N \)-only regular coderivations.

**Definition 2.7** (Immediate ancestry). Let \( t \) be a (co)derivation. A type occurrence \( \sigma^1 \) is an immediate ancestor\(^5\) of a type occurrence \( \sigma^2 \) in \( t \) if \( \sigma^1 \) and \( \sigma^2 \) appear in the LHSs of a premiss and conclusion, respectively, of a rule instance and have the same colour in the corresponding rule typeset in Figure 1. If \( \sigma^1 \) and \( \sigma^2 \) are elements of an indicated list, say \( \vec{\sigma} \), we also require that they are at the same position of the list in the premiss and the conclusion. Note that, if \( \sigma^1 \) is an immediate ancestor of \( \sigma^2 \), they are necessarily occurrences of the same type.

\(^4\) For a model of program execution, we may simply take the aforementioned Kleene-Herbrand-Gödel model with equational derivability, cf. [23]. Note that this coincides with derivability by the axioms thus far presented.

\(^5\) This terminology is standard in proof theory, e.g. as in [10].
The notion of immediate ancestor thus defined, being a binary relation, induces a directed graph whose paths will form the basis of our termination criterion.

**Definition 2.8 (Threads and progress).** A **thread** is a maximal path in the graph of immediate ancestry. A **σ-thread** is a thread whose elements are occurrences of the type σ. We say that a N-thread **progresses** when it is principal for a cond step (i.e., it is the indicated blue N in the cond rule typeset in Figure 1). A (infinitely) **progressing** thread is a N-thread that progresses infinitely often (i.e., it is infinitely often the indicated blue N in the cond rule typeset in Figure 1.)

A coderivation is **progressing** if every infinite branch has a progressing thread.

Note that progressing threads do not necessarily begin at the root of a coderivation, they may begin arbitrarily far into a branch. In this way, the progressing coderivations are closed under all typing rules. Note also that arbitrary coderivations may be progressing, not only the regular ones.

**Example 2.9 (Extensional completeness at type 1, revisited).** Recalling Example 2.4, note that the infinite branch marked ··· in (1) has a progressing thread along the red Ns. Other infinite branches, say through f0, f1, etc., will have progressing threads along their infinite branches by an appropriate inductive hypothesis, though these may progress for the first time arbitrarily far from the root of (1).

As previously mentioned, we shall focus our attention in this work on the regular coderivations. Let us take a moment to appreciate some previous (non-)examples of regular coderivations with respect to the progressing criterion.

**Example 2.10 (Primitive recursion and Turing-completeness, revisited).** Recalling Example 2.5, notice that the RHS of (2) is a progressing coderivation: there is precisely one infinite branch (that loops on •) and it has a progressing thread on the blue N indicated there.

Now recalling Example 2.6, notice that the coderivation given for H in (4) is not progressing: the only infinite branch loops on • and immediate ancestry, as indicated by the colouring, admits no thread along the •-loop.

One of the most appealing features of the progressing criterion is that it is decidable (for regular coderivations) by a well-known reduction to universality of Büchi automata (see, e.g., [17] for an exposition for a similar circular system). On the semantic side, we duly have:

**Proposition 2.11.** If \( t : \vec{\sigma} \Rightarrow \tau \) is a progressing coderivation, then \( t^{\mathfrak{N}} \) is a well-defined total functional in \( (\vec{\sigma} \rightarrow \tau)^{\mathfrak{N}} \).

**Proof sketch.** First, observe that each constant (i.e. rule instance) computes a total functional of corresponding type. Thus, contrapositively, if \( t^{\mathfrak{N}} \) is non-total then so is one of its immediate sub-coderivations. Continuing this reasoning yields an infinite branch \( (t_i : \vec{\sigma}_i \Rightarrow \tau_i)_i \) of non-total coderivations. Now, by the progressing criterion, there must be a progressing thread \( (N_i)_{i \geq k} \) along this branch. Assigning to each occurrence \( N_i \) the least natural number \( n_i \) on which \( t_i \) is non-total yields a monotone non-increasing sequence \( (n_i)_{i \geq k} \) that does not converge (by definition of progressing thread), giving the required contradiction.

### 2.3 Some fragments and program extraction

Let us write \( T^- \) for the restriction of \( T \) to the language without the rec constants from Figure 1, and so also without the rec axioms from Figure 2.
**Definition 2.12** (Circular version of \( T \)). The language of \( CT \) contains every regular progressing coderivation of \( T^- \) as a symbol. We identify “terms” of this language (i.e. finite applications of regular progressing coderivations, constants and variables) with coterms in the obvious way, and call them **regular progressing coterms**. \( CT \) itself is axiomatised by the schemata from Figures 2 and 3, now interpreting the metavariables \( s, t \) etc. there as ranging over (regular progressing) coterms.

The aim of this work is to compare fragments of \( CT \) and fragments of \( T \) delineated by type level. Recall that the **level** of a type \( \sigma \), written \( \text{lev}(\sigma) \) is given by: \( \text{lev}(N) := 0 \) and \( \text{lev}(\sigma \rightarrow \tau) := \max(1 + \text{lev}(\sigma), \text{lev}(\tau)) \).

**Definition 2.13** (Type level restricted fragments of \( T \) and \( CT \)). \( T_n \) is the restriction of \( T \) to the language containing only recursors \( \text{rec}_\sigma \) where \( \text{lev}(\sigma) \leq n \).

\( CT_n \) is the restriction of \( CT \) to the language containing only coderivations where all types occurring have level \( \leq n \). \( CT_n \) still has symbols for each constant of \( T^- \).

Note that this definition of \( CT_n \) is quite natural, since it is known that \( T_n \) derivations (of level \( n + 1 \) functionals) can be put into an analogous form (see, e.g., [12]). For instance, the coderivation in Equation (4) has level 0 (though it is not an element of \( CT_0 \) since it is not progressing). Note that \( CT \) itself is just the union of all \( CT_n \), since regular coderivations have only finitely many type occurrences and so exhibit a maximum type level.

The significance of the fragments \( T_n \), in terms of quantifier-restricted fragments of arithmetic, was investigated in the seminal work of Parsons [29]. Let us first recall such fragments in a two-sorted framework.

\( \text{RCA}_0 \) is a second-order\(^6 \) theory in the language of arithmetic (i.e. with symbols \( 0, s, +, \times, < \)). It is axiomatised by an appropriate extension of Robinson’s \( Q \) to the second-order setting, along with comprehension for (provably) \( \Delta^0_1 \) predicates and induction for \( \Sigma^0_n \) formulas. A comprehensive presentation of \( \text{RCA}_0 \) and related theories can be found in, e.g., [34, 22].

Writing \( I\Sigma^0_n \) for the induction scheme for \( \Sigma^0_n \) formulas we have:

**Proposition 2.14** ([29]). If \( \text{RCA}_0 + I\Sigma^0_{n+1} \vdash \forall \vec{x} \exists y A(\vec{x}, y) \), where \( A \) is \( \Delta^0_1 \), then there is a \( T_n \) term \( t \) with \( T_n \vdash A(\vec{x}, t \vec{x}) \).\(^7 \)

Since we use it later, let us note that \( I\Sigma^0_n \) is equivalent, over a weak base theory (certainly \( \text{RCA}_0 \)), to induction on Boolean combinations of \( \Sigma^0_n \) formulas, cf., e.g., [20]. The theory \( \text{ACA}_0 \) is obtained from \( \text{RCA}_0 \) by adding comprehension for arithmetical predicates, and is equivalent, over arithmetical theorems, to the extension of \( \text{RCA}_0 \) by arithmetical induction.

Let us also mention a nontrivial result from previous work that we shall make use of:

**Proposition 2.15** ([11]). For any regular progressing coderivation \( t \), \( \text{RCA}_0 \) proves that \( t \) is progressing.

Since progressiveness is, a priori, a \( \Pi^1_1 \) property, the above result is not at all immediate and relies on a formalisation of Büchi automaton theory that is implicit in [25]. Note that this result is “non-uniform”, in that the quantification over coderivations \( t \) takes place at the meta-level. As noted in [11], the above result cannot be strengthened to a uniform one unless \( \text{RCA}_0 \) (and so \( \text{PRA} \)) is inconsistent, by a reduction to Gödel-incompleteness.

---

\(^6\) As for simple type theories, all references to “second” or “higher” order are purely due to convention. Strictly speaking, these are multi-sorted first-order theories.

\(^7\) We assume here some standard encoding of \( \Delta^0_n \) formulas into quantifier-free formulas of \( T_0 \). Alternatively we could admit bounded quantifiers into the language of \( T \), on which induction is allowed, without affecting expressivity. We shall gloss over this technicality here.
3 Confluence and models of $T$

We cannot formalise the standard model $\mathcal{M}$ in arithmetic for cardinality reasons, however there are natural models of partial recursive functionals that can be formalised, namely the hereditarily recursive operations of finite type (see, e.g., [27]). We shall recast this type structure using regular coterms, in light of Example 2.6 and Example 2.10.

3.1 Reduction sequences and their logical complexity

Definition 3.1. The reduction relation $\rightsquigarrow$ on coterms is defined by orienting all the equations in Figure 2 left-to-right and taking closure under substitution and contexts. We write $\approx$ for the reflexive, symmetric, transitive closure of $\rightsquigarrow$, and freely use standard rewriting theoretic terminology and notations for these relations.

Since coterms are potentially infinite, equality for them is a $\Pi^0_1$ predicate. Thus, for the sake of simplicity, we shall henceforth deal with only regular coterms, which are finite so may be coded by natural numbers. Representing regular coterms as finite directed graphs, note that equality now reduces to checking bisimilarity, which is provably recursive in $\text{RCA}_0$.

In fact, throughout this section, we will only deal with coterms that are finite applications of regular coderivations, variables and constants (“FARs” for short). We better show that these are at least closed under reduction. To this end, let us write, for $v \in \{0, 1\}^*$, $t_v$ for the sub-coterm of $t$ rooted at position $v$. We have:

Proposition 3.2 ($\text{RCA}_0$). If $s \rightsquigarrow t$ then $t$ is finitely composed of sub-coterms of $s$:

$$\exists \text{ a finite term } r(x_1, \ldots, x_n). \exists(v_1, \ldots, v_n). t = r(s_{v_1}, \ldots, s_{v_n}) \tag{5}$$

We can take $s_{v_1}, \ldots, s_{v_n}$ to include the coderivations indicated in the contractum of a reduction, as well as the “comb” of the redex of the reduction in $s$, i.e. the siblings of all the nodes in the path leading to the redex. $r(\bar{x})$ is now the finite term induced by the contracta and this comb.

Naturally, this property also holds for $\rightsquigarrow^*$ and $\approx$, by $\Sigma^0_1$-induction. As a consequence:

Corollary 3.3 ($\text{RCA}_0$). If $s$ is a FAR and $s \rightsquigarrow t$ or $s \rightsquigarrow^* t$ or $s \approx t$, then $t$ is a FAR.

Note, in particular, that $\rightsquigarrow$, $\rightsquigarrow^*$ and $\approx$, restricted to FARs, are $\Sigma^0_1$-relations.

3.2 Confluence of reduction

In order to obtain basic metamathematical properties of the coterm models we later consider, we need to know that our model of computation is deterministic, so that coterms have unique interpretations. There are various ways to prove this in arithmetic, but we will approach it in terms of confluence in rewriting theory.

Throughout this subsection we continue to deal only with FARs, i.e. coterms that are finite applications of regular coderivations, variables and constants. The main goal of this subsection is to prove the following:

Theorem 3.4 (Church-Rosser, $\text{RCA}_0$). Let $t : \sigma$ be a FAR. If $t_0 \rightsquigarrow^* t \rightsquigarrow^* t_1$ then there is $t' : \sigma$ such that $t_0 \rightsquigarrow^* t' \rightsquigarrow^* t_1$. 
To some extent, we follow a standard approach to proving this result. However, since
coterminals are infinite (and, moreover, non-well-founded), we must carry out our argument
without appeal to induction on term structure, as is usual in presentations of arguments due
to Tait and Martin-Löf (cf., e.g., [21]). Instead, we perform an argument by induction on
reduction length, as in, e.g., [30].

Definition 3.5 (Parallel reduction). We define the relation \( t \triangleright t \) on FARs as follows:
1. For any FAR \( t \).
2. For a reduction step \( r \tilde{t} \rightarrow r(\tilde{t}) \), if each \( t_i \triangleright t'_i \) then we have \( r \tilde{t} \triangleright r(\tilde{t'}) \).
3. For a reduction step \( r\tilde{t}s \rightarrow r(\tilde{t}, s) \) (i.e. a \textbf{rec} or \textbf{cond} successor step), if each \( t_i \triangleright t'_i \) and \( s \triangleright s' \) then we have \( r\tilde{t}s \triangleright r(\tilde{t'}, s') \).
4. If \( s \triangleright s' \) and \( t \triangleright t' \) then \( st \triangleright s't' \).

Proposition 3.6 (RCA\(_0\)). \( s \rightarrow t \implies s \triangleright t \) and \( s \triangleright t \implies s \rightarrow^* t \).

The proof of this result is not difficult, but before giving an argument let us point out a
particular consequence that we will need, obtained by \( \Sigma^0_1 \)-induction on the length of reduction
sequences:

Corollary 3.7 (RCA\(_0\)). \( s \rightarrow^* t \iff s \triangleright^* t \)

Even though it is not necessary to prove the proposition above, we shall first prove the
following useful lemma since we will use it later:

Lemma 3.8 (Substitution, RCA\(_0\)). Suppose \( t \triangleright t' \). If \( s \triangleright s' \) then \( s[t/x] \triangleright s'[t'/x] \), for a
variable \( x \) of the same type as \( t \) and \( t' \).

Writing, say, \( d : s \rightarrow^* t \) for the (provably) \( \Delta^0_1 \) predicate “\( d \) is a \( \rightarrow \)-derivation from \( s \) to \( t \)”,
the above result is shown by proving

\[
d : s \triangleright s' \implies s[t/x] \triangleright s'[t'/x]
\]

by \( \Sigma^0_1 \)-induction on the structure of the derivation \( d : s \triangleright s' \). We crucially use the fact
that we are dealing with FARs for the base case when \( s' = s \), using a subinduction on the
maximum depth of an \( x \)-occurrence in \( s \).

Notice that Proposition 3.6 now follows immediately, by simply instantiating the Lemma
above with \( s = s' \) to deduce context-closure of \( \triangleright \).

Lemma 3.9 (Diamond property of \( \triangleright \), RCA\(_0\)). Suppose \( t_0 \triangleleft s \triangleright t_1 \). Then there is some \( u \)
with \( t_0 \triangleright u \triangleleft t_1 \).

Before giving the proof, it will be useful to have the following intermediate result, which
follows by \( \Sigma^0_1 \)-induction:

Proposition 3.10 (RCA\(_0\)). Suppose \( d : r \tilde{s} \triangleright t \), and there is no redex in \( r \tilde{s} \) involving \( r \).
There are some \( \tilde{t} \) s.t. \( t = r \tilde{t} \) and, for each \( i \), some \( d_i : s_i \triangleright t_i \) for some \( d_i < d \).

The diamond property, Lemma 3.9, now follows by proving

\[
\exists s'. ( (d_0 : s \triangleright t_0 \text{ and } d_1 : s \triangleright t_1) \implies (t_0 \triangleright s' \text{ and } t_1 \triangleright s'))
\]

by \( \Sigma^0_1 \)-induction on \( \min(|d_0|, |d_1|) \). We use Lemma 3.8 for the case when both \( d_0 \) and \( d_1 \) end
by clause (2), and we use Proposition 3.10 when \( d_0 \) ends by clause (2) and \( d_1 \) ends by clause
(4) or vice-versa.

\footnote{Note that we really do seem to require \( t \triangleright t \) for arbitrary FARs \( t \), not just variables and constants, since
we cannot finitely derive the former from the latter.}
Proposition 3.11 (Weighted CR for $\triangleright$, RCA$_0$). If $t_0 \lessdot^m t \triangleright^n t_1$ then there is some $t'$ with $t_0 \triangleright^n t' \lessdot^m t_1$.

The argument for this follows by proving

$$(d_0 : t \triangleright^n t_0 \text{ and } d_1 : t \triangleright^n t_1) \implies \exists t'(t_0 \triangleright^n t' \text{ and } d_1' : t_1 \triangleright^n t')$$

by $\Sigma^n$-induction on $m = |d_0|$. The following corollary is immediate:

Corollary 3.12 (CR for $\triangleright$, RCA$_0$). If $t_0 \lessdot^* t \triangleright t_1$ then there is $t'$ s.t. $t_0 \triangleright t' \lessdot^* t_1$.

We may finally conclude the main result of this subsection:

Proof of Theorem 3.4. Suppose $t_0 \lessdot^* s \triangleright t_1$. Then, by Corollary 3.7 we have $t_0 \lessdot^* t \triangleright t_1$. By Corollary 3.12 above, we have some $s'$ with $t_0 \triangleright s' \lessdot^* t_1$, whence $t_0 \lessdot^* s' \triangleright t_1$ by Corollary 3.7 again.

3.3 Hereditarily total coterms under conversion

We are now ready to present a type structure that will allow us to obtain an interpretation of $CT_n$ within $T_{n+1}$. The structure that we present in this subsection is essentially the hereditarily recursive operations of finite type, but where we adopt FARs under conversion as the underlying model of computation, cf. Example 2.6 and Example 2.10.

Definition 3.13. We define the following sets of FARs:

- $HR_N := \{ t : N \mid \exists n \in \mathbb{N}. t \approx n \}$
- $HR_{\sigma \rightarrow \tau} := \{ t : \sigma \rightarrow \tau \mid \forall s \in HR_\sigma. t \cdot s \in HR_\tau \}$

We write $HR_n$ for the union of all $HR_\sigma$ with $\text{lev}(\sigma) \leq n$.

Note that it is immediate from the definition that each $HR_\sigma$ contains only closed FARs of type $\sigma$. Notice that, by the confluence result of the previous subsection, Theorem 3.4, if $t \approx n$ then $n \in \mathbb{N}$ is unique and in fact $t \lessdot^* n$ (provably in RCA$_0$). In this way we can view every element of $HR_N$ as computing a unique natural number by means of reduction.

Fact 3.14. $HR_N$ is $\Sigma^0$, and if $\text{lev}(\sigma) = n > 0$ then $HR_\sigma$ is $\Pi^0_{n+1}$.

This is obtained by a (meta-level) induction on the type $\sigma$. The same induction also yields:

Proposition 3.15 (Closure properties of HR). Fix types $\sigma$ and $\tau$. RCA$_0$ proves the following:

1. If $s \in HR_\sigma$ and $t \in HR_{\sigma \rightarrow \tau}$ then $ts \in HR_\tau$. (HR closed under application)
2. If $t \in HR_\sigma$ and $t \approx n$ then $t' \in HR_\tau$. (HR closed under conversion)

Note that provability within RCA$_0$ above is non-uniform in $\sigma$ and $\tau$, i.e. RCA$_0$ proves the statements for each particular $\sigma$ and $\tau$. These properties justify defining the following type structure:

Definition 3.16 (HR structure). We write $HR$ for the type structure defined as follows:

- $\sigma^{HR} := HR_\sigma$.
- $r^{HR}$ is just $r$ for each constant $r$.
- $=^{HR}_\sigma$ is $\approx_\sigma$.

Ultimately we will show that this structure constitutes a model of $CT$. For this the following lemma will be key:

Lemma 3.17 (Induction for $HR$, RCA$_0$). Suppose $r(x)$ and $s(x)$ are FARs. If $r(0) \approx s(0)$ and $\forall t \in HR_N. (r(t) \approx s(t)) \implies r(st) \approx s(st))$, then $\forall t \in HR_N. r(t) \approx s(t)$. 
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This result is essentially “forced” by the definition of $\textsf{HR}_N$, reducing induction in $\textsf{HR}$ to induction in RCA$_0$. We also rely on the Leibniz property of equality in the structure (i.e. if $s \approx t$ and $\varphi(s)$ then $\varphi(t)$), which is facilitated by the symmetry and transitivity of $\approx$.

Note that the axioms governing the constants are immediately given that our reduction relation is obtained from them. The remaining number-theoretic axioms follow from confluence (for $-s0 \approx 0$, by uniqueness of normal forms) and the fact that no reduction rule has $s$ at the head (for $ss \approx sf$ implies $s \approx t$, requiring a $\Sigma^0_1$-induction).

Thus to conclude that HR actually constitutes a model of $T$ (or CT) it remains to show that it interprets each term $t$ of $T$ (or coterm of $CT$), i.e. that indeed $t \in \textsf{HR}$. For $T$, this follows from Tait’s seminal normalisation result [36]:

\begin{proposition}
$\textsf{HR}$ is a model of $T$.
\end{proposition}

In fact this result can be formalised non-uniformly in the following sense: for each term $t$ of type $\tau$ with $\text{lev}(\sigma) \leq n$, we have RCA$_0 + I\Sigma^0_{n+1} \vdash HR_\tau(t)$. We will see a similar situation for membership of $CT_n$ coterms in $HR_{n+1}$ later, but with the quantifier complexity of induction increased by 1.

\section{Interpretation of $CT$ into $T$}

In this section we show that the type structure $\textsf{HR}$ introduced in the previous section indeed constitutes a model of $CT$. In fact, we will formalise the membership of $CT_n$ coterms in $HR_{n+1}$ within the theory RCA$_0 + I\Sigma^0_{n+2}$ (non-uniformly), whence we obtain explicit equivalent terms of $T_{n+1}$ by program extraction. Throughout this section we continue to work only with regular coterms that are finite applications of coterivations, variables and constants (i.e. FARs).

\subsection{Canonical branches of non-total coterms}

In this section we give a formalised proof of the totality of $CT$-coterms. Our approach will be to import a suitable version of the proof of Proposition 2.11 but relativise all the quantifiers, there in the standard model, to their respective domains in $\textsf{HR}$.

First let us note that $\textsf{HR}$ is closed under the typing rules of $CT$:

\begin{observation}
Consider a rule instance $\bar{s}_0 \Rightarrow \tau_0 \ldots \bar{s}_k \Rightarrow \tau_k$ for some $k < 2$. If $t_i \in \textsf{HR}_{\bar{s}_i \rightarrow \tau_i}$ for $i < k$ then $t_0 \ldots t_k \in \textsf{HR}_{\bar{s} \rightarrow \tau}$.
\end{observation}

This follows by simple inspection of the rules of $CT$. By contraposition, any coterivation $\notin \textsf{HR}$ must induce an infinite branch of coterivations $\notin \textsf{HR}$, similarly to the proof of Proposition 2.11. The next definition formalises a canonical such branch, as induced by an input on which a coterivation is non-hereditarily-total. We shall present just the definition of the branch first, and then argue that it is well-defined, for each explicit $CT_n$ coterivation, in RCA$_0 + I\Sigma^0_{n+2}$.

\begin{definition}[Branch generated by a non-total input]
Let $t_0 : \bar{s}_0 \Rightarrow \tau_0$ be a coterivation and let $\bar{s}_0 \in \textsf{HR}_{\bar{s}_0}$ s.t. $t_0 \bar{s}_0 \notin \textsf{HR}_\tau$. We define the branch $(t_i : \bar{s}_i \Rightarrow \tau_i)_{i \geq 0}$ and inputs $\bar{s}_i \in \textsf{HR}_{\bar{s}_i}$, generated by $t_0$ and $\bar{s}_0$ below. Each rule instance is as typed in Figure 1, with immediate sub-coderivations $t$ and $t'$ respectively. Furthermore, we preserve the invariant $t_i \bar{s}_i \notin \textsf{HR}_\tau$ throughout the definition.
\end{definition}
1. \( \langle t_i \) cannot be an initial sequent\).
2. Suppose \( t_i \) ends with \( \text{wk} \) and \( \vec{s}_i = (\vec{s}, s) \). Then \( t_{i+1} := t \) and \( \vec{s}_{i+1} := \vec{s} \).
3. Suppose \( t_i \) ends with \( \text{ex} \) and \( \vec{s}_i = (\vec{r}, r, s, \vec{s}) \). Then \( t_{i+1} := t \) and \( \vec{s}_{i+1} := (\vec{r}, s, r, \vec{s}) \).
4. Suppose \( t_i \) ends with \( \text{cntr} \) and \( \vec{s}_i = (\vec{s}, s) \). Then \( t_{i+1} := t \) and \( \vec{s}_{i+1} := (\vec{s}, s, s) \).
5. Suppose \( t_i \) ends with \( \text{cut} \) and \( \vec{s}_i = \vec{s} \). Then if \( t \vec{s} \in \text{HR}_s \) then \( t_{i+1} := t' \) and \( \vec{s}_{i+1} := (\vec{s}, t \vec{s}) \).
   Otherwise, \( t_{i+1} := t \) and \( \vec{s}_{i+1} := \vec{s} \).
6. Suppose \( t_i \) ends with \( \text{L} \) and \( \vec{s}_i = (\vec{s}, s) \). If \( t \vec{s} \in \text{HR}_p \) then \( t_{i+1} := t' \) and \( \vec{s}_{i+1} := (\vec{s}, s(t \vec{s})) \).
   Otherwise \( t_{i+1} := t \) and \( \vec{s}_{i+1} := \vec{s} \).
7. Suppose \( t_i \) ends with \( \text{R} \) and \( \vec{s}_i = \vec{s} \). Let \( s \) be the least\(^9\) element of \( \text{HR}_s \) such that \( t \vec{s}s \notin \text{HR}_r \).
   We set \( t_{i+1} := t \) and \( \vec{s}_{i+1} := (\vec{s}, s) \).
8. Suppose \( t_i \) ends with \( \text{cond} \) and \( \vec{s}_i = (\vec{s}, r) \). If \( r \approx 0 \) then \( t_{i+1} := t \) and \( \vec{s}_{i+1} := \vec{s} \).
   Otherwise, if \( r \approx \Sigma_2 \), then \( t_{i+1} := t' \) and \( \vec{s}_{i+1} := (\vec{s}, \Sigma_2) \).

The main result of this subsection is:

\( \Rightarrow \) **Proposition 4.3.** Let \( t_0 : \vec{s}_0 \Rightarrow \tau_0 \) be a fixed coderivation in which all types occurring have level \( \leq n \). \( \text{RCA}_0 + \Sigma^0_{n+2} \) proves the following: if \( \vec{s}_0 \in \text{HR}_{\vec{s}_0} \) s.t. \( t_0 \vec{s}_0 \notin \text{HR}_{\tau_0} \) then the branch \( (t_{i}), \) and inputs \( (\vec{s}_i) \), generated by \( t_0 \) and \( \vec{s}_0 \) are \( \Delta^0_{n+2} \) well-defined.

Most of the cases follow by the inductive hypothesis and the closure of \( \text{HR} \) under \( \approx \). Crucially, for the \( R \) case, we must use the \( \Sigma^0_{n+1} \)-minimisation principle, a consequence of \( \Pi^0_n \) cf. [20], to find the “least” \( \text{FAR} \) \( s \) satisfying a \( \Sigma^0_{n+1} \) property. We also use confluence to ensure that the cond-case is well-defined.

### 4.2 Progressing coterms are hereditarily total

We are now ready to show that \( \text{CT} \)-coterms are hereditarily total, i.e. that they belong to \( \text{HR} \).

Now that we have formalised the infinite “non-total” branches of the proof of Proposition 2.11, relativised to the type structure \( \text{HR} \), we continue to formalise the remainder of the argument. First, again by confluence, we have:

\( \Rightarrow \) **Lemma 4.4 (\( \text{RCA}_0 \)).** Let \( t_0 : \vec{s}_0 \Rightarrow \tau_0 \) and \( \vec{s}_0 \in \text{HR}_{\vec{s}_0} \) be a coderivation and inputs s.t. \( t_0 \vec{s}_0 \notin \text{HR}_{\tau_0} \). Furthermore let \( (t_i : \vec{s}_i \Rightarrow \tau_i), \) and \( \vec{s}_i \in \text{HR}_{\vec{s}_i} \) be a branch and inputs generated by \( t_0 \) and \( \vec{s}_0 \) satisfying Definition 4.2.

Suppose some \( N \)-occurrence \( N^{i+1} \in \vec{s}_{i+1} \) is an immediate ancestor of some \( N \)-occurrence \( N^i \in \vec{s}_i \). Write \( s_i \in \vec{s}_i \) for the coterms in \( \text{HR}_N \) corresponding to \( N^i \), and similarly \( s_{i+1} \in \vec{s}_{i+1} \) for the coterms \( s_{i+1} \in \text{HR}_N \) corresponding to \( N^{i+1} \). If \( s_i \approx \Sigma_2 \) and \( s_{i+1} \approx \Sigma_{n+1} \), for \( n_i, n_{i+1} \in \mathbb{N} \), then:

1. \( n_i \geq n_{i+1} \).
2. If \( N^i \) is principal for a cond step, then \( n_i > n_{i+1} \).

In order to complete our formalisation of the totality argument, we actually have to use an “arithmetical approximation” of thread progression that nonetheless suffices for our purposes, similarly to [11]. The reason for this is that, even though non-total branches are well-defined by Proposition 4.3, we do not a priori have access to them as sets in extensions of \( \text{RCA}_0 \) by induction principles, and so the lack of progressing threads along them does not directly contradict the fact that a coderivation is progressing.\(^{10}\)

\(^9\) Recall that, strictly speaking, we assume all our objects are coded by natural numbers in the ambient theory (here fragments of second-order arithmetic). Thus we may always find a “least” object satisfying a property when one exists. Naturally this will correspond to a form of induction in the proof of well-definedness.

\(^{10}\) Notice that this is not an issue in the presence of arithmetical comprehension, i.e. in \( \text{ACA}_0 \), but in that case logical complexity of defined sets is not a stable notion: all of arithmetical comprehension reduces to \( \text{RCA}_0 \)-comprehension.
Proposition 4.5 (RCA₀). Suppose $t_i$ and $\vec{s}_i$ are as in Lemma 4.4. Any $N$-thread along $(t_i)$ is not progressing. Moreover, $\forall k, \exists m$. any $N$-thread from $t_k$ progresses $\leq m$ times.

The main result of this subsection is:

Theorem 4.6. Let $t : \vec{\sigma} \Rightarrow \tau$ be a $CT_n$-coderivation. Then $RCA_0 + I\Sigma^0_{n+2} \vdash t \in HR_{\vec{\sigma} \Rightarrow \tau}$.

As well as using Proposition 4.5, this result relies crucially on the fact that we prove that $CT$-coderivations progress in $RCA_0$, Proposition 2.15 (itself from [11], allowing us to “substitute” the $\Delta^0_{n+2}$-definition of a non-hereditarily-total branch from Definition 4.2 to obtain an argument using $I\Sigma^0_{n+2}$ overall.

Corollary 4.7. HR is a model of $CT$.

4.3 Interpretation of $CT_n$ into $T_{n+1}$

We may now realise our model-theoretic results as bona fide interpretations of fragments of $CT$ into fragments of $T$. As a word of warning, coterms of $CT$ in this section, when operating inside $T$, should formally be understood by their Gödel codes, i.e. in this section $T$ is “one meta-level higher” than $CT$. Until now we have been formalising the metatheory of $CT$ within second-order arithmetic, and so arithmetising its syntax as natural numbers. Since we will here invoke program extraction from these fragments of arithmetic to fragments of $T$ to interpret $CT$, the same coding carries over. At the risk of confusion, we shall suppress this formality henceforth.

Theorem 4.8. If $CT_n \vdash s = t$ then $T_{n+1} \vdash s \approx t$.

The main idea here is that our formalisation of the $HR$ model within arithmetic allows us to prove the following reflection principle in $RCA_0 + I\Sigma^0_2$:

$\forall P \, (\text{if } P \text{ is a } CT_n \text{ proof of } s = t \text{ then } \exists d : s \approx t)$

Since this statement is $\Pi^0_2$, we may apply program extraction, Proposition 2.14, to indeed witness the required derivation $d$ within $T_{n+1}$, as required.

Corollary 4.9. If $t : \vec{N} \Rightarrow N$ is a progressing coterms of $CT_n$, then there is a $T_{n+1}$-term $t : \vec{N} \Rightarrow N$ such that $t^\text{or} = t^\text{or}$.

5 Further results

In this section we shall give some further rewriting-theoretic results related to the system $CT$ we have presented.

5.1 Continuity at type 2

It is well-known that the type 2 functionals of $T$ are continuous, in the sense that any type 1 function input is only queried a finite number of times, e.g. [38, 32, 39]. For the case of $CT$, we may actually formalise a variation of the classical argument of [38] within second-order arithmetic, extending the simulation of $CT$ coterms within $T$ to type 2 functionals. For the sake of brevity, we shall not refine our exposition by type level in this subsection.

Let us fix a $CT$ coderivation $t : \vec{\sigma} \Rightarrow N$ s.t. each $\sigma_i = N_1 \rightarrow \cdots \rightarrow N_k \rightarrow N$, and let us henceforth work in ACA₀, distinguishing second-order variables $f_i : N^{k_i} \rightarrow N$, intuitively representing the inputs for $t$. Within $CT$, introduce new (uninterpreted) constant symbols $f_{\vec{\sigma}_i} : N_1 \rightarrow \cdots \rightarrow N_{k_i} \rightarrow N$ for each $\sigma_i$, and new reduction steps:

$$f_{\vec{\sigma}_1} \ldots f_{\vec{\sigma}_{k_i}} \leadsto f_i(m_1, \ldots, n_{k_i})$$
Notice that reduction is now still semi-recursive in the oracles \( \vec{f} \), i.e. \( \leadsto, \leadsto^* \), \( \approx \) are now \( \Sigma^0_1(\vec{f}) \).

To save the effort of re-proving our confluence results from Section 3 with these new oracle symbols, we shall simply henceforth assume a suitable consistency principle:

\[
\text{UNF}_N : \forall m, n. (m \approx n \supset m = n)
\]

Note that, since this is a true \( \Pi^0_1 \) statement (by meta-level reasoning), it carries no computational content and adding it to \( \text{ACA}_0 \) still admits extraction into \( T \) (see, e.g., [24]).

From here, we define \( \text{HR}^{\vec{f}}_\sigma \) just as \( \text{HR}_\sigma \), but allowing coterms to include the symbols \( \vec{f} \). Since each \( \text{HR}_\sigma \) is arithmetical in \( \leadsto \), we have that each \( \text{HR}^{\vec{f}}_\sigma \) is arithmetical in our extended reduction relation, so with free second-order variables \( \vec{f} \). Note in particular that we have that each \( f_i \in \text{HR}^{\vec{f}}_\sigma \), thanks to (6) above. By adapting our approach from Section 4, we may show:

\textbf{Theorem 5.1} (\( \text{ACA}_0 + \text{UNF}_N \)). \( \forall \vec{f}, t \vec{f} \in \text{HR}^{\vec{f}}_N \)

Expanding out this result we have that \( \text{ACA}_0 + \text{UNF}_N \vdash \forall \vec{f}. \exists n. t \vec{f} \approx n \). Note that this yields the required syntactic continuity property: since any \( \approx \)-sequence is finite, we may compute \( t(\vec{f}) \) by querying each \( f_i \) only finitely many times. From here, by applying a relativised version of program extraction (see, e.g., [24]), we obtain a strengthening of our simulation of \( CT \)-coterms by \( T \) terms to type 2 (stated without refinement to type level):

\textbf{Corollary 5.2.} If \( t \) is a level 2 coterm of \( CT \), then there is a \( T \) term \( t' \) s.t. \( t^{\text{SN}} = t'^{\text{SN}} \).

\section{A “term model” à la Tait and strong normalisation}

It is an immediate consequence of our results that \( CT \)-coterms are \textit{weakly normalising}. Namely, by an induction on type (using confluence for the base case, at type \( N \)), we may show that each \( t \in \text{HR} \) is weakly normalising. Thus, by Theorem 4.6, we have:

\textbf{Proposition 5.3.} Each closed \( CT \) coterm is weakly normalising. Moreover, any \( CT_n \) coterm is provably weakly normalising inside \( \text{RCA}_0 + \text{ISigma}^0_{n+2} \).

In this section we will go further and show that \( CT \)-coterms are actually \textit{strongly normalising}, just like \( T \)-terms. For the sake of brevity, we will not formalise our exposition within arithmetic. We will define a minimal “coterm model” in a similar way to Tait’s term models of sytem \( T \) [36]. This is complementary to our development of \( \text{HR} \): while that structure was an “over-approximation” of the language of \( CT \), the structure we are about to define is an “under-approximation”, by virtue of its definition. Naturally, the point is to show that the approximation is, in fact, tight.

\textbf{Definition 5.4} (Convertibility). We define the following sets of closed \( CT \)-coterms:

\[ C_N := \{ t : N \mid t \text{ is strongly normalising} \} \]
\[ C_{\sigma \rightarrow \tau} := \{ t : \sigma \rightarrow \tau \mid \forall s \in C_{\sigma}, ts \in C_{\tau} \} \]

By an induction on type, we establish suitable versions of Proposition 3.15 and the normalisation property for \( C \):

\textbf{Proposition 5.5.} We have the following:

1. If \( t \in C_{\sigma \rightarrow \tau} \) and \( s \in C_\sigma \) then \( ts \in C_\tau \). (\( C \) closed under application)
2. If \( t \in C_\tau \) and \( t \leadsto t' \) then \( t' \in C_\tau \). (\( C \) closed under reduction)
3. If \( t \in C_\tau \) then \( t \) is strongly normalising. (\( C \subseteq \text{SN} \))

\[ \text{UNF}_N : \forall m, n. (m \approx n \supset m = n) \]

\[ \text{UNF}_N : \forall m, n. (m \approx n \supset m = n) \]

\[ \text{UNF}_N : \forall m, n. (m \approx n \supset m = n) \]
Closure of $\rightsquigarrow$ under contexts is required for 2 and 3. Note that the strong normalisation condition for $C_N$ is crucial to justify closure under reduction, (2), at base type $N$. In contrast, for $HR_N$ we only asked for conversion to a numeral, and so the analogous property of closure under conversion was a consequence of symmetry.

Let us call a coterm $t$ neutral if, for any $s$, any redex of $ts$ is either entirely in $t$ or entirely in $s$. We also have the following expected characterisation of convertibility by induction on type:

**Lemma 5.6 (Convertibility lemma).** Let $t$ be neutral. If $\forall t' \rightsquigarrow t. t' \in C_\tau$, then $t \in C_\tau$.

As for classical proofs of strong normalisation for $T$, we must also make use of a sub-induction on the size of the complete reduction trees of elements of $C$; recall that they are strongly normalising, by Proposition 5.5, and so have finite reduction trees by König’s lemma, since there are only always finitely many redexes.

Now we can go on to define a non-converting branch, just like we did for the standard model $\mathfrak{M}$ in Proposition 2.11 (non-total branch), and for $HR$ in Definition 4.2 (non-hereditarily-total branch). As in the latter case, we need to prove well-definedness of such a branch, cf. Observation 4.1 and Proposition 4.3.

**Proposition 5.7 (Preservation of convertibility).** Let $\bar{r} \in C_{\bar{r}}$ and $\bar{s} \in C_{\bar{s}}$. We have:

- If $s \in C_\sigma$ then $s \in C_{\sigma}$.
- If $t \in C_{\sigma}, s \in C_\sigma$ and $t \bar{r} s \bar{s} \in C_\tau$ then $\text{ext } t \bar{r} s \bar{s} \in C_\tau$.
- If $s \in C_\sigma$ and $t \bar{s} \in C_\tau$ then $\text{wk } t \bar{s} \in C_\tau$.
- If $t \bar{s} \in C_\sigma$ and $t \bar{s} \bar{s} \in C_\tau$ then $\text{cntr } t \bar{s} \bar{s} \in C_\tau$.
- If $t_0 \bar{s} \in C_\sigma$ and $\forall s \in C_\sigma, t_1 \bar{s} s \in C_\tau$ then $\text{cut } t_0 t_1 \bar{s} \in C_\tau$.
- If $r \in C_{\rho \rightarrow \sigma}$ and $t_0 \bar{s} \in C_\rho$ and $\forall s \in C_\sigma, t_1 \bar{s} s \in C_\tau$ then $\text{cut } t_0 t_1 \bar{s} r \in C_\tau$.
- If $\forall \bar{s} \in C_\sigma, t \bar{s} \bar{s} \in C_\tau$ then $\text{R } t \bar{s} \in C_{\bar{r} \rightarrow \tau}$.
- $0 \in C_N$.
- If $s \in C_N$ then $ss \in C_N$.
- If $s \in C_N$ and $t_0 \bar{s} \in C_\tau$ then $\text{cond } t_0 t_1 \bar{s} 0 \in C_\tau$.
- If $s \in C_N$ and $t_1 \bar{s} s \in C_\tau$ then $\text{cond } t_0 t_1 \bar{s} ss \in C_\tau$.

This is proved by an induction on the reduction trees of $\bar{s}, s, \bar{r}, r$ (which, again, are strongly normalising), in most cases appealing directly to the convertibility lemma above. For the $L$ case we rely on closure of $C$ under application, cf. Proposition 5.5, and for the $R$ case we must employ a sub-induction on the reduction tree of an input $s \in C_\sigma$.

As a consequence of our results in Sections 3 and 4, observe that any $s \in C_N$ reduces to a unique numeral. This is because $C_N$ contains only $CT$-coterm, by definition, which are weakly normalising and confluent. From here we may establish the main result of this subsection:

**Theorem 5.8 (Convertibility for $CT$).** Any $CT$-coderivation $t : \bar{r} \Rightarrow \tau$ is in $C_{\bar{r} \rightarrow \tau}$.

The proof constructs a “non-converting” branch similarly to Definition 4.2 (or the proof of Proposition 2.11). There is one subtlety, however, in the treatment of the $\text{cond}$ case, requiring the uniqueness of normal forms for elements of $C_N$. We obtain the required inputs for the premiss occurrences of $N$ by an induction on the reduction tree of an input of the conclusion occurrence.

---

12 Note that König’s lemma is equivalent to arithmetical comprehension, i.e. ACA$_0$, already over RCA$_0$ (cf., e.g., [34]).

13 All rules have type as presented in Figure 1.
Since $C$ is closed under application, Proposition 5.5, we inherit $C$ membership for all $CT$-coterms. Since elements of $C$ are strongly normalising, again Proposition 5.5, and since reduction is confluent, Theorem 3.4, we finally have:

**Corollary 5.9 (Strong normalisation for $CT$).** Any closed $CT$ coterm strongly normalises to a unique normal form.

6 Conclusions

In this work we gave an interpretation of a theory of level $n$ circular derivations ($CT_n$) into level $n + 1$ $T (T_{n+1})$, by formalising models of $CT$ within fragments of arithmetic and applying program extraction. This result is optimal by a converse result from parallel work [12]. In particular, $CT_n$ and $T_{n+1}$ are *equi-consistent*. We also showed confluence, strong normalisation, and continuity at type 2 for $CT$-coterms.

In future work it would be interesting to establish results on Curry-Howard aspects of our underlying type systems, establishing forms of cut-elimination and relationships with infinitary lambda-calculi. Ideas from [4, 15, 3] may prove useful to this effect.
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Let us write \( \text{Gen}(i, (t_0, \vec{s}_0), (t_i, \vec{s}_i)) \) for \( t_i \) and \( \vec{s}_i \) are the \( i \)th sequent and input tuple generated by \( t_0 \) and \( \vec{s}_0 \). Notice that the construction of \( t_i \) and \( \vec{s}_i \) itself is recursive in \( \text{HR}_{n_i} \), \( t_0 \) and \( \vec{s}_0 \), and so \( \text{Gen} \) is certainly recursion-theoretically \( \Delta^0_{n+2}(t_0, \vec{s}_0) \), by appealing to Fact 3.14. To formally prove that \( \text{Gen} \) is \( \Delta^0_{n+2} \) inside our theory, it suffices to show determinism:

\[
\forall i, \forall (t_i, \vec{s}_i), (t'_i, \vec{s}'_i). \left( \text{Gen}(i, (t_0, \vec{s}_0), (t_i, \vec{s}_i)) \land \text{Gen}(i, (t_0, \vec{s}_0), (t'_i, \vec{s}'_i)) \quad \implies \quad t_i = t'_i \land \vec{s}_i = \vec{s}'_i \right)
\]

Writing \( \text{Gen} \) syntactically as a \( \Sigma^0_{n+2} \) formula, the above may be directly proved by \( \Pi^0_{n+2} \) induction on \( i \), appealing to the cases of Definition 4.2 above.

It remains to show that the construction is total, i.e. that each \( (t_i, \vec{s}_i) \) actually exists. In fact we will simultaneously prove this and the inductive invariant of the construction, so the formula,

\[
\exists (t_i, \vec{s}_i). (\text{Gen}(i, (t_0, \vec{s}_0), (t_i, \vec{s}_i)) \land t_i \vec{s}_i \notin \text{HR}_{n_i}) \tag{7}
\]
by induction on $i$. Note that, since $\text{lev}(\tau_i) \leq n$ we have that $\text{HR}_\tau$ is $\Pi^0_{n+1}$ by Fact 3.14, and so $t_i \vec{s}_i \not\in \text{HR}_\tau$ is $\Sigma^0_{n+1}$, whereas $\text{Gen}(i, (t_0, \vec{s}_0), (t_i, \vec{s}_i))$ is $\Delta^0_{n+2}$ as already mentioned. Thus the inductive invariant in (7) is indeed $\Sigma^0_{n+2}$.

First, to justify (1), let us consider the possible initial sequents:
- For the 0 rule: we have $0 \in \text{HR}_N$ by definition;
- For the $s$ rule: if $t \in \text{HR}_N$, then $t \approx n$ for some $n \in \mathbb{N}$, by definition of $\text{HR}_N$, and so also $st \approx s_0$, by closure of $\approx$ under contexts. Hence $st \in \text{HR}_N$;
- For an $id_s$ rule: if $s \in \text{HR}_\sigma$ then $id_s \approx s$ by $id$ reduction. Hence $id_s \in \text{HR}_\sigma$.

Now, the base case, for $i = 0$, follows by the assumption on $t_0$ and $\vec{s}_0$, so let us assume that $\text{Gen}(i, (t_0, \vec{s}_0), (t_i, \vec{s}_i))$ and $t_i \vec{s}_i \not\in \text{HR}_\tau$. We will witness the existential of the inductive invariant with the coderivation $t_{i+1}$ and inputs $\vec{s}_{i+1}$ as given in Definition 4.2 above (justifying their existence when necessary), showing $t_{i+1} \vec{s}_{i+1} \not\in \text{HR}_{\tau_{i+1}}$. We shall also adopt the same notation for inputs and types as in Definition 4.2.

For (2), the $\text{wk}$ case, we have:

$$t_i \vec{s}_i \not\in \text{HR}_\tau \quad \text{by inductive hypothesis}$$
$$\vdots \quad \text{wk} \quad t \vec{s} \not\in \text{HR}_\tau \quad \text{by definitions}$$
$$\vdots \quad t \vec{s} \not\in \text{HR}_\tau \quad \text{by } \sim_{\text{wk}} \text{ and closure of } \text{HR}_\tau \text{ under } \approx$$
$$\vdots \quad t_{i+1} \vec{s}_{i+1} \not\in \text{HR}_{\tau_{i+1}} \quad \text{by definitions}$$

For (3), the $\text{ex}$ case, we have:

$$t_i \vec{s}_i \not\in \text{HR}_\tau \quad \text{by inductive hypothesis}$$
$$\vdots \quad \text{ex} t \vec{r} \vec{s} \not\in \text{HR}_\tau \quad \text{by definitions}$$
$$\vdots \quad t \vec{r} \vec{s} \not\in \text{HR}_\tau \quad \text{by } \sim_{\text{ex}} \text{ and } \vdash \text{HR}_\tau \text{ closed under } \approx$$
$$\vdots \quad t_{i+1} \vec{s}_{i+1} \not\in \text{HR}_{\tau_{i+1}} \quad \text{by definitions}$$

For (4), the $\text{cntr}$ case, we have:

$$t_i \vec{s}_i \not\in \text{HR}_\tau \quad \text{by inductive hypothesis}$$
$$\vdots \quad \text{cntr} t \vec{s} \not\in \text{HR}_\tau \quad \text{by definitions}$$
$$\vdots \quad t \vec{s} \not\in \text{HR}_\tau \quad \text{by } \sim_{\text{cntr}} \text{ and } \vdash \text{HR}_\tau \text{ closed under } \approx$$
$$\vdots \quad t_{i+1} \vec{s}_{i+1} \not\in \text{HR}_{\tau_{i+1}} \quad \text{by definitions}$$

For (5), the $\text{cut}$ case, assume without loss of generality that $t \vec{s} \in \text{HR}_\tau$. We have:

$$t_i \vec{s}_i \not\in \text{HR}_\tau \quad \text{by inductive hypothesis}$$
$$\vdots \quad \text{cut} \quad t \vec{t} \vec{s} \not\in \text{HR}_\tau \quad \text{by definitions}$$
$$\vdots \quad t \vec{t} \vec{s} \not\in \text{HR}_\tau \quad \text{by } \sim_{\text{cut}} \text{ and } \vdash \text{HR}_\tau \text{ closed under } \approx$$
$$\vdots \quad t_{i+1} \vec{s}_{i+1} \not\in \text{HR}_{\tau_{i+1}} \quad \text{by definitions}$$

For (6), the $\text{L}$ case, assume without loss of generality that $t \vec{s} \in \text{HR}_\tau$, and so also $s(t \vec{s}) \in \text{HR}_\tau$ by Proposition 3.15. We have:

$$t_i \vec{s}_i \not\in \text{HR}_\tau \quad \text{by inductive hypothesis}$$
$$\vdots \quad \text{L} \quad t \vec{t} \vec{s} \not\in \text{HR}_\tau \quad \text{by definitions}$$
$$\vdots \quad t \vec{t} \vec{s} \not\in \text{HR}_\tau \quad \text{by } \sim_{\text{L}} \text{ and } \vdash \text{HR}_\tau \text{ closed under } \approx$$
$$\vdots \quad t_{i+1} \vec{s}_{i+1} \not\in \text{HR}_{\tau_{i+1}} \quad \text{by definitions}$$
For (7), the $R$ case, we have:

$$t_i \vec{s}_i \not\in HR_{r_i}$$

by inductive hypothesis

$$\therefore R \vec{s} \not\in HR_{\sigma \rightarrow \tau}$$

by definitions

$$\therefore \exists s' \in HR_{r}. R t \vec{s}s' \not\in HR_{\tau}$$

by definition of $HR_{\rightarrow}$

$$\therefore \exists s' \in HR_{r} \land t \vec{s}s' \not\in HR_{\tau}$$

by $\sim R$ and $\because HR_{\tau}$ closed under $\approx$

$$\therefore t \vec{s}s \not\in HR_{\tau}$$

$\because s$ is well-defined by $\Sigma_{n+1}^0$-minimisation

$$\therefore t_{i+1} \vec{s}_{i+1} \not\in HR_{r_{i+1}}$$

by definitions

In the penultimate step, note that we have from the inductive hypothesis $\exists s(s \in HR_{\sigma} \land t \vec{s}s \not\in HR_{\tau})$, where $\text{lev}(\sigma) < n$ and $\text{lev}(\tau) \leq n$. Thus $(s \in HR_{\sigma} \land t \vec{s}s \not\in HR_{\tau})$ is indeed $\Sigma_{n+1}^0$, by Fact 3.14, and so $\Sigma_{n+1}^0$-minimisation applies.

For (8), the cond case, note by the inductive hypothesis we have $r \in HR_N$ so by definition of $HR_N$ and confluence, we have that $r$ converts to a unique numeral. Thus the two cases considered by the definition of $t_{i+1}$ and $\vec{s}_{i+1}$ are exhaustive and exclusive, and we consider each separately.

If $r \approx 0$ then we have:

$$t_i \vec{s}_i \not\in HR_{r_i}$$

by inductive hypothesis

$$\therefore \text{cond } t t' \vec{s} \not\in HR_{r}$$

by definitions

$$\therefore \text{cond } t t' \vec{s}_0 \not\in HR_{r}$$

by assumption and $\because HR_{r}$ closed under $\approx$

$$\therefore t \vec{s} \not\in HR_{\tau}$$

by $\sim \text{cond}$ and $\because HR_{\tau}$ closed under $\approx$

$$\therefore t_{i+1} \vec{s}_{i+1} \not\in HR_{r_{i+1}}$$

by definitions

If $r \approx s_1$ then we have:

$$t_i \vec{s}_i \not\in HR_{r_i}$$

by inductive hypothesis

$$\therefore \text{cond } t t' \vec{s} \not\in HR_{r}$$

by definitions

$$\therefore \text{cond } t t' \vec{s}_{s_1} \not\in HR_{r}$$

by assumption and $\because HR_{r}$ closed under $\approx$

$$\therefore t \vec{s}_{s_1} \not\in HR_{\tau}$$

by $\sim \text{cond}$ and $\because HR_{\tau}$ closed under $\approx$

$$\therefore t_{i+1} \vec{s}_{i+1} \not\in HR_{r_{i+1}}$$

by definitions

This concludes the proof.

**Proof of Proposition 4.5.** We shall prove only the “moreover” clause, the former following a fortiori. First, suppose we have a (finite) $N$-thread $(N^i)_{i=1}^l$ beginning at $t_k$. Let $s_i \in \vec{s}_i$ be the corresponding input of $N^i$ for $1 \leq i \leq l$, and let each $r_i \approx n_i$, for unique $n_i \in \mathbb{N}$, by definition of $HR_N$ and confluence. Letting $m$ be the number of times that $(N^i)_{i=1}^l$ progresses, we may show by induction on $l$ that $n_i \leq n_k - m$, using Lemma 4.4 for the inductive steps.

Now, to prove the “moreover” statement, fix some $k$ and let $N_k \subseteq \vec{s}_k$ exhaust the $N$ occurrences in $\vec{s}_k$. Let $\vec{r}_k \subseteq \vec{s}_k$ be the corresponding inputs, and write $\vec{n}_k$ for the unique natural numbers such that each $r_{ki} \approx n_{ki}$, by definition of $HR_N$ and confluence. We may now simply set $m := \max \vec{n}_k$, whence no thread from $t_k$ may progress more than $m$ times by the preceding paragraph.

**Proof of Theorem 4.6.** First, by Proposition 2.15 (from [11]), we have that RCA₀ proves that $t$ is progressing. Consequently RCA₀ proves that, for any branch $(t_i)_i$, there is some $k$ s.t. there are arbitrarily often progressing finite threads beginning from $t_k$.\(^{14}\)

$$\exists k. \forall m. \text{there is a (finite) } N \text{-thread from } t_k \text{ progressing } > m \text{ times} \quad (8)$$

\(^{14}\)The argument for this is similar to that of Proposition 6.2 from [11].
Note that this statement is purely arithmetical in \((t_i)_i\) and so, if \((t_i)_i\) is \(\Delta^0_{n+2}\)-well-defined, then in fact \(\text{RCA}_0 + \text{IΣ}^0_{n+2}\) proves (8), by conservativity over \(\text{IΣ}_{n+2}((t_i)_i)\) and then substitution of the \(\Delta_{n+2}\)-definition of \((t_i)_i\).

Now, working inside \(\text{RCA}_0 + \text{IΣ}^0_{n+2}\), suppose for contradiction that \(\vec{s} \in HR_\vec{\alpha} \) s.t. \(t \vec{s} \notin HR_\vec{\alpha} \). By Proposition 4.3, we can \(\Delta^0_{n+2}\)-define the branch \((t_i)_i\) generated by \(t\) and \(\vec{s}\). Thus we indeed have (8), contradicting Proposition 4.5.

**Proof sketch of Theorem 4.8.** Let us work inside \(\text{RCA}_0 + \text{IΣ}^0_{n+2}\). By Theorem 4.6 we have that \(s, t \in HR_\vec{\alpha}\), so suppose that \(CT_n \vdash s = t\) (which is a \(\Sigma^1_1\) relation). Now, invoking Lemma 3.17 and by verifying the other axioms for FARs in general, we indeed have that \(s \approx t\), by \(\Sigma^1_1\)-induction on the \(CT_n\) proof of \(s = t\).

Now, invoking the extraction theorem, Proposition 2.14, for the above paragraph, we can extract a \(T_{n+1}\)-term \(d(\cdot)\) witnessing the following “reflection” principle:

\[ T_{n+1} \vdash "P is a CT_n proof of \(s = t" \supset d(P) : s \approx t \]

We may duly substitute a concrete \(CT_n\) proof \(P\) of \(s = t\) into the above principle to conclude that \(T_{n+1} \vdash s \approx t\), as required. ◀

### B Further material for Section 5

**Proof sketch of Theorem 5.1.** The argument is essentially the same as that for Theorem 4.6. Assuming otherwise, for contradiction, we may generate a non-hereditarily-total branch just as in Definition 4.2, and its well-definedness is shown just as in Proposition 4.3. Note that all induction/minimisation used is in fact arithmetical in \(\rightsquigarrow\) and \(HR^f_\vec{\alpha}\), so the branch is indeed \(\Delta^0_{n+2}(\vec{f})\)-well-defined (for \(n\) the maximal type level in \(t\)).

Since we no longer concern ourselves with the refinement of type levels, the remainder of the argument is actually simpler than that of Section 4. Instead of dealing with the arithmetical approximation of progressiveness, we may immediately access the generated non-total branch *as a set*, thanks to the availability of arithmetical comprehension in \(\text{ACA}_0\).

We also have a suitable version of Lemma 4.4 for \(HR^f_N\), this time using \(\text{UNF}_N\) instead of confluence, and so the appropriate contradiction of the well-ordering property of \(N\) is readily obtained.

**Observation B.1.** If \(s \in C_N\) then \(s\) reduces to a unique numeral.

**Proof.** Since \(C_N\) contains only \(CT\)-coterms, we have as a special case of Theorem 4.6 that \(s \approx n\) for some \(n \in \mathbb{N}\). By confluence, we have that \(n\) is unique and furthermore \(s \rightsquigarrow^* n\). ◀

**Proof of Theorem 5.8.** Suppose for contradiction we have \(\vec{s} \in C_\vec{\alpha}\) such that \(t \vec{s} \notin C_\vec{\alpha}\). We define a branch \((t_i : \vec{\sigma}_i \Rightarrow \tau_i)_i\) of \(t\) and inputs \(\vec{s}_i \in C_{\vec{\alpha}_i}\) s.t. \(t_i \vec{s}_i \notin C_\vec{\alpha}_i\) by induction on \(i\) just like in Definition 4.2 (or the proof of Proposition 2.11). The only difference is that we use Proposition 5.7 above for preservation in \(C\) rather than the analogous closure properties for \(HR\) (or \(\mathbb{N}\)).

There is one subtlety, which is the treatment of the \(\text{cond}\) case. Suppose we have a regular progressing coderviation,

\[
\begin{array}{c}
\text{cond} \\
\hline
\vec{\sigma} \Rightarrow \tau \\
\vec{\sigma}_i, N \Rightarrow \tau
\end{array}
\]

and \(\vec{s}_i = (\vec{s}, s)\) with \(\vec{s} \in C_{\vec{\alpha}}, s \in C_N\) and \(\text{cond} t' \vec{s}s \notin C_\vec{\alpha}\). Since \(s \in C_N\) we have from Observation B.1 that \(s\) reduces to a unique numeral \(n\). We will show that,
if $n = 0$ then $t\bar{s} \notin C_{\tau}$; and,
if $n = m + 1$ then there is some $r \in C_N$ reducing to $m$ with $t'\bar{s}'r \notin C_{\tau}$;

by induction on $\text{RedTree}(\bar{s}) + \text{RedTree}(s)$. By the conversion lemma, Lemma 5.6, there must be a reduction from $\text{cond } t'\bar{s}s$ not reaching $C_{\tau}$. Let us consider the possible cases:

- If $s = 0$ and $\text{cond } t'\bar{s}s \leadsto t\bar{s} \notin C_{\tau}$ then we are done.
- If $s = sr$ and $\text{cond } t'\bar{s}s \leadsto t'\bar{s}'r \notin C_{\tau}$ then we are done. (Note that such $r$ must strongly normalise to $m$, and so in particular $r \in C_N$).
- If $\text{cond } t'\bar{s}s \leadsto \text{cond } t'\bar{s}'s' \notin C_{\tau}$, then by the inductive hypothesis either,
  - $n = 0$ and $t\bar{s} \notin C_{\tau}$, so $t\bar{s} \notin C_{\tau}$ by Proposition 5.5.(2); or,
  - $n = m + 1$ and there is some $r \in C_N$ reducing to $m$ s.t. $t'\bar{s}'r \notin C_{\tau}$, so $t'\bar{s}'r \notin C_{\tau}$ by Proposition 5.5.(2).

From here, any progressing thread $(N^i)_{i \geq k}$ along $(t_i)$, yields a sequence of coterms $(r_i \in C_N)_{i \geq k}$ that, under normalisation, induces an infinitely often descending sequence of natural numbers, yielding the required contradiction. ◀
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1 Introduction

The abstract concept of type theory is crucial in the study of programming languages. However, while it is generally appreciated that the concrete syntax associated to a type theory is peripheral to its fundamental structure, conventional techniques for working with type theories and proving properties thereof are predominantly syntactic. The primary reason for this incongruity is that, though abstract frameworks for defining and reasoning about general classes of type theories have been developed (e.g. [14, 13, 5, 12, 21, 2, 3, 19], there called second-order abstract syntax), the mathematical prerequisites are significant and often appear unapproachable to those without a firm category theoretic background. This is regrettable, because these general techniques alleviate much of the rote associated to syntactic proofs, such as those for adequacy, normalization, and the admissibility of substitution.

It so happens that there exists in the mathematical folklore an approach that is particularly well-suited to capturing the essential structure of simple type theories and yet requires essentially no experience with category theory to employ fruitfully: this is the formalism of abstract clones (often simply called clones) with algebraic structure. The structure of an abstract clone captures the notion of a context-indexed family of terms, closed under variable projection and substitution; equipping clones with algebraic structure permits the expression of variable-binding operators, like the λ-abstraction operator familiar from λ-calculi. It is known amongst cognoscenti that abstract clones might be employed for this purpose: for instance, Fiore, Plotkin, and Turi [16] proved that abstract clones are equivalent to their notion of substitution monoids, which represent families of (unityped) terms with an associated capture-avoiding substitution operation; later, Fiore and Mahmoud [32, 15] proved
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that abstract clones with algebraic structure are equivalent to the $Σ$-monoids of Fiore et al., which extend substitution monoids with second-order (i.e. variable binding) algebraic structure. In a separate line of inquiry, Hyland [24] uses abstract clones with algebraic structure to give a modern treatment of the untyped λ-calculus. However, it does not appear that abstract clones have previously been expressly proposed for the study of simple type theories (in fact, the definition of a typed abstract clone with algebraic structure is absent from the literature).

Here, we give an exposition of the use of abstract clones with algebraic structure in defining simple type theories and proving various of their properties. After setting up the relevant definitions (Section 2), we describe how simple type theories can be modelled by algebras of second-order presentations (Section 3). We then show that free algebras exist, giving an abstract description of the syntax of the type theory (Section 4). We derive an induction principle [30] that enables abstract reasoning about the syntax (Section 5). We also compare the clone-theoretic framework to other approaches (Section 7). Though we do not expect our treatment to be surprising to experts familiar with prior categorical developments, it is an important perspective in the understanding of simple type theories and deserves explication.

Though we occasionally make reference to category theory throughout the paper, knowledge of category theory is not necessary to understand the content.

2 Abstract clones and first-order presentations

A typed (or multisorted) abstract clone [36], henceforth simply clone, encapsulates the structure of terms in simple contexts, closed under variables and substitution. Informally, for each context $x_1 : A_1, \ldots, x_n : A_n$ and type $B$, where $A_1$ to $A_n$ are types (or sorts), a clone $X$ specifies a set of terms $X(A_1, \ldots, A_n; B)$, each element of which is considered a term of type $B$ in the context $x_1 : A_1, \ldots, x_n : A_n$. It also specifies terms $\text{var}_i$ representing the projection of the variable $x_i$ from the context, and functions $\text{subst}_{\Gamma; A_1, \ldots, A_n; B} : X(A_1, \ldots, A_n; B) \times X(\Gamma; A_1) \times \cdots \times X(\Gamma; A_n) \to X(\Gamma; B)$ representing simultaneous substitution:

\[
\begin{align*}
  t &\in X(A_1, \ldots, A_n; B) & \text{represents} & x_1 : A_1, \ldots, x_n : A_n \vdash t : B \\
  \text{var}_i^{(A_1, \ldots, A_n)} &\in X(A_1, \ldots, A_n; A_i) & \text{represents} & x_1 : A_1, \ldots, x_n : A_n \vdash x_i : A_i \\
  \text{subst}_{\Gamma; A_1, \ldots, A_n; B}(t, u_1, \ldots, u_n) &\in X(\Gamma; A_1) \times \cdots \times X(\Gamma; A_n) & \text{represents} & \Gamma \vdash t\{x_1 \mapsto u_1, \ldots, x_n \mapsto u_n\} : B
\end{align*}
\]

The clone $X$ is required to satisfy laws expressing that (1) substituting variables for themselves does nothing; (2) applying a substitution to a variable results in the term corresponding to that variable in the substitution; and (3) substitution is associative.

\begin{itemize}
  \item \textbf{Notation 1.} We fix a set $S$ of types (sorts). We denote by $S^*$ the free monoid on $S$, i.e. lists of elements of $S$. Conceptually, contexts $x_1 : A_1, \ldots, x_n : A_n$ are given by elements $[A_1, \ldots, A_n] \in S^*$, since variable names carry no information. We write $\emptyset \in S^*$ for the empty context, and $\Gamma, \Xi$ for the concatenation of $\Gamma \in S^*$ and $\Xi \in S^*$. For contexts $\Gamma, \Delta \in S^*$, where $\Delta = [A_1, \ldots, A_n]$, we define $X(\Gamma; \Delta) = \prod_{i \leq n} X(\Gamma; A_i)$. We call the elements $\sigma \in X(\Gamma; \Delta)$ substitutions; a substitution is therefore a tuple $\sigma = (\sigma_1, \ldots, \sigma_n)$ of terms $\sigma_i \in X(\Gamma; A_i)$.

  \item \textbf{Definition 2.} An $S$-sorted clone $X = (X, \text{var}, \text{subst})$ consists of
  \begin{itemize}
    \item for each context $\Gamma \in S^*$ and sort $A \in S$, a set $X(\Gamma; A)$ of terms;
    \item for each context $\Gamma \in S^*$, a tuple $\text{var}^{(\Gamma)} \in X(\Gamma; \Gamma)$ of variables;
  \end{itemize}
\end{itemize}
for each pair of contexts \( \Gamma, \Delta \in S^* \) and sort \( A \in S \), a substitution function 
\[ \text{sub}_{\Gamma, \Delta; A} : X(\Delta; A) \times X(\Gamma; \Delta) \rightarrow X(\Gamma; A), \]
which we write as \( t[\sigma] = \text{sub}_{\Gamma, \Delta; A}(t, \sigma); \)
such that

\[
\begin{align*}
\var^A_i(A_1, \ldots, A_n)[\sigma] &= \sigma_i & \text{for each } \sigma \in X(\Gamma; A_1, \ldots, A_n) \text{ and } i \leq n \\
\var^A_1(A_1, \ldots, A_n)[\sigma] &= \sigma_i & \text{for each } t \in X(\Gamma; A).
\end{align*}
\]

\[ t[\var^A_1(A_1, \ldots, A_n)[\sigma]] = (t[\sigma])'[\sigma] \quad \text{for each } t \in X(\Xi; A), \sigma' \in X(\Delta; \Xi), \sigma \in X(\Gamma; \Delta). \]  

A clone homomorphism \( f : X \rightarrow X' \) consists of a function \( f_{\Gamma; B} : X(\Gamma; B) \rightarrow X'(\Gamma; B) \) for each context \( \Gamma \in S^* \) and sort \( B \in S \), such that the following hold, where \( \Delta = [A_1, \ldots, A_n] \in S^*: \)

\[
\begin{align*}
\var^A_i(A_1, \ldots, A_n)[\sigma] &= \var^A_i(A_1, \ldots, A_n)[\sigma] & \text{for each } i \leq n \\
f_{\Gamma; B}(t[\sigma]) &= (f_{\Gamma; B}(t))(f_{\Gamma; A_1}(\sigma_1), \ldots, f_{\Gamma; A_n}(\sigma_n)) & \text{for each } t \in X(\Delta; \Xi), \sigma \in X(\Gamma; \Delta).
\end{align*}
\]

We write \( \text{Clone}(S) \) for the category of \( S \)-sorted clones and homomorphisms.

We extend every clone homomorphism \( f : X \rightarrow X' \) to act on substitutions as follows, where \( \Delta = [A_1, \ldots, A_n] \in S^*: \)

\[
\begin{align*}
f_{\Gamma; \Delta; A} : X(\Gamma; \Delta) \rightarrow X'(\Gamma; \Delta) \quad f_{\Gamma; \Delta}(\sigma) &= (f_{\Gamma; A_1}(\sigma_1), \ldots, f_{\Gamma; A_n}(\sigma_n))
\end{align*}
\]

**Example 3.** We denote by \( \text{Var}_S \) the \( S \)-sorted clone of variables, whose family of terms is given by \( \text{Var}_S(A_1, \ldots, A_n; B) = \{ i \mid A_i = B \} \); whose variables are given by \( \var^i(A_1, \ldots, A_n; B) = i \); and whose substitution is given by \( i[\sigma] = \sigma_i \). \( \text{Var}_S \) is the initial object in \( \text{Clone}(S) \): for any \( S \)-sorted clone \( X \), there is a unique homomorphism \( \triangleright : \text{Var}_S \rightarrow X \) given by \( \triangleright(i) = \var^i(A_1, \ldots, A_n; B) \).

**Example 4.** The terms of any universal algebra \([8]\) form a monosorted clone (i.e. an \( S \)-sorted clone for which \( S \) is a singleton \( \{\ast\} \)). The sets of terms, along with the variables and substitution function, exactly match the classical notions. For instance, monoids form a clone \( \text{Mon} \), where \( \text{Mon}(\ast, \ldots, \ast; \ast) \) is the free monoid on \( n \) elements.

**Example 5.** Let \( Ty \) be the set of sorts freely generated by a base type \( b \in Ty \) and function types \( (A \Rightarrow B) \in Ty \) for \( A, B \in Ty \) (precisely, \( Ty \) is the free magma on \{b\}). The terms of the simply typed \( \lambda \)-calculus (STLC) form a \( Ty \)-sorted clone \( A \). Consider terms generated by the following rules:

<table>
<thead>
<tr>
<th>( \Gamma, x : A, \Delta \vdash x : A )</th>
<th>( \Gamma \vdash f : A \Rightarrow B )</th>
<th>( \Gamma \vdash a : A )</th>
<th>( \Gamma, x : A \vdash t : B )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma \vdash \text{app } f \ a : B )</td>
<td>( \Gamma \vdash \lambda x : A. t : A \Rightarrow B )</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

(We write \( \text{app} \) to distinguish application of \( \lambda \)-terms from application of mathematical functions. We also use named variables for readability, identifying \( \alpha \)-equivalent terms.) Capture-avoiding simultaneous substitution \( t(x_i \mapsto u_i)_i \) of terms is defined in the usual way by recursion on \( t \):

\[
\begin{align*}
x_j & \{ x_i \mapsto u_i \}_i = u_j \\
(\text{app } f \ a) & \{ x_i \mapsto u_i \}_i = \text{app} (f \{ x_i \mapsto u_i \}_i) (a \{ x_i \mapsto u_i \}_i) \\
(\lambda x : A. t) & \{ x_i \mapsto u_i \}_i = \lambda y : A. (t \{ x_i \mapsto u_i \}_i, x \mapsto y)
\end{align*}
\]

The clone \( A \) has sets of terms \( A(A_1, \ldots, A_n; B) = \{ x_1 : A_1, \ldots, x_n : A_n \vdash t : B \} \), variables \( \var^i(A_1, \ldots, A_n; B) = x_i \), and substitution \( t[\sigma] = t[x_i \mapsto \sigma_i]_i \).

There is a related \( Ty \)-sorted clone \( A_{\beta\eta} \) of STLC terms up to \( \beta\eta \)-equality, defined by quotienting the sets of terms associated to \( A \) by the equivalence relation \( \approx_{\beta\eta} \), where \( \vdash t \approx_{\beta\eta} t' \) is the congruence relation generated by the following rules:

<table>
<thead>
<tr>
<th>( \Gamma, x : A \vdash t : B )</th>
<th>( \Gamma \vdash \text{app } (\lambda x : A. t) u : B )</th>
<th>( (\beta) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Gamma \vdash t : A \Rightarrow B )</td>
<td>( \Gamma \vdash t \approx_{\beta\eta} \lambda x : A. \text{app } t : A \Rightarrow B )</td>
<td>( (\eta) )</td>
</tr>
</tbody>
</table>
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\[\text{Remark 6.}\] We shall only consider abstract clones with sets of types. However, as illustrated by the previous example, the types in a simple type theory often have algebraic structure themselves. By considering only the underlying set of types, the algebraic structure is forgotten. This simplifies the development, at the cost of some loss of expressivity. By specifying a (monosorted) clone of types, rather than a set, one recovers exactly the simple type theories of Arkor and Fiore [5].

\[\text{Clone}(S)\] is a cartesian category, permitting us to combine clones pointwise. The terminal object 1 is the unique clone in which every set of terms is a singleton. The binary product \(X_1 \times X_2\) has sets of terms given by the product of sets \((X_1 \times X_2)(\Gamma; A) = X_1(\Gamma; A) \times X_2(\Gamma; A)\), variables \(\text{var}_i^{(\Gamma)} = (\text{var}_1^{(\Gamma)}, \text{var}_2^{(\Gamma)})\), and substitution \((t_1, t_2)([\sigma_{11}, \sigma_{21}], \ldots, [\sigma_{1n}, \sigma_{2n}]) = (t_1[\sigma_1], t_2[\sigma_2])\).

\[\text{Remark 7.}\] \(S\)-sorted abstract clones form a variety in the sense of universal algebra; this means that \(\text{Clone}(S)\) is the category of models for a (multisorted) algebraic theory. Such categories are well-behaved, and several of the properties we mention throughout the paper (such as being cartesian) follow abstractly from this observation. We often choose to be more explicit for ease of comprehension, but make note where this abstract perspective is helpful.

### 2.1 Substitution and context extension

We briefly consider the structure of substitutions \(\sigma\) in \(S\)-sorted clones \(X\), in particular to define various substitutions that we use below, and to characterize context extension in clones. If \(\sigma \in X(\Gamma; \Delta)\) and \(\sigma' \in X(\Delta; \Xi)\) are substitutions, then their composition \((\sigma' \circ \sigma) \in X(\Gamma; \Xi)\) is the substitution \((\sigma'_1[\sigma_1], \ldots, \sigma'_m[\sigma_m])\), where \(m\) is the length of \(\Xi\). The three equations in the definition of a clone (Definition 2) equivalently state (1 & 2) that \(\text{var}\) is the (left- and right-) unit for composition \((\text{var}^{(\Delta)} \circ \sigma = \sigma = \sigma \circ \text{var}^{(\Gamma)})\); and (3) that composition is associative \((\sigma'' \circ (\sigma' \circ \sigma) = (\sigma'' \circ \sigma') \circ \sigma)\). In fact, this perspective underlies the connection between abstract clones and cartesian multicategories (which may be considered categories whose morphisms have multiple inputs, corresponding to each of the variables in a context); we elaborate on this connection in Section 7.

We call the substitutions \(\rho \in \text{Var}_S(\Gamma; \Delta)\) variable renamings. This is justified by observing that \(\rho\) selects a variable in the context \(\Delta\) for each variable in \(\Gamma\). If \(t \in X(\Delta; A)\) is a term in some clone \(X\), then \(t[\rho] \in X(\Gamma; A)\) corresponds to the term in which the variables in \(t\) have been renamed according to \(\rho\). A special case of renaming is weakening \(w_k^{(\Gamma)} = (1, \ldots, n) \in \text{Var}_S(\Gamma; \Xi; \Gamma)\). Using weakening and composition, we may define the lifting of a substitution \(\sigma \in X(\Gamma; \Delta)\) to a larger context:

\[\text{lift}_\Xi(\sigma) = (\sigma \circ (w_k^{(\Gamma)}), \rho(n + 1, \ldots, n + m)) \in X(\Gamma, \Xi; \Delta, \Xi)\]

where \(n\) is the length of \(\Gamma\) and \(m\) is the length of \(\Xi\).

Context extension induces the following operation on clones. Given an \(S\)-sorted clone \(X\) and context \(\Xi \in S^*\), we let \(\hat{\Xi}X\) be the \(S\)-sorted clone with terms \((\hat{\Xi}X)(\Gamma; A) = X(\Gamma, \Xi; A)\), variables \((\text{var}^{(\Xi, \Gamma)})_i \in X(\Gamma, \Xi; \Gamma)\), and substitution \(t[\sigma, \rho(n + 1, \ldots, n + m)] \in X(\Gamma, \Xi; A)\) for \(t \in X(\Delta; A)\) and \(\sigma \in X(\Gamma, \Xi; \Delta)\), where \(n\) is the length of \(\Gamma\) and \(m\) is the length of \(\Xi\). This satisfies a universal property as follows. Weakening forms a homomorphism \(\text{weaken}^{(\Xi)}_X : X \to \hat{\Xi}X\) that sends \(t \in X(\Gamma; A)\) to \(t[w_k^{(\Gamma)}] \in X(\Gamma, \Xi; A)\). Then, for every homomorphism \(g : \hat{\Xi}X \to Y\), we obtain a homomorphism \(g \circ \text{weaken}^{(\Xi)}_X : X \to Y\) and a substitution \(g_{\text{var}}(\text{var}^{(\Xi)}) \in Y(\circ, \Xi)\). Together, these uniquely determine \(g\): to give a homomorphism \(g\) is just to give a homomorphism \(X \to Y\) and a closed term \(\sigma_t\) for each extra variable from \(\Xi\). (From the perspective of algebraic theories, context extension \(\hat{\Xi}X\) corresponds to the construction of the polynomial [28] or simple slice category [26] over \(\Xi\).)
Lemma 8. For each clone homomorphism \( f : X \to Y \) and substitution \( \sigma \in Y(\varnothing; \Xi) \), there is a unique homomorphism \( g : \Xi X \to Y \) such that \( g \circ \text{weaken}_X^{(\Xi)} = f \) and \( g_{\varnothing, \Xi}(\varnothing) = \sigma \).

Proof. Suppose \( g \) is such a homomorphism. Then, for each \( t \in X(\Gamma; A) \), we have \( g_{\Gamma; A}(t) = (g_{\varnothing; \Xi}(\text{weaken}_X^{(\Xi)}(t)))(\varnothing(\Gamma)), (g_{\varnothing, \Xi}(\varnothing)) \circ \text{wk}_\Gamma^{(\Xi)} \) \( \in (\varnothing(\Gamma), \sigma \circ \text{wk}_\Gamma^{(\Xi)}) \), where the first equality uses preservation of variables and substitution by \( g \), and the second uses the assumptions on \( g \). Hence, \( g \) is unique when it exists. For existence, define \( g_{\Gamma; A}(t) = (f_{\Gamma; A}(t))|\varnothing(\Gamma), \sigma \circ \text{wk}_\Gamma^{(\Xi)} \).

Substitutions \( \sigma \in Y(\varnothing; \Xi) \) are in natural bijection with homomorphisms \( \Xi^{\varnothing}\text{Var}_S \to Y \), and so Lemma 8 equivalently states that \( \Xi^{\varnothing}\text{Var}_S \) is the coproduct of \( X \) and \( \Xi^{\varnothing}\text{Var}_S \). (This contrasts with presheaf-based frameworks \([16, 22]\), in which context extension is exponentiation.)

2.2 First-order presentations

Clones describe collections of terms closed under variable projection and substitution. We will frequently be interested in clones equipped with extra structure, so as, for example, to interpret the operations of a given type theory. Presentations permit the axiomatization of clones that interpret various operations, subject to sets of axioms; while the algebras for a given presentation are exactly those clones that satisfy the axiomatization. Later, we will see how clones may be freely generated from presentations, allowing one to define a clone simply by specifying its generating operators and axioms.

Our treatment of first-order presentations is the classical notion of presentation for multisorted universal algebra \([9, 17]\).

Definition 9. An \( S \)-sorted first-order signature \( \Sigma \) consists of a set \( \Sigma(\Gamma; B) \) for each \( (\Gamma; B) \in S^* \times S \). We call the elements \( \sigma \in \Sigma(\Gamma; B) \) the \( (\Gamma; B) \)-ary operators. Terms over \( \Sigma \) are generated by the following rules:

\[
\begin{align*}
\Gamma, x : A, \Delta & \vdash t : A, \quad \Gamma \vdash t_1 : A_1, \ldots, \Gamma \vdash t_n : A_n, \\
& \quad (\sigma \in \Sigma(A_1, \ldots, A_n; B))
\end{align*}
\]

An \( (A_1, \ldots, A_n; B) \)-ary term \( t \) over \( \Sigma \) is a term \( x_1 : A_1, \ldots, x_n : A_n \vdash t : B \), and an \( (\Gamma; B) \)-ary equation over \( \Sigma \) is a pair \((t, u)\) of \( (\Gamma; B) \)-ary terms. An \( S \)-sorted first-order presentation \( \Sigma = (\Sigma, E) \) consists of an \( S \)-sorted first-order signature \( \Sigma \) and, for each \( (\Gamma; B) \in S^* \times S \), a set \( E(\Gamma; B) \) of \( (\Gamma; B) \)-ary equations.

Remark 10. Observe that the operators of a signature correspond to terms in the logic specified below (namely, first-order equational logic). In particular, a \( (\Gamma; B) \)-ary operator \( \sigma \), where \( \Gamma = [A_1, \ldots, A_n] \in S^* \), may be thought of either as a function \( \sigma : A_1, \ldots, A_n \to B \), or as a term \( x_1 : A_1, \ldots, x_n : A_n \vdash \sigma : B \). These perspectives are complementary, and mirror the practice in categorical logic of representing terms by morphisms.

Definition 11. If \( \Gamma \vdash u_i : A_i \) for \( i \leq n \) and \( x_1 : A_1, \ldots, x_n : A_n \vdash t : B \) are terms over an \( S \)-sorted first-order signature \( \Sigma \), their substitution \( \Gamma \vdash t[x_1 \mapsto u_1, \ldots, x_n \mapsto u_n] : B \) is defined by recursion on \( t \) in the usual way. The equational logic over an \( S \)-sorted first-order presentation \( \Sigma = (\Sigma, E) \) consists of the following rules for the congruence of \( \approx \) under operations and substitution, together with reflexivity, symmetry and transitivity of \( \approx \):

\[
\begin{align*}
\Gamma \vdash t \approx u_1 : A_1, \ldots, \Gamma \vdash t_n \approx u_n : A_n, \\
\Gamma \vdash \sigma(t_1, \ldots, t_n) \approx \sigma(u_1, \ldots, u_n) : B, \\
(\sigma \in \Sigma(A_1, \ldots, A_n; B))
\end{align*}
\]

\[
\begin{align*}
\Gamma \vdash t'_1 \approx u'_1 : A_1, \ldots, \Gamma \vdash t'_n \approx u'_n : A_n, \\
\Gamma \vdash t[x_i \mapsto t'_i] \approx u[x_i \mapsto u'_i] : B, \\
((t, u) \in E(A_1, \ldots, A_n; B))
\end{align*}
\]
The terms over $\Sigma$ form a clone $\text{Term}_\Sigma = (\text{Term}_\Sigma, \var, \text{subst})$, where $\text{Term}_\Sigma(\Gamma; A)$ is the set of $\approx$-equivalence classes of $(\Gamma; A)$-ary terms; the variables are $\var(\Gamma) = x_i$; and substitution is $t[\sigma] = \{x_i \mapsto \sigma_i\}_i$. A clone $X$ is presented by $\Sigma$ when $\text{Term}_\Sigma$ is isomorphic to $X$ in $\text{Clone}(S)$ (that is, when there are homomorphisms $\text{Term}_\Sigma \xrightarrow{\approx} X$ that are mutually inverse).

**Remark 12.** A clone may have many different presentations: for instance, the clone $\text{Mon}$ of monoids (Example 4) may be presented by a unit and a binary multiplication operation, or by an $n$-ary multiplication operation for each $n \in \mathbb{N}$ (subject to suitable axioms).

**Example 13.** Fix a finite set $V = \{v_1, \ldots, v_k\}$ of values. The $\text{Ty}$-sorted presentation $\Sigma^\text{GS}_V$ of global $V$-valued state has a $(b; \ldots; b)$-ary operator $\text{get}$, a $(b; b)$-ary operator $\text{put}_{v_i}$ for each $i \leq k$, and equations

$$x : b \vdash \text{get}(\text{put}_{v_i}(x), \ldots, \text{put}_{v_k}(x)) \approx x : b$$

$$x_1 : b, \ldots, x_k : b \vdash \text{put}_{v_i}(\text{get}(x_1, \ldots, x_k)) \approx \text{put}_{v_i}(x_i) : b \quad \text{for each } i \leq k$$

$$x : b \vdash \text{put}_{v_i}(\text{put}_{v_j}(x)) \approx \text{put}_{v_j}(x) : b \quad \text{for each } i, j \leq k$$

Informally, the term $\text{get}(t_1, \ldots, t_n)$ gets the current value $v_i$ of the state and then continues as $t_n$, while the term $\text{put}_{v_i}(t)$ sets the state to $v_i$ and then continues as $t$. (In Example 23 below, we combine this presentation with the STLC to obtain a call-by-name calculus with global state. In call-by-name calculi, effects occur at base types, so it is only necessary to axiomatize $\text{get}$ and $\text{put}_{v_i}$ operators for $b \in \text{Ty}$, rather than for all types.) We denote by $\text{GS}_V$ the clone $\text{Term}_\Sigma$ arising from the presentation $\Sigma^\text{GS}_V$.

### 3 Second-order presentations

Just as first-order presentations describe algebraic structure, second-order presentations describe binding algebraic structure [16]. Variable-binding operators are prevalent in type theory: for instance, the $\lambda$-abstraction operator of the STLC, let-in expressions in functional programming languages, and case-splitting in calculi with sum types. Second-order presentations are similar to first-order presentations, except that each operator must describe its binding structure, i.e. how many variables (and of what types) it binds in each operand. Hence, while first-order arities have the form $(A_1, \ldots, A_n; B) \in S^* \times S$, second-order arities have the form $((\Delta_1; A_1), \ldots, (\Delta_n; A_n); B) \in (S^* \times S)^* \times S$. Operators of such an arity take $n$ arguments of types $A_1, \ldots, A_n$ and produce terms of type $B$: the length of the context $\Delta_i \in S^*$ is the number of variables bound by the $i$th argument; and the argument types are given by the list $\Delta_i$. First-order operators may be expressed as second-order operators that bind no variables.

**Definition 14.** An $S$-sorted second-order signature [16, 13] consists of a set $\Sigma(\Psi; B)$ for each $(\Psi; B) \in (S^* \times S)^* \times S$. We call the elements $a \in \Sigma(\Psi; B)$ the $(\Psi; B)$-ary operators.

**Example 15.** The $\text{Ty}$-sorted second-order signature $\Sigma^\Lambda$ of the STLC consists of an $((\emptyset; A \rightarrow B), (\emptyset; A); B)$-ary operator $\text{app}$ and an $((A; B); (A \rightarrow B))$-ary operator $\text{abs}$ for each $A, B \in \text{Ty}$. Thus each application operator $\text{app}$ has two arguments, neither of which bind variables; and each $\lambda$-abstraction operator $\text{abs}$ has one argument, which binds one variable.

Just as the axioms of first-order presentations are expressed in first-order equational logic, the axioms of second-order presentations are expressed in the second-order equational logic of Fiore and Hur [13]. Second-order equational logic extends the first-order setting with metavariables [1, 18, 11], which conceptually stand for parameterized placeholders for terms.
Each variable $x : A$ in first-order logic has an associated type $A \in S$; correspondingly, each metavariable $M : (A_1, \ldots, A_n) \rightarrow A$ has an associated context and type (called second-order arities in [5]). $M$ may be thought of as a variable parameterized by $n$ terms of types $A_1$ through $A_n$; a nullary ($n = 0$) metavariable behaves like an ordinary variable. There are several alternative ways to describe second-order equational logic [6], but we follow Fiore and Hur [13] in associating to each term both a variable context and a metavariable context: a metavariable context $\Psi$ is a list of context–sort pairs $(A; \Delta) \in S^* \times S$. The judgment $\Psi \vdash t : A$ expresses that the term $t$ has sort $A$ in variable context $\Delta$ and metavariable context $\Psi$. Below, we write $\vec{x}$ for a list $x_1, \ldots, x_n$ of variables, $\vec{x}.t$ to indicate binding of the variables $\vec{x}$ in $t$, and write $\vec{x} : \Delta$ as an abbreviation of $x_1 : A_1, \ldots, x_n : A_n$ for $\Delta = [A_1, \ldots, A_n]$.

**Definition 16.** Suppose $S$ is a set and $\Sigma$ is an $S$-sorted second-order signature. Terms over $\Sigma$ are generated by the following rules for variables, metavariables, and operators:

$$
\begin{align*}
\Psi, M : (A_1, \ldots, A_n) ; B, \Phi \vdash t_1 : A_1 \quad \cdots \quad \Psi, M : (A_1, \ldots, A_n) ; B, \Phi \vdash t_n : A_n & \\
\Psi, M : (A_1, \ldots, A_n) ; B, \Phi \vdash t_1 : A_1 \quad \cdots \quad \Psi, M : (A_1, \ldots, A_n) ; B, \Phi \vdash t_n : A_n & \\
\Psi, M : (A_1, \ldots, A_n) ; B, \Phi \vdash \mu t : B & \\
\Psi, M : (A_1, \ldots, A_n) ; B, \Phi \vdash \alpha((\vec{x}_1, t_1), \ldots, (\vec{x}_n, t_n)) : B
\end{align*}
$$

A $(\Delta_1; A_1), \ldots, (\Delta_n; A_n); B)$-ary term over $\Sigma$ is a term $m_1 : (\Delta_1; A_1), \ldots, m_n : (\Delta_n; A_n) \vdash \mu t : B$, and a $(\Phi; B)$-ary equation is a pair $(t, u)$ of $(\Phi; B)$-ary terms. An $S$-sorted second-order presentation $\Sigma = (\Sigma, E)$ consists of an $S$-sorted second-order signature $\Sigma$ and, for each $(\Phi; B) \in (S^* \times S)^* \times S$, a set $E(\Phi; B)$ of $(\Phi; B)$-ary equations over $\Sigma$.

Multisorted second-order presentations may essentially be taken as a definition of simple type theory (modulo the subtlety regarding type operators described in Remark 6): just as the informal notion of algebra was formalized through the framework of universal algebra [8], second-order presentations facilitate a precise, formal definition of simple type theory [5].

**Example 17.** The operators of the signature $\Sigma^A$ of the STLC present the following rules:

$$
\begin{align*}
\Psi \vdash f : A \Rightarrow B & \quad \Psi \vdash a : A & \quad \Psi \vdash x : A \Rightarrow t : B & \\
\Psi \vdash (f, a) : B & \quad \Psi \vdash \text{abs}(x, t) : A \Rightarrow B
\end{align*}
$$

We can then give, for each $A, B \in \text{Ty}$, an $(A; B), (\sigma; A); B)$-ary equation for $\beta$-equality, and an $(\sigma; A \Rightarrow B); (A \Rightarrow B))$-ary equation for $\eta$-equality:

$$
\begin{align*}
m_1 : (A; B), m_2 : (\sigma; A) \vdash \text{app}(\text{abs}(x, m_1(x)), m_2()) & \approx m_1(m_2()) & : B & (\beta) \\
m : (\sigma; A \Rightarrow B) \vdash \text{abs}(x, \text{app}(m(), x)) & \approx m() & : A \Rightarrow B & (\eta)
\end{align*}
$$

The signature $\Sigma^A$ together with these equations forms the $\text{Ty}$-sorted second-order presentation $\Sigma^A_{\sigma}$ of the STLC with $\beta\eta$-equality. Note that second-order equations permit the expression of axiom schemata, as axioms containing metavariables (in both the traditional and precise sense of the term “metavariable”) [12, 5]. Without second-order equations, one would have to add $\beta$ and $\eta$ equations for each instantiation of the metavariables in the rules above.

**Definition 18.** If $(\Psi \vdash u_i : A_i)_i$ and $(\Psi \vdash x_i : A_1, \ldots, x_n : A_n \vdash t : B)_i$ are terms over an $S$-sorted second-order signature $\Sigma$, then their substitution $\Psi \vdash t(x_i \mapsto u_i)_i : B$ is defined by recursion on $t$:

$$
\begin{align*}
x_j \{x_i \mapsto u_i\}_i & = u_j \\
M(t_1, \ldots, t_m) \{x_i \mapsto u_i\}_i & = M(t_1 \{x_i \mapsto u_i\}_i, \ldots, t_m \{x_i \mapsto u_i\}_i) \\
o((\vec{y}_1, t_1), \ldots, o(\vec{y}_k, t_k)) \{x_i \mapsto u_i\}_i & = o((\vec{y}_1, t_1 \{x_i \mapsto u_i\}_i), \ldots, (\vec{y}_k, t_k \{x_i \mapsto u_i\}_i))
\end{align*}
$$
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(On the right-hand side of the definition on operators, the terms \( t_i \) are weakened, and we omit from the substitution variables that are mapped to themselves.) If instead we have terms \( (\Psi | \Gamma; \bar{x}; \Delta; \vdash t_i : A_i) \) and \( M_1 : (\Delta_1; A_1), \ldots, M_n : (\Delta_n; A_n) \mid \Gamma' \vdash t : B \) then their metasubstitution \( \Psi | \Gamma, \Gamma' \vdash t\{M_i \mapsto (\bar{x}_i; u_i)\}_i : B \) is defined using ordinary substitution by recursion on \( t \):

\[
x\{M_i \mapsto (\bar{x}_i; u_i)\}_i = x \quad M_j(t_1, \ldots, t_m)\{M_i \mapsto (\bar{x}_i; u_i)\}_i = u_j\{x_{jk} \mapsto t_k\{M_i \mapsto (\bar{x}_i; u_i)\}_i\}_k
\]

\[
o((\bar{y}_1, t_1), \ldots, (\bar{y}_k, t_k))\{M_i \mapsto (\bar{x}_i; u_i)\}_i = o((\bar{y}_1, t_1\{M_i \mapsto (\bar{x}_i; u_i)\}_i), \ldots, (\bar{y}_k, t_k\{M_i \mapsto (\bar{x}_i; u_i)\}_i))
\]

3.1 Algebras

The algebras for a presentation are the abstract clones interpreting each of the operations of the signature, subject to the axioms of the presentation. In other words, a presentation is a specification of structure, while the algebras are the realizations, or models, of that structure. For instance, in the first-order setting, the algebras for the presentation of monoids form (set-theoretic) monoids.

**Definition 19.** An algebra \((X, \llbracket - \rrbracket)\) for an \(S\)-sorted second-order signature \(\Sigma\) (called "presentation clones" in [32]) consists of an \(S\)-sorted clone \(X\) and, for each context \(\Gamma\) and \(((\Delta_1; A_1), \ldots, (\Delta_n; A_n); B)\)-ary operator \(o\), a function \([o]_\Gamma : \prod \Gamma(\Delta_1; A_1, \ldots, (\Delta_n; A_n); B) \rightarrow X(\Gamma; B)\) such that, for all substitutions \(\sigma \in X(\Xi; \Gamma)\) and tuples of terms \((t_i \in X(\Gamma; \Delta_i; A_i))_i\),

\[
([o]_\Gamma(t_1, \ldots, t_n))[\sigma] = [o]_\Xi(t_1[\text{lift}_{\Delta_1}\sigma], \ldots, t_n[\text{lift}_{\Delta_n}\sigma])
\]

A homomorphism \(f : (X, \llbracket - \rrbracket) \rightarrow (X', \llbracket - \rrbracket')\) of \(\Sigma\)-algebras is a homomorphism \(f : X \rightarrow X'\) of clones such that, for all \(o \in \Sigma((\Delta_1; A_1), \ldots, (\Delta_n; A_n); B)\) and \((t_i \in X(\Gamma; \Delta_i; A_i))_i\),

\[
f_{\Gamma,B}([o]_\Gamma(t_1, \ldots, t_n)) = [o]_{\Gamma'}(f_{\Gamma,\Delta_1:A_1}\{t_1\}, \ldots, f_{\Gamma,\Delta_n:A_n}\{t_n\})
\]

The interpretation of operators in a \(\Sigma\)-algebra \((X, \llbracket - \rrbracket)\) extends to an interpretation \([t]_\Gamma : \prod \Gamma(\Delta_1; A_1, \ldots, (\Delta_n; A_n); B) \rightarrow X(\Gamma; \Xi; B)\) of each term \(M_1 : (\Delta_1; A_1), \ldots, M_n : (\Delta_n; A_n) \mid \bar{x} : \Xi \vdash t : B\) as follows (where \(n\) is the length of \(\Gamma\):

\[
[x_i]_\Gamma(\sigma) = \text{var}_{n+i}^{(\Gamma, \Xi)}
\]

\[
[M_i(t_1, \ldots, t_m)]_\Gamma(\sigma) = \sigma_\text{var}_{n+i}^{(\Gamma, \Xi)}, \ldots, \text{var}_{n+i}^{(\Gamma, \Xi)}[t_1]_\Gamma(\sigma), \ldots, [t_m]_\Gamma(\sigma)
\]

\[
o((\bar{y}_1, t_1), \ldots, (\bar{y}_k, t_k))_\Gamma(\sigma) = [o]_\Xi([t_1]_\Gamma(\sigma), \ldots, [t_m]_\Gamma(\sigma))
\]

**Definition 20.** An algebra \((X, \llbracket - \rrbracket)\) for a second-order presentation \(\Sigma = (\Sigma, E)\) is a \(\Sigma\)-algebra such that, for all equations \((t, u) \in E(\Psi; A)\) and contexts \(\Gamma\), we have \([t]_\Gamma = [u]_\Gamma\). We let \(\Sigma\text{-Alg}\) be the category of \(\Sigma\)-algebras and all \(\Sigma\)-algebra homomorphisms between them.

**Example 21.** An algebra for the presentation \(\Sigma^{\Delta_{\eta\beta}}\) of the STLC with \(\beta\eta\)-equality consists of a \(\eta\)-sorted clone \(X\) and functions

\[
[\text{app}]_\Gamma : X(\Gamma; A \Rightarrow B) \times X(\Gamma; A) \rightarrow X(\Gamma; B) \quad [\text{abs}]_\Gamma : X(\Gamma, A; B) \rightarrow X(\Gamma; A \Rightarrow B)
\]

that commute with substitution and satisfy

\[
[\text{app}]_\Gamma([\text{abs}]_\Gamma(t), t') = t[\text{var}_{n+i}^{(\Gamma)}(t')] \quad \text{for } t \in X(\Gamma, A; B), t' \in X(\Gamma; A) \quad (\beta)
\]

\[
[\text{abs}]_\Gamma([\text{app}]_\Gamma, A(t\bowtie\text{var}_{n+i}^{(\Gamma)})[\text{var}_{n+i}^{(\Gamma, A)}]) = t \quad \text{for } t \in X(\Gamma; A \Rightarrow B) \quad (\eta)
\]
For each set $X$ we have a set-theoretic interpretation of the STLC, which forms a $\Sigma^\text{abs}$-algebra $(M_Z, M_Z[-])$ as follows. Define interpretations $M_Z[A]$ in $\text{Set}$ of each sort $A \in \text{Ty}$ recursively by setting $M_Z[b] = Z$ and $M_Z[A \Rightarrow B] = \text{Set}(M_Z[A], M_Z[B])$ (where $\text{Set}(Y, Y')$ is the set of functions $Y \to Y'$). We then have a $\text{Ty}$-sorted clone $M_Z$, where the sets of terms are given by $M_Z(A_1, \ldots, A_n; B) = \text{Set}(\prod_i M_Z[A_i], M_Z[B])$, the variables by projections $\var(x) = x_i$, and substitution by $f[\sigma] = (\xi \mapsto f(\sigma_1(\xi), \ldots, \sigma_n(\xi)))$. This forms a $\Sigma^\text{abs}$-algebra, with interpretations of the operators given by function application and currying. More generally, the interpretation of the STLC in any cartesian-closed category $C$ with a specified object $Z \in C$ forms a $\Sigma^\text{abs}$-algebra taking $M_Z(A_1, \ldots, A_n; B) = C(\prod_i M_Z[A_i], M_Z[B])$ to be the sets of terms, where $M_Z[b] = Z$ and $M_Z[A \Rightarrow B] = M_Z[B]^{M_Z[A]}$.

The cartesian structure of $\text{Clone}(S)$ lifts to $\Sigma\text{-Alg}$ for every presentation $\Sigma$: the clone 1 uniquely forms a $\Sigma$-algebra, and the product $(X_1, [-],_1) \times (X_2, [-],_2)$ is the clone $X_1 \times X_2$ equipped with interpretations $[0]_1((\sigma_{11}, \sigma_{21}), \ldots, (\sigma_{1n}, \sigma_{2n})) = ([0]_{1,\Gamma}(\sigma_1), [0]_{2,\Gamma}(\sigma_2))$.

### 4 Free algebras

Second-order $S$-sorted presentations $\Sigma$ can be viewed as descriptions of simple type theories for which $S$ is the set of types. In particular, the operators specify the term formers of the type theory (such as $\lambda$-abstraction, or application). From this perspective, the syntax of the type theory described by $\Sigma$ is the initial $\Sigma$-algebra: there is a unique $\Sigma$-algebra homomorphism from the algebra formed by the syntax to any other algebra, given by induction on terms. More generally, given an existing theory in the form of a clone $X$, the free $\Sigma$-algebra on $X$ is given by augmenting $X$ by the operators and equations of $\Sigma$, or, from another perspective, augmenting the type theory described by $\Sigma$ with the operations specified by $X$. For example, the free $\Sigma^\text{abs}$-algebra on $\text{GS}_V$ (Example 13) may be seen as the STLC extended by additional term formers ($\text{get}$ and $\text{put}_{v_1}, \ldots, \text{put}_{v_n}$) representing the side-effects of global state.

**Definition 22.** Suppose $\Sigma = (\Sigma, E)$ is an $S$-sorted second-order presentation and $X$ is an $S$-sorted clone. A $\Sigma$-algebra $F\Sigma X$ equipped with a clone homomorphism $\eta_X : X \to F\Sigma X$ is the free $\Sigma$-algebra on $X$ if, for any other $\Sigma$-algebra $(Y, [-])$ and clone homomorphism $f : X \to Y$, there is a unique $\Sigma$-algebra homomorphism $f^\Gamma : F\Sigma X \to (Y, [-])$ such that $f^\Gamma \circ \eta_X = f$. The initial $\Sigma$-algebra is the free $\Sigma$-algebra on $\text{Var}_S$.

**Example 23.** Recall the presentation $\Sigma^\text{abs}$ of the STLC with $\beta\eta$-equivalence from Example 17. The initial $\Sigma^\text{abs}$-algebra is the clone $\Lambda_{\beta\eta}$ of STLC terms up to $\approx_{\beta\eta}$ (Example 5), with the operators $\text{app}$ and $\text{abs}$ interpreted as

\[
(\langle f, a \rangle \mapsto \text{app } f \ a) : \Lambda_{\beta\eta}(\Gamma; A \Rightarrow B) \times \Lambda_{\beta\eta}(\Gamma; A) \to \Lambda_{\beta\eta}(\Gamma; B)
\]

\[
(t \mapsto \lambda x : A. t) : \Lambda_{\beta\eta}(\Gamma; A; B) \to \Lambda_{\beta\eta}(\Gamma; A \Rightarrow B)
\]

The free $\Sigma^\text{abs}$-algebra on the clone $\text{GS}_V$ of global $V$-valued state (Example 13) can be described as follows for $V = \{v_1, \ldots, v_k\}$. The underlying $\text{Ty}$-sorted clone is defined in the same way as $\Lambda_{\beta\eta}$, but with the following additional term formers and equations (omitting the typing constraints on equations).

\[
\frac{\Gamma \vdash t_1 : b \quad \ldots \quad \Gamma \vdash t_k : b}{\Gamma \vdash \text{get}(t_1, \ldots, t_k) : b} \quad \text{get}(\text{put}_{v_1}(t), \ldots, \text{put}_{v_k}(t)) \approx_{\beta\eta} t
\]

\[
\frac{\Gamma \vdash t : b \quad \Gamma \vdash \text{put}_{v_i}(t) : b \quad (i \leq k)}{\Gamma \vdash \text{put}_{v_i}(t_1, \ldots, t_k) \approx_{\beta\eta} \text{put}_{v_i}(t_i) \quad (i \leq k)} \quad \text{put}_{v_i}(\text{put}_{v_j}(t)) \approx_{\beta\eta} \text{put}_{v_i}(t) \quad (i, k \leq k)
\]
Abstract Clones for Abstract Syntax

This forms a variables and substitution defined in the evident way; the homomorphism by first closing a sort-indexed set entirely abstractly using a monadicity theorem and Remark 7, avoiding concrete syntax.)

important, as we wish to reason about type theories independently of their syntax, which sections. However, note that we do not rely on the explicit description: after this section,

construction in the second-order setting. First, we construct terms then quotienting the terms by the equations of the presentation. Figure 1 gives the analogous

Figure 1 Construction of the free $(\Sigma, E)$-algebra on a clone $X = (X, \text{var}, \text{subst}).$

This forms a $\Sigma^\Lambda_{\text{var}}$-algebra in the same way as $\Lambda_{\text{var}}$ above. The morphism $\eta_{\text{GS}_v}$ is given by $\eta_{\text{GS}_v} (\text{get}(t_1, \ldots, t_k)) = \text{get}(\eta_{\text{GS}_v}(t_1), \ldots, \eta_{\text{GS}_v}(t_k))$ and $\eta_{\text{GS}_v} (\text{put}_{v_i}(t)) = \text{put}_{v_i}(\eta_{\text{GS}_v}(t))$.

If $\Sigma'$ is a first-order presentation, the free $\Sigma$-algebra on $\text{Term}^{\Sigma'}$ is closed under the operators of $\Sigma'$: each $o \in \Sigma'(A_1, \ldots, A_n; B)$ induces a term $\eta(o(x_1, \ldots, x_n)) \in F_{\Sigma'}X(A_1, \ldots, A_n; B)$ and hence functions $(\sigma \mapsto \eta(o(x))(\sigma)) : F_{\Sigma'}X(A_1, \ldots, A_n) \to F_{\Sigma'}X(A; B)$.

We show that free algebras for any signature, and on any clone, exist, by constructing them explicitly. Existence of these free algebras facilitates the developments in the next sections. However, note that we do not rely on the explicit description: after this section, we reason about free algebras solely using the universal property in Definition 22. This is important, as we wish to reason about type theories independently of their syntax, which leads to greatly simplified proofs. (It is also possible to prove the existence of free algebras entirely abstractly using a monadicity theorem and Remark 7, avoiding concrete syntax.)

In universal algebra, free algebras of first-order presentations are constructed in two steps: by first closing a sort-indexed set $X$ of constants under the operators of the presentation; and then quotienting the terms by the equations of the presentation. Figure 1 gives the analogous construction in the second-order setting. First, we construct terms $\Gamma \vdash X t : B$ from variables, the terms of the clone $f \in X(A_1, \ldots, A_n; B)$ (viewed as function symbols), and the operators of the presentation $\Sigma$. Second, we quotient by the equivalence relation $\approx$ generated by congruence, the equations of $\Sigma$ (using metasubstitution), and rules imposing compatibility with the clone structure of $X$. The clone $F_{\Sigma}X$ has terms $F_{\Sigma}X(\Gamma; B) = \{ \Gamma \vdash X t : B \}/\approx$, with variables and substitution defined in the evident way; the homomorphism $\eta_{\Sigma} : X \to F_{\Sigma}X$ sends $t \in X(\Gamma; B)$ to $x_1 : A_1, \ldots, x_n : A_n \vdash X t(x_1, \ldots, x_n) : B$, where $\Gamma = [A_1, \ldots, A_n]$. 

\begin{align*}
\Gamma, \vec{x} : A, \Delta \vdash X \vec{x} : A \\
\Gamma, \vec{t}_1 : \Delta_1 \vdash X \vec{t}_1 : A_1 & \quad \cdots \quad \Gamma, \vec{t}_n : \Delta_n \vdash X \vec{t}_n : A_n \\
& \frac{\Gamma \vdash X f(\vec{t}_1, \ldots, \vec{t}_n) : B}{(f \in X(A_1, \ldots, A_n; B))} \\
& \frac{\Gamma, \vec{t}_1 \approx u_1 : A_1 & \quad \cdots \quad \Gamma, \vec{t}_n \approx u_n : A_n}{\Gamma \vdash X \bar{o}(\vec{t}_1, \ldots, \vec{t}_n) : B} \\
& \frac{\Gamma \vdash X \bar{t}(M_1 \mapsto \vec{t}_1, \ldots, M_i \mapsto (\vec{t}_i, u_i)) : B}{((t', u') \in E(\Delta_1; A_1), \ldots; B))} \\
& \frac{\Gamma \vdash X \bar{t}_1 : A_1 & \quad \cdots \quad \Gamma \vdash X \bar{t}_n : A_n}{(i \leq n)} \\
& \frac{\Gamma \vdash X \bar{t}_1 : A_1 & \quad \cdots \quad \Gamma \vdash X \bar{t}_n : A_n}{(f \in X(A_1, \ldots, A_n; B), \sigma \in X(A_1, \ldots, A_n; A_1', \ldots, A_k'))} \\
\end{align*}
Proposition 24. For every \( S \)-sorted second-order presentation \( \Sigma \) and \( S \)-sorted clone \( X \), the free \( \Sigma \)-algebra \( F_\Sigma X \) exists.

The forgetful functor \( \Sigma \dashv \text{Alg} \rightarrow \text{Clone}(S) \) therefore has a left adjoint (in fact, it is monadic).

5 Induction over second-order syntax

We now describe how the formalism of abstract clones may be used to prove properties of simple type theories. To begin, we consider predicates over abstract clones, which are predicates over the terms of the type theory induced by the clone, closed under the structural operations of variable projection and substitution. Below, we extend each family of subsets \( P(\Gamma; A) \subseteq Y(\Gamma; A) \) to contexts by defining \( P(\Gamma; A_1, \ldots, A_n) \) to be the set of all substitutions \( \sigma \in Y(\Gamma; A_i) \) for all \( i \leq n \).

Definition 25. A predicate \( P \) over an \( S \)-sorted clone \( X \) consists of a subset \( P(\Gamma; A) \subseteq X(\Gamma; A) \) for each \( (\Gamma; A) \in S^* \times S \) such that, for all contexts \( \Gamma = [A_1, \ldots, A_n] \) and \( i \leq n \), we have \( \text{var}_i(\Gamma) \in P(\Gamma; A_i) \), and, for all \( t \in P(\Delta; B) \) and \( \sigma \in P(\Gamma; \Delta) \), we have \( t[\sigma] \in P(\Gamma; B) \).

Closure under variables and under substitution imply that \( P \) forms a clone \( P \rightarrow X \) into \( X \) is a clone homomorphism. Predicates over \( S \)-sorted clones are equivalently the subobjects in \( \text{Clone}(S) \), and are hence closed under arbitrary conjunction, existential quantification, and quotients of equivalence relations. (This follows from Remark 7, since varieties are exact categories [7, Theorem 5.11], and all exact categories enjoy these properties.) They also are closed under context extension: if \( P \) is a predicate over \( X \) and \( \Xi \) is a context, then \( \hat{\Xi} P \) is a predicate over \( \Xi \).

We present a meta-theorem for establishing properties of simple type theories.

Theorem 26 (Induction principle for second-order syntax). Suppose that \( (Y, [-]) \) is an algebra for an \( S \)-sorted second-order presentation \( \Sigma \), that \( f : X \rightarrow Y \) is a clone homomorphism from an \( S \)-sorted clone \( X \), and that \( P \) is a predicate over \( Y \). If

- for all operators \( \sigma \in \Sigma((\Delta_1; A_1), \ldots, (\Delta_n; A_n); B) \), contexts \( \Gamma \in S^* \), and tuples of terms \( (t_i \in P(\Gamma, \Delta_i; A_i)) \), we have \( [\sigma]_\Gamma(t_1, \ldots, t_n) \in P(\Gamma; B) \);
- for all terms \( t \in X(\Gamma; A) \) we have \( f_\Gamma; A(t) \in P(\Gamma; A) \), then, for all free terms \( t \in (F_\Sigma X)(\Gamma); A \), we have \( f_\Gamma; A(t) \in P(\Gamma; A) \).

Proof. The predicate \( P \) is closed under operators, so the interpretations of operators in \( Y \) make \( P \) into a \( \Sigma \)-algebra. The image of \( f \) is contained in \( P \), so \( f \) forms a clone homomorphism \( X \rightarrow P \). By the universal property of the free algebra \( F_\Sigma X \), we therefore have an algebra homomorphism \( F_\Sigma X \rightarrow P \). This necessarily sends \( t \in (F_\Sigma X)(\Gamma); A \) to \( f_\Gamma; A(t) \in P(\Gamma; A) \).

We give two corollaries of this induction principle. The first is for proving properties of closed terms, which take the form of families of subsets \( P(A) \subseteq Y(\sigma; A) \). Given such a family \( P \), let \( P(A_1, \ldots, A_n) \) be the set of all \( \sigma \in Y(\sigma; A_1, \ldots, A_n) \) such that \( \sigma_i \in P(A_i) \) for all \( i \leq n \), and define a predicate \( P^\Sigma \) over \( Y \) by \( P^\Sigma(\Gamma; A) = \{ t \in Y(\Gamma; A) \mid \forall \sigma \in P(\Gamma). t[\sigma] \in P(\sigma; A) \} \).

Applying the induction principle above to \( P^\Sigma \) gives us the following.

Corollary 27. Suppose that \( \Sigma \) is an \( S \)-sorted second-order presentation, that \( (Y, [-]) \) is an \( \Sigma \)-algebra, and that \( (P(A) \subseteq Y(\sigma; A))_{A \in S} \) is a family of subsets. For every \( S \)-sorted clone \( X \) and clone homomorphism \( f : X \rightarrow Y \), if

- for every operator \( \sigma \in \Sigma((\Delta_1; A_1), \ldots, (\Delta_n; A_n); B) \) and tuple \( (t_i \in P^\Sigma(\Delta_i; A_i)) \) of terms, we have \( [\sigma]_\Gamma(t_1, \ldots, t_n) \in P(B) \);
- for every term \( t \in X(\Gamma; B) \), we have \( f_\Gamma; B(t) \in P^\Sigma(\Gamma; B) \), then, for every type \( A \in S \) and free term \( t \in (F_\Sigma X)(\sigma; A) \), we have \( f_\sigma; A(t) \in P(\sigma) \).


**Proof.** \( P^f(\emptyset; A) = P(A)\), so it suffices to apply Theorem 26 to the predicate \( P^f \). We therefore check the two assumptions of that theorem. Closure of \( P^f \) under \( f \) is immediate; and \( P^f \) is closed under operators because, if \((t_i \in P^f(\Gamma, \Delta; A_i))_i\) and \( \sigma \in P(\Gamma) \), then \( t_i[\text{lift}_\Delta, \sigma] \in P^f(\Delta; A_i) \) for all \( 1 \leq n \), so that \( [\text{lift}_\Delta, \sigma](t_1, \ldots, t_n)[\sigma] = [\text{lift}_\Delta, \sigma](t_1[t_\Delta, \sigma], \ldots, t_n[t_\Delta, \sigma]) \in \text{lift}_\Delta(\Gamma, \Delta; A) \).

Families of subsets \( P(A) \subseteq X(\emptyset; A) \) are closed under arbitrary conjunction and disjunction, complements, and universal and existential quantification. They form a *trios* [25, 34], and hence a model of higher-order logic over \( \text{Clone}(S) \); the tripos-theoretic methods of Hofmann [22] carry over in this way to the setting of abstract clones.

The second corollary is for families of subsets \( P(\Gamma; A) \subseteq Y(\Gamma; A) \) that are not known to be closed under substitution. (In some cases proving closure under substitution requires an induction over terms, but induction over terms is what this section is meant to enable.) Analogously to the construction \( P^f \) for predicates over closed terms, we define a predicate \( P^\alpha \) over \( Y \) by \( P^\alpha(\Gamma; A) = \{ t \in Y(\Gamma; A) \mid \forall \Delta, \sigma \in P(\Delta; \Gamma). t[\sigma] \in P(\Delta; A) \} \).

**Corollary 28.** Suppose that \( \Sigma \) is an \( S \)-sorted second-order presentation, that \((Y, [\cdot])\) is a \( \Sigma \)-algebra, and that \( P(\Gamma; A) \subseteq Y(\Gamma; A) \) is a family of subsets. For every \( S \)-sorted clone \( X \) and homomorphism \( f : X \rightarrow Y \), if

- for every context \( \Gamma \) we have \( \text{var}(\Gamma) \in P(\Gamma; \Gamma) \);  
- for every context \( \Gamma \), operator \( \sigma \in \Sigma((\Delta_1; A_1), \ldots, (\Delta_n; A_n); B) \), and tuple of terms \((t_i \in P(\Gamma, \Delta_i; A_i))_i\), we have \([\sigma](t_1, \ldots, t_n) \in P(\Gamma; B)\);  
- for every term \( t \in X(\Gamma; B) \) we have \( f_{\Gamma, B}(t) \in P^\alpha(\Gamma; B) \), then, for every free term \( t \in (f_{\Sigma}X)(\Gamma; A) \), we have \( f^1_{\Gamma, A}(t) \in P(\Gamma; A) \).

**Proof.** We can apply Theorem 26 to \( P^\alpha \) because it is closed under operators and under \( f \). Hence \( f^1_{\Gamma, A}(t) \in P^\alpha(\Gamma; A) \) for each \( t \in (f_{\Sigma}X)(\Gamma; A) \), and so \( \text{var}(\Gamma) \in P(\Gamma; \Gamma) \) implies that \( f^1_{\Gamma, A}(t) = (f^1_{\Gamma, A}(t))[\text{var}(\Gamma)] \in P(\Gamma; A) \).

The above corollaries are designed to enable logical relations arguments, in which the fundamental lemma is proven using an induction hypothesis that quantifies over substitutions. In particular, in Corollary 28 we require \( P^\alpha \) to be closed under the operators, rather than \( P \). There is a third corollary that instead requires closure of \( P \) under operators (this would essentially be the principle of induction on \( \Gamma + \infty t : A \)), but this is less useful for our purposes.

## 6 Logical relations

We provide two extended examples of proofs using the induction principles of the previous section, both involving the presentation \( \Sigma^{\Lambda_{\beta\eta}} \) of the STLC with \( \beta\eta \)-equality. The first is a proof of the adequacy of the set-theoretic model of the STLC, which uses induction on closed terms; the second is a proof that every STLC term is \( \beta\eta \)-equal to one in normal form, using induction on open terms. Both examples are logical relations proofs, the former using ordinary logical relations and the latter using Kripke relations [27]. Though both properties are known to hold, these proofs in particular illustrate that our induction principles are powerful enough to justify logical relations arguments. We include a proof of normalization for the STLC with global state in Appendix A, as a further motivating example.
6.1 Closed terms and adequacy

We say that a model $M$ of the STLC is adequate when, for all closed terms $t$ and $u$ of the base type $b$, if $M[t] = M[u]$, then $t$ and $u$ are equal up to $\beta\eta$-equality. (In adequate models, equality of denotations implies observational equivalence for terms of arbitrary types.)

We first show that we can perform logical relations arguments for the STLC using our induction principle: specifically Corollary 27. Fix a $\Sigma^{\Lambda_{bn}}$-algebra $(Y, [\cdot])$, homomorphism $f : X \to Y$ from some clone $X$, and a subset $P(b) \subseteq Y(\varnothing; b)$ of closed terms of base type.

We extend $P$ to a family of subsets $P(A) \subseteq Y(\varnothing; A)$ in the standard way for logical relations:

$$P(A) \Rightarrow B = \{ t \in Y(\varnothing; A \Rightarrow B) \mid \forall a \in P(A), [\text{app}]_o(t, a) \in P(B) \}$$

Applying Corollary 27 to $P$ gives us the following:

**Lemma 29.** If, for every context $\Gamma$ and term $t \in X(\Gamma; B)$, we have $f_{\Gamma,B}(t) \in P^2(\Gamma; B)$, then, for every free term $t \in (F_{\Sigma^{\Lambda_{bn}}})(\varnothing; A)$, we have $f^1_{\varnothing,A}(t) \in P(A)$.

**Proof.** The only non-trivial assumption of Corollary 27 is closure under operators. Closure under $\text{app}$ is immediate from the definition of the logical relation. Closure under $\text{abs}$ holds because, if $t \in P^1(A; B)$, then, for all $a \in P(A)$, we have $[\text{app}]_o([\text{abs}]_o(t), a) = t[a] \in P(B)$ using the $\beta$ law, so that $[\text{abs}]_o(t) \in P(A \Rightarrow B)$. ▶

Note that if terms are generated only by $\lambda$-abstraction and application then there are no closed terms of base type. For a more interesting example, we therefore consider the STLC with booleans (where the base type $b$ is the type of booleans). Consider the $\text{Ty}$-sorted first-order presentation $\Sigma^{\Lambda_{bn}}$ with two $(\varnothing; b)$-ary operators $\text{true}$, $\text{false}$, and, for each $A \in \text{Ty}$, a $(b, A, A; A)$-ary operator $\text{ite}$ ("if-then-else"), along with two equations:

$$y : A, z : A \vdash \text{ite}(\text{true}(), y, z) \approx y : A \quad y : A, z : A \vdash \text{ite}(\text{false}(), y, z) \approx z : A$$

Let $\text{Bool}$ be the $\text{Ty}$-sorted clone that is presented by $\Sigma^{\Lambda_{bn}}$.

Consider the free $\Sigma^{\Lambda_{bn}}$-algebra $F_{\Sigma^{\Lambda_{bn}}} \text{Bool}$, and the $\Sigma^{\Lambda_{bn}}$-algebra $M_\text{Bool}$ (as defined in Example 21) with $\text{B} = \{ \text{tt, ff} \}$. The former should be thought of as containing the terms of the STLC with booleans (we make this precise below); the latter is the usual model in $\text{Set}$. Both have clone homomorphisms from $\text{Bool}$: the free algebra has $\eta^{\text{Bool}} : \text{Bool} \to F_{\Sigma^{\Lambda_{bn}}} \text{Bool}$; the model $M_\text{Bool}$ has the unique $g : \text{Bool} \to M_\text{Bool}$ such that

$$g_{\text{true}}(\text{true}()) = \zeta \mapsto \text{tt} \quad g_{\text{false}}(\text{false}()) = \zeta \mapsto \text{ff}$$

$$g_{\text{ite}}(\text{ite}(t_1, t_2, t_3)) = \zeta \mapsto \begin{cases} g_{\text{t},A}(t_2)(\zeta) & \text{if } g_{\text{t},b}(t_1)(\zeta) = \text{tt} \\ g_{\text{t},A}(t_3)(\zeta) & \text{if } g_{\text{t},b}(t_1)(\zeta) = \text{ff} \end{cases}$$

The algebra homomorphism $g^1 : F_{\Sigma^{\Lambda_{bn}}} \text{Bool} \to M_\text{Bool}$ gives the interpretation of STLC terms in the model. Define a subset $P(b) \subseteq (F_{\Sigma^{\Lambda_{bn}}} \text{Bool} \times M_\text{Bool})(\varnothing; b) = (F_{\Sigma^{\Lambda_{bn}}} \text{Bool})(\varnothing; b) \times \text{B}$ by

$$P(b) = \{ ([\eta^{\text{Bool}}(\text{true}()), \text{tt}]), ([\eta^{\text{Bool}}(\text{false}()), \text{ff}]) \}$$

This extends to a logical relation $P$ by the definition on function types above and, by a simple proof, satisfies the precondition of Lemma 29, where the clone homomorphism $f$ is $([\eta^{\text{Bool}}; g] : \text{Bool} \to F_{\Sigma^{\Lambda_{bn}}} \text{Bool} \times M_\text{Bool}$. Hence, for all $t \in (F_{\Sigma^{\Lambda_{bn}}} \text{Bool})(\varnothing; A)$, we have $(t, g_{\text{t},A}(t)) = ([\eta^{\text{Bool}}; g]_{\varnothing; A}(t)) \in P(A)$. When $A = b$ this immediately implies, for all $t, t' \in (F_{\Sigma^{\Lambda_{bn}}} \text{Bool})(\varnothing; b)$, that if $g^1_{\text{t},b}(t) = g^1_{\text{t}',b}(t')$ then $t = t'$. 


This last property is seen to be adequacy of the set-theoretic model $\mathcal{M}_B$ as follows. Let $\Lambda_{\beta\eta},\mathbb{B}$ be the $\mathcal{T}$-sorted clone that is defined in the same way as $\Lambda_{\beta\eta}$ (Example 5) but with additional term formers and equations (omitting the typing constraints on equations):

\[
\begin{array}{c}
\Gamma \vdash \text{true} : b \\
\Gamma \vdash \text{false} : b
\end{array}
\]

$\Lambda_{\beta\eta},\mathbb{B}$ forms an $\Sigma_{\beta\eta}$-algebra, and there is a clone homomorphism $\eta : \mathbb{B} \to \Lambda_{\beta\eta}$ making it into the free $\Sigma_{\beta\eta}$-algebra on $\mathbb{B}$. Hence we can apply the method above with $F_{\Sigma_{\beta\eta}},\mathbb{B} = \Lambda_{\beta\eta},\mathbb{B}$. The algebra homomorphism $g : \Lambda_{\beta\eta},\mathbb{B} \to \mathcal{M}_B$ sends each term $\Gamma \vdash t : A$ to its interpretation as a function $\prod \mathcal{M}_B[\Gamma, t] \to \mathcal{M}_B[A]$. Adequacy is therefore exactly the property that $g_{\beta\eta}(t) = g_{\beta\eta}(t')$ implies $t = t'$.

### 6.2 Open terms and normalization

As a second example, we show that every term of the STLC is equal (up to $\beta\eta$-equality) to one in $\eta$-long $\beta$-normal form (we define these normal forms below). The proof mostly follows Fiore [10], except that we reason abstractly using the universal property of free algebras via our induction principle. It makes use of Kripke logical relations (with varying arity), which were introduced by Jung and Tiuryn [27] to study $\lambda$-definability.

We first show that our induction principle enables arguments using Kripke logical relations over the STLC. Fix a $\Sigma_{\beta\eta}$-algebra $(\mathbb{Y}, [-])$, homomorphism $f : \mathbb{X} \to \mathbb{Y}$ from a clone $\mathbb{X}$, and a subset $P(\Gamma; b) \subseteq Y(\Gamma; b)$ for each $\Gamma$. We extend $P$ from the base type $b$ to all types by

$\Gamma \vdash A \Rightarrow B = \{ t \in Y(\Gamma; A \Rightarrow B) \mid \forall \Delta, \rho \in \mathbb{V}(\Delta; \Gamma), a \in P(\Delta; A) \}, [\text{app}]_\Delta(t[\rho], a) \in P(\Delta; B)\}$

This is the standard definition of a Kripke logical relation on function types (other than using all renamings $\rho$ rather than just weakenings, which is inessential). We therefore have a family of subsets $P(\Gamma; A) \subseteq Y(\Gamma; A)$, to which we apply Corollary 28 and obtain the following.

> **Lemma 30.** If the family of subsets $P$ satisfies

- for every context $\Gamma$ we have $\mathbb{V}(\Gamma) \subseteq P(\Gamma; \Gamma)$;
- for every variable renaming $\rho \in \mathbb{V}(\Delta; \Gamma)$ and term $t \in P(\Gamma; b)$ we have $t[\rho] \in P(\Delta; b)$;
- for every term $t \in X(\Gamma; B)$ and substitution $\sigma \in P(\Delta; \Gamma)$ we have $(f_{\Gamma, B})[\sigma] \in P(\Delta; B)$, then, for every free term $t \in (F_{\Sigma_{\beta\eta}} X)(\Gamma; A)$, we have $f_{\Gamma, A}(t) \in P(\Gamma; A)$.

**Proof.** The only non-trivial assumption of Corollary 28 is closure under operators. For closure under $\text{app}$, if $t \in P^\rho(\Gamma; A \Rightarrow B)$ and $u \in P^\rho(\Gamma; A)$, then, for all $\sigma \in P(\Delta; \Gamma)$, we have $([\text{app}]_{\rho}(t, u))[\sigma] = [\text{app}]_{\Delta}(t[\sigma], u[\sigma])$, because interpretations of operators commute with substitution; this is an element of $P(\Delta; B)$ using $t[\sigma] \in P(\Delta; A \Rightarrow B)$ on the identity variable-renaming. For closure under $\text{abs}$, suppose that $t \in P^\rho(\Gamma; A; B)$. The assumption of the present lemma that $P$ is closed under variable renamings at the base type $b$ extends to all types $A$ by an easy induction on $A$. For every $\sigma \in P(\Delta; \Gamma)$, $\rho \in \mathbb{V}(\Delta; \Delta)$, and $a \in P(\Delta; A)$, then we have $t[(\sigma \circ \rho), a] \in P(\Delta; B)$. Preservation of substitution by $[\text{abs}]$, and the $\beta$ law, together imply that $[\text{app}]_{\Delta}([\text{abs}]_{\rho}(t))[\sigma \circ \rho] = t[(\sigma \circ \rho), a] \in P(\Delta; B)$. Hence $[\text{abs}]^\rho \subseteq P^\rho(\Gamma; A \Rightarrow B)$ as required.

We use this to show normalization as follows. **Normal forms** $\Gamma \vdash_n t : A$ are defined mutually inductively with the **neutral forms** $\Gamma \vdash_n t : A$ by the following rules:

\[
\begin{array}{c}
\Gamma \vdash_m f : A \Rightarrow B \\
\Gamma \vdash_m a : A \\
\Gamma \vdash_m \text{app} f a : B \\
\Gamma \vdash_m \lambda x : A. t : A \Rightarrow B
\end{array}
\]
Consider the initial \(\Sigma^{\text{hypo}}\)-algebra, which is the clone \(A_B\) of STLC terms up to \(\approx_{\beta\eta}\). We write \(\text{Nf}(\Gamma; A)\) for the subset of STLC terms that are equivalent to a term in normal form under \(\approx_{\beta\eta}\); and likewise write \(\text{Ne}(\Gamma; A)\) for neutral forms. We consider both as subsets of \(A_B(\Gamma; A)\); both are closed under variable renaming. The family of subsets we consider, \(P(\Gamma; A) \subseteq A_B(\Gamma; A)\), is defined on the base type as \(P(\Gamma; b) = \text{Nf}(\Gamma; b)\), and on other types by the logical relations definition above. By a simple induction on the sort \(A\), one can show that \(\text{Ne}(\Gamma; A) \subseteq P(\Gamma; A) \subseteq \text{Nf}(\Gamma; A)\) (e.g. as in [10]). Since variables are neutral, this tells us in particular that \(\text{var}(\Gamma) \in P(\Gamma; \Gamma)\) for all \(\Gamma\). It then follows from Lemma 30 that \(t = (\eta)^1(t) \in P(\Gamma; A) \subseteq \text{Nf}(\Gamma; A)\) for all \(t \in A_B(\Gamma; A)\), and so that every term of the STLC is \(\beta\eta\)-equivalent to one in normal form.

7 Comparison to other approaches

While we promote abstract clones as an elementary approach to simple type theories (qua multisorted second-order abstract syntax), there are several equivalent concepts that have been used to similar effect. We give a brief overview of the existing literature on the subject and a comparison with our work; we give references where possible, but unfortunately some of the relationships here exist only in the mathematical folklore.

Presheaves and substitution monoids

The study of second-order abstract syntax was initiated by Fiore et al. [16, 10], who represent term structure using presheaf categories. In their setting, one considers functors \(T : \mathbb{L}(S) \to \text{Set}^S\), where \(\mathbb{L}(S)\) is the category in which objects are contexts \(\Gamma\), and morphisms \(\rho : \Delta \to \Gamma\) are variable renamings \(\rho \in \text{Var}_S(\Gamma; \Delta)\) (recall Section 2.1). The \(S\)-indexed sets \(T(\Gamma)\) consist of the sorted terms in context \(\Gamma\); while the functions \(T(\rho)\) rename the variables inside the terms to change their context. Substitution is accounted for by considering the monoidal structure \((\bullet, V)\) on \([\mathbb{L}(S)]^\text{op}, \text{Set}^S\), in which \(T \bullet T'\) represents (for each context \(\Gamma\) the simultaneous substitution of each variable in \(T\) with a term from \(T'\), and \(V\) represents the variables in each context. Monoids with respect to this structure are equipped with variables and substitution operations; they are equivalently abstract clones [16, Proposition 3.4]. Fiore and Hur [13] define \(\Sigma\)-algebras as monoids in \([\mathbb{L}(S)]^\text{op}, \text{Set}^S\) equipped with interpretations of the operators of a presentation \(\Sigma\) satisfying its equations; they are equivalent to our \(\Sigma\)-algebras. Our setting is therefore equivalent to that of Fiore et al. The advantage of our approach is that abstract clones require less categorical machinery; for those comfortable with category theory, this will be less of a concern.

There are some technical differences with previous work. Fiore and Hur [13] show the existence of the free \(\Sigma\)-algebras on each presheaf \(T\); in light of our free algebra result, the construction of the free algebra on \(T\) can be factored into two steps: constructing the free clone \(X\) on \(T\) by freely adding variables and substitution, and then taking the free \(\Sigma\)-algebra on the clone \(X\). In our examples above, we begin with a clone that admits substitution, and hence do not freely add substitution. In a separate treatment, Hofmann [22] gives an induction principle for the \(\lambda\)-calculus using presheaves, but only considers predicates over closed terms; we obtain induction for closed terms as a corollary of induction over open terms.

Cartesian multicategories

Each abstract clone \(X\) has an identity operation for every sort \(B\), given by the unique variable projection \(\text{var}([B]) \in X(\Gamma; B)\), along with admissible operations of exchange, weakening, and contraction. In this way, the sets of terms \(X(\Gamma; A)\) form the structure of a cartesian...
multicategory with object set $S$ (intuitively a category whose morphisms may have multiple inputs, subject to the structural properties of first-order equational logic). Conversely, every cartesian multicategory gives rise to an abstract clone. Thus, one could carry out the development of this paper in the context of cartesian multicategories (cf. [5, Section 9]). Clones are our preferred choice, because the definition of clone (in which projections are the primary operation) provides a more minimal axiomatisation than that of cartesian multicategory (in which the structural operations are primary). Note that one-object cartesian multicategories are usually called cartesian operads, which correspond to monosorted abstract clones.

**Algebraic theories**

The traditional approach to describing first-order algebraic structure in categorical logic is through algebraic theories [29]. An algebraic theory is represented by a category with cartesian products, which permit the multimorphisms of a cartesian multicategory to be represented by morphisms from a product: for a context $[A_1, \ldots, A_n]$, the terms $x_1 : A_1, \ldots, x_n : A_n \vdash t : B$ are represented by a hom-set $X(A_1 \times \cdots \times A_n, B)$. The relationship between cartesian multicategories and algebraic theories is the notion of representability for cartesian multicategories [33]. Second-order structure in the context of algebraic theories is captured by second-order algebraic theories [14, 32, 6], which generalize the first-order setting by introducing exponential objects that represent function types. Every second-order presentation $\Sigma$ induces a second-order algebraic theory, the algebras for which are given by taking coslices over $\Sigma$ [6].

**Monads and relative monads**

There is a classical correspondence in category theory between algebraic theories and certain monads on the category of sets [31], which in turn are equivalent to $J$-relative monads, for $J$ the inclusion of finite sets into sets [4]. This has led to a line of investigation in which monads are used directly for second-order abstract syntax [20, 21, 2, 3, 19]. There are strong connections between this approach and that of presheaves and substitution monoids: for a detailed comparison, see the thesis of Zsidó [38]. In particular, the distinction between abstract clones and $J$-relative monads is slight, and the results of our development could equivalently be rephrased as statements about relative monads (cf. [6]).

**8 Conclusion**

We have shown that the abstract syntax of simple type theories has an elementary treatment using abstract clones. The framework we describe allows the specification of the terms and equations of type theories via second-order presentations [13, 14]. Free algebras then give the syntax along with an accompanying induction principle, which we show enables abstract proofs of non-trivial properties such as adequacy. We emphasize that abstract clones axiomatize the syntax only of simple type theories: clones cannot express linear types, dependent types, or type theories in which variables stand only for certain classes of term (e.g. polarized type theories [37], and the call-by-value $\lambda$-calculus). In some cases, analogous structures are already known (for instance, symmetric multicategories for linear type theories [35, 23]); for others, such as dependent type theories, this remains an open problem.
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Abstract Clones for Abstract Syntax

As a further example of the application of abstract clones to problems motivated by simple type theories, we prove a normalization result for the STLC with $V$-valued global state: concretely, this calculus is given by the free algebra of the second-order presentation $\Sigma^{\beta\eta}$. 

**A Normalization with global state**


of the STLC with $\beta\eta$-equality on the clone $\text{GS}_V$ of $V$-valued global state, whose syntax is described in Example 23. The proof is similar to normalization of the STLC without global state (Section 6.2); in particular, we reuse Lemma 30.

Recall that for $V = \{v_1, \ldots, v_k\}$, the free algebra consists of the syntax of the STLC extended by the additional term formers $\text{get}$ and $\text{put}_{v_i}$. Normal and neutral forms are defined as in Section 6.2, except with

$$\Gamma \vdash^m t : b \quad \text{replaced by} \quad \Gamma \vdash^m t_1 : b \quad \cdots \quad \Gamma \vdash^m t_k : b \quad \Gamma \vdash_n \text{get}(\text{put}_{w_1}(t_1), \ldots, \text{put}_{w_k}(t_k)) : b \quad (w_1, \ldots, w_k \in V).$$

Again we write $Nf(\Gamma; A)$ (respectively $Ne(\Gamma; A)$) for the subsets of terms equal to a normal (respectively neutral) form, and define the logical relation $P(\Gamma; A)$ on the base type as $P(\Gamma; b) = Nf(\Gamma; b)$, and on other types by the logical relations definition in Section 6.2. Again we have $Ne(\Gamma; A) \subseteq P(\Gamma; A) \subseteq Nf(\Gamma; A)$ by induction on $A$; the only difference with the previous proof is that on base types one has $Ne(\Gamma; b) \subseteq Nf(\Gamma; b)$, because for $t \in Ne(\Gamma; b)$ we have $t \approx_{\beta\eta} \text{get}(\text{put}_{v_1}(t), \ldots, \text{put}_{v_k}(t)) \in Nf(\Gamma; b)$. To prove that every term is equal to one in normal form up to $\approx_{\beta\eta}$, it suffices to apply Lemma 30 with $f$ the clone homomorphism $\eta_{\text{GS}_V} : \text{GS}_V \to F_{\Sigma^{\beta\eta}_{\text{GS}_V}}$. The first two assumptions of the lemma have the same proof as before. For the third, since $\text{GS}_V$ is presented by $\Sigma_{\text{GS}_V}$ and clone homomorphisms preserve variables and substitution, it suffices to show that

- for each $t_1, \ldots, t_k \in P(\Gamma; b)$, we have $\text{get}(t_1, \ldots, t_k) \in P(\Gamma; b)$;
- for each $t \in P(\Gamma; b)$ and $i \leq k$, we have $\text{put}_{v_i}(t) \in P(\Gamma; b)$.

The first statement holds because if $t_i = \text{get}(\text{put}_{w_{i1}}(t'_{i1}), \ldots, \text{put}_{w_{ik}}(t'_{ik}))$ then

$$\text{get}(t_1, \ldots, t_k) \approx_{\beta\eta} \text{get}(\text{put}_{w_{i1}}(t'_{i1}), \ldots, \text{put}_{w_{ik}}(t'_{ik})) \in Nf(\Gamma; b) = P(\Gamma; b)$$

The second statement holds because if $t = \text{get}(\text{put}_{w_{i1}}(t'_1), \ldots, \text{put}_{w_{ik}}(t'_k))$ then

$$\text{put}_{v_i}(t) \approx_{\beta\eta} \text{put}_{w_{i}}(t'_i) \approx_{\beta\eta} \text{get}(\text{put}_{w_{i1}}(t'_1), \ldots, \text{put}_{w_{ik}}(t'_k)) \in Nf(\Gamma; b) = P(\Gamma; b)$$
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1 Introduction

Term rewriting systems (TRSs) are a conceptually simple but powerful computational model. It is simple because computation is modelled straightforwardly by step-by-step applications of transformation rules. It is powerful in the sense that any algorithm can be expressed in it (Turing Completeness). These characteristics make TRSs a formalism well-suited as an abstract analysis language, for instance to study properties of functional programs. We can then define specific analysis techniques for each property of interest.

One such property is complexity. The study of complexity has long been a topic of interest in term rewriting [11, 27, 25, 7, 24, 35], as it both holds relations to computational complexity [3, 11, 12] and resource analysis [6, 13] and is highly challenging. Most commonly studied are the notions of runtime and derivational complexity, which capture the number of steps that may be taken when starting with terms of a given size and shape. In essence, this is a form of resource analysis which abstracts away from the true machine cost of reduction in a rewriting engine but still has a close relation to it [8, 18, 1, 12].

These notions do not obviously extend to the higher-order setting, however. In higher-order term rewriting, a term may represent a function; yet, the size of a function does not tell us much about its behaviour. Rather, properties such as “the function is size-increasing” may be more relevant. Clearly a more sophisticated complexity notion is needed.
In this paper we will propose a new method to analyse many-sorted and higher-order term rewriting systems, which can be used as a foundation to obtain a variety of complexity results. This method is based on interpretations in a monotonic algebra as also used for termination analysis [39, 22], where a term of function type is mapped to a monotonic function. Unlike [39, 22], we map a term of base type not to an integer, but rather to a vector of integers describing different values of interest in the term. This will allow us to reason separately about – for instance – the length of a list and the size of its greatest element, and to describe the behaviour of a term of function type in a fine-grained way.

This method is also relevant for termination analysis, since we essentially generalise and extend matrix interpretations [35] to higher-order rewriting. In addition, the technique may add some power to the arsenal of a complexity or termination analysis tool for first-order term rewriting; in particular many-sorted term rewriting due to the way we use type information.

A note on terminology. We use the word “complexity” as it is commonly used in term rewriting: a worst-case measure of the number of steps in a reduction. In this paper we do not address the question of true resource use or connections to computational complexity. In particular, we do not address the true cost of beta-reduction. This is left to future work.

Outline of the paper. We will start by recalling the definition of and fixing notation for many-sorted and higher-order term rewriting (§2). Then, we will define tuple interpretations for many-sorted first-order rewriting to explore the idea (§3), discuss our primary objective of higher-order tuple interpretations (§4), and relate our method to runtime complexity (§5). Finally, we will discuss related work (§6) and end with conclusions and future work (§7).

2 Preliminaries

We assume the reader is familiar with first-order term rewriting and λ-calculus. In this section, we fix notation and discuss the higher-order rewriting format used in the paper.

2.1 First-Order Many-Sorted Rewriting

Many-sorted term rewriting [38] is in principle the same as first-order term rewriting. The only difference is that we impose a sort system and limit interest to well-sorted terms.

Formally, we assume given a non-empty set of sorts $S$. A many-sorted signature consists of a set $F$ of function symbols together with two functions that map each symbol to a finite sequence of input sorts and an output sort. Fixing a many-sorted signature, we will denote $f :: [i_1 \times \cdots \times i_k] \Rightarrow \kappa$ if $f \in F$ and $f$ has input sorts $i_1, \ldots, i_k$ and output sort $\kappa$. We also assume given a set $X = \bigcup_{\kappa \in S} X_\kappa$ of variables disjoint from $F$, such that all $X_\kappa$ are pairwise disjoint. The set $T_{fo}(F, X)$ of many-sorted terms is inductively defined as the set of expressions $s$ such that $s :: \kappa$ can be derived for some sort $\kappa$ using the clauses:

- $x :: \kappa$ if $x \in X_\kappa$
- $f(s_1, \ldots, s_k) :: \kappa$ if $f :: [i_1 \times \cdots \times i_k] \Rightarrow \kappa$ and each $s_i :: i_i$

If $s :: \kappa$, we call $\kappa$ the sort of $s$. Substitutions, rewrite rules and reduction are defined as usual in first-order term rewriting, except that substitutions are sort-preserving (each variable is mapped to a term of the same sort) and both sides of a rule have the same sort. We omit these definitions, since they are a special case of the higher-order definitions in Section 2.2.

Example 1. We fix nat and list for the sorts of natural numbers and lists of natural numbers, respectively; and a signature with the symbols: $0 :: \text{nat}$ (this is shorthand notation for $[] \Rightarrow \text{nat}$), $s :: \text{nat} \Rightarrow \text{nat}$, $\text{nil} :: \text{list}$, $\text{cons} :: \text{nat} \times \text{list} \Rightarrow \text{list}$, $\text{rev} :: \text{list} \Rightarrow \text{list}$,
variables in compute well-known functions over lists and numbers. We follow the convention of using
infix notation for cons and ⊕, i.e., \text{cons}(x, ys)\ is written \(x : xs\) and \(⊕(x, y)\) is written \(x ⊕ y\).

\[
\begin{align*}
  x ⊕ 0 & \rightarrow x \\
  x ⊕ s(y) & \rightarrow s(x ⊕ y) \\
  \text{append}(\text{nil}, xs) & \rightarrow xs \\
  \text{append}(x : xs, ys) & \rightarrow x : \text{append}(xs, ys)
\end{align*}
\]

\[
\begin{align*}
  \text{sum} & \Rightarrow 0 \\
  \text{sum}(\text{nil}) & \Rightarrow 0 \\
  \text{rev}(\text{nil}) & \Rightarrow \text{nil}
\end{align*}
\]

2.2 Higher-Order Rewriting

For higher-order rewriting, we will use algebraic functional systems (AFS), a slightly simplified form of a higher-order language introduced by Jouannaud and Okada [29]. This choice gives an easy presentation, as it combines algebraic definitions in a first-order style with a function mechanism using λ-abstractions and term applications.

Given a non-empty set of sorts \(S\), the set \(ST\) of simple types (or just types) is given by: (a) \(S \subseteq ST\); (b) if \(σ, τ \in ST\) then \(σ \Rightarrow τ \in ST\). Types are denoted by \(σ, τ\) and sorts by \(ι, κ\). A higher-order signature consists of a set \(F\) of function symbols together with two functions that map each symbol to a finite sequence of input types and an output type; fixing a signature, we denote this type information \(f :: [σ_1 × ⋯ × σ_k] ⇒ τ\). A function symbol is said to be higher-order if at least one of its input types or its output type is an arrow type.

We also assume given a set \(X = \bigcup_{σ \in ST} X_σ\) of variables disjoint from \(F\) (and pairwise disjoint) so that each \(X_σ\) is countably infinite. The set \(T(F, X)\) of terms is inductively defined as the set of expressions whose type can be derived using the following clauses:

\[
\begin{align*}
  x :: σ & \quad \text{if } x \in X_σ \\
  (st) :: τ & \quad \text{if } s :: σ ⇒ τ \text{ and } :: σ \\
  (λx.s) :: σ ⇒ τ & \quad \text{if } x \in X_σ \text{ and } s :: τ \\
  f(s_1, \ldots, s_k) :: τ & \quad \text{if } f :: [σ_1 × ⋯ × σ_k] ⇒ τ \text{ and each } s_i :: σ_i
\end{align*}
\]

If \(s :: σ\), we say that \(σ\) is the type of \(s\). It is easy to see that each term has a unique type.

As in the λ-calculus, a variable \(x\) is bound in a term if it occurs in the scope of an abstractor \(λx\); it is free otherwise. A term is called closed if it has no free variables and ground if it also has no bound variables. Term equality is modulo α-conversion and bound variables are renamed if necessary. Application is left-associative and has precedence over abstractions; for example, \(λx.s\) \(t\) \(u\) reads \(λx.((s\ t)\ u)\). A substitution is a finite, type-preserving mapping \(γ : X → T(F, X)\), typically denoted \([x_1 := s_1, \ldots, x_n := t_n]\). Its domain \(\{x_1, \ldots, x_n\}\) is denoted \(\text{dom}(γ)\). A substitution \(γ\) is applied to a term \(s\), notation \(sγ\), by renaming all bound variables in \(s\) to fresh variables and then replacing each \(x \in \text{dom}(γ)\) by \(γ(x)\). Formally:

\[
\begin{align*}
  xγ & = γ(x) \quad \text{if } x \in \text{dom}(γ) \\
  (st)γ & = (sγ) τ(γ) \\
  f(s_1, \ldots, s_k)γ & = f(s_1γ, \ldots, s_kγ) \\
  (λx.s)γ & = λy.(s([x := y]γ)) \text{ for } y \text{ fresh}
\end{align*}
\]

Here, \([x := y]γ\) is the substitution that maps \(x\) to \(y\) and all variables in \(\text{dom}(γ)\) other than \(x\) to \(γ(x)\). The result of \(sγ\) is unique modulo α-renaming.

A rewriting rule is a pair of terms \(ℓ → r\) of the same type such that all free variables of \(r\) also occur in \(ℓ\). Given a set of rewriting rules \(R\), the rewrite relation induced by \(R\) on the set \(T(F, X)\) is the smallest monotonic relation that is stable under substitution and contains both all elements of \(R\) and β-reduction. That is, it is inductively generated by:
(λx.s) t →R s[x := t] \quad \lambda x.s \rightarrow_R \lambda x.t \text{ if } s \rightarrow_R t
\\
\ell \gamma \rightarrow_R r \gamma \quad \text{if } \ell \rightarrow r \in \mathcal{R}
\\
f(\ldots, s, \ldots) \rightarrow_R f(\ldots, t, \ldots) \quad \text{if } s \rightarrow_R t \quad u s \rightarrow_R t \quad \text{if } s \rightarrow_R t
\\

Note that we do not, by default, include the common \( \eta \)-reduction rule scheme (\( "\lambda x. s \ x \rightarrow_R s" \) if \( x \) is not a free variable in \( s \)\)). We avoid this because not all sources consider it, and it is easy to add by including, for all types \( \sigma, \tau \), a rule \( \lambda x. F \ x \rightarrow F \) with \( F \in \mathcal{X}_{\sigma \rightarrow \tau} \) in \( \mathcal{R} \).

An algebraic functional system (AFS) is the combination of a set of terms \( T(\mathcal{F}, \mathcal{X}) \) and a rewrite relation \( \rightarrow_R \) over \( T(\mathcal{F}, \mathcal{X}) \). An AFS is typically given by supplying \( \mathcal{F} \) and \( \mathcal{R} \).

A many-sorted term rewriting system (TRS), as discussed in Section 2.1, is a pair \((T_{fo}(\mathcal{F}, \mathcal{X}), \rightarrow_R)\) where \( \mathcal{F} \) is a many-sorted signature and \( \rightarrow_R \) a rewrite relation over \( T_{fo}(\mathcal{F}, \mathcal{X}) \). That is, it is essentially an AFS where we only consider first-order terms.

**Example 2.** Following common examples in higher-order rewriting, we will use (as a running example) the AFS \((F, R)_{\text{total}}\) with symbols \( \text{nil} :: \text{list} \), \( \text{cons} :: [\text{nat} \times \text{list}] \Rightarrow \text{list} \), \( \text{map} :: [(\text{nat} \Rightarrow \text{nat}) \times \text{list}] \Rightarrow \text{nat} \), and rules:

\[
\text{foldl}(F, z, \text{nil}) \rightarrow z \\
\text{foldl}(F, z, x : xs) \rightarrow \text{foldl}(F, (F \ z \ x), xs) \\
\text{map}(F, \text{nil}) \rightarrow \text{nil} \\
\text{map}(F, x : xs) \rightarrow (F \ x) : \text{map}(F, xs)
\]

### 2.3 Functions and orderings

An extended well-founded set is a tuple \((A, >, \geq)\) such that \( > \) is a well-founded ordering on \( A \); \( \geq \) is a quasi-ordering on \( A \); \( x > y \) implies \( x \geq y \); and \( x > y \geq z \) implies \( x > z \). Hence, it is permitted, but not required, that \( \geq \) is the reflexive closure of \( > \).

For sets \( A, B \), the notation \( A \Rightarrow B \) denotes the set of functions from \( A \) to \( B \). Function equality is extensional: for \( f, g \in A \Rightarrow B \) we say \( f = g \) iff \( f(x) = g(x) \) for all \( x \in A \).

If \((A, >, \geq)\) and \((B, >, \geq)\) are extended well-founded sets, we say that \( f \in A \Rightarrow B \) is weakly monotonic if \( x \geq y \) implies \( f(x) \geq f(y) \). In addition, if \((A_1, >_1, \geq_1), \ldots, (A_n, >_n, \geq_n)\) are all well-founded sets, we say that \( f \in A_1 \times \cdots \times A_n \Rightarrow B \) is weakly monotonic if we have \( f(x_1, \ldots, x_n) \geq f(y_1, \ldots, y_n) \) whenever \( x_i \geq y_i \) for all \( i \leq n \). We say that \( f \) is strict in argument \( j \) if \( x_j > y_j \) and also \( x_i \geq y_i \) for all \( i \neq j \) implies \( f(x_1, \ldots, x_n) > f(y_1, \ldots, y_n) \).

We say that \( f \in A_1 \times \cdots \times A_n \Rightarrow B \) is strongly monotonic if \( f \) is weakly monotonic and strict in all its arguments (and similar for \( f \in A \Rightarrow B \)).

### 3 First-Order tuple interpretation

In this section, we will introduce the concept of tuple interpretations for many-sorted term rewriting. This is the core methodology which the higher-order theory is built on top of. This theory also has value by itself as a first-order termination and complexity technique.

It is common in the rewriting literature to use termination proofs to assess the difficulty of rewriting a term to normal form [7, 27]. The intuition comes from the idea that by ordering rewriting rules in descending order we gauge the order of magnitude of reduction. The same principle applies for syntactic [24, 25, 34] and semantic [27, 26, 35] termination proofs.

On the semantic side there is a natural strategy: given an extended well-founded set \( \mathcal{A} = (A, >, \geq) \) find an interpretation from terms to elements of \( A \) so that \([s] > [t]\) whenever \( s \rightarrow_R t \). (This can typically be done by showing that \([\ell] > [r]\) for all rules \( \ell \rightarrow r \).) This
We say that a TRS \( \mathcal{R} \) elements of \( \mathcal{A} \) by letting \( A \) interpret in each step. As the normal form has cost \( J \), we only require that they do not increase in a reduction step. By induction on the size of \( \mathcal{A} \) tuple algebra \( \mathcal{J} \) consists of a family of extended well-founded sets \( (A_i, >, \geq) \in S \) together with an interpretation \( \mathcal{J} \) which associates to each \( f : [1 \times \cdots \times 1] \Rightarrow \kappa \) in \( \mathcal{F} \) a strongly monotonic function \( \mathcal{J}_f \in A_1 \times \cdots \times A_\kappa \Rightarrow A_\kappa \). Let \( \alpha \) be a function that maps variables of sort \( i \) to \( \mathcal{A}_1 \). We extend \( \mathcal{J} \) to a function \( \llbracket \mathcal{J}_f \rrbracket_\alpha \) that maps terms of sort \( i \) to \( \mathcal{A}_1 \), by letting \( \llbracket x \rrbracket_\alpha = \alpha(x) \) if \( x \) is a variable of sort \( i \), and \( \llbracket (s_1, \ldots, s_k) \rrbracket_\alpha = \mathcal{J}_f(\llbracket s_1 \rrbracket_\alpha, \ldots, \llbracket s_k \rrbracket_\alpha) \). We say that a TRS \( (\mathcal{F}, \mathcal{R}) \) is compatible with \( \mathcal{A} \) if \( \llbracket f \rrbracket_\alpha > \llbracket r \rrbracket_\alpha \) for all \( \alpha \) and all \( \ell \rightarrow r \in \mathcal{R} \).

We will generally omit the subscript \( \alpha \) when it is clear from context, writing \([s]_\alpha\) instead of \([s]_\alpha\). In examples, we may write something like \([s] = x + y\) to mean \([s]_\alpha = \alpha(x) + \alpha(y)\).

\[ \text{Proof Sketch.} \] By induction on the size of \( s \) using \( \text{strong monotonicity of each } \mathcal{J}_f \).

A common notion in the literature on complexity of term rewriting is \textit{derivation height}:

\[ dh_\mathcal{R}(t) := \max\{n \in \mathbb{N} \mid \exists s. t \rightarrow^n s\}. \]

Intuitively, \( dh_\mathcal{R}(t) \) describes the worst-case number of steps for all possible reductions starting in \( t \). If \( (\mathcal{F}, \mathcal{R}) \) is terminating, then \( dh_\mathcal{R}(\cdot) \) is a total function. If \( (A_i, >, \geq) = (\mathbb{N}, >) \) then we easily see that \( dh_\mathcal{R}(t) \leq \llbracket t \rrbracket \) for any term \( t \). Hence, \( \llbracket \cdot \rrbracket \) can be used to bound the derivation height function. However, this may give a severe overestimation, as demonstrated below.

\[ \text{Example 5.} \] Let \( (\mathcal{F}, \mathcal{R})_{ab} \) be the TRS with only a rule \( a(b(x)) \rightarrow b(a(x)) \) and signature \( a, b : \text{[string]} \Rightarrow \text{string and } \epsilon : \text{string}. \) We can prove termination by the following interpretation:

\[ \llbracket a(x) \rrbracket = 2 \times x \quad \llbracket b(x) \rrbracket = x + 1 \quad \llbracket \epsilon \rrbracket = 0 \]

Indeed, we have \( \llbracket f \rrbracket > \llbracket r \rrbracket \) for the only rule as \( \llbracket a(b(x)) \rrbracket = 2 \times x + 2 \times x + 1 = \llbracket b(a(x)) \rrbracket. \)

Now consider a term \( t = a^n(b^m(\epsilon)) \). Then \( dh_\mathcal{R}(t) = n \times m \) whereas \( \llbracket t \rrbracket = 2^n \times n \); an exponential difference! Such an overestimation is problematic if we want to use \( \llbracket \cdot \rrbracket \) to bound \( dh_\mathcal{R}(\cdot) \).

We could find a tight bound for the system of Example 5 by an example like the following: for every term \( s \), let \( \#bs(s) \) be the number of \( b \) occurrences in \( s \). For a term \( t \), let \( cost(t) \) denote \( \sum \{\#bs(s) \mid a(s) \text{ is a subterm of } t\} \). Then, the cost of a term decreases exactly by 1 in each step. As the normal form has cost 0, we find the tight bound \( cost(a^n(b^m(\epsilon))) = n \times m \).

This reasoning relies on tracking more than one value. We can formalise this reasoning using an algebra interpretation (and will do so in Example 8), by choosing the right \( \mathcal{A} \):

\[ \text{Definition 6.} \] A tuple algebra is an algebra \( \mathcal{A} = (A, \mathcal{J}) \) with \( A = (A_i, >, \geq) \in S \) such that each \( A_i \) has the form \( N^{K[i]} \) (for an integer \( K[i] \geq 1 \)) and we let \( \langle n_1, \ldots, n_{K[i]} \rangle \geq \langle n'_1, \ldots, n'_{K[i]} \rangle \) if each \( n_i \geq n'_i \), and \( \langle n_1, \ldots, n_{K[i]} \rangle > \langle n'_1, \ldots, n'_{K[i]} \rangle \) if additionally \( n_1 > n'_1 \).

Intuitively, the first component always indicates “cost”: the number of steps needed to reduce a term to normal form. This is the component that needs to decrease in each rewrite step to have \( [s] > [t] \) whenever \( s \rightarrow^* t \). The remaining components represent some value of interest for the sort. This could for example be the size of the term (or its normal form), the length of a list, or following Example 5, the number of occurrences of a specific symbol. For these components, we only require that they do not increase in a reduction step.

By the definition of \( >, \), and using Theorem 4, we can conclude:
Corollary 7. If a TRS \( (F, \mathcal{R}) \) is compatible with a tuple algebra then it is terminating and \( d\mathcal{R}(t) \leq [t]_1 \), for all terms \( t \). (Here, \([t]_1\) indicates the first component of the tuple \([t]\).)

Using this, we obtain a tight bound on the derivation height of \( a^n(b^m(\epsilon)) \) in Example 5:

Example 8. The TRS \( (F, \mathcal{R})_{ab} \) is compatible with the tuple algebra with \( A_{\text{string}} = \mathbb{N}^2 \) and

\[
\llbracket a(x) \rrbracket = \langle x_1 + x_2, x_2 \rangle \quad \llbracket b(x) \rrbracket = \langle x_1, x_2 + 1 \rangle \quad \llbracket \epsilon \rrbracket = \langle 0, 0 \rangle
\]

Here, again, subscripts indicate tuple indexing; i.e., \( (n, m)_1 = n \) and \( (n, m)_2 = m \). Note that for every ground term \( s \) we have \( \llbracket s \rrbracket_2 =\# bs(s) \). The first component exactly sums \#bs(\( t \)) for every subterm \( t \) of \( s \) which has the form \( a(t') \). We have: \( \llbracket a(b(x)) \rrbracket = \langle x_1 + x_2 + 1, x_2 + 1 \rangle \ranglenat \langle x_1 + x_2, x_2 + 1 \rangle \ranglenat \llbracket a(b(x)) \rrbracket \). The interpretation functions \( J_a \) and \( J_b \) are indeed monotonic.

Moreover, a function \( S : \mathbb{N}^K[\{i\}] \times \cdots \times \mathbb{N}^K[\{i\}] \rightarrow \mathbb{N} \) is weakly monotonic if it is built from constants in \( \mathbb{N} \), variable components \( x^n \) and weakly monotonic functions in \( \mathbb{N}^n \rightarrow \mathbb{N} \).

For the “weakly monotonic functions in \( \mathbb{N}^n \rightarrow \mathbb{N} \)” we could for instance use the following observation:

Lemma 9. A function \( F : \mathbb{N}^K[\{i\}] \times \cdots \times \mathbb{N}^K[\{i\}] \rightarrow \mathbb{N}^K[\{i\}] \) is strongly monotonic if we can write \( F(x^1, \ldots, x^k) = \langle x_1^k \rangle + \cdots + \langle x_1^k \rangle + S(y) \rangle \), \( S_1(x^1, \ldots, x^k) \), \( S_2(x^1, \ldots, x^k) \), \( \ldots, S_K(x^1, \ldots, x^k) \), where each \( S_i \) is a weakly monotonic function in \( \mathbb{N}^K[\{i\}] \times \cdots \times \mathbb{N}^K[\{i\}] \rightarrow \mathbb{N} \).

To determine the length \( K[i] \) of the tuple for a sort \( i \), we use a semantic approach, similar to one used in [19] in the context of functional languages: the elements of the tuple are values of interest for the sort. The two prominent examples in this paper are the sort \( \text{nat} \) of natural numbers – which is constructed from the symbols \( 0 :: \text{nat} \) and \( s :: [\text{nat}] \rightarrow \text{nat} \) – and the sort list of lists of natural numbers – which is constructed using \( \text{nil} :: \text{list} \) and \( \text{cons} :: [\text{nat} \times \text{list}] \rightarrow \text{list} \). For natural numbers, we consider their size, so the number of \( \text{ss} \)’s. For lists, we consider both their length and an upper bound on the size of their elements. This gives \( K[\text{nat}] = 2 \) (cost of reducing the term, size of its normal form) and \( K[\text{list}] = 3 \) (cost of reducing, length of normal form, maximum element size). In the remainder of this paper, we will use \( x_\epsilon \) as syntactic sugar for \( x_1 \) (the cost component of \( x \)), \( x_s \) and \( x_\epsilon \) as \( x_2 \) and \( x_m \) as \( x_3 \).

Example 10. Consider the TRS defined in Example 1. We start by giving an interpretation for the type constructors: the symbols \( 0, \text{nil}, s, \text{cons} \) which are used to construct natural numbers and lists. To be in line with the semantics for the type interpretation, we let:

\[
\llbracket 0 \rrbracket = \langle 0, 0 \rangle \quad \llbracket s(x) \rrbracket = \langle x_\epsilon, x_\epsilon + 1 \rangle \quad \llbracket \text{nil} \rrbracket = \langle 0, 0, 0 \rangle \quad \llbracket x : x_s \rrbracket = \langle x_\epsilon + x_s, x_\epsilon + 1, \max(x_s, x_{s_m}) \rangle
\]

This expresses that \( 0 \) has no evaluation cost and size \( 0 \); analogously, \( \text{nil} \) has no evaluation cost and \( 0 \) as length and maximum element. The cost of evaluating a term \( s(t) \) depends entirely on the cost of the term’s argument \( t \); the size component counts the number of \( \text{ss} \). The cost component for \( \text{cons} \) similarly sums the costs of its arguments, while the length is increased by \( 1 \), and the maximum element is the maximum between its head and tail.

For the remaining symbols we choose the following interpretations:

\[
\llbracket x \oplus y \rrbracket = \langle x_\epsilon + y_\epsilon + y_\epsilon + 1, x_\epsilon + y_\epsilon \rangle \quad \llbracket \text{sum}(x_s) \rrbracket = \langle x_s + \epsilon \times x_s + \epsilon \times x_{s_m} + 1, x_s + x_{s_m} \rangle
\]

\[
\llbracket \text{rev}(x_s) \rrbracket = \langle x_s + x_{s_m} + \frac{\epsilon \times (x_s + 1)}{2} + 1, x_s, x_{s_m} \rangle \quad \llbracket \text{append}(x_s, y_s) \rrbracket = \langle x_s + y_s + x_{s_m} + 1, x_s + y_s, \max(x_{s_m}, y_{s_m}) \rangle
\]
Checking compatibility is easily done for the interpretation above, and strong monotonicity follows by Lemma 9 (as $n \mapsto \frac{n(n+1)}{2} \in \mathbb{N} \Rightarrow \mathbb{N}$ is weakly monotonic). We see that the cost of evaluating `append` is linear in the first list length and independent of the size of the list elements, while evaluating `sum` gives a quadratic dependency on length and size combined.

Our tuple interpretations have some similarities with matrix interpretations [21], where also each term is associated to an $n$-tuple. In essence, matrix interpretations are tuple interpretations, for systems with only one sort. However, the shape of the interpretation functions $f$ in matrix interpretations is limited to functions following Lemma 9 where each $S$ is a linear multivariate polynomial. Hence, our interpretations are a strict generalisation, which also admits interpretations such as those used for `sum`, `rev` and `append` in Example 10.

For the purpose of termination, tuple interpretations strictly extend the power of both polynomial interpretations and matrix interpretations already in the first-order case.

Example 11. A TRS that implements division in [4] shows a limitation of polynomial interpretations: it contains a rule $\text{quot}(s(x), s(y)) \rightarrow s(\text{quot}(\text{minus}(x,y), s(y)))$ which cannot be oriented by any polynomial interpretation, because $[\text{minus}(x,s(x))] > [s(x)]$ for any strongly monotonic polynomial $J_{\text{minus}}$. Due to the duplication of $y$, this rule also cannot be handled by a matrix interpretation. However, we do have a compatible tuple interpretation:

$$
\begin{align*}
[0] &= (0, 0) & [\text{minus}(x,y)] &= (x_c + y_c + y_s + 1, x_s) \\
[s(x)] &= (x_c, x_s + 1) & [\text{quot}(x,y)] &= (x_c + x_s + y_c + x_s * y_c + y_s + 1, x_s)
\end{align*}
$$

In practice, in first-order termination or complexity analysis one would not exclusively use interpretations, but rather a combination of different techniques. In that context, tuple interpretations may be used as one part of a large toolbox. They are likely to offer a simple complexity proof in many cases, but they are unlikely to be an essential technique since so many other methods have already been developed. Indeed, all examples in this section can be handled with previously established theory. For instance, Example 5 can be handled with matrix interpretations, while `sum` and `rev` may be analysed using ideas from [24] and [35].

However, developing a new technique for first-order termination and traditional complexity analysis is not our goal. Our method does provide a more fine-grained notion of complexity, which may consider information such as the length of a list. Moreover, the first-order case is an important stepping stone towards higher-order analysis, where far fewer methods exist.

4 Higher-order tuple interpretations

In this section, we will extend the ideas from Section 3 to the higher-order setting, and hence define the core notion of this paper: higher-order tuple interpretations. To do this, we will build on the notion of strongly monotonic algebras originating in [39].

4.1 Strongly monotonic algebras

In first-order term rewriting, the complexity of a TRS is often measured as runtime or derivational complexity. Both measures consider initial terms $s$ of a certain shape, and supply a bound on $\text{dh}_R(s)$ given the size of $s$. However, this is not a good approach for higher-order terms: the behaviour of a term of higher type generally cannot be captured in an integer.

Example 12. Consider the AFS obtained by combining Examples 1 and 2. The evaluation cost of a term $\text{foldl}(F, n, q)$ depends almost completely on the behaviour of the functional subterm $F$, and not only on its evaluation cost. To see this, consider two cases: $F_1 :=$
\[ \lambda x. \lambda y. y \oplus x \], and \( F_2 := \lambda x. \lambda y. x \oplus x \). For natural numbers \( n, m \), the evaluation cost of both \( F_1(n, m) \) and \( F_2(n, m) \) is the same: \( n + 1 \). However, the size of the result is different. Hence, the number of steps needed to compute \( \text{fold}(F_1, n, q) \) for a number \( n \) and list \( q \) is quadratic in the size of \( n \) and \( q \), while the number of steps needed for \( \text{fold}(F_2, n, q) \) is exponential.

As Example 12 shows, higher-order rewriting is a natural place to separate cost and size. But more than that, we need to know what a function does with its arguments: whether it is size-increasing, how long it takes to evaluate them, and more.

This is naturally captured by the notion of (weakly or strongly) monotonic algebras for higher-order rewriting introduced by v.d. Pol [39]: here, a term of arrow type is interpreted as a function, which allows the interpretation to retain all relevant information.

Monotonic interpretations were originally defined for a different higher-order rewriting formalism, which does make some difference in the way abstraction and application is handled. Weakly monotonic algebras were transposed to AFSs in [22]; however, here we extend the more natural notion of hereditarily monotonic algebras which v.d. Pol only briefly considered.\(^1\)

**Definition 13.** Let \( S \) be a set of sorts and \( F \) a higher-order signature. We assume given for every sort \( i \) an extended well-founded set \( (A_i, \succ_i, \succeq_i) \). From this, we define the set of strongly monotonic functionals, as follows:

- For all sorts \( i \): \( M_i := A_i \) and \( \succeq_i := \succ_i \) and \( \succeq_i := \succeq_i \).
- For an arrow type \( \sigma \rightarrow \tau \):
  - \( M_{\sigma \rightarrow \tau} := \{ F \in M_\sigma \rightarrow M_\tau \mid F \text{ is strongly monotonic} \} \)
  - \( F \succeq_{\sigma \rightarrow \tau} G \) iff \( M_\sigma \) is non-empty and \( \forall x \in M_\sigma, F(x) \succeq_\tau G(x) \), and
  - \( F \succeq_{\sigma \rightarrow \tau} G \) iff \( \forall x \in M_\sigma, F(x) \succeq_\tau G(x) \).

That is, \( M_{\sigma \rightarrow \tau} \) contains strongly monotonic functions from \( M_\sigma \) to \( M_\tau \) and both \( \succeq_{\sigma \rightarrow \tau} \) and \( \succeq_{\sigma \rightarrow \tau} \) do a point-wise comparison. By a straightforward induction on types we have:

**Lemma 14.** For all types \( \sigma \), \( (M_\sigma, \succeq_\sigma, \succeq_\sigma) \) is an extended well-founded set; that is:

- \( \succeq_\sigma \) is well-founded and \( \succeq_\sigma \) is reflexive;
- both \( \succeq_\sigma \) and \( \succeq_\sigma \) are transitive;
- for all \( x, y, z \in M_\sigma \), \( x \succeq_\sigma y \) implies \( x \succeq_\sigma y \) and \( x \succeq_\sigma y \) implies \( x \succeq_\sigma z \).

We will define higher-order strongly monotonic algebras as an extension of Definition 3, mapping a term of type \( \sigma \) to an element of \( M_\sigma \). Functional terms \( f(s_1, \ldots, s_k) \) and variables can be handled as before, but we now also have to deal with application and abstraction.

Application is straightforward: since terms of higher type are mapped to functions, we can interpret application as function application, i.e., \( [[s \cdot t]]_\alpha := [[s]]_\alpha([t]]_\alpha) \). However, abstraction is more difficult. The natural choice would be to view abstraction as defining a function; i.e., let \( [[\lambda x.s]]_\alpha \) be the function \( d \rightarrow [[s]]_\alpha[x := d] \). Unfortunately, this is not necessarily monotonic: \( d \rightarrow [[s]]_\alpha[x := d] \) is strongly monotonic only if \( x \) occurs freely in \( s \). For example \( \lambda x.0 \) would be mapped to a constant function, which is not in \( M_{\text{nat} \rightarrow \text{nat}} \). Moreover, this definition would give \( [[(\lambda x.s) \cdot t]]_\alpha = [[s] \cdot [t]]_\alpha \), so \( \beta \)-steps would not be counted toward the evaluation cost.

We handle both problems by using a choosable function \( \text{MakeSM}_{\sigma, \tau} \), which takes a function that may be strongly monotonic or constant, and turns it strongly monotonic.

---

\(^1\) In [39], v.d. Pol rejects hereditarily (or: strongly) monotonic algebras because they are not so well-suited for analysing the HRS format [36] where reasoning is modulo \( \rightarrow_{\beta} \): it is impossible to both interpret all terms of function type to strongly monotonic functions and have \( [[(\lambda x.s) \cdot t]]_\alpha = [[s] \cdot [t]]_\alpha \). In the AFS format, we do not have the latter requirement. In [22], where the authors considered the AFS format like we do here (but for interpretations to \( \mathbb{N} \) rather than to tuples), weakly monotonic algebras were used because they are a more natural choice in the context of dependency pairs.
Definition 15. A \((\sigma, \tau)\)-monotonicity function MakeSM\(_{\sigma, \tau}\) is a strongly monotonic function in \(C_{\sigma, \tau} \implies M_{\tau} \implies \tau\), where the set \(C_{\sigma, \tau}\) is defined as \(M_{\sigma} \implies \tau \cup \{ F \in M_{\sigma} \implies \tau \mid F(x) = F(y) \text{ for all } x, y \in M_{\sigma} \}\). (Here, the set \(C_{\sigma, \tau}\) is ordered by point-wise comparison.)

With this definition, we are ready to define strongly monotonic algebras.

Definition 16. A strongly monotonic algebra \(A_M\) consists of a family \((M_\sigma, \sqcup, \sqsubseteq_\sigma)_{\sigma \in ST}\), an interpretation function \(J\) which associates to each \(f : [\sigma_1 \times \cdots \times \sigma_k] \implies \tau\) in \(F\) an element of \(M_{\sigma_1} \implies \cdots \implies \sigma_k \implies \tau\), and a \((\sigma, \tau)\)-monotonicity function MakeSM\(_{\sigma, \tau}\), for each \(\sigma, \tau \in ST\).

Let \(\alpha\) be a function that maps variables of type \(\sigma\) to elements of \(M_\sigma\). We extend \(J\) to a function \([\_\]_\(\alpha\) that maps terms of type \(\sigma\) to elements of \(M_\sigma\), as follows:

\[
\begin{align*}
[x]_\alpha &= \alpha(x) \text{ for variables } x \\
[s \cdot l]_\alpha &= [s]_\alpha([l]_\alpha) \\
[\lambda x. s]_\alpha &= \text{MakeSM}_{\sigma, \tau}(d \mapsto [s]_{\alpha[x := d]} \text{ if } x :: \sigma \text{ and } s :: \tau
\end{align*}
\]

We can see by induction on \(s\) that for \(s :: \sigma\) indeed \([s]_\alpha \in M_\sigma\). We say that an AFS \((F, R)\) is compatible with \(A_M\) if for all valuations \(\alpha\) both (1) \([t]_\alpha \sqsubseteq [r]_\alpha\) for all \(t \rightarrow_R r\); and (2) \([\lambda x. s]_\alpha \sqsubseteq [s[x := l]]_\alpha\) for any \(s :: \sigma, t :: \tau, \text{ and } x \in \mathcal{X}_\tau\).

As before, we will typically omit the \(\alpha\) subscript and use notation like \([s] = F(x + 3)\) to denote \([s]_\alpha = \alpha(F)(\alpha(x) + 3)\). When types are not relevant, we will denote \(\sqsubseteq\) instead of specifying \(\square_\sigma\), and we may write \(f \in M\) to mean \(f \in M_\sigma\) for some \(\sigma \in ST\).

We extend Theorem 4 into the following compatibility result.

Theorem 17. If \((F, R)\) is compatible with \(A_M\), then for all \(\alpha\), \([s]_\alpha \sqsubseteq [t]_\alpha\) when \(s \rightarrow_R t\).

For Definition 13 and Theorem 17, we can choose the well-founded sets \((A_i, \succ_i, \succeq_i)\) for each sort, and the functions MakeSM\(_{\sigma, \tau}\) for each pair of types, as we desire. A higher-order tuple algebra is a strongly monotonic algebra where each \((A_i, \succ_i, \succeq_i)\) follows Definition 6.

Example 18. Let \(A_{\text{nat}} = \mathbb{N}^2\) and \(A_{\text{list}} = \mathbb{N}^3\) as before, and assume \(\text{cons}\) and \(\text{nil}\) are interpreted as in Example 10. Consider the rules for \(\text{map}\) in Example 2. We let:

\[
[\text{map}(F, x)] = ((x \cdot s_1 + 1) \cdot (F(\langle x \cdot s_2, x \cdot s_m \rangle) + 1), x \cdot s_1, F(x \cdot s_2, x \cdot s_m))
\]

This expresses that \(\text{map}\) does not increase the list length (as the length component is just \(x \cdot s_1\)), the greatest element of the result is bounded by the value of \(F\) on the greatest element of \(x\), and the evaluation cost is mostly expressed by a number of \(F\) steps that is linear in the length of \(x\). We will see in Lemma 23 that \(J_{\text{map}}\) is indeed strongly monotonic.

To prove compatibility of the AFS with \(A_M\), we must first see that \([t]_\alpha \sqsubseteq [r]_\alpha\) for all rules \(t \rightarrow_R r\). For the first rule this is easy: \([\text{map}(F, \text{nil})] = \langle F(\langle 0, 0 \rangle), 1, 0, F(\langle 0, 0 \rangle) \rangle \supseteq \text{nat}\) \(0, 0, 0) = [\text{nil}].\) For the second \(\text{map}\) rule, we must check that \(\langle \text{cost-}\ell, \text{len-}\ell, \text{max-}\ell \rangle 
\supseteq \text{nat}\) \(\langle \text{cost-}\ell, \text{len-}\ell, \text{max-}\ell \rangle\); that is, cost-\(\ell > \text{cost-}\ell\) and len-\(\ell \geq \text{len-}\ell\) and max-\(\ell \geq \text{max-}\ell\), where:

\[
\begin{align*}
\text{cost-}\ell &= [\text{map}(F, x)]_\ell = (x \cdot s_1 + 2) \cdot (F(x \cdot x + s_2, \text{max}(x \cdot x, x \cdot s_m)))_\ell + 1) \\
\text{cost-}\ell &= [\text{map}(F, x)]_\ell = F(x \cdot x + s_2, \text{max}(x \cdot x, x \cdot s_m))_\ell + 1) \\
\text{len-}\ell &= [\text{map}(F, x)]_\ell = s_1 + 1 = [\text{map}(F, x)]_\ell = \text{len-}\ell \\
\text{max-}\ell &= [\text{map}(F, x)]_\ell = F(x \cdot x + s_2, \text{max}(x \cdot x, x \cdot s_m))_\ell \\
\text{max-}\ell &= [\text{map}(F, x)]_\ell = \text{max}(F(x \cdot x), F(x \cdot x, x \cdot s_m))_\ell
\end{align*}
\]

To see why cost-\(\ell > \text{cost-}\ell\) we observe that for all \(x, x \cdot s_2, \text{max}(x \cdot x, x \cdot s_m) \in \text{nat}\) both \(\text{cost-}\ell\) and \(\text{cost-}\ell\) \(\text{cost-}\ell\) and \(\text{cost-}\ell\). Since \(F \in M_{\text{nat} \supseteq \text{nat}}\) therefore \(F(x \cdot x + s_2, \text{max}(x \cdot x, x \cdot s_m)) \in \text{nat}\) both \(F(x \cdot x, x \cdot s_m)\) and \(F(x \cdot s_2, x \cdot s_m)\). We find max-\(\ell \geq \text{max-}\ell\) by a similar reasoning.
4.2 Interpreting abstractions

Example 18 is not complete: we have not yet defined the functions \( \text{MakeSM}_{\sigma,\tau} \), and we have not shown that \( \llbracket (\lambda x.s) t \rrbracket \sqsupset \llbracket s[x:=t] \rrbracket \) always holds. To achieve this, we will define some standard functions to build elements of \( \mathcal{M} \). This allows us to easily construct strongly monotonic functionals, both to build \( \text{MakeSM}_{\sigma,\tau} \) and to create interpretation functions \( J_t \).

\[ \llbracket (\lambda x.s) t \rrbracket \sqsupset \llbracket s[x:=t] \rrbracket \]

Definition 19. For every type \( \sigma \), we define: \( 0_\sigma \in \mathcal{M}_\sigma \); \( \text{costof}_\sigma \in \mathcal{M}_\sigma \implies \mathbb{N} \); and \( \text{addc}_\sigma \in \mathbb{N} \times \mathcal{M}_\sigma \implies \mathcal{M}_\sigma \) by mutual recursion on \( \sigma \) as follows.

\[
\begin{align*}
0_\sigma &= (0, \ldots, 0) & 0_{\sigma \rightarrow \tau} &= d \mapsto \text{addc}(\text{costof}_\sigma(d), 0_{\tau}) \\
\text{costof}_\sigma((n_1, \ldots, n_{K[\sigma]})) &= n_1 & \text{costof}_{\sigma \rightarrow \tau}(F) &= \text{costof}_\tau(F(0_\sigma)) \\
\text{addc}_\sigma(c, (n_1, \ldots, n_{K[\sigma]})) &= (c + n_1, n_2, \ldots, n_{K[\sigma]}) & \text{addc}_{\sigma \rightarrow \tau}(c, F) &= d \mapsto \text{addc}(c, F(d))
\end{align*}
\]

Here, \( 0_\sigma \) defines the minimal element of \( \mathcal{M}_\sigma \). The function \( \text{costof}_\sigma \) maps every \( F \) to the cost component of \( F(0_{\sigma_1}, \ldots, 0_{\sigma_m}) \); hence, if \( F \sqsubseteq \sigma G \) we have \( \text{costof}_\sigma(F) > \text{costof}_\sigma(G) \).

The function \( \text{addc}_\sigma \) pointwise increases an element of \( \mathcal{M}_\sigma \) by adding to the cost component: if \( F(x_1, \ldots, x_m) = (n_1, \ldots, n_k) \), then \( \text{addc}(c, F)(x_1, \ldots, x_m) = (c + n_1, n_2, \ldots, n_k) \).

It is easy to see that \( 0_\sigma \) and \( \text{addc}_\sigma(n, X) \) are in \( \mathcal{M} \) for all \( \sigma \) (by induction on \( \sigma \)), and that \( \text{costof}_\sigma \) and \( \text{addc}_\sigma \) are strict in all their arguments. Various properties of these functions are detailed in the appendix (Lemmas B.4–B.8). We will particularly use that always \( F(\text{addc}(n, x)) \sqsupset \text{addc}(n, F(x)) \) (Lemma B.7) and \( \text{costof}(F(x)) \geq \text{costof}(x) \) (Lemma B.8).

We can use these functions to for instance create candidates for \( \text{MakeSM}_{\sigma,\tau} \). While many suitable definitions are possible, we will particularly consider the following:

Definition 20. For types \( \sigma, \tau \), and \( F \) a weakly monotonic function in \( \mathcal{M}_\sigma \implies \mathcal{M}_\tau \), let:

\[
\Phi_{\sigma,\tau}(F) = \begin{cases} 
\text{addc}_{\sigma \rightarrow \tau}(1, F(d)) & \text{if } F \text{ is in } \mathcal{M}_{\sigma \rightarrow \tau} \\
\text{addc}_{\sigma \rightarrow \tau}(\text{costof}_\sigma(d) + 1, F(d)) & \text{otherwise}
\end{cases}
\]

Then \( \Phi_{\sigma,\tau} \) is a \((\sigma, \tau)\)-monotonicity function. To see this, the most challenging part is proving that \( \Phi_{\sigma,\tau}(F) \sqsubseteq \Phi_{\sigma,\tau}(G) \) if \( F \sqsubseteq \sigma G \) and \( F \in \mathcal{M}_{\sigma \rightarrow \tau} \) while \( G \) is a constant function. We can prove this using the result that \( x \sqsubseteq y \) implies \( \text{addc}(1, x) \sqsupseteq y \) for all \( x, y \). We have:

Lemma 21. If \( \text{MakeSM}_{\sigma,\tau} = \Phi_{\sigma,\tau} \) then \( \llbracket (\lambda x.s) t \rrbracket \sqsupset \llbracket s[x:=t] \rrbracket \), for \( s : \tau \), \( t : \sigma \), \( x \in \mathcal{X}_\sigma \).

Proof Sketch. We expand \( \text{MakeSM}_{\sigma,\tau} \) to achieve \( \llbracket \lambda x.s \rrbracket _\alpha = \text{addc}_\sigma(\text{costof}_\sigma([t]_\alpha) + 1, [s]_{[x:=t]}^\alpha) \) or \( \llbracket \lambda x.s \rrbracket _\alpha = \text{addc}_\tau(1, [s]_{[x:=t]}^\alpha) \). By induction on \( \tau \) we prove that \( \text{addc}(n, F) \sqsubseteq F \) for all \( n \geq 1 \). So either way, \( \llbracket (\lambda x.s) t \rrbracket _\alpha \sqsupset \llbracket s[x:=t] \rrbracket _\alpha \). Finally, we prove a substitution lemma, \( [s]_{[x:=t]}^\alpha = [s[x:=t]]_\alpha \), by induction on \( s \).

In examples in the remainder of this paper, we will assume that \( \text{MakeSM}_{\sigma,\tau} = \Phi_{\sigma,\tau} \). With these choices we do not only orient the \( \beta \)-rule (and thus satisfy item (2) of the compatibility conditions), but also the \( \eta \)-reduction rules mentioned in Section 2.2.

Lemma 22. If \( \text{MakeSM}_{\sigma,\tau} = \Phi_{\sigma,\tau} \) then for any \( F \in \mathcal{X}_{\sigma \rightarrow \tau} \) we have: \( \llbracket \lambda x.Fx \rrbracket \sqsupset \llbracket F \rrbracket \).

Proof Sketch. Since \( F \neq x \), we have \( [F]_{[x:=d]}^\alpha = \alpha(F) \) for all \( \alpha \) and \( d \). Consequently, \( \llbracket \lambda x.Fx \rrbracket \sqsupset \llbracket F \rrbracket \)\( \sqsupset d \mapsto \text{addc}_\tau(1, F(d)) \) either way. We are done as: \( \text{addc}_\tau(1, F(d)) \sqsupset \llbracket F \rrbracket \). \( \blacksquare \)
4.3 Creating strongly monotonic interpretation functions

We can use Theorem 17 to obtain bounds on the derivation heights of given terms. However, to achieve this, we must find an interpretation function $\mathcal{J}$, and prove that each $\mathcal{J}$ is in $\mathcal{M}$. We will now explore ways to construct such strongly monotonic functions. It turns out to be useful to also consider weakly monotonic functions. In the following, we will write “$f$ is \(\text{wm}(A_1, \ldots, A_k ; B)$$” to mean that $f$ is a weakly monotonic function in $A_1 \times \cdots \times A_k \Rightarrow B$.

Lemma 23. Let $x_1, \ldots, x_k$ be variables ranging over $\mathcal{M}_{\sigma_1}, \ldots, \mathcal{M}_{\sigma_k}$ respectively; we shortly denote this sequence $\bar{x}$. We let $\bar{\mathcal{M}}^\sigma_i$ denote the sequence $\mathcal{M}_{\sigma_1}, \ldots, \mathcal{M}_{\sigma_k}$. Then:

1. If $F(\bar{x}) = x^i$ then $F$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_{\sigma})$, and $F$ is strict in argument $i$;
2. If $F(\bar{x}) = x^i(F_1(\bar{x}), \ldots, F_n(\bar{x}))$, $\sigma_i \Rightarrow \tau_i \Rightarrow \cdots \Rightarrow \tau_n \Rightarrow \rho$, and each $F_j$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_{\tau_j})$ then $F$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_\rho)$ and for all $p \in \{1, \ldots, k\}$: $F$ is strict in argument $p$ if $p = i$ or some $F_j$ is strict in argument $p$;
3. If $F(\bar{x}) = (G_1(\bar{x}), \ldots, G_K(\bar{x}))$ and each $G_j$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$ then $F$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$, and for all $p \in \{1, \ldots, k\}$: $F$ is strict in argument $p$ if $G_1$ is.

The last result uses functions mapping to $\mathbb{N}$; these can be constructed using the observations:

4. If $G(\bar{x}) = n$ for some $n \in \mathbb{N}$ then $G$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$;
5. If $G(\bar{x}) = x^i$, and $\sigma_i = \iota \in \mathcal{S}$ and $1 \leq j \leq K[i]$, then $G$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$, and $G$ is strict in argument $i$ if $j = 1$;
6. If $G(\bar{x}) = f(G_1(\bar{x}), \ldots, G_n(\bar{x}))$ and all $G_j$ are $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$ and $f$ is $\text{wm}(\mathcal{M}_{\sigma}; \mathcal{M})$, then $G$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$, and for all $p \in \{1, \ldots, k\}$: $G$ is strict in argument $p$ if, for some $j \in \{1, \ldots, n\}$: $G_j$ is strict in argument $p$ and $f$ is strict in argument $j$;
7. If $G(\bar{x}) = F(\bar{x}) j$ and $F$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$ and $1 \leq j \leq K[i]$ then $G$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_n)$ and if $j = 1$ then for all $p \in \{1, \ldots, k\}$: $G$ is strict in argument $p$ if $F$ is.

Proof Sketch. We easily see that in each case, $F$ or $G$ is in the given function space. To show weak monotonicity, assume given both $\bar{x}$ and $\bar{y}$ such that each $x^i \supseteq y^i$; we then check for all cases that $F(\bar{x}) \supseteq F(\bar{y})$, or $G(\bar{x}) \supseteq G(\bar{y})$. For the strictness conditions, we assume that $x^p \supseteq y^p$ and similarly check all cases.

The reader may notice items (4–6): these largely correspond to the sufficient conditions for a weakly monotonic function $S$ in Lemma 9. For the function $f$ in item (6), we could for instance choose $+$, $\ast$ or max, where $+$ is strict in all arguments. However, we can go beyond Lemma 9 by using the other items; for example, applying variables to each other.

Now, if a function $f$ is $\text{wm}(\bar{\mathcal{M}}^\sigma_i; \mathcal{M}_\tau)$ and $f$ is strict in all its arguments, then we easily see that the function $d_1 \mapsto \cdots \mapsto d_k \mapsto f(d_1, \ldots, d_k)$ is an element of $\mathcal{M}_{\sigma_1 \Rightarrow \cdots \Rightarrow \sigma_k \Rightarrow \tau}$. To illustrate how this can be used in practice, we show monotonicity of $\mathcal{J}_\text{map}$ of Example 18:

Example 24. Suppose $\mathcal{J}_\text{map}(F, q) = (\mathcal{F}(\langle q_c, q_m \rangle) \subseteq q_1 \ast \mathcal{F}(\langle q_c, q_m \rangle) \subseteq q_1 + 1, q_1, \mathcal{F}(\langle q_c, q_m \rangle) \ast \mathcal{F}(\langle q_c, q_m \rangle))$. By (5), the functions $(F, q) \mapsto q_i$ are $\text{wm}(\mathcal{M}_{\text{nat} \Rightarrow \text{nat}}, \mathcal{M}_{\text{list} \Rightarrow \mathbb{N}})$ for $i \in \{c, l, m\}$ and moreover, $(F, q) \mapsto q_c$ is strict in argument 2. Hence, by (3), $(F, q) \mapsto \langle q_c, q_m \rangle$ is $\text{wm}(\mathcal{M}_{\text{nat} \Rightarrow \text{nat}}, \mathcal{M}_{\text{list} \Rightarrow \mathcal{M}_{\text{nat}}})$ and strict in argument 2. Therefore, by (2), $(F, q) \mapsto \mathcal{F}(\langle q_c, q_m \rangle)$ is $\text{wm}(\mathcal{M}_{\text{nat} \Rightarrow \text{nat}}, \mathcal{M}_{\text{list} \Rightarrow \mathcal{M}_{\text{nat}}})$ and strict in both arguments. Hence, by (7), $(F, q) \mapsto \mathcal{F}(\langle q_c, q_m \rangle)$ and $(F, q) \mapsto \mathcal{F}(\langle q_c, q_m \rangle) \ast \mathcal{F}(\langle q_c, q_m \rangle)$ are $\text{wm}(\mathcal{M}_{\text{nat} \Rightarrow \text{nat}}, \mathcal{M}_{\text{list} \Rightarrow \mathcal{M}_{\text{nat}}})$ and the former is strict in both arguments.

Continuing like this, it is not hard to see how we can iteratively prove that $(F, q) \mapsto (\mathcal{F}(\langle q_c, q_m \rangle) \subseteq q_1 \ast \mathcal{F}(\langle q_c, q_m \rangle) \subseteq q_1 + 1, q_1, \mathcal{F}(\langle q_c, q_m \rangle))$ is $\text{wm}(\mathcal{M}_{\text{nat} \Rightarrow \text{nat}}, \mathcal{M}_{\text{list} \Rightarrow \mathcal{M}_{\text{nat}}})$ and strict in both arguments, which immediately gives $\mathcal{J}_\text{map} \in \mathcal{M}_{\text{nat} \Rightarrow \text{nat}} \Rightarrow \text{list} \Rightarrow \text{list}$. 

FSCD 2021
In practice, it is usually not needed to write such an elaborate proof: Lemma 23 essentially tells us that if a function is built exclusively using variables and variable applications, projections \( F(x)_i \), constants, and weakly monotonic operators over the natural numbers, then that function is weakly monotonic; we only need to check that the cost component indeed increases if one of the variables \( x^i \) is increased.

Unfortunately, while Lemma 23 is useful for rules like the ones for map, it is not enough to handle functions like foldl, where the same function is repeatedly applied on a term. As foldl-like functions occur more often in higher-order rewriting, we should also address this.

To handle iteration, we define: for a function \( Q \in A \implies A \) and natural number \( n \), let \( Q^n(a) \) indicate repeated function application; that is, \( Q^0(a) = a \) and \( Q^{n+1}(a) = Q^n(Q(a)) \).

\[ \text{Example 26.} \] For \( F \in \mathcal{M}_{\mathbb{N} \to \mathbb{N} \to \mathbb{N}} \) and \( x, y \in \mathbb{N} \), let Helper be defined by:

\[ \text{Helper}(F, x, y) = \langle F(x, y) \rangle_c, \max(x_c, F(x, y)_c) \]

This interpretation function is compatible with the rules for foldl in Example 2. First, we have \( [\text{foldl}(F, z, \text{nil})] = (1 + F(0_c, 0_n)_c + z, z) \sqsupseteq_{\mathbb{N}} \langle z, z \rangle = z \), which orients the first rule. For the second, we will use the general property that \((**)\) \( F(\text{addc}(n, x), y) \sqsupseteq \text{addc}(n, F(x, y)) \) (Lemma B.6). We denote \( A := \langle x_c + x_{s_c}, \max(x_c, x_{s_m}) \rangle \) and \( B := 1 + x_{s_c} + x_{s_l} + F(0_c, 0_n)_c + z \). Then we have \( [\text{foldl}(F, z, x : \text{nil})] = \text{Helper}(F, A)^{x_{s_n}+1}(\langle B + x_{s_c} + 1, z \rangle) \), which:

\[
\begin{align*}
\sqsubseteq_{\mathbb{N}} & \text{Helper}(F, A)^{x_{s_n}+1}(\text{Helper}(F, A, \langle B, z \rangle))) \quad \text{because } \langle B + x_{s_c} + 1, z \rangle \sqsupseteq_{\mathbb{N}} \langle B, z \rangle \\
\sqsubseteq_{\mathbb{N}} & \text{Helper}(F, A)^{x_{s_n}+1}(\text{Helper}(F, B, z)) \quad \text{because } \text{Helper}(F, n, m) \sqsupseteq_{\mathbb{N}} F(m, n) \\
\sqsubseteq_{\mathbb{N}} & \text{Helper}(F, \langle x_{s_c}, x_{s_m} \rangle)^{x_{s_n}+1}(\text{Helper}(F, B, z, x)) \quad \text{because } \text{Helper}(F, n, m) \sqsupseteq_{\mathbb{N}} \langle x_{s_c}, x_{s_m} \rangle \text{ and } A \sqsupseteq_{\mathbb{N}} x \\
\sqsubseteq_{\mathbb{N}} & \text{Helper}(F, \langle x_{s_c}, x_{s_m} \rangle)^{x_{s_n}+1}(\text{addc}(n, x_{s_c} + x_{s_m} + F(0_c, 0_n)_c, F(z, x))) \quad \text{by (***)} \\
= & \text{foldl}(F, \langle z, x : \text{nil} \rangle).
\end{align*}
\]

The interpretation in Example 26 may seem too convoluted for practical use: it does not obviously tell us something like “\( F \) is applied a linear number of times on terms whose size is bounded by \( n \)”. However, its value becomes clear when we plug in specific bounds for \( F \).

\[ \text{Example 27.} \] The function sum, defined in Example 1, could alternatively be defined in terms of foldl: let \( \text{sum}(x : \text{nil}) \to \text{foldl}(\lambda x y. (x + y), 0, x : \text{nil}) \). To find an interpretation for this function, we use the interpretation functions for 0, s, nil, cons and \( \oplus \) from Example 10. Then \( [\lambda x y. (x + y)] = d, e \to (d_e + e + e_c + 3, d_a + e_a) \). We easily see that Helper([\lambda x y. (x + y)] \langle x_{s_c}, x_{s_m} \rangle, z) = (z_c + x_{s_c} + x_{s_m} + 3, z_{c_s} + x_{s_m}). \) Importantly, the iteration variable \( z \) is used in a very innocent way: although its size is increased, this increase is by the same number \( (x_{s_m}) \) in every iteration step. Moreover, the length of \( z \) does not affect the evaluation...
cost. Hence, we can choose \( \text{sum}(x) = (5 + x \times c + x \times f + \times (2x + c + 3), x \times f) \). This is close to the interpretation from Example 10 but differs both in a small overhead for the \( \beta \)-reductions, and because our interpretation of \text{foldl} slightly overestimates the true cost.

This approach can be used to obtain bounds for any function that may be defined in terms of \text{foldl}, which includes many first-order functions. For example, with a small change to the signature of \text{foldl}, we could let \( \text{rev}(x) = \text{foldl}(\lambda x y. (y : x), \text{nil}, x) \); however, this would necessitate corresponding changes in the interpretation of \text{foldl}.

\section{Finding complexity bounds}

A key notion in complexity analysis of first-order rewriting is runtime complexity. In this section, we will define a conservative notion of runtime complexity for higher-order term rewriting, and show how our interpretations can be used to find runtime complexity bounds.

In first-order (and many-sorted) term rewriting, a defined symbol is any function symbol \( f \) such that there is a rule \( f(\ell_1, \ldots, \ell_k) \rightarrow r \) in the system; all other symbols are called constructors. A ground constructor term is a ground term without defined symbols. A basic term has the form \( f(s_1, \ldots, s_k) \) with \( f \) a defined symbol and \( s_1, \ldots, s_k \) all ground constructor terms. The runtime complexity of a TRS is then a function \( \varphi \) in \( (\mathbb{N} \setminus \{0\}) \rightarrow \mathbb{N} \) that maps each \( n \) to a number \( \varphi(n) \) so that for every basic term \( s \) of size at most \( n \) \( \text{dh}(s) \leq \varphi(n) \).

The comparable notion of derivational complexity considers the derivation height for arbitrary ground terms of size \( n \), but we will not use that here, since it can often give very high bounds that are not necessarily representative for realistic use of the system. In practice, a computation with a TRS would typically start with a main function, which takes data (e.g., natural numbers, lists) as input. This is exactly a basic term. Hence, the notion of runtime complexity roughly captures the worst-case number of steps for a realistic computation.

It is not obvious how this notion translates to the higher-order setting. It may be tempting to literally apply the definition to an AFS, but a “ground constructor term” (or perhaps “closed constructor term”) is not a natural concept in higher-order rewriting; it does not intuitively capture data. Moreover, we would like to create a robust notion which can be extended to simple functional programming languages, so which is not subject to minor language difference like whether partial application of function symbols is allowed.

Instead, there are two obvious ways to capture the idea of input in higher-order rewriting:

- \text{closed irreducible terms}; this includes all ground constructor terms, but also for instance \( \lambda x.0 \oplus x \) (but not \( \lambda x.x \oplus 0 \), since this can be rewritten following the rules in Example 1);
- \text{data}; this includes only ground constructor terms with no higher-order subterms.

As we observed in Example 12, the size of a higher-order term does not capture its behaviour. Hence, a notion of runtime complexity using closed irreducible terms is not obviously meaningful – and might be closer to derivational complexity due to defined symbols inside abstractions. Therefore, we here take the conservative choice and consider \text{data}.

\textbf{Definition 28.} In an AFS \( (\mathcal{F}, \mathcal{R}) \), a data constructor is a function symbol \( c :: [\iota_1 \times \cdots \times \iota_k] \Rightarrow \iota_0 \) with each \( \iota_i \in \mathcal{S} \), such that there is no rule of the form \( c(\ell_1, \ldots, \ell_k) \rightarrow r \). A data term is a term \( c(d_1, \ldots, d_k) \) such that \( c \) is a constructor and all \( d_i \) are also data terms.

In practice, a sort is defined by its data constructors. For example, nat is defined by \( 0 \) and \( s \), and list by \( \text{nil} \) and \( \text{cons} \). In typical examples of first- and higher-order term rewriting systems, rules are defined to exhaustively pattern match on all constructors for a sort.

With this definition, we can conservatively extend the original notion of runtime complexity to be applicable to both many-sorted and higher-order term rewriting.
Definition 29. A basic term is a term of the form \( f(d_1, \ldots, d_k) \) with all \( d_i \) data terms and \( f \) not a data constructor. We let \(|d|\) denote the total number of symbols in a basic term \( d \).

The runtime complexity of an AFS is a function \( \varphi \in (\mathbb{N} \setminus \{0\}) \rightarrow \mathbb{N} \) so that for all \( n \) and basic terms \( d \), with \(|d| \leq n\): \( dh_{\mathcal{R}}(d) \leq \varphi(n) \).

Note that if \( f(d_1, \ldots, d_k) \) is a basic term, then \( f:: [\iota_1 \times \cdots \times \iota_k] \Rightarrow \tau \) with all \( \iota_i \) sorts. Hence, higher-order runtime complexity considers the same (first-order) notion of basic terms as the first-order case; terms such as \( \text{map}(F,s) \) or even \( \text{map}(\lambda x.s(x), \text{nil}) \) are not basic. One might reasonably question whether such a first-order notion is useful when studying the complexity of higher-order term rewriting. However, we argue that it is: runtime complexity aims to address the length of computations that begin at a typical starting point. When performing a full program analysis of an AFS, the computation will still typically start in a basic term, for instance; the entry-point symbol \( \text{main} \) applied to some user input \( d_1, \ldots, d_k \).

Example 30. We consider an AFS from the Termination Problem Database, v11.0 \[16\].

\[
\begin{align*}
x \oplus 0 & \rightarrow_{\mathcal{R}} x \\
x \oplus s(y) & \rightarrow_{\mathcal{R}} s(x \oplus y) \\
\text{rec}(0, y, F) & \rightarrow_{\mathcal{R}} y \\
\text{rec}(s(x), y, F) & \rightarrow_{\mathcal{R}} F \cdot x \cdot \text{rec}(x, y, F) \\
x \otimes y & \rightarrow_{\mathcal{R}} \text{rec}(y, 0, \lambda n. \lambda m. x \oplus m)
\end{align*}
\]

Here, \( \text{rec}:: \left[ \text{nat} \times \text{nat} \times (\text{nat} \Rightarrow \text{nat} \Rightarrow \text{nat}) \right] \Rightarrow \text{nat} \). The only basic terms have the form \( s^n(0) \oplus s^m(0) \) or \( s^n(0) \otimes s^m(0) \). Using our method, we obtain cubic runtime complexity; to be precise: \( O(m^2 * n) \). The interpretation functions are found in Appendix A.

To derive runtime complexity for both first- and higher-order rewriting, our approach is to consider bounds for the functions \( \mathcal{J}_i \); we only need to consider the first-order symbols \( f \).

Definition 31. Let \( P \in \mathcal{M}_{\iota_1 \Rightarrow \ldots \Rightarrow \iota_m \Rightarrow_{\mathcal{R}}} \) be of the form \( P(x^1, \ldots, x^m) = (P_1(x^1, \ldots, x^m), \ldots, P_K[\iota](x^1, \ldots, x^m)) \). Then \( P \) is linearly bounded if each component function \( P_i \) of \( P \) is upper-bounded by a positive linear polynomial, i.e., there is a constant \( a \in \mathbb{N} \) such that \( P_i(x^1, \ldots, x^m) \leq a*(1 + \sum_{i=1}^{m} \sum_{j=1}^{K[\iota]} x^i_j) \). We say that \( P \) is additive if there exists a constant \( a \in \mathbb{N} \) such that \( \sum_{i=1}^{K[\iota]} P_i(x^1, \ldots, x^m) \leq a + \sum_{i=1}^{m} \sum_{j=1}^{K[\iota]} x^i_j \).

By this definition, \( P_i \) is not required to be a linear function, only to be bounded by one. This means that for instance \( \text{min}(x^i_1, 2 \cdot x^i_2) \) can be used, but \( x^i_1 \cdot x^i_2 \) cannot. It is easily checked that all the data constructors in this paper have an additive interpretation. For example, for \( \mathcal{J}_{\text{cons}}:: (x_1 + x_3) + (x_1 + 1) + \max(x_5, x_6) \leq 1 + x_1 + x_4 + x_5 + x_9 + x_8 \).

Lemma 32. Let \( (F, \mathcal{R}) \) be an AFS or TRS that is compatible with a strongly monotonic algebra with interpretation function \( \mathcal{J} \). Then:

1. if \( \mathcal{J}_c \) is additive for all data constructors \( c \), then there exists a constant \( b > 0 \) in \( \mathbb{N} \) so that for all data terms \( s \): if \( |s| \leq n \) then \( |s| \leq b * n \), for each component \( [s]_t \) of \( [s] \);
2. if \( \mathcal{J}_c \) is linearly bounded for all data constructors \( c \), then there exists a constant \( b > 0 \) in \( \mathbb{N} \) so that for all data terms \( s \): if \( |s| \leq n \) then \( |s| \leq 2^{|s|} \), for each component \( [s]_t \) of \( [s] \).

By using Lemma 32, we quickly obtain some ways to bound runtime complexity:

Corollary 33. Let \( (F, \mathcal{R}) \) be an AFS or TRS that is compatible with a strongly monotonic algebra with interpretation function \( \mathcal{J} \), and let \( \mathcal{F}_C \) denote its set of data constructors, and \( \mathcal{F}_B \) the set of all other symbols \( f \) with a signature \( f:: [\iota_1 \times \cdots \times \iota_m] \Rightarrow \tau \). Then:

- if \( \mathcal{J}_f \) is additive for all \( f \in \mathcal{F}_C \cup \mathcal{F}_B \), then \( (F, \mathcal{R}) \) has linear runtime complexity;
- if \( \mathcal{J}_f \) is additive for all \( c \in \mathcal{F}_C \) and for all \( f \in \mathcal{F}_B \), \( \mathcal{J}_f(\vec{x}) = (P_1(\vec{x}), \ldots, P_k(\vec{x})) \) where \( P_1 \) is bounded by a polynomial, then \( (F, \mathcal{R}) \) has polynomial runtime complexity;
- if \( \mathcal{J}_f \) is linearly bounded for all \( f \in \mathcal{F}_C \cup \mathcal{F}_B \), then \( (F, \mathcal{R}) \) has exponential runtime complexity.
We could easily use these results as part of an automatic complexity tool – and indeed, combine them with other methods for complexity analysis. However, this is not truly our goal: runtime complexity is only a part of the picture, especially in higher-order term rewriting where we may want to analyse modules that get much more hairy input. Our technique aims to give more fine-grained information, where we consider the impact of input with certain properties – like the length of a list or the depth of a tree. For this, the person interested in the analysis should be the one to decide on the interpretations of the constructors.

With this information given, though, it should be possible to automatically find interpretations for the other functions. The search for the best strategy requires dedicated research, which we leave to future work; however, we expect Lemmas 23 and 25 to play a large role. We also note that while the cost component may depend on the other components, the other components (which represent a kind of size property) typically do not depend on the cost.

6 On Related Work

Rewriting. There are several first-order complexity techniques based on interpretations. For example, in [11], the consequences of using additive, linear, and polynomial interpretations to the natural numbers are investigated; and in [26], context-dependent interpretations are introduced, which map terms to real numbers to obtain tighter bounds. Most closely related to our approach are *matrix interpretations* [21, 35], and a technique by the first author for complexity analysis of conditional term rewriting [31]. In both cases, terms are mapped to tuples as they are in our approach, although neither considers sort information, and matrix interpretations use linear interpretation functions. Our technique is a generalisation of both.

Higher-order Rewriting. In *higher-order* term rewriting (but a formalism without $\lambda$-abstraction), Baillot and Dal Lago [10] develop a version of higher-order polynomial interpretations which, like the present work, is based on v.d. Pol’s higher-order interpretations [39]. In similar ways to our Section 5, the authors enforce polynomial bounds on derivational complexity by imposing restrictions on the shape of interpretations. Their method differs from ours in various ways, most importantly by mapping terms to $\mathbb{N}$ rather than tuples. In addition, the interpretations are limited to higher-order polynomials. This yields an ordering with the subterm property (i.e., $f(\ldots, s, \ldots) \sqsubseteq s$), which means that TRSs like Example 11 cannot be handled. Moreover, it is not possible to find a general interpretation for functions like *foldl* or *rec*; the method can only handle instances of *foldl* with a linear function.

Beyond this, it unfortunately seems that relatively little work has thus far been done on complexity analysis of higher-order term rewriting. However, complexity of *functional programs* is an active field of research with a close relation to higher-order term rewriting.

Functional Programming. There are various techniques to statically analyse resource use of functional programs. These may be fully automated [5, 9, 42], semi-automated designed to reason about programmer specified-bounds [45, 15, 23], or even manual techniques, integrated with type system or program logic semantics [14, 17]. We discuss the most pertinent ones.

An approach using rewriting for full-program analysis is to translate functional programs to TRSs [6], which can be analysed using first-order complexity techniques. This takes advantage of the large body of work on first-order complexity, but loses information; the transformation often yields a system that is harder to analyse than the original.

The research methodology in most studies in functional programming differs significantly from rewriting techniques. Nevertheless, there are some studies with clear connections to our approach; in particular our separation of cost and size (and other structural properties). Most
relevant, in [19] the authors use a similar approach by giving semantics to a complexity-aware intermediate language allowing arbitrary user-defined notions for size – such as list length or maximum element size; recurrence relations are then extracted to represent the complexity.

Additionally, most modern complexity analysis is done via enhancements at the type system level [2, 5, 28, 40, 23, 20]. For example, types may be annotated with a counter, the heap size or a data type’s size measure. Notably, a line of work on Resource-Aware ML [28, 37, 30] studies resource use of OCaml programs with methods based on Tarjan’s amortized analysis [43]. Types are annotated with potentials (a cost measure), and type inference generates a set of linear constraints which is sent over to an external solver. For Haskell, Liquid Haskell [41, 44] provides a language to annotate types, which can be used to prove properties of the program; this was recently extended to include complexity [23]. Unlike RAML, this approach is not fully automatic: type annotations are checked, not derived.

These works in functional programming have a different purpose from ours: they study the resource use in a specific language, typically with a fixed evaluation strategy. Our method, in contrast, allows for arbitrary evaluation, which could be specified to various strategies in future work. Moreover, most of these works limit interest to full-program analysis. We do this for runtime complexity, but our method offers more, by providing general interpretations for individual functions like map or fold. Similarly, most of these works impose additive type annotations for the constructors; we do not restrict the constructor interpretations outside Lemma 32. On the other hand, many do consider (shallow) polymorphism, which we do not.

While in functional programming one considers resource usage [40, 28], rewriting is concerned with the number of steps, which can be translated to a form of resource measure if the true cost of each step is kept low. This is achieved by imposing restrictions on reduction strategy and term representation [1, 18]. Our approach carries the blessing of being general and machine independent and the curse of not necessarily being a reasonable cost model.

7 Conclusion and Future Work

In this paper, we have introduced tuple interpretations for many-sorted and higher-order term rewriting. This includes providing a new definition of strongly monotonic algebras, a compatibility theorem, a function MakeSM that orients \( \beta \)- and \( \eta \)-reductions, and several lemmas to prove monotonicity of interpretation functions. We also show that for certain restrictions on interpretation functions, we find linear, polynomial or exponential bounds on runtime complexity (for a simple but natural definition of higher-order runtime complexity).

Our type-based, semantical approach allows us to relate various “size” notions (e.g., list length, tree depth, term size, etc.) to reduction cost, and thus offers a more fine-grained analysis than traditional notions like runtime complexity. Most importantly, we can express the complexity of a higher-order function in terms of the behaviour of its (function) arguments. In the future, we hope that this could be used towards a truly higher-order complexity notion.

Some further examples and weaknesses. Aside from the three higher-order examples in this paper, we have successfully applied our method to a variety of higher-order benchmarks in the Termination Problem Database [16], all with additive interpretations for the constructors. Two additional examples (filter and deriv) are included in Appendix A.

A clear weakness we discovered was that our method can only handle “plain function-passing” systems [33]. That is, we typically do not succeed on systems where a variable of function type occurs inside a subterm of base type, and occurs outside this subterm in the right-hand side. Examples of such systems are ordrec, which has a rule ordrec(\( \text{lim}(F), x, G, H) \rightarrow_R \text{H} \cdot \text{F} \cdot (\lambda n.\, \text{ordrec}(F \cdot n, x, G, H)) \) with \( \lim :: [\text{nat} \Rightarrow \text{ord}] \Rightarrow \text{ord} \), and apply, which has a rule lapply(\( x, \text{fcons}(F, xs) \)) \rightarrow_R F \cdot \text{lapply}(x, xs) \) with \( \text{fcons} :: [(a \Rightarrow a) \times \text{listf}] \Rightarrow \text{listf} \).
Future work. We intend to consider the effect of different evaluation strategies, such as innermost evaluation, weak-innermost evaluation (where rewriting below an abstraction is not allowed, as is commonly the case in functional programming) or outermost evaluation. This extension is likely to be an important step towards another goal: to more closely relate our complexity notion to a reasonable measure of resource consumption in a rewriting engine. In addition, we plan to extend first-order complexity techniques like dependency tuples [24], which may allow us to overcome the weakness described above. Another goal is to enrich our type system to support a notion of polymorphism and add polymorphic interpretations into the play. We also aim to develop a tool to automatically find suitable tuple interpretations.
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Extended examples

**Extrec.** The system in Example 30 has the following interpretation:

\[ [0] = \langle 0, 0 \rangle \]
\[ [s(x)] = \langle x_c, x_c + 1 \rangle \]
\[ [x \oplus y] = \langle x_c + y_c + y_s + 1, x_s + y_s \rangle \]
\[ [x \otimes y] = \langle 1 + y_s * (x_c + y_c + x_s * (y_s + 1)/2 + 3), x_s * y_s \rangle \]
\[ [\text{rec}(x, y, F)] = Helper(x, F)^{\lambda} \langle 1 + x_c + y_c + x_s + F(0, 0, y_s) \rangle \]
\[ Helper(x, F) = x \mapsto \langle F(x, z)_c, \max(z_s, F(x, z)_s) \rangle \]

Then we always have \((*A)\) \(Helper(x, F)(z) \sqsupseteq \text{nat} \ z\) because \(F(x, z)_c \geq z_c\) which we will see in Lemma B.8, and clearly \(\max(z_s, F(x, z)_s) \geq z_s\). Hence, the monotonicity requirements are satisfied. We also clearly have \((*B)\) \(Helper(x, F)(z) \sqsupseteq \text{nat} \ F(x, z)_s\), since clearly \(\max(z_s, F(x, z)_s) \geq F(x, z)_s\). For most rules, it is easy to see that \([t] \sqsubseteq [r]\). We only show:

\[ [\text{rec}(s(x), y, F)] = Helper((x_c, x_c + 1), F)^{\lambda} \langle 1 + x_c + y_c + (x_s + 1) + F(0, 0, y_s) \rangle \]
\[ Helper((x_c, x_c + 1), F)(Helper((x_c, x_c + 1), F)^{\lambda} (2 + x_c + y_c + x_s + F(0, 0, y_s))) \sqsupseteq \text{nat} \]
\[ F((x_c, x_c + 1), Helper((x_c, x_c, F)^{\lambda} (1 + x_c + y_c + x_s + F(0, 0, y_s)))) \]

\[ \sqsubseteq \text{nat} F((x_c, x_c, F)) \]

\[ = F(x, Helper(x, F)^{\lambda} (1 + x_c + y_c + x_s + F(0, 0, y_s))) = [F \cdot x \cdot \text{rec}(x, y, F)] \]

\[ [x \otimes y] \sqsubseteq \text{nat} [\text{rec}(y, 0, (x \otimes y)) + m] \]

\[ \lambda \cdot \text{rec}(y, 0, (x \otimes y) + m) \]

**Filter.** We show an example from the Termination Problem Database, v11.0.

\begin{align*}
\text{rand} & (x) \rightarrow_{\mathcal{R}} x & \text{filter} & (F, \text{nil}) \rightarrow_{\mathcal{R}} \text{nil} \\
\text{rand}(s(x)) & \rightarrow_{\mathcal{R}} \text{rand}(x) & \text{filter}(F, x : x) & \rightarrow_{\mathcal{R}} \text{consif}(F \cdot x, x, \text{filter}(F, x)) \\
\text{bool}(0) & \rightarrow_{\mathcal{R}} \text{false} & \text{consif} & (\text{true}, x, x) \rightarrow_{\mathcal{R}} x : x \\
\text{bool}(s(0)) & \rightarrow_{\mathcal{R}} \text{true} & \text{consif} & (\text{false}, x, x) \rightarrow_{\mathcal{R}} x : x \\
\end{align*}

We will use the notation \(q\) instead of \(x_s\) to avoid clutter in the proof. We let \(\mathcal{M}_{\text{nat}} = \mathbb{N}^2\) and \(\mathcal{M}_{\text{list}} = \mathbb{N}^3\) as before, and additionally let \(\mathcal{M}_{\text{boolean}} = \mathbb{N}\) (so no size components). We let:

\begin{align*}
[\text{true}] &= \langle 0 \rangle & [s(x)] &= \langle x_c, x_c + 1 \rangle & [\text{bool}(x)] &= \langle x_c + 1 \rangle \\
[\text{false}] &= \langle 0 \rangle & [\text{nil}] &= \langle 0, 0, 0 \rangle & [\text{rand}(x)] &= \langle 1 + x_c + x_s, x_s \rangle \\
[0] &= \langle 0, 0 \rangle & [x : q] &= \langle x_c + q_c, q_h + 1, \max(x_s, q_m) \rangle \\
[\text{consif}(x, x, q)] &= \langle z_c + x_c + y_c + 1, q_l + 1, \max(x_s, q_m) \rangle \\
[\text{filter}(F, q)] &= \langle 1 + (q_h + 1) * (2 + q_c + F(\langle q_c, q_m \rangle)_c, q_l, q_m) \rangle \\
\end{align*}

It is easy to see that monotonicity requirements are satisfied. As for orienting the rules, we show only the second filter rule.
It is easy to see that monotonicity requirements are satisfied. In addition, all the rules are
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Deriv. Our final example also comes from the termination problem database.
\[
\begin{align*}
der(\lambda x. y) & \rightarrow_R \lambda z. 0 & der(\lambda x. \sin(x)) & \rightarrow_R \lambda z. \cos(z) \\
der(\lambda x. plus(F \cdot x, G \cdot x)) & \rightarrow_R \lambda z. plus(der(F) \cdot z, der(G) \cdot z) \\
der(\lambda x. times(F \cdot x, G \cdot x)) & \rightarrow_R \lambda z. times(der(F) \cdot z, der(G) \cdot z) \\
der(\lambda x. ln(F \cdot x)) & \rightarrow_R \lambda z. div(der(F) \cdot z, F \cdot z)
\end{align*}
\]
With \( der :: \text{real} \Rightarrow \text{real} \Rightarrow \text{real} \Rightarrow \text{real} \). We let \( M_{\text{real}} = \mathbb{N}^3 \) where the first component indicates
cost, and the second and third component roughly indicate the number of plus/times/in
occurrences and the number of times/in occurrences respectively. We will denote \( x_s \) for \( x_2 \),
and \( x_s \) for \( x_3 \). We use the following interpretation:
\[
\begin{align*}
[0] & = (0, 0, 0) & \text{[plus}(x, y)] & = (x_c + y_c, x_s + y_s + 1, x_s + y_s) \\
[1] & = (0, 0, 0) & \text{[times}(x, y)] & = (x_c + y_c, x_s + y_s + 1, x_s + y_s + 1) \\
[\cos(x)] & = x & \text{[ln}(x)] & = (x_c, x_s + 1, x_s + 1) \\
[\sin(x)] & = x & \text{[der}(F)] & = z \mapsto (1 + F(z) + 2 \cdot F(z)_c + F(z)_s \cdot F(z)_c, \\
[\min(x)] & = (x_c, 0, 0) & & F(z)_s \cdot (F(z)_s + 1), \\
[\div(x, y)] & = (x_c + y_c, 0, 0) & & F(z)_s \cdot (F(z)_s + 1))
\end{align*}
\]
It is easy to see that monotonicity requirements are satisfied. In addition, all the rules are
oriented by this interpretation. We only show the one for times.
\[
\begin{align*}
[\text{der}(\lambda x. \text{times}(F \cdot x, G \cdot x))] & \supset \text{real} \left[ \lambda x. \text{times}(\text{der}(F) \cdot z, G \cdot z), \text{times}(F \cdot z, \text{der}(G) \cdot z) \right] \\
[\lambda x. \text{times}(F \cdot x, G \cdot x)] & = x \mapsto (1 + F(z)_c + G(z)_c, F(x)_s + G(x)_s + 1, F(x)_s + G(x)_s + 1) \\
[\text{times}(\text{der}(F) \cdot z, G \cdot z)] & = (1 + F(z)_c + 2 \cdot F(z)_s + F(z)_c, \cdot F(z)_c + G(z)_c, F(z)_s + (F(z)_s + 1) + G(z)_s + 1) \\
[\text{times}(F \cdot z, \text{der}(G) \cdot z)] & = (1 + G(z)_c + 2 \cdot G(z)_s + G(z)_c, \cdot G(z)_c + G(z)_c, G(z)_s + (G(z)_s + 1) + F(z)_s + 1) \\
[\text{der}(\lambda x. \text{times}(F \cdot x, G \cdot x))] & = z \mapsto (1 + \text{cost}, \text{size}, \text{star}, \text{where})
\end{align*}
\]
We have size \( F(z)_s + G(z)_c + 1 + (F(z)_s + G(z)_c + 1) \cdot (F(z)_s + G(z)_c + 1) \geq
F(z)_s + G(z)_c + 1 + F(z)_s + G(z)_c + 1 \cdot (F(z)_s + G(z)_c + 1) \geq
F(z)_s + G(z)_c + 1 + F(z)_s + G(z)_c + 1 \cdot (F(z)_s + G(z)_c + 1) \cdot (F(z)_s + G(z)_c + 1) =
\text{[plus}(\text{times}(\text{der}(F) \cdot z, G \cdot z), \text{times}(F \cdot z, \text{der}(G) \cdot z))]
\]
The proof that star \( \geq \text{[plus}(\text{times}(\text{der}(F) \cdot z, G \cdot z), \text{times}(F \cdot z, \text{der}(G) \cdot z))]
\) is the same, just with \( s \) replaced by \( r \).
Finally, cost \( F(z)_c + G(z)_c + 2 \cdot F(z)_s + 2 \cdot G(z)_s + 1 + F(z)_c + G(z)_c + (F(z)_s +
G(z)_c) + F(z)_c + G(z)_c + 1 \cdot (F(z)_s + G(z)_c + 1) + G(z)_c + G(z)_c + F(z)_s + 1 =
\text{[plus}(\text{times}(\text{der}(F) \cdot z, G \cdot z), \text{times}(F \cdot z, \text{der}(G) \cdot z))]
\)
We here present proof sketches for lemmas in the text where they were omitted, as well as
unstated lemmas that for instance support the correctness of our definition. Complete proofs
can be found in the extended appendix [32].

**Proof Sketch of Lemma 14.** Each individual statement follows by induction on \( \sigma \).

In the text, we quietly asserted that Definition 16 is well-defined. This follows from:

**Lemma B.1.** For all terms \( s :: \sigma \) and suitable \( \alpha \) as described in Definition 16 we have:
\[ \llbracket s \rrbracket_\alpha \in M_\sigma, \text{ and for all variables } x \text{ occurring in the domain of } \alpha: d \mapsto \llbracket s \rrbracket_{x := d} \text{ is either a}
\text{ strongly monotonic function, or a constant function.} \]

**Proof Sketch.** By induction on the form of \( s \). The second part of the induction hypothesis is
used to prove that \( [\lambda x. s] \in M \), as MakeSM must be applied on either a strongly monotonic
or a constant function.

To prove Theorem 17 we need an AFS version of the so called *Substitution Lemma*. We begin
by giving a systematic way of extending a substitution (seen as a morphism between terms)
to a valuation, seen as morphism from terms to elements of \( \mathcal{A}_M \).

**Definition B.2.** Given a substitution \( \gamma = [x_1 := s_1, \ldots, x_n := s_n] \) and a valuation \( \alpha \),
we define \( \alpha^\gamma \) as the valuation such that \( \alpha^\gamma(x) = \alpha(x) \), if \( x \notin \text{dom}(\gamma) \); and \( \alpha^\gamma(x) = \llbracket x \rrbracket_\alpha \),
otherwise.

**Lemma B.3 (Substitution Lemma).** For any substitution \( \gamma \) and valuation \( \alpha \), \( \llbracket s^\gamma \rrbracket_\alpha = \llbracket s \rrbracket_\alpha^\gamma \).
Additionally, if \( \llbracket s \rrbracket_\alpha \sqsupseteq \llbracket t \rrbracket_\alpha \) (\( \llbracket s \rrbracket_\alpha \sqsubseteq \llbracket t \rrbracket_\alpha \)), then \( \llbracket s^\gamma \rrbracket_\alpha \sqsupseteq \llbracket t^\gamma \rrbracket_\alpha \) (\( \llbracket s^\gamma \rrbracket_\alpha \sqsubseteq \llbracket t^\gamma \rrbracket_\alpha \)).

**Proof.** By inspection of Definition B.2 it can be easily shown by induction on \( s \) that the diagram to the
right commutes. As a consequence, if \( \llbracket s \rrbracket_\alpha \sqsupseteq \llbracket t \rrbracket_\alpha \) for any valuation \( \alpha \), then \( \llbracket s^\gamma \rrbracket_\alpha \sqsupseteq \llbracket t^\gamma \rrbracket_\alpha \) in particular. So \( \llbracket s^\gamma \rrbracket_\alpha \sqsupseteq \llbracket t \rrbracket_\alpha \).
The case for \( \sqsubseteq \) is analogous.

**Proof Sketch of Theorem 17.** This follows easily by induction on the definition of \( s \rightarrow_R t \),
using the substitution lemma.

We posit some results regarding the functions \( 0_\sigma, \text{addc}_\sigma \) and \( \text{costof}_\sigma \).

**Lemma B.4.** For all types \( \sigma \): (1) \( 0_\sigma \in M_\sigma \); (2) for all \( n \in \mathbb{N} \) and \( x \in M_\sigma \): \( \text{addc}_\sigma(n, x) \in M_\sigma \); (3) \( \text{costof}_\sigma \) is weakly monotonic and strict in its first argument; (4) \( \text{addc}_\sigma \) is weakly monotonic and strict in both its arguments.

**Proof Sketch.** All claims follow easily by a mutual induction on \( \sigma \).

**Lemma B.5.** For all types \( \sigma \), for all \( x \in M_\sigma \): (1) \( \text{addc}_\sigma(0, x) = x \); (2) for all \( n, m \in \mathbb{N} \):
\( \text{addc}_\sigma(n, \text{addc}_\sigma(m, x)) = \text{addc}_\sigma(n+m, x) \); (3) if \( n > 0 \) then \( \text{addc}_\sigma(n, x) \sqsupseteq x \); (4) if \( y \in M_\sigma \) is such that \( x \sqsupseteq y \) then \( x \sqsupseteq \text{addc}_\sigma(1, y) \); (5) for all \( n \in \mathbb{N} \): \( \text{costof}_\sigma(\text{addc}_\sigma(n, x)) = n + \text{costof}_\sigma(x) \).

**Proof Sketch.** All claims follow easily by induction on \( \sigma \).
Lemma B.6. For all \( \sigma, \tau, F \in \mathcal{M}_{\sigma \rightarrow \tau}, x \in \mathcal{M}_\sigma, n \in \mathbb{N} \): \( F(\text{addc}_\sigma(n, x)) \supseteq \text{addc}_\tau(n, F(x)) \).

Proof Sketch. By induction on \( n \), using the various claims in Lemma B.5.

Lemma B.7. For all types \( \sigma \) and all \( x \in \mathcal{M}_\sigma \): \( x \supseteq \text{addc}_\sigma(\text{cost}_\sigma(x), 0_\sigma) \).

Proof Sketch. By induction on \( \sigma \), using Lemmas B.4-B.6.

Lemma B.8. For \( F \in \mathcal{M}_{\sigma \rightarrow \tau} \) and \( x \in \mathcal{M}_\sigma \) we have: \( \text{cost}_\tau(F(x)) \geq \text{cost}_\sigma(x) \).

Proof. Let \( n := \text{cost}_\sigma(x) \). By Lemma B.7, \( x \supseteq \text{addc}_\sigma(\text{cost}_\sigma(x), 0_\sigma) = \text{addc}_\tau(n, 0_\tau) \).

Lemma B.9. Let \( \sigma, \tau \) be simple types. Then \( \Phi_{\sigma, \tau} \) is a \((\sigma, \tau)\)-monotonicity function.

Proof Sketch. By case analysis and Lemma B.4 we see that \( \Phi_{\sigma, \tau} \) maps \( C_{\sigma, \tau} \) to \( \mathcal{M}_{\sigma \rightarrow \tau} \). To see that \( \Phi_{\sigma, \tau} \) is strongly monotonic we also use a case analysis. If \( F \) and \( G \) are both constant functions or both strongly monotonic, the result follows easily; \( F \) is constant and \( G \) not constant because eventually \( \text{cost}_\sigma(G(x)) > \text{cost}_\sigma(F(x)) \); and if \( F \) is strongly monotonic and \( G \) is constant then \( F(x) \supseteq \text{addc}(\text{cost}_\sigma(x), G(x)) \) because \( G(x) = G(0) \) and \( F(x) \supseteq F(\text{addc}(\text{cost}_\sigma(x), 0)) \) by Lemmas B.4-B.8.

Proof of Lemma 21. We have either \( \llcorner (\lambda x.s) \lrcorner_\alpha = \text{addc}_\tau(\text{cost}_\tau([t]_\alpha) + 1, \llcorner [s]_{\alpha[x:=t]} \lrcorner_\alpha \) or \( \llcorner (\lambda x.s) \lrcorner_\alpha = \text{addc}_\tau(1, \llcorner [s]_{\alpha[x:=t]} \lrcorner_\alpha \) by Lemma B.5(3) we have \( \llcorner (\lambda x.s) \lrcorner_\alpha \supseteq \text{addc}(\text{cost}_\sigma(x), \text{cost}_\tau([t]_\alpha)) \) in both cases. By Lemma B.3, \( \llcorner [s]_{\alpha[x:=t]} \lrcorner_\alpha = \llcorner [s|x:=b]_\beta \lrcorner_\alpha \).

Proof of Lemma 22. Since \( F \not< x \), we have \( d \mapsto \llcorner F \cdot x \lrcorner_{\alpha[x:=d]} = d \mapsto \alpha(F)(d) \), which by extensionality is \( \alpha(F) \). Since \( \alpha(F) \) is monotonic we have \( \llcorner \lambda x.F \lrcorner_\alpha \supseteq \text{addc}(\text{cost}_\sigma(x), \text{cost}_\tau([t]_\alpha)) \). This completes the proof.

Proof Sketch of Lemma 25. Let \( Q(x_1, \ldots, x_k) := y \mapsto F(x_1, \ldots, x_k)^{G(x_1, \ldots, x_k)}(y) \). To see that \( Q \) maps to \( \mathcal{M}_{\tau \rightarrow \tau} \), so that \( Q \) is strongly monotonic. We show that \( F(\bar{u})^{0}(x) \supseteq F(\bar{u})^{0}(y) \) whenever \( x \supseteq y \) by a straightforward induction on \( n \), and similar for \( x \supseteq y \). To see that \( Q \) is weakly monotonic in its first \( k \) arguments, we show by induction on \( n \) that for all \( n, m \) with \( n \geq m \) we have \( F(u_1, \ldots, u_k)^{m} \supseteq F(u'_1, \ldots, u'_k)^{m} \) if each \( u_i \supseteq u'_i \). The result then follows because \( G(u_1, \ldots, u_k) \geq G(u'_1, \ldots, u'_k) \) by weak monotonicity of \( G \).

Proof Sketch of Lemma 32. For claim (1), let \( b \) be the largest of the constants used for each constructor; i.e., we have \( \sum_{i=1}^{m} K[\llcorner x_i \lrcorner_1] \supseteq b + \sum_{j=1}^{K[\llcorner x_1 \lrcorner_1]} x_j \) whenever \( \mathcal{J}(\bar{t}) = (P_1(\bar{x}), \ldots, P_K(\bar{x})) \). We prove by induction on the size of a data term \( s :: \alpha \) that \( \sum_{i=1}^{m} K[\llcorner x_i \lrcorner_1] \leq a * \lceil s \rceil_0 \). Then certainly \( \llcorner [s]_0 \lrcorner_1 \leq b * \lceil s \rceil_0 \) holds for any component \( \llcorner [s]_0 \lrcorner_1 \).

For claim (2), let \( a \) be the largest of the constants used for each constructor \( c \) and component \( P_c \), and let \( b \) be the largest value \( K[c] \) for any sort in the program; let \( b := \text{max}(2a * k) \). We prove by induction on the size of a data term \( s :: \alpha \) that \( \llcorner [s]_0 \lrcorner_1 \leq 2b * \lceil s \rceil_0 \). The proof, we use that \( n + m \leq n * m \) whenever \( n, m \geq 2 \) and \( 2 * n \leq 2^n \) if \( n \geq 2 \), and hence: \( 2 * a * k * \sum_{i=1}^{m} 2^{a * k * \lceil s_i \rceil_1} \leq (2a * k) * \prod_{i=1}^{m} 2^{a * k * \lceil s_i \rceil_1} \leq 2b * 2^{b * \sum_{i=1}^{m} |s_i|} \).
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Abstract

The quest for logical or categorical foundations of the \( \pi \)-calculus (not limited to session-typed variants) remains an important challenge. A categorical type theory correspondence for a variant of the I/O-typed \( \pi \)-calculus was recently revealed by Sakayori and Tsukada, but, at the same time, they exposed that this categorical semantics contradicts with most of the behavioural equivalences. This paper diagnoses the nature of this problem and attempts to fill the gap between categorical and operational semantics. We first identify the source of the problem to be the mismatch between the operational and categorical interpretation of a process called the forwarder. From the operational viewpoint, a forwarder may add an arbitrary delay when forwarding a message, whereas, from the categorical viewpoint, a forwarder must not add any delay when forwarding a message. Led by this observation, we introduce a calculus that can express forwarders that do not introduce delay. More specifically, the calculus we introduce is a variant of the \( \pi \)-calculus with a new operational semantics in which output actions are forced to happen as soon as they get unguarded. We show that this calculus (i) is compatible with the categorical semantics and (ii) can encode the standard \( \pi \)-calculus.

1 Introduction

The connection between the \( \pi \)-calculus and logic or categorical type theory has been studied since the early stages of the development of the \( \pi \)-calculus [1, 3, 2]. Among others, a close correspondence between a session typed \( \pi \)-calculus and intuitionistic linear logic [6] (and hence also the relationship to categorical models of linear logic) is well-understood. The session-typed calculi corresponding linear logic, however, are not quite expressive since they are race-free and deadlock-free. So it is natural to question whether a similar categorical foundation can be given to processes not limited to deadlock-free and race-free processes.

A fundamental difficulty in developing a categorical type theory for process calculi in the presence of race condition has been recently pointed out by Sakayori and Tsukada [19]. They showed that asynchronous \( \pi \)-calculus processes modulo observational equivalence (weak barbed congruence) do not form a category, under some mild assumptions [19, Theorem 1].

Hence, the observational equivalence cannot be an instance of an equational theory characterised by a certain categorical structure; this is in contrast to the case of \( \lambda \)-calculus, where observational equivalence is a \( \beta \eta \)-theory.

1 The choice of the behavioural equivalence does not matter since their argument also applies to many other behavioural equivalences, such as must-testing equivalence.
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Hence, if a process calculus based on the (asynchronous) \( \pi \)-calculus were to have some categorical foundation, its operational behaviour must be distant from conventional behaviour.

This paper introduces a variant of the \( \pi \)-calculus whose observational equivalence harmonises with categorical semantics. We introduce a novel reduction semantics to the \( \pi \)-calculus and show that processes modulo weak barbed congruence, defined on top of the new reduction semantics, form a category; more precisely, they form a compact closed Freyd category \([19]\) (described below).

Before introducing the operational semantics that we propose, let us explain the problem of conventional behavioural equivalences in a little more detail.

The problem is about the behaviour of a special process \( !a(x).\overline{b}(x) \), which is often called a forwarder or a link. Intuitively this process transfers a message from channel \( a \) to channel \( \overline{b} \). This intuition justifies the following equation

\[
(\nu a)(P | !a(x).\overline{b}(x)) = P[\overline{b}/\overline{a}], \quad a, \overline{b} \notin \text{fin}(P),
\]

which indeed holds for the weak barbed congruence in an asynchronous setting. If we adopt “parallel composition + hiding” as the notion of composition, i.e. if we regard \((\nu a)(P | !a(x).\overline{b}(x))\) as a composition of \(!a(x).\overline{b}(x)\) and \(P\), (1) says that the forwarder is a right-identity. If processes modulo weak barbed congruence formed a category, a right-identity would be the identity and in particular a left-identity, as in any other categories. The left-identity law is

\[
(\nu b)(!a(x).\overline{b}(x) | P) = P[a/b], \quad a, \overline{b} \notin \text{fin}(P),
\]

but this is invalid with respect to weak barbed congruence.

To see why (2) fails for weak barbed congruence, let us review the conventional behavioural interpretation of a forwarder \( !a(x).\overline{b}(x) \): it receives a message from \( a \), possibly waits as long as it wants or needs, and then sends the message to the receiver. Hence the process \((\nu b)(!a(x).\overline{b}(x) | P)\) can immediately receive a message from \( a \) and keep it until \( P \) actually requires a message from \( \overline{b} \). On the other hand, \( P[a/b] \) do not receive a message from \( a \) unless \( P[a/b] \) actually requires it. This difference is significant in the presence of race condition, and thus (2) fails for weak barbed congruence.

A similar observation on a problem caused by delays introduced by forwarders and a solution against that problem has been made in the context of game semantics. When giving a game semantics of a synchronous session typed \( \pi \)-calculus, Castellan and Yoshida [7] observed that the (traditional) copycat strategy – the game semantic counterpart of the forwarder process – does not behave as identity due to the delay it introduces. To avoid this problem, they introduced a copycat strategy that does not introduce any delay and proved that this “delayless copycat strategy” works as the identity.

Whereas [7] added delayless forwarders as semantic elements that processes cannot represent, this paper discusses a new operational semantics on processes with respect to which forwarders are delayless. The main result shows that behavioural equivalences under the delayless interpretation is in harmony with categorical semantics.

The new operational semantics introduced in this paper is a reduction semantics that forces output actions to happen as soon as they get unguarded. Under the new operational semantics, when a forwarder \( !a(x).\overline{b}(x) \) receives a message \( m \) from \( a \), it must immediately send \( m \) to a receiver \( \overline{b} \). In other words, the following two transitions are atomic

\[
!a(x).\overline{b}(x) \xrightarrow{a(m)} !a(x).\overline{b}(x) \mid \overline{b}(m) \xrightarrow{\overline{b}(m)} !a(x).\overline{b}(x),
\]

and the process cannot stop at the underlined intermediate step since it has an unguarded output action. So one-step reduction in our calculus corresponds to multi-step reduction in the conventional calculus. We may consider that the new behaviour expresses a synchronous communication since a message \( m \) now cannot be kept in a communication medium \( \overline{a}(m) \).
In our proposed calculus, processes modulo observational equivalence form a compact closed Freyd category. This means that not only equations (1) and (2) but also some equational laws studied for the asynchronous $\pi$-calculus are valid under this new operational behaviour. This is because compact closed Freyd category is a categorical structure that corresponds to a theory of processes, i.e. a congruence over asynchronous $\pi$-processes satisfying certain equational laws [19]. One of the laws is (2), and the others are laws that frequently appear in the study of asynchronous $\pi$-calculus, such as the replication theorem [17].

We also show that a $\pi$-calculus with the standard reduction semantics, can be embedded into the proposed calculus by using a special constant $\tau$ for delay. The translation replaces each output action $\bar{a}(m)$ with $\tau.\bar{a}(m)$, making explicit the delay of the output action in the conventional $\pi$-calculus. For instance, the conventional behaviour of a forwarder $\bar{a}(x).\bar{b}(x) \xrightarrow{a(m)} \bar{a}(x).\bar{b}(x) \mid \bar{b}(m)$ is mimicked by $\tau.a(x).\bar{b}(x) \xrightarrow{a(m)} \bar{a}(x).\bar{b}(x) \mid \tau.\bar{b}(m)$ in the new operational semantics.

Technically the new operational semantics is quite complicated since its one-step reduction is a multi-step reduction with a certain condition in the conventional calculus. To overcome the difficulty in reasoning about such a complicated calculus, we develop an intersection type system, or equivalently a system of linear approximations [21, 14], that captures the behaviour of a process. We think that the system would be of independent technical interest.

**Organisation of the paper**

Section 2 introduces our calculus and states the main result; the following sections are devoted to its proof. After reviewing the idea of linear approximations and its correspondence to reduction sequences in Section 3, we formalise this idea in Section 4. Section 5 defines an LTS based on linear approximations, and Section 6 shows that barbed congruence has a categorical model. Section 7 discusses related work and Section 8 concludes the paper.

## 2 A process calculus with undelayed output

This section (i) introduces a variant of the $\pi$-calculus whose barbed congruence can be captured categorically and (ii) claims the main result of this paper. The syntax of the calculus is the same as that of the $\pi_F$-calculus introduced by Sakayori and Tsukada [19], but the calculus is equipped with a non-standard reduction semantics; we also call this calculus the $\pi_F$-calculus. The proof of the main result will be given in the following sections.

### 2.1 Syntax

The $\pi_F$-calculus is a variant of the polyadic asynchronous $\pi$-calculus with $1/o$-types, which this paper calls sorts in order to avoid confusion with intersection types introduced later.

**Definition 1 (Sorts).** The set of sorts, ranged over by $S$ and $T$, is given by

$$S, T ::= ch^o[T_1, \ldots, T_n] \mid ch^i[T_1, \ldots, T_n] \quad (n \geq 0).$$

The sort $ch^o[T_1, \ldots, T_n]$ (resp. $ch^i[T_1, \ldots, T_n]$) is for channels for sending (resp. receiving) $n$ arguments of types $T_1, \ldots, T_n$. We often write $T^\geq i$ for a sequence of sorts $T_1, \ldots, T_n$. The dual $T^{\leq o}$ of sort $T$ is defined by $ch^o[T^\geq i] \overset{def}{=} ch^i[T^\leq o]$ and $ch^i[T^\leq o] \overset{def}{=} ch^o[T^\geq i]$.

---

2 Although the $\pi_F$-calculus introduced in this paper and the original $\pi_F$-calculus [19] have different reduction semantics it is not that odd to call them with the same name. This is because the reduction semantics is not essential to establish the correspondence to compact closed Freyd categories; we only need the "algebraic semantics" to establish the correspondence (cf. Appendix A).

3 Unlike the original $1/o$-types [17], no names have both input and output capabilities. Names are used to represent the input/output endpoints of a channel.
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\[
\begin{array}{llll}
\Delta \vdash P & \Delta \vdash Q & \Delta, x : T, y : T^+ \vdash P & (x : \text{ch}\{T\}) \in \Delta, \bar{y} : \bar{T} \vdash P \\
\Delta \vdash P | Q & \Delta \vdash P | (\nu_Txy)P & (\tau : \text{ch}\{\bar{T}\}) \in \Delta & \Delta \vdash \operatorname{lx}(\bar{y}).P \\
(x : \text{ch}\{\bar{T}\}) \in \Delta & \bar{y} : \bar{T} \subseteq \Delta & \Delta \vdash x(\bar{y}) & \Delta \vdash 0
\end{array}
\]

\hspace{1cm} \text{Figure 1} \text{ Sort assignment rules for processes.}

\begin{itemize}
\item \textbf{Definition 2} \textit{(Processes).} The set of processes is defined by
\[
P, Q, R ::= 0 \mid (P | Q) \mid (\nu_Txy)P \mid x(\bar{y}) \mid \operatorname{lx}(\bar{y}).P \mid \tau.P,
\]
where \(x\) and \(y\) range over a set of names and \(\bar{y}\) represents a (possibly empty) sequence of names. We often elide sort annotations and write \((\nu_Txy)\) for \((\nu_Txy)\). The set of free names of \(P\), written \(\text{fn}(P)\), and bound names of \(P\) written \(\text{bn}(P)\) are defined as usual.
\end{itemize}

All the constructs, except for the name restriction, are standard so their meaning should be clear.\(^4\) The name restriction \((\nu_Txy)P\) hides the names \(x\) and \(y\) of type \(T\) and \(T^+\) and, at the same time, establishes a connection between \(x\) and \(y\). The input-output connection is \textit{not a priori} and communications only happen over bound names connected by \(\nu\); this is different from the standard \(\pi\)-calculus where \(\bar{a}\) is considered as an output to \(a\).

For a technical reason, we introduce not only \textit{structural congruence}, but also a notion called \textit{structural precongruence} \(\Rightarrow\) (cf. Remark 10). A precongruence is like a congruence, but it is just reflexive and transitive, not necessarily symmetric. We define \(\Rightarrow\) as the smallest precongruence relation on processes that satisfies the following rules:

\[
(\nuwx)(\nuyz)P \Leftrightarrow (\nuyz)(\nuwx)P \\
(P | Q) \Leftrightarrow Q | P \\
(P | Q) | R \Leftrightarrow P | (Q | R)
\]

where \(P \Leftrightarrow Q\) means \(P \Rightarrow Q\) and \(Q \Rightarrow P\), \(w, x, y, z\) are distinct in the fourth rule and \(x, y \notin \text{fn}(Q)\) in the fifth rule. Unlike the structural congruence, the restriction of the scope of \((\nu xy)\) is not allowed. The \textit{structural congruence} \(\equiv\) is the symmetric closure of \(\Rightarrow\).

The typing rules are rather straightforward. A \textit{sort environment}, written \(\Delta\), is a finite set of bindings of the form \(t : T\), where \(t\) is either a name \(x\) or \(\tau\), such that the names in \(\Delta\) are pairwise distinct. The \textit{sort assignment relation} \(\Delta \vdash P\) is the least relation closed under the rules listed in Figure 1.

\subsection{2.2 Reduction semantics}

As mentioned in Section 1, a one-step reduction in our calculus corresponds to a multi-step reduction in the conventional calculus. So we first introduce the conventional reduction relation \(\rightarrow\) and then define a new reduction relation \(\Rightarrow\) using the conventional reduction.

The \textit{standard reduction relation} \(\xrightleftharpoons{\ell = \tau \text{ or } 0}\) is defined by the base rules

\[
(\nu\bar{w}\bar{z})(\nu\bar{a}\bar{a})(\nu a)(\bar{a}(\bar{x}).P | \bar{a}(\bar{y}) | Q) \xrightarrow{0} (\nu\bar{w}\bar{z})(\nu\bar{a}\bar{a})(\nu a)(\bar{a}(\bar{x}).P | \bar{y}/\bar{x} | Q) \quad (\nu\bar{w}\bar{z})(\tau.P | Q) \xrightarrow{\tau} (\nu\bar{w}\bar{z})(P | Q)
\]

\(^4\) Another notable characteristic of the \(\pi_F\)-calculus is that it does not have non-replicated inputs \(a(\bar{x}).P\).
together with the structural rule which concludes \( P \xrightarrow{\tau} Q \) from \( P \Rightarrow P' \xrightarrow{\tau} Q' \Rightarrow Q \) for some \( P' \) and \( Q' \). We write \( P \Rightarrow Q \) if the label is not important. The following is an example of a (multi-step) reduction:

\[
(\nu \tilde{a})(\nu \tilde{b})(\tau.\tilde{a}(m) \mid !a(x).\tilde{b}(x) \mid !b(y).!c(z).P)
\]

\[
\xrightarrow{\pi} (\nu \tilde{a})(\nu \tilde{b})(\tau.\tilde{a}(m) \mid !a(x).\tilde{b}(x) \mid !b(y).!c(z).P)
\]

\[
\xrightarrow{0} (\nu \tilde{a})(\nu \tilde{b})(!a(x).\tilde{b}(x) \mid \tilde{b}(m) \mid !b(y).!c(z).P)
\]

\[
\xrightarrow{0} (\nu \tilde{a})(\nu \tilde{b})(!a(x).\tilde{b}(x) \mid !c(z).P\{m/y\} \mid !b(y).!c(z).P).
\]

In our calculus, the output action \( \tilde{b}(x) \) in \( !a(x).\tilde{b}(x) \) (resp. \( \tilde{a}(m) \) in \( \tau.\tilde{a}(m) \)) must be performed at the same time as the input action \( a(x) \) (resp. \( \tau \)). Therefore, the above multi-step reduction should be regarded as a one-step reduction:

\[
(\nu \tilde{a})(\nu \tilde{b})(\tau.\tilde{a}(m) \mid !a(x).\tilde{b}(x) \mid !b(y).!c(z).P)
\]

\[
\Rightarrow (\nu \tilde{a})(\nu \tilde{b})(\tau.\tilde{a}(m) \mid !a(x).\tilde{b}(x) \mid !b(y).!c(z).P)\]

We formally define \( \Rightarrow \). A process \( P \) has an unguarded output action if \( P \equiv (\nu \tilde{a})(\tilde{a}(\vec{x}) \mid Q) \) for some \( Q \). A process with an unguarded output action is regarded as an incomplete, intermediate state that needs to perform further actions to complete an “atomic operation”. We say that \( P \) is settled if \( P \) has no unguarded output action. We write \( P \Rightarrow Q \) if \( P \xrightarrow{\tau} (\Rightarrow)\) and \( Q \) is settled.

The notion of barbed congruence can be easily adapted to this setting.

\section*{Definition 3 (Barbed bisimulation and barbed congruence)}

Let \( R \) be a binary relation on settled processes. We say that \( R \) is a barbed bisimulation if whenever \( P \Rightarrow R \Rightarrow Q \),

1. \( P \downarrow_\alpha \Rightarrow Q \downarrow_\alpha \) if and only if \( Q \downarrow_\alpha \Rightarrow P \downarrow_\alpha \).

2. \( P \Rightarrow P' \) implies \( Q \Rightarrow Q' \) and \( P' \downarrow_\alpha R \downarrow_\alpha Q' \) for some process \( Q' \).

3. \( Q \Rightarrow Q' \) implies \( P \Rightarrow P' \) and \( P' \downarrow_\alpha R \downarrow_\alpha Q' \) for some process \( P' \),

where \( P \downarrow_\alpha \Rightarrow Q \downarrow_\alpha \) means that \( P \xrightarrow{\tau} (\Rightarrow) \Rightarrow (\Rightarrow) \equiv (\nu \tilde{a})(\tilde{a}(\vec{x}) \mid P') \) and \( \tilde{a} \) is a free name of \( P' \).

The barbed bisimilarity \( \Downarrow \Rightarrow \) is the largest barbed bisimulation. Processes \( P \) and \( Q \) are barbed congruent, written \( P \Downarrow \Rightarrow Q \), if \( \pi.C[P] \Downarrow \Rightarrow \tau.C[Q] \) for all context \( C \). (The additional \( \tau \)-prefixing is to ensure that the processes are settled.)

The main result of this paper is that there exists a categorical model that is fully abstract with respect to \( \Downarrow \Rightarrow \). We use the categorical structure named \textit{compact closed Freyd category} [19] to interpret \( \pi_F \)-calculus processes. The proof is given in the subsequent sections.

\section*{Theorem 4. \( \pi_F \)-processes modulo \( \Downarrow \Rightarrow \) forms a compact closed Freyd category. Hence there exists a compact closed Freyd category that is fully abstract with respect to \( \Downarrow \Rightarrow \).}

The proof can be easily adapted to prove a similar claim for any other congruence that subsumes \( \Downarrow \Rightarrow \), such as weak barbed congruence (for \( \Rightarrow \)).

\section{2.3 Relationship to the standard semantics}

We have introduced two reduction relations to the \( \pi_F \)-calculus, namely \( \Rightarrow \) and \( \Rightarrow \). There exists an embedding of the \( \pi_F \)-calculus with \( \Rightarrow \) to that with \( \Rightarrow \).

The translation is quite simple: it replaces each output action \( \tilde{a}(\vec{x}) \) with \( \tau.\tilde{a}(\vec{x}) \), reflecting the fact that an output action in the standard semantics can be delayed. Let us write \( (-) \Downarrow \) for this translation. It preserves the semantics in the following sense.
Proposition 5. Suppose $\Delta \vdash P$. Then (i) $P \rightarrow Q$ implies $(P)^\dagger \Rightarrow (Q)^\dagger$, (ii) $(P)^\dagger \Rightarrow Q'$ implies $Q' = (Q)^\dagger$ and $P \rightarrow Q$ for some $Q$, and (iii) $P \Delta \Psi (P)^\dagger \Delta$.

From this proposition and the compositionality of $(-)^\dagger$, we obtain the following result. Let $\simeq^C$ for the conventional (strong) barbed congruence for $\pi_F$-processes, defined by replacing $\Rightarrow$ with $\rightarrow$ and $\Psi$ with $\Delta$ (i.e. existence of a free unguarded output $\bar{a}$) in Definition 3.

Theorem 6. If $\Delta \vdash P$, $\Delta \vdash Q$ and $(P)^\dagger \simeq^C (Q)^\dagger$, then $P \simeq^C Q$.

This translation, however, is not fully abstract with respect to barbed congruence. Contexts that are not in the image of the translation $(-)^\dagger$ give additional observational power.

## 3 Overview

To prove Theorem 4, we appeal to an axiomatic characterisation of compact closed Freyd category, proved in [19]: $\pi_F$-processes modulo an equivalence relation $\mathcal{R}$ forms a compact closed Freyd category if and only if $\mathcal{R}$ is a congruence satisfying six axioms, such as (2) and

$$(\nu\bar{a}a)(\bar{a}x).P | C[\bar{a}y].P | C[P[\bar{y}/\bar{x}]], \ a \notin \text{fu}(P,C), \ \bar{a} \notin \text{bu}(C),$$

where $C$ is a context. Since barbed congruence is a congruence by definition, it suffices to check that barbed congruence satisfies the axioms.

However, checking the required axioms directly using the definition of $\Rightarrow$ in Section 2 does not seem tractable. Recall that $P \Rightarrow Q$ is indeed a reduction sequence $P \Rightarrow P_1 \Rightarrow P_2 \Rightarrow \ldots \Rightarrow P_n \Rightarrow Q$. The problem is that $P_1 \Rightarrow P_{i+1}$ is defined in terms of the structure of $P_1$, which may be quite different from that of $P$. A representation of reduction sequence defined by structural induction on $P$, without directly referring to $P_i$, would be desirable.

We thus utilise the correspondence of (i) reduction sequences, (ii) derivations in an intersection type system, and (iii) linear approximations [21, 14].

An example of a linear approximation is $(a_1.\tau_1.\bar{a_2} \parallel a_2.\perp) \sqsubseteq !a.\tau.\bar{a}$ where the green part is the linear approximation of the right-hand side. A linear approximation is linear in the sense that each name is used exactly once and all inputs are non-replicated; it is an approximation in the sense that some part is discarded (e.g. $\perp \sqsubseteq \tau.\bar{a}$ or $\perp \sqsubseteq !a.\tau.\bar{a}$) and replicated inputs are replaced by a finite number of its copies (e.g. $(a_1.\tau_1.\bar{a_2} \parallel a_2.\perp) \sqsubseteq !a.\tau.\bar{a}$).

To see how a linear approximation corresponds to a reduction sequence, let us consider the following linear approximation:

$$(\nu[(\bar{a_1}, a_1)(\bar{a_2}, a_2)](\bar{a_3}, a_3))(a_1.\tau_1.\bar{a_2} \parallel \bar{a_3}) \parallel a_2.\perp | \tau_2.\bar{a_1} | a_3.\perp) \sqsubseteq (\nu\bar{a}a)(!a.\tau.(\bar{a} | \bar{a} | \tau.\bar{a} | !a.\tau.\bar{b})�)
$$

Because of linearity, a linear approximation is race-free; hence it induces an essentially unique reduction sequence. For example,

$$(\nu[(\bar{a_1}, a_1)(\bar{a_2}, a_2)](\bar{a_3}, a_3))(a_1.\tau_1.\bar{a_2} \parallel \bar{a_3}) \parallel a_2.\perp | \tau_2.\bar{a_1} | a_3.\perp) \Rightarrow (\nu)[(\perp | (\perp | \perp) | \perp) \Rightarrow (\perp)](\perp | (\perp | \perp) | \perp).$$

---

5. The axioms can be found in the Appendix A; please refer to [19] for a more detailed description.

6. In the approximation, $|$ represents parallel-composition coming from the original process, whereas $p \parallel q$ means that $p$ and $q$ originate from the same replicated (sub)process.
Importantly a reduction sequence of an approximation canonically induces that of the approximated process: the reduction sequence corresponding to (4) is
\[
(v\tilde{a})(!a.\tau.(\tilde{a} \mid \tilde{a}) \mid \tau.\tilde{a} \mid !a.\tau.\tilde{b}) \xrightarrow{0} (v\tilde{a})(!a.\tau.(\tilde{a} \mid \tilde{a}) \mid \tau.(\tilde{a} \mid \tilde{b}) \mid !a.\tau.\tilde{b})
\]
\[
\xrightarrow{1} (v\tilde{a})(!a.\tau.(\tilde{a} \mid \tilde{a}) \mid (\tilde{a} \mid \tau.\tilde{b}) \mid !a.\tau.\tilde{b})
\]
\[
\xrightarrow{2} (v\tilde{a})(!a.\tau.(\tilde{a} \mid \tilde{a}) \mid (\tau.\tilde{a} \mid \tilde{a}) \mid \tau.\tilde{b}) \mid !a.\tau.\tilde{b})
\]

Via the three-way correspondence mentioned above, this phenomenon can be understood as Subject Reduction of the intersection type system.

Conversely, given a reduction sequence, we can construct a linear approximation that represents the reduction sequence. This is a consequence of Subject Expansion, namely, \( p \sqsubseteq P \) and \( Q \rightarrow P \) imply \( q \sqsubseteq Q \) and \( q \rightarrow p \) for some \( q \). The approximation for \( P_1 \rightarrow P_2 \rightarrow \ldots \rightarrow P_n \) is obtained by iteratively applying this lemma to \( p_n \sqsubseteq P_n \), where \( p_n \) is the approximation that discards everything.

So far, we have discussed a relationship between \( \{ Q \mid P \rightarrow^* Q \} \) and \( \{ p \mid p \sqsubseteq P \} \).

This relation can be seen as a bisimulation, by appropriately introducing a relation to \( \{ p \mid p \sqsubseteq P \} \).

The bisimilarity gives us a characterisation of the behaviour of a process \( P \) in terms of linear approximations (or intersection type derivations) for \( P \).

The second step of (5) corresponds to
\[
(v[\tilde{a}_1, a_1])(a_1.\perp \mid \tau_2.\tilde{a}_1 \mid \perp) \subseteq (v[\tilde{a}_1, a_1](\tilde{a}_3, a_3)])(a_1.\tau_1.(\perp \mid \tilde{a}_3) \mid \tau_2.\tilde{a}_1 \mid a_3.\perp),
\]
representing that the third process in (5) is obtained by performing the actions corresponding to \( \tau_1 \) and \( \tilde{a}_3 \).

4 Linear approximation and execution sequence

We introduce linear processes by which executions of processes can be described.

4.1 Linear processes and intersection types

We start by defining linear processes. Although the definition of linear processes depends on the definition of intersection types because processes are annotated by types, we defer defining types for the sake of presentation.

**Definition 7 (Linear processes).** A linear name is an object of the form \( x_i \), where \( x \) is an ordinary name and \( i \) is a natural number. Similarly, a linear term, denoted by \( i \), is either a linear name or a constant of the form \( \tau_i \).

Linear processes are defined by the following grammar:

\[
p, q ::= 0 \mid x_i(\lambda_1, \ldots, \lambda_n) \mid x_i(\mu_1, \ldots, \mu_n).p \mid \tau_i.p \mid (p \mid q) \mid (p_1 \parallel \cdots \parallel p_n) \mid (v[x_{i_1}, y_{i_1}]_{p_1}, \ldots, x_{i_n}, y_{i_n}]_{p_n})p
\]

\[
\mu ::= (x_i, \ldots, x_n) \quad \lambda ::= (\varphi_1 \cdot x_{i_1}, \ldots, \varphi_n \cdot x_{i_n})
\]
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Here name restriction is annotated with types $\rho_i$, and the argument of an output action is annotated with witnesses of type isomorphisms $\varphi_i$. (The notion of types and type isomorphisms are introduced below and thus can be ignored for the moment.) In the above definition $n$ may be 0; for example, $\nu[\emptyset]$ and $\emptyset$ are valid process and list, respectively. We require that each linear term of a linear process appears exactly once.

The informal meanings of the constructs are almost the same as that of the ordinary processes. The linear processes $0, x_i(\lambda_1, \ldots, \lambda_n)$ and $x_i(\mu_1, \ldots, \mu_n).p$ are nil process, output action and input prefixing, respectively. An important difference from the ordinary process is that, in linear processes, the output and input take lists of variables as arguments. When a list of linear names is received each element of a list must be used exactly once. There are two types of parallel composition $p \| q$ and $p \parallel q$. The former is the conventional parallel composition and the latter is used when a replicated process is approximated by finite parallel compositions. We use $\Pi_i p_i$ as a shorthand notation of $p_1 \| \cdots \| p_n$ and write the nullary composition of $\parallel$ as $\bot$. The approximation relation defined later (Section 4.2) may also help the readers to understand the intuitive meaning of linear processes.

We also identify processes with “similar structure”. The strong structural congruence, written $p \equiv_0 q$ over linear processes is the smallest congruence relation that satisfies:

\[
\begin{align*}
    p \parallel q \equiv_0 q \parallel p \quad & (p \parallel q) \equiv_0 r \equiv_0 p \parallel (q \parallel r) \\
    (\nu[x_1, y_1], \ldots, (x_n, y_n))p \equiv_0 (\nu[x_{\sigma(1)}, y_{\sigma(1)}], \ldots, (x_{\sigma(n)}, y_{\sigma(n)}))p,
\end{align*}
\]

where $\sigma$ is a permutation over $\{1, \ldots, n\}$. Given $I = \{i_1, \ldots, i_n\}$, we write $\nu[x_{i_1}, y_{i_1}], \ldots, (x_{i_n}, y_{i_n})$ because how the pairs $(x_{i_1}, y_{i_1})$ are ordered is inessential.

We now define the intersection types. The syntax of raw types and raw (indexed) intersection types are given by the following grammar:

\[
\begin{align*}
    (\text{Raw types}) & \quad \rho ::= \text{ch}^m_i[\theta_1, \ldots, \theta_m] \mid \text{ch}^i_\gamma[\theta_1, \ldots, \theta_n] \\
    (\text{Raw intersection types}) & \quad \theta ::= \bigwedge_{i \in I}(i, \rho_i)
\end{align*}
\]

where $I \subseteq \mathbb{N}$, $\mathbb{N}$ and $\alpha$ ranges over the set of levels $(A, \leq)$, a universal poset in which any finite poset can be embedded into. In the above grammar, an intersection $\bigwedge_{i \in I}(i, \rho_i)$ is a map $i \mapsto \rho_i$ from $I$ to types. The intuitive meaning of $\bigwedge_{i \in I}(i, \rho_i)$ is the intersection $\rho_{i_1} \wedge \rho_{i_2} \wedge \cdots \wedge \rho_{i_n}$ provided that $I = \{i_1 < i_2 < \cdots < i_n\}$.

Levels express timing information, and types are defined as raw types with “appropriate levels”. Let us write $\overline{\nu}(\rho)$ and $\overline{\nu}(\theta)$ for the set of levels that appear in $\rho$ and $\theta$, respectively. Then types and intersection types are inductively defined as follows: $\text{ch}^m_i[\theta_1, \ldots, \theta_m]$ ($m \in \{i, o\}$) is a type if $\theta_i$ is an intersection type for all $i \in \{1, \ldots, n\}$ and $\gamma \leq \gamma$ for all $\gamma \in \overline{\nu}(\theta_1, \ldots, \theta_m)$ and $\bigwedge_{i \in I}(i, \rho_i)$ is an intersection type if $\rho_i$ is a type for all $i \in I$. Hereafter, we use the metavariables $\rho$ and $\theta$ to range over types and intersection types, respectively.

**Notations.** We define $[n] \overset{\text{def}}{=} \{1, \ldots, n\}$ for a natural number $n$. A special symbol $\bullet$ is introduced to mean undefined type of sort $T$; now an intersection type $\theta$ can be also be represented by a (total) function from $\mathbb{N}$ to the union of the set of types and $\{\bullet\}$. We write $(i_1, \rho_{i_1}) \wedge \cdots \wedge (i_n, \rho_{i_n})$ for the intersection type $\theta$ such that $\text{dom}(\theta) = \{i_1 < \cdots < i_n\}$.

---

7 (For readers familiar with resource calculi) Although the intuitive meaning of $p \parallel q$ is the parallel composition of $p$ and $q$, this process should be thought of as an analogous to the bag in the resource $\lambda$-calculi [5, 10].
and \( \theta(i_j) = \rho_i \) for every \( j \in [n] \). We also write \( \top \) for the empty type, i.e., \( \theta \) such that \( \theta(i) = \bullet \) for all \( i \in \mathbb{N} \). The dual \( \rho^\perp \) of \( \rho \) is defined by \( \text{ch}^\perp_i[\theta]^\perp \triangleq \text{ch}^i_\theta[^\top] \) and \( \text{ch}^i_\theta[^\top] \triangleq \text{ch}^\perp_i[\theta] \). We also define \( \theta^\perp \) by \( \theta^\perp(i) \triangleq (\theta(i))^\perp \). In what follows, we may often omit the annotations \( \varphi \) on the outputs because they are not needed as long as we are dealing with simple examples.

The type \( \text{ch}^i_{\theta_1, \ldots, \theta_n} \) is for a channel that is used to receive \( n \) lists, where the \( i \)-th list has type \( \theta_i \) and the type \( \text{ch}^\perp_i[\theta] \) is for output channels. If the \( i \)-th list has type \((i_1, \rho_1) \land \cdots \land (i_m, \rho_m)\), it means that the \( j \)-the element of the list has type \( \rho_j \). For example, \( a_i((x_1, x_2), (y_1)) \cdot x_2() \cdot y_1() \) is well-typed if \( a_i \) has type \( \text{ch}^i_{\theta_1, 1, \text{ch}^0_\theta} \land 1, \text{ch}^0_\theta \), \( (1, \text{ch}^0_\theta) \) with \( \alpha \leq \beta \leq \gamma \). As mentioned, the levels are used to describe the timing of actions. In the above example, the level \( \gamma \) tells us that the second element of the first argument, namely \( x_2 \), and the first element of the second argument, namely \( y_1 \), must be used at the same timing. Levels also describe the fact that \( x_1 \) must be used before \( x_2 \) and \( y_1 \) are used.

Although the intersection types are non-commutative in the sense that \((0, \rho) \land (1, \rho') \neq (0, \rho') \land (1, \rho)\), we consider that they are isomorphic. Intuitively, this means that we do not mind much about the order of elements in a list. For example, we consider that \( \tilde{a}^0_0((x_0, x_1)) \) and \( \tilde{a}^0_0((x_1, x_0)) \) are almost identical. Without this identification, we face a technical problem: an approximation of a forwarder \( \nu((\nu_0((y_0, y_1))), b_0((y_1, y_0))) \) cannot be seen as an “identity” because \( \nu((\nu_0((y_0, y_1))), b_0((y_1, y_0))) \) “reduces to” \( b_0((x_1, x_0)) \). Another possible way to avoid this problem is to use fully commutative intersection types. We did not use this approach because, in a commutative type system, the relationship between linear processes and execution sequences becomes less precise.

**Definition 8 (Type isomorphism).** We write \( \varphi: \rho \cong \rho' \) (resp. \( \varphi: \theta \cong \theta' \)) to mean that \( \rho \) and \( \rho' \) (resp. \( \theta \) and \( \theta' \)) are isomorphic and that \( \varphi \) is the witness of this isomorphism. This relation is defined by the rules below:

\[
\begin{align*}
\text{id}_*: \bullet & \cong \bullet \\
\varphi_i: \theta_i & \cong \theta'_i \quad \text{(for } i \in [n]) \\
\text{ch}^i_{\varphi_1, \ldots, \varphi_n}: \text{ch}^i_{\theta_1, \ldots, \theta_n} & \cong \text{ch}^i_{\theta'_1, \ldots, \theta'_n} \\
\varphi_i: \theta_i & \cong \theta'_i \quad \text{(for } i \in [n]) \\
\text{ch}^i_{\varphi_1, \ldots, \varphi_n}: \text{ch}^i_{\theta_1, \ldots, \theta_n} & \cong \text{ch}^i_{\theta'_1, \ldots, \theta'_n} \\
\sigma: \mathbb{N} & \cong \mathbb{N} \\
\varphi_i: \rho_i & \cong \rho'_i \quad \text{(for } i \in \mathbb{N}) \\
(\sigma, (\varphi_i)_{i \in \mathbb{N}}): \bigwedge_{i \in \mathbb{N}} (i, \rho_i) & \cong \bigwedge_{i \in \mathbb{N}} (i, \rho'_i)
\end{align*}
\]

**Remark 9.** The reason for annotating arguments of free outputs with \( \varphi \) is quite technical. The notion of type isomorphism was taken from the rigid intersection type system given by Tsukada et al. [21], but in their calculus, witnesses do not appear in the syntax. This is so because all the (raw) terms in their resource calculus are assumed to be in \( \eta \)-long form. (See [21] for details.)

Similarly, we may remove witnesses of type isomorphisms from our linear calculus if there is a way to convert a linear process \( p \) to an “equivalent” process \( p' \) that does not contain any free outputs. A possible way to do this is to transform a free output to a “bound
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8 Here, \( \bigwedge_{i \in I} (i, \rho_i) \) is considered as a total map \( \bigwedge_{i \in \mathbb{N}} (i, \rho_i) \) in which \( \rho_i \triangleq \bullet \) if \( i \notin I \).
Output Without Delay

\[ \varphi_i : \theta_i \equiv \theta'_i \cdot x^i = \lambda_i \text{ (for } i \in [n] \text{)} \quad \alpha \leq \Gamma(\theta_1, \ldots, \theta_n) \tag{OUT} \]

\[ \Gamma, x^1 : \theta_1, \ldots, x^n : \theta_n \vdash \alpha : \mu \quad \text{id}_\alpha \cdot x^i = \mu_i \quad \alpha \leq \beta \tag{TN} \]

\[ \Gamma \cap \alpha : (i, c)_\beta \vdash (\mu) \quad \Gamma \vdash \beta \quad \alpha \leq \beta \tag{TTAU} \]

\[ \Gamma \cap \alpha : (i, c)_\beta \vdash (\mu) \quad \Gamma \vdash \beta \quad \alpha \leq \beta \tag{TREF} \]

\[ \Gamma_1 \cap \Gamma_2 \vdash \alpha : p_1 | p_2 \quad \Gamma_1 \vdash \alpha : p_1 \tag{TPAR} \]

\[ \Gamma_1 \cap \Gamma_2 \vdash \alpha : p_1 | p_2 \quad \Gamma_1 \vdash \alpha : p_1 \tag{TNIL} \]

\[ \emptyset \vdash \alpha : 0 \tag{TNil} \]

\[ \varphi, \sigma, \varphi_i : \in \text{Nat} \quad x \quad \text{def} \quad (\varphi_{\sigma - 1(i_1)} \cdot x_{\sigma - 1(i_1)}, \ldots, \varphi_{\sigma - 1(i_n)} \cdot x_{\sigma - 1(i_n)}) \]

\[ \varphi : \theta \equiv \theta' \text{ and } \text{dom}(\theta') = \{i_1 < \cdots < i_n\} \text{; similarly } \text{id}_\alpha \cdot x \text{ is also used to express } \langle x_{i_1}, \ldots, x_{i_n}\rangle \text{ when } \text{dom}(\theta) = \{i_1 < \cdots < i_n\}. \]

Let us explain how the subscript \( \alpha \) of \( \Gamma_\alpha \) is used; the other parts of the typing rule should be easy to understand. The intuitive meaning of the subscript \( \alpha \) of \( \Gamma_\alpha \) is the “current time.” The typing rule for output actions ensures that the “level of \( \bar{a}_i \)” is the “current time,” that is, the rule ensures that the output cannot be delayed. On the other hand, we may delay an input or a \( \tau \) action. For example, in the rule (TIN), the “level of \( a_i \)” can be greater than \( \alpha \) meaning that we can delay the use of \( a_i \). The rule (TIN) also says that the “level of \( a_i \)” must be equal to the level assigned to \( \Gamma, x^1 : \theta_1, \ldots, x^n : \theta_n \vdash \beta \quad p \). This expresses the fact that the unguarded outputs in \( p \) must be used as soon as \( a_i \) is used, i.e., there cannot be any delay between an input and an output.
4.2 Approximation

In this subsection we show how sorts are refined by intersection types and processes are approximated by linear processes.

Given a sort $T$, the refinement relation $\rho \sqsubset T$ (resp. $\theta \sqsubset T$), meaning that the type $\rho$ (resp. the intersection type $\theta$) refines the sort $T$, is defined by the following rules:

- $\theta_i \sqsubset T_i$ (for $i \in [n]$) and $m \in \{1, \alpha\}$

\[ \text{ch}_n^m[\theta_1, \ldots, \theta_n] \sqsubset \text{ch}_n^m[T_1, \ldots, T_n] \]

- $\rho_i \sqsubset T$ (for $i \in I$)

\[ \bigwedge_{i \in I} (i, \rho_i) \sqsubset T \]

We write $\Gamma \sqsubset \Delta$ if $(x: \theta) \in \Gamma$ implies that $(x: T) \in \Delta$ for some $T$ and $\theta \sqsubset T$.

Next we show how processes are approximated by linear processes.

A term refinement $X$ is a finite set of the form $t^1 : S_1, \ldots, t^n : S_n$ such that $S_i \sqsubseteq \text{fin Nat}$ and $i \neq j$ implies $t^i \neq t^j$, where each $t^i$ is a (non-linear) channel name or the constant $\tau$. The set $S_i$ expresses how many times $t^i$ is used in the approximation. Notations $X(t)$ and $X_1 \cap X_2$ are defined analogous to $\Gamma(t)$ and $\Gamma_1 \cap \Gamma_2$. There is a canonical way to obtain a term refinement from a type environment: given a type environment $\Gamma$, we define $\Gamma^\Downarrow$ as

\[ \{ (t : \text{dom}(\Gamma(t))) \mid t \in \text{dom}(\Gamma) \} \]

An approximation judgement is of the form $X \vdash \rho \sqsubset P$ and inference rules for judgments are given in Figure 3. It should be emphasized that we do not allow $\bot \sqsubset \tau \bar{a}(\vec{x})$, that is we ensure that all the output actions are used. Note that we can discard an output action that is guarded by $\tau$, i.e. $\bot \sqsubset \tau \bar{a}(\vec{x})$, and this is why the translation $(-)^\Downarrow$ defined in Section 2 allows us to relate the reduction $\Rightarrow$ with $\Rightarrow$.

4.3 Reduction

This subsection defines the reduction relation for linear processes. We also show that every reduction sequence from $P$ has a representation by a linear process that approximates $P$.

The reduction relation of linear processes is almost the same as that of processes except for the fact that we take actions of type isomorphisms to linear processes into account. The action of $\varphi$ to linear processes is defined by the rules in Figure 4. It is defined via the action of type isomorphisms on subject names and operation $\{\varphi \cdot y/x\}$, which substitutes
Let us write \( P \). Assume \( \varphi \). Suppose that \( \alpha \). Let \( \langle \varphi \rangle \).

\[ \varphi \cdot t \to x. \] The substitution \( \{ \varphi \cdot y/x \} \) works as the standard substitution, except for the fact the action of \( \varphi \) is performed after the substitution. The witness \( \varphi_2 \circ \varphi_1 : \rho_1 \cong \rho_3 \) is the composition of \( \varphi_1 : \rho_1 \cong \rho_2 \) and \( \varphi_2 : \rho_2 \cong \rho_3 \), which is defined as in the case of rigid resource calculus \([21]\). The definition of \( \varphi_2 \circ \varphi_1 \) is not necessary to understand the following content; see Appendix B.1 for the definition.) For readability, given \( \lambda := \langle \varphi_1 \cdot y_1, \ldots, \varphi_n \cdot y_n \rangle \) and \( \mu := \langle x_1, \ldots, x_n \rangle \), we write \( \{ \lambda/\mu \} \) to denote \( \{ \varphi_1 \cdot y_1/x_1, \ldots, \varphi_n \cdot y_n/x_n \} \).

The structural precongruence \( \equiv \) over linear processes is the smallest precongruence relation that contains \( \equiv_0 \), contains \( \alpha \)-equivalence and satisfies:

\[
0 | p \iff p | q \iff q | p | q | r \iff p | (q | r).
\]

\[
\nu([w, z])\nu([\bar{y}, \bar{z}]) | p \iff \nu([w, \bar{z}])\nu([\bar{w}, \bar{z}]) | p \quad \text{fn}(\bar{w}, \bar{z}) \cap \text{fn}(\bar{y}, \bar{z}) = \emptyset
\]

\[
\nu([x_1, y_1], \ldots, [x_n, y_n]) | p \iff \nu([x_1, y_1], \ldots, [x_n, y_n]) | p | q \quad (\vec{x}, \vec{y} \notin \text{fn}(q))
\]

where \( p \equiv q \) means \( p \equiv q \) and \( q \equiv p \). The structural congruence \( \equiv \) for linear processes is defined as symmetric closure of \( \equiv \).

We define the one-step relation rule over well-typed linear processes by the base rule

\[
\nu([\bar{a}_j, \bar{a}_j]) | \Pi_i | a_i(\mu_1, \ldots, \mu_{in}) | p_i | \bar{a}_m(\lambda_1, \ldots, \lambda_n) | q \to
\]

\[
\nu([\bar{a}_j, \bar{a}_j]) | \Pi_i | a_i(\mu_1, \ldots, \mu_{in}) | p_i | \bar{a}_m(\lambda_1, \ldots, \lambda_n) | q \to
\]

where \( \nu \) is a sequence of name restrictions, \( m \in \Pi \leq J, J' = J \setminus \{ m \} \) and \( J' = \Pi \setminus \{ m \} \), and the structural rule which concludes \( p \to q \) from \( p \to q' \) and \( p' \to q \). The relation \( \to \) is obtained by replacing the base rule of the \( \equiv \) with \( \nu \) obtained by replacing the base rule of the \( \equiv \) with \( \nu \) obtained by replacing the base rule of the \( \equiv \) with \( \nu \).

**Remark 10.** We use \( \Rightarrow \) instead of \( \equiv \) in the definition of reduction because \( X \vdash p \vdash p \) and \( p \equiv q \) do not ensure the existence of \( Q \) such that \( X \vdash q \vdash Q \). For instance, if \( P \equiv (\nu a)(\lambda a) \cdot R \text{ where } \tau.a(y) \) then \( \nu \) approximates \( P \) and this linear process is structurally congruent to \( \nu || \downarrow \downarrow \), but there is no \( Q \) such that \( \nu || \downarrow \downarrow \vdash Q \) and \( P \vdash Q \).

We now show the relationship between execution sequences and linear approximations. Let us write \( P \to Q \) if there exists a sequence \( P = P_0 \vdash P_1 \vdash \cdots \vdash P_n = Q \), where each \( l_i \) is either 0 or \( \tau \), and \( \pi = l_1 l_2 \cdots l_n \); \( p \to q \) is defined similarly. We write \( (p \to q) \subseteq (P \to Q) \) if there exists \( p = p_0 \vdash \cdots \vdash p_n = q \) and \( P = P_0 \vdash \cdots \vdash P_n = Q \) such that \( X_i \vdash p_i \subseteq P_i \) for some \( X_i \) for each \( i \in \{0, \ldots, n \} \) and \( \pi = l_1 \cdots l_n \).

**Proposition 11.** Let \( \tau \vdash \chi \). Let us write \( p \to Q \) if there exists a sequence \( P = P_0 \vdash p \vdash P_1 \vdash \cdots \vdash P_n = Q \), where each \( l_i \) is either 0 or \( \tau \), and \( \pi = l_1 l_2 \cdots l_n \); \( p \to q \) is defined similarly. We write \( (p \to q) \subseteq (P \to Q) \) if there exists \( p = p_0 \vdash \cdots \vdash p_n = q \) and \( P = P_0 \vdash \cdots \vdash P_n = Q \) such that \( X_i \vdash p_i \subseteq P_i \) for some \( X_i \) for each \( i \in \{0, \ldots, n \} \) and \( \pi = l_1 \cdots l_n \).
5 LTS based on linear approximations

Using the notion of linear processes, we introduce a labelled transition system (LTS) for processes in the form of a presheaf to describe the behaviour of processes in which outputs cannot be delayed. Intuitively, the LTS that describes the behaviour of $P$ is given as an LTS whose states are linear approximations of $P$ and transition relation is the extension relation $\preceq$, which we briefly explained in Section 3. This LTS will be presented as a presheaf following the view that presheaves can be regarded as transition systems [9, 23].

5.1 Extension relation

We now define an ordering $p' \preceq p$ over linear processes, which may be read as “$p$ extends $p'$”. Giving a larger linear approximation corresponds to extending an execution sequence.

Before we define the extension relation on linear processes, we define the extension relation over types.

- Definition 12. Let $A$ be a set of levels. Restriction of types and intersection types are inductively defined by:

$$
\text{ch}^\rho_{\theta_1, \ldots, \theta_n} | A \overset{\text{def}}{=} \begin{cases} 
\text{ch}^\rho_{\theta_1 | A, \ldots, \theta_n | A} & (\text{if } \alpha \in A) \\
(\theta | A) & (\text{otherwise})
\end{cases}
$$

where restrictions over input types are defined similar to that of output types. The restriction of type isomorphisms $\varphi | A$ is defined in a similar manner. (See the appendix for details.) We write $p' \prec p$ and if $p' = p | A$ for some $A \subseteq A$ and $\varphi' \prec \varphi$ if $\varphi' = \varphi | A$ for some $A \subseteq A$.

The extension relation on linear processes, written $p' \preceq p$, is inductively defined by the rules in Figure 5. For example, $a_1(\{\}) \preceq a_1((x_1)).\tau_1.x_1(\{\})$ holds and this intuitively means that $!a(x).x(\{) \overset{\alpha(x)}{\longrightarrow} !a(x).x(\{) | x(\{)$ can be extended to $!a(x).x(\{) \overset{\alpha(x)}{\longrightarrow} !a(x).x(\{) | x(\{) x(\{)\rightarrow \bar{a}$, $!a(x).x(\{) | 0$ (under the assumption that both of the linear processes approximate $!a(x).x(\{)$).

Extending a linear process does not precisely correspond to extending an execution sequence; there are cases where an execution sequence cannot be extended even if the corresponding linear process can be extended. This problem is due to the existence of deadlocks. For instance, we have $(\nu[\{\}] | \nu[\{\}]) \preceq (\nu[\{a_1, a_1]\} | \nu[\{b_1, b_1\}]) | (a_1.b_1 | b_1.t_2.a_1)$, but both of the linear processes are not reducible. To exclude linear processes that may create a deadlock, we introduce the notion of terminable processes:

- Definition 13. A linear process $p$ is idle if it has no action (input, output nor $\tau$), i.e. consisting of 0, $\bot$, $|$, and $\nu[\{\}]$. A linear process $p$ is terminable if $(\nu[\xi]).(p | q) \overset{0, \ast}{\longrightarrow} r$ for some $\xi$, $q$ and idle $r$.

Only terminable processes will be used as the states of the LTS.

In case $p$ and $p'$ correspond to executions that only consists of $\overset{0, \ast}{\longrightarrow}$ and $\overset{\tau}{\longrightarrow}$ the intuition that $p \preceq p'$ corresponds to “extending execution sequences” can be formalised as follows:

- Proposition 14. Let $\tau : \text{ch}^\rho[\{\}] + P$ and let $\mathcal{R}$ be a relation between execution sequences starting from $P$ and well-typed terminable linear approximations of $P$ such that $(P \overset{\tau}{\longrightarrow} Q) \mathcal{R} p$ if and only if $(p \overset{\tau}{\longrightarrow} q) \sqsubseteq (P \overset{\tau}{\longrightarrow} Q)$ for a process $q$ that is typed under the empty environment. Then if $(P \overset{\tau}{\longrightarrow} Q) \mathcal{R} p$

1. $Q \overset{\tau}{\longrightarrow} Q'$ implies that $(P \overset{\tau}{\longrightarrow} Q \overset{\tau}{\longrightarrow} Q') \mathcal{R} p'$ and $p \preceq p'$ for some $p'$.
2. if $p \preceq p'$ for some terminable well-typed linear process $p'$ that approximates $P$, then there is an execution $Q \overset{\tau}{\longrightarrow} Q'$ such that $(P \overset{\tau}{\longrightarrow} Q \overset{\tau}{\longrightarrow} Q') \mathcal{R} p'$.
We define the \( \alpha \) by the above proposition, provided that \( \varphi_i : \varphi_j \) (for \( i \in J \))
\[
I = \{ i_1 < \cdots < i_m \} \quad J = \{ j_1 < \cdots < j_n \} \quad J \subseteq I \quad \varphi_i' : \varphi_j \quad (i \in J)
\]
\[
\langle \varphi_i' \cdot x_{j_1}, \ldots, \varphi_j' \cdot x_{j_n} \rangle \subseteq \langle \varphi_i' \cdot x_{j_1}, \ldots, \varphi_i' \cdot x_{i_m} \rangle
\]
\[
\frac{0 \leq 0}{\perp \leq \tau \cdot p} \quad \frac{p \leq q}{\tau \cdot p \leq \tau \cdot q} \quad \frac{J \subseteq I}{\rho_i' : \rho_j} \quad (i \in J) \quad \frac{p \leq q}{\rho_i' \leq \rho_j}
\]

\[
X_i' \leq \lambda_j \quad (j \in \{ n \})
\]
\[
a_i(X_1', \ldots, X_n') \leq a_i(\lambda_1, \ldots, \lambda_n)
\]
\[
p' \leq p \quad q' \leq q \quad m \leq n \quad p_i' \leq p_i \quad p_i' \neq \perp \quad (i \in \{ m \})
\]

\[
\perp \leq a_i(\bar{\mu}).q
\]

\[\vdash \] Figure 5 Rules for extension relation. Here we identify processes up to \( \equiv_0 \).

### 5.2 Presheaf semantics

We define the LTS of \( \Delta \vdash P \) as a presheaf \( \llbracket P \rrbracket : \mathcal{E}_\Delta \rightarrow \text{Sets} \). Roughly speaking, the path category \( \mathcal{E}_\Delta \) is a category of type environments that refines \( \Delta \) and \( \llbracket P \rrbracket \) maps a type environment \( \Gamma \) to the set of approximations of \( P \) that is typed under \( \Gamma \).

Actually, the objects of the path category are not only type environments, but the pair of type environments and the “current time”.

**Definition 15.** We say that \((\Gamma', \alpha)\) extends \((\Gamma', \alpha) <: (\Gamma', \alpha)\) if there exists a witness \( A \subseteq \overline{\Gamma}(\Gamma) \cup \{ \alpha \} \) that satisfies (i) \( \text{dom}(\Gamma') \subseteq \text{dom}(\Gamma) \) and \( \Gamma'(t) = \Gamma(t) \upharpoonright A \), for \( t \in \text{dom}(\Gamma) \), (ii) \( \alpha \in A \) and (iii) \( A \) is downward-closed: for every \( \beta, \gamma \) appearing in \( \Gamma \), \( \beta \leq \gamma \) and \( \gamma \in A \) implies \( \beta \in A \).

We define the category of type environments \( \mathcal{E}_\Delta \) to be a category whose objects are \((\Gamma, \alpha)\) such that \( \Gamma \supseteq \Delta \) and whose morphisms are given by the relation \((\Gamma', \alpha) <: (\Gamma', \alpha)\).

We now define the presheaf \( \llbracket P \rrbracket \). Given \( \Delta \vdash P \) and \( \Gamma \supseteq \Delta \), the set \( \llbracket P \rrbracket(\Gamma, \alpha) \) is defined by \( \llbracket P \rrbracket(\Gamma, \alpha) \overset{\text{def}}{=} \{ p \mid \Gamma^3 \vdash p \subseteq P, \Gamma \vdash \rho \text{ and } \rho \text{ is terminal} \} \) (Here we are identifying linear processes up to \( \equiv_0 \)).

**Proposition 16.** Assume that \( \Gamma \vdash \rho, \rho \text{ is terminal and } (\Gamma', \alpha) <: (\Gamma', \alpha) \). Then there is a unique (up to \( \equiv_0 \)) linear process that satisfies \( q \leq \rho \) and \( \Gamma' \vdash \rho \).

By Proposition 16 there is a map \( \llbracket P \rrbracket(-, -) \) that maps an extension relation \((\Gamma', \alpha) <: (\Gamma', \alpha)\) to a function from \( \llbracket P \rrbracket(\Gamma, \alpha) \) to \( \llbracket P \rrbracket(\Gamma', \alpha) \) that maps \( p \in \llbracket P \rrbracket(\Gamma, \alpha) \) to \( q \) such that \( q \leq p \) and \( \Gamma' \vdash \rho \). Given \( \Gamma \vdash \rho \), we will write \( \rho' \vdash \rho \) for the process that is uniquely determined by the above proposition, provided that \((\Gamma', \alpha) <: (\Gamma', \alpha)\).

**Theorem 17.** Let \( \Delta \vdash P \). Then \( \llbracket P \rrbracket(-, -) \) is a functor from \( \mathcal{E}_\Delta \) to \( \text{Sets} \).

**Example 18.** Consider a process \( P \overset{\text{def}}{=} (\nu \bar{a}(\nu x.\tau.\bar{z})(y) \mid \nu a(x).\tau.x(\bar{y}) \mid \nu \bar{a}(\bar{w})) \) such that \( \Delta \vdash P \), where \( \Delta \overset{\text{def}}{=} \tau : \text{ch}^\alpha, \bar{w} : \text{ch}^\alpha[\text{ch}^\alpha[]], y : \text{ch}^\alpha[], \bar{z} : \text{ch}^\alpha[] \). Then we have
\[
\llbracket P \rrbracket(\Gamma_1, \alpha) = \{ (\nu \bar{a}(\bar{a}:\alpha)(\bar{a}:\alpha)) | (\nu \bar{a}(\bar{a}:\alpha)(\bar{a}:\alpha)) \}
\]
\[
\llbracket P \rrbracket(\Gamma_2, \alpha) = \{ (\nu \bar{a}(\bar{a}:\alpha)(\bar{a}:\alpha) | (\nu \bar{a}(\bar{a}:\alpha)(\bar{a}:\alpha)) \}
\]
\[
\llbracket P \rrbracket(\Gamma_3, \alpha) = \{ (\nu \bar{a}(\bar{a}:\alpha)(\bar{a}:\alpha) | (\nu \bar{a}(\bar{a}:\alpha)(\bar{a}:\alpha)) \}
\]
for $\Gamma_1 \overset{\text{def}}{=} \emptyset$, $\Gamma_2 \overset{\text{def}}{=} \tau \colon (1, \text{ch}_1^0(\|)), \bar{w} \colon (1, \text{ch}_2^0(\|))$ and $\Gamma_3 \overset{\text{def}}{=} \tau \colon (1, \text{ch}_3^0(\|)), \bar{w} \colon (1, \text{ch}_4^0(1, \text{ch}_5^0(\|))), \bar{y} \colon (1, \text{ch}_6^0(\|))$ with $\alpha < \beta < \gamma$. Note that $(\Gamma_2, \alpha) \ll (\Gamma_3, \alpha)$ because we can take $\{\alpha, \beta\}$ as the witness. We also have $(\Gamma_1, \alpha) \ll (\Gamma_2, \alpha)$ since $\{\alpha\}$ is a witness. The function $[P]((\Gamma_1, \alpha) \ll (\Gamma_2, \alpha))$ maps the only linear process of $[P](\Gamma_2, \alpha)$ to the linear process $(\nu_{(a_1, a_1)}(\|)(\perp | a_1(\|)).\perp | a_1(\|))).$

6 $\simeq_\pi^C$ is a $\pi_F$-theory

As explained in Section 3, to prove Theorem 4, it suffices to show that (i) $\simeq_\pi^C$ satisfies the axioms such as (2) and (3), and (ii) that barred congruence is a congruence relation, which trivially holds. Instead of directly proving (i), we define a yet another equivalence $\sim$ and show that $\sim$ is a congruence relation that satisfies the axioms and $\sim \subseteq \simeq_\pi^C$. These are relatively easier to show than to directly prove (i).

The equivalence $\sim$ is defined using the notion of open map bisimulation [12]. We write $P \sim Q$ if and only if $[P]$ and $[Q]$ are open map bisimilar, i.e. if there is a span $[P] \overset{f}{\leftarrow} X \overset{g}{\rightarrow} [Q]$, where $f$ and $g$ are open maps. A map $f \colon [P] \rightarrow [Q]$ is called an open map if for every $m \colon y(\Gamma_1, \alpha_1) \rightarrow y(\Gamma_2, \alpha_2)$, making the square below commute

$$
\begin{array}{ccc}
y(\Gamma_1, \alpha) & \overset{p}{\longrightarrow} & [P] \\
m \downarrow & & \downarrow f \\
y(\Gamma_2, \alpha) & \overset{q}{\longrightarrow} & [Q]
\end{array}
$$

there is a diagonal map $d$ making the two triangles commute.

Showing that there is an open map $f \colon [P] \rightarrow [Q]$ is analogous to giving a functional bisimulation (indexed by $(\Gamma, \alpha)$) between $[P](\Gamma, \alpha)$ and $[Q](\Gamma, \alpha)$. The naturality of $f$ means that $f$ is a simulation because the naturality says $f(p) \mid_{\Gamma_1, \alpha} = f(p \mid_{\Gamma_1, \alpha})$. The morphism $f$ being open ensures that it is not only a simulation, but a bisimulation. The existence of a diagonal map ensures that if (i) $\Gamma_1 \vdash_{\alpha} p$ and $f_{\Gamma_1, \alpha}(p) = q$ and (ii) $\Gamma_2 \vdash_{\alpha} q'$ with $(\Gamma_1, \alpha) \ll (\Gamma_2, \alpha)$ and $q = q' \mid_{\Gamma_1, \alpha}$ then there is $p'$ such that $f_{\Gamma_2, \alpha}(p') = q'$. In simpler words, the existence of a diagonal map says that if $r(p) = q$ and “$q$ can be extended as $q \subseteq q’”$ then “$p$ can be extended accordingly”.

The fact that $\sim$ satisfies the rules such as (3) (given in Section 3), can be proved by “proof manipulation”. As explained, to show that $P \sim Q$, it suffices to give a functional bisimulation between $[P](\Gamma, \alpha)$ and $[Q](\Gamma, \alpha)$. As a special case, let us consider the case where $P = (\nu_a)a(\|a(x).P | \bar{a}(y)).Q = (\nu_a)a(\|a(x).P | P\{y/x\})$. In this case, a functional bisimulation $f$ can be defined by $f(p) \overset{\text{def}}{=} q$, where $p \overset{0}{\Rightarrow} q$. The proof that this $f$ is a bisimulation is similar to that of subject reduction/expansion. For example, if $f(p) = q$ and $q \subseteq q'$ then it suffices to construct a linear process $p'$ such that $p' \overset{0}{\Rightarrow} q'$ (subject to the condition that $p'$ is a suitable extension of $p$) as in the proof of subject expansion. Checking that $\sim$ satisfies the other axioms can be done similarly.

We can also show that $\sim$ is a congruence relation. Checking that $\sim$ is a congruence is not that difficult, thanks to the fact that $\subseteq$ is defined according to the structure of a process. Also note that, unlike in the traditional $\pi$-calculus, we do not have any problem with input prefixing since communication only occurs between names that are explicitly bound by $\nu$ in the $\pi_F$-calculus. That is, placing a process $P$ into a context $C \overset{\text{def}}{=} \text{la}(x).[.]$ does not add new possibilities for interactions among names in $P$.

---

9 To be more specific, we define the open-map bisimulation in the setting where $y\mathcal{E}_\Delta$ (the Yoneda embedding of $\mathcal{E}_\Delta$) is the path category and $[\mathcal{E}_\Delta^{op} : \mathbf{Sets}]$ is the category of models.
The fact that \( \sim \) is a congruence relation implies the following theorem.

**Theorem 19.** \( \pi_F \)-processes modulo \( \sim \) form a compact closed Freyd category.

The main theorem (Theorem 4), which states the existence of a compact closed Freyd model that is fully abstract with respect to \( \simeq \), is a consequence of the above theorem and the following lemma:

**Lemma 20.** If \( P \sim Q \) then \( P \simeq Q \).

This lemma is proved by showing that \( \sim \) implies \( \bullet_\tau \) (and using the fact that \( \sim \) is a congruence), which basically follows from the relation between linear approximations and \( \Rightarrow \) (Proposition 14). Roughly speaking, to show that \( P \sim Q \) implies \( P \bullet_\tau Q \) it suffices to show that the following relation is a barbed bisimulation, where \( \mathcal{R} \) is the relation used in Proposition 14.

\[
\begin{align*}
(P_k, Q_k) &\quad \text{for some sequences } P = P_0 \Rightarrow P_1 \Rightarrow \cdots \Rightarrow P_k \\
p_k &\sim q_k \\
Q = Q_0 \Rightarrow Q_1 \Rightarrow \cdots \Rightarrow Q_k \\
\text{and} &\quad \text{some linear approximations } p_k \text{ and } q_k
\end{align*}
\]
\(\pi\)-calculus. They showed that the type system obtained this way characterises some “good behaviour”, such as deadlock-freedom, of hyperlocalised processes. In contrast to our work, they use intersection types to guarantee that typable processes are “well-behaved”, rather than to define the “operational semantics” of the calculus.

As briefly explained in the introduction, the delays that forwarders add has also been an issue in the field of game semantics. In game semantics, forwarders correspond to copycat strategies and the delay copycat strategies introduce was an obstacle to model synchronous computations using game semantics. Game models in which a “copycat strategy that does not introduce any delay” can be expressed were recently introduced by Castellan and Yoshida to give a fully abstract game semantics of the synchronous session \(\pi\)-calculus [7] and by Melliès in a framework called template games [15]. Although these work are apparently different from ours, we believe that they are relevant to our work given that there is a tight relationship between game semantics and linear approximations [22]; detailed comparisons are left for future work.

8 Conclusion

We proposed a variant of the \(\pi\)-calculus whose barbed congruence \(\cong^c\) can be captured categorically in return for having a non-standard reduction relation \(\Rightarrow\). Technically, to handle \(\Rightarrow\), we developed a system of linear approximations that captures the behaviour of a process and developed an LTS based on linear approximations. The standard reduction relation \(\rightarrow\) and \(\Rightarrow\) have been related by the translation \((-)^\dagger\), and we showed that \((P)^\dagger \cong^c (Q)^\dagger\) implies \(P \cong^c Q\) (\(\cong^c\) is the conventional barbed congruence). Although we fail to achieve full abstraction, this result is important because it suggests the possibility of using compact closed Freyd models to reason about conventional \(\pi\)-calculus via the translation, which is the future direction we aim to pursue.
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A Compact closed Freyd category and $\pi_F$-theory

We briefly review the correspondence between the $\pi_F$-calculus and compact closed Freyd category originally proposed in [19] to make this paper self-contained.

**Definition 21 (Compact closed Freyd category [19]).** A compact closed Freyd category is a Freyd category [18] $J: \mathcal{C} \to \mathcal{K}$ such that (1) $\mathcal{K}$ is compact closed, and (2) $J$ has the (chosen) right adjoint $I \Rightarrow (-) : \mathcal{K} \to \mathcal{C}$.

An equivalence $\mathcal{E}$ is a $\pi_F$-theory if it is closed under the following rules. Each rule has implicit assumptions that the both sides of the equation are well-sorted processes.

\[
\begin{align*}
\frac{a \notin \text{fn}(P, C)}{\Gamma \vdash (\nu \bar{a}a)(\bar{a}(\bar{y})) = (\nu \bar{a}a)(\bar{a}(\bar{y}))} & \quad (\text{E-BETA}) \\
\frac{a, \bar{a} \notin \text{fn}(P)}{\Gamma \vdash (\nu \bar{a}a)(\bar{a}(\bar{y})) \cdot P = 0} & \quad (\text{E-GC}) \\
\frac{\bar{a}, a \notin \text{fn}(\bar{x})}{\Gamma \vdash \bar{c}(\bar{x}) = (\nu \bar{a}a)(a \leftrightarrow b \mid \bar{c}((\bar{a}/\bar{b})))} & \quad (\text{E-OUT}) \\
\frac{\bar{a}, a \notin \text{fn}(P)}{\Gamma \vdash (\nu \bar{a}a)(b \leftrightarrow a \mid P) = P(\bar{b}/\bar{a})} & \quad (\text{E-ETA}) \\
\frac{P \equiv Q}{\Gamma \vdash P = Q} & \quad (\text{E-SCONG}) \\
\frac{\Delta \vdash P = Q \quad C : \Gamma/\Delta\text{-context}}{\Gamma \vdash C[P] = C[Q]} & \quad (\text{E-CTX})
\end{align*}
\]

Here a $(\Gamma/\Delta)$-context is a context $C$ such that $\Gamma \vdash C[P]$ for every $\Delta \vdash P$.

Any set $Ax$ of equations-in-context has the minimum theory $Th(Ax)$ that contains $Ax$. We write $Ax \triangleright \Delta \vdash P = Q$ if $(\Delta \vdash P = Q) \in Th(Ax)$. It should be noted that the original paper [19] only considers theory over the empty signature and that the $\pi_F$-calculus over the empty signature does not have the constant $\tau$. The calculus defined in this paper is a $\pi_F$-calculus defined over the signature with a single constant $\tau : \text{ch}^1[\cdot]$.

The important property that has been used in the body of this paper is that the term model $Cl(Ax)$ is a compact closed Freyd category for every set of non-logical axioms $Ax$ [19, Theorem 3]. Given a set $Ax$ of non-logical axioms, the term model $Cl(Ax)$ is defined as processes modulo $Ax \triangleright \Delta \vdash P = Q$. Objects are list of types and a morphism (of the compact closed category) from $\bar{T}$ to $\bar{S}$ is an equivalence class $[\bar{x} : \bar{T}, \bar{y} : \bar{S}] \vdash P$. The composition of morphisms is defined by “parallel composition + hiding”. For morphisms $P : \bar{T} \to \bar{S}$ and $Q : \bar{S} \to \bar{U}$, i.e. processes such that $\bar{x} : \bar{T}, \bar{y} : \bar{S} \vdash P$ and $\bar{z} : \bar{S}, \bar{v} : \bar{U} \vdash Q$, their composite is $\bar{x} : \bar{T}, \bar{v} : \bar{U} \vdash (\nu \bar{y}z)(P|Q)$. (See [19] for the full definition.)

B Supplementary materials for Section 4

B.1 Groupoid structure of types and type isomorphisms

As expected, the witness of type isomorphisms can be composed so that $\varphi_1 : \rho_1 \cong \rho_2$ and $\varphi_2 : \rho_2 \cong \rho_3$ implies $(\varphi_2 \circ \varphi_1) : \rho_1 \cong \rho_3$. Composition of witnesses are defined by:

\[
\begin{align*}
\text{ch}_\alpha[\varphi_1, \ldots, \varphi_n] \circ \text{ch}_\alpha[\varphi_1, \ldots, \varphi_n] & \overset{\text{def}}{=} \text{ch}_\alpha[\varphi_1 \circ \varphi_1, \ldots, \varphi_n \circ \varphi_n] \\
\text{ch}_\beta[\varphi_1, \ldots, \varphi_n] \circ \text{ch}_\beta[\varphi_1, \ldots, \varphi_n] & \overset{\text{def}}{=} \text{ch}_\beta[\varphi_1 \circ \varphi_1, \ldots, \varphi_n \circ \varphi_n] \\
(\sigma_2 \cdot (\varphi_i)_{i \in \text{Nat}}) \circ (\sigma_1 \cdot (\varphi_i)_{i \in \text{Nat}}) & \overset{\text{def}}{=} (\sigma_2 \sigma_1 \cdot (\varphi_{\varphi_1(i)} \circ \varphi_1)_{i \in \text{Nat}})
\end{align*}
\]
Types and type isomorphisms forms a groupoid. That is, we can define the inverse operator \((\cdot)^{-1}\) for witnesses of type isomorphisms and show that there is an identity \(\text{id}_p : p \cong p\) for every type \(p\). The inverse operator \((\cdot)^{-1}\) is defined by 
\[
(ch^m_{\alpha}[\varphi_1, \ldots, \varphi_n])^{-1} \overset{\text{def}}{=} ch^m_{\alpha}[\varphi_1^{-1}, \ldots, \varphi_n^{-1}]
\]
for \(m \in \{i, \alpha\}\) and \((\sigma, (\varphi_i)_{i \in \text{Nat}})^{-1} \overset{\text{def}}{=} (\sigma^{-1}, (\varphi_{\sigma^{-1}(i)})_{i \in \text{Nat}})\).

### B.2 Subject reduction/expansion and Proposition 11

This section outlines the proof of Proposition 11, which states the correspondence between execution sequences and linear approximations. The proposition is a consequence of the subject reduction/expansion lemma. The proof for Proposition 14 (which we omit) is similar; the only difference is that we also need to take the order \(\preceq\) into account.

As usual, to prove the subject reduction we use a substitution lemma:

> **Lemma 22** (Substitution Lemma). Suppose that \(\Gamma \vdash x : (i, \rho) \vdash p, \varphi : \rho' \cong \rho\) and \(\Gamma \vdash y : (j, \rho')\) is defined. Then \(\Gamma \vdash y : (j, \rho') \vdash p[\varphi \cdot y_j/x_i]\).

The proof of this lemma is similar to that of the conventional substitution lemma, except for the fact that we need to take group actions into account. Similarly, the following lemma can be proved by induction on the structure of \(p\).

> **Lemma 23.** Let \(\Gamma \vdash x : (i, \rho) \vdash p, \varphi : \rho' \cong \rho\) and assume that \(y_j \notin \text{fn}(p)\). Then 
\[
p[\varphi \cdot y_j/x_i][\varphi^{-1} \cdot x_i/y_j] = p
\]

Now the subject reduction/expansion lemmas, and similar lemmas for the \(\tau\)-reduction can be stated as follows. We omit the proofs as they can be shown by standard arguments with the help of Lemma 22 and 23.

> **Lemma 24** (Subject reduction). Assume that \(\Gamma \vdash p\) and \(p \overset{0}{\to} q\). Then we have \(\Gamma \vdash q\). Moreover, if \(\Gamma^3 \vdash p \sqsupset P\) then there exists \(Q\) such that \(\Gamma^3 \vdash q \sqsubset Q\) and \(P \overset{0}{\to} Q\).

> **Lemma 25.** Suppose that \(\Gamma \vdash \tau : (i, ch^{\beta}_\delta[]) \vdash p, \beta \leq \gamma\) for all \(\gamma \in \text{Vf}(\Gamma)\) and \(p \overset{\tau}{\to} q\). Then we have \(\Gamma \vdash q\). Moreover, if \(\text{(\Gamma \sqcap \tau : \{i\}} \vdash P \sqsupset P\), then there exists \(Q\) such that \(\Gamma^3 \vdash q \sqsubset Q\) and \(P \overset{\tau}{\to} Q\).

> **Lemma 26** (Subject expansion). Suppose that \(P \overset{0}{\to} P', \Gamma \vdash P'\) and \(\Gamma^3 \vdash P' \sqsubset P\). Then there exists \(p\) such that \(\Gamma \vdash p\), \(\Gamma^3 \vdash p \sqsubset P\) and \(p \overset{0}{\to} P'\).

> **Lemma 27.** Suppose that \(P \overset{\tau}{\to} Q\), \(\Gamma \vdash q\) and \(\Gamma^3 \vdash q \sqsubset Q\). For all \(i \notin \text{dom}(\Gamma(\tau))\), there exists \(p\) and \(\beta\) such that \(\Gamma \vdash \tau : (i, ch^{\beta}_\delta[]) \vdash p, \Gamma^3 \vdash q \sqsubset Q\). Now we are ready to prove Proposition 11.

> **Proposition 11.** Let \(\tau : ch^{\beta}_\delta[] \vdash P\), i.e. let \(P\) be a process without any free names.

1. Suppose that \(\Gamma \vdash p\) and \(\Gamma^3 \vdash p \sqsubset P\). If \(p \overset{\pi}{\to} q\) then we have \((p \overset{\pi}{\to} q) \sqsubset (P \overset{\pi}{\to} Q)\) for some \(Q\).

2. Assume \(P \overset{\pi}{\to} Q\), \(\Gamma \vdash q\) and \(\Gamma^3 \vdash q \sqsubset Q\). Then we have \((p \overset{\pi}{\to} q) \sqsubset (P \overset{\pi}{\to} Q)\) for some \(p\).

**Proof.** (Proof of 1.) Let us write \(ch^{\alpha}_\delta[]\) for \(\Gamma(\tau)(i)\) when \(i \in \text{dom}(\Gamma(\tau))\). By the assumption that \(p \overset{\pi}{\to} q\), there exists a sequence \(p = p_0 \overset{l_1}{\to} \cdots \overset{l_n}{\to} p_n = q\). Let \(\tau_{i_1} \cdots \tau_{i_k}\) be the subword of \(\pi\) that is obtained by deleting 0 from \(\pi\). Without loss of generality, we may assume that \(\alpha_{i_1} < \cdots < \alpha_{i_k}\) and \(\alpha_{i_k} < \alpha\) for all \(\alpha \in \{\alpha_i \mid i \in \text{dom}(\Gamma(\tau))\} \setminus \{\alpha_{i_1}, \ldots, \alpha_{i_k}\} \cup \{\alpha\}\).
if not we can always reannotate the levels appearing in $\Gamma$ and use that type environment instead of $\Gamma$. Now suppose that $l_1 = \tau_1$. Then we can apply Lemma 25 to obtain $P_1$ such that $P_0 \leadsto P_1$ and $\Gamma_1 \vdash_{\alpha_1} P_1$, where $\Gamma_1$ is the type environment that satisfy $\Gamma_1 \vdash_{\alpha_1} P_1$. If $l_1 = 0$ we can use Lemma 24 instead. By repeating this argument we obtain a sequence $P = P_0 \overset{l_1}{\rightarrow} \cdots \overset{l_n}{\rightarrow} P_n = Q$ that can be used to show $(p \overset{\pi}{\rightarrow} q) \sqsubseteq (P \overset{\pi}{\rightarrow} Q)$.

(Proof of 2.) Since $P \overset{\pi}{\rightarrow} Q$, we have $P = P_0 \overset{l_1}{\rightarrow} \cdots \overset{l_n}{\rightarrow} P_n = Q$, where $l_1 = l_2 \cdots l_n$. Let us consider the case where $l_n = \tau$. In this case we can appeal to Lemma 27 (if $l_n = 0$ we can use Lemma 26). By Lemma 27, we have $P_{n-1}$ such that (1) $P_{n-1} \overset{\pi}{\rightarrow} q$, (2) $\Gamma \cap \tau : (i, \text{ch}_l[\gamma]) \vdash_{\beta} P_{n-1}$ and (3) $\Gamma \cap \tau : (i) \vdash P_{n-1} \sqsubseteq P_{n-1}$, for some index $i$ such that $i \notin \text{dom}(\Gamma(\tau))$ and some level $\beta$. By repeating the argument we obtain $P \overset{\pi}{\rightarrow} q$ with the desired property.

C Supplementary materials for Section 5

C.1 Restriction of types and type isomorphisms

Definition 28 (Complete version of Definition 12).
Let $A$ be a set of levels. Restriction of types and intersection types are inductively defined by:

\[
\text{ch}_m^\alpha[\theta_1, \ldots, \theta_n]_A \equiv \begin{cases}
\text{ch}_m^\alpha[\theta_1]_A, \ldots, \theta_n]_A & \text{(if } \alpha \in A \text{)} \\
\cdot & \text{(otherwise)}
\end{cases}
\]

\[
(\theta|_A)_i \equiv \theta(i)|_A,
\]

where $m \in \{i, o\}$.

Similarly, restriction of type isomorphisms is defined by:

\[
\text{ch}_m^\alpha[\varphi_1, \ldots, \varphi_n] \equiv \begin{cases}
\text{ch}_m^\alpha[\varphi_1]_A, \ldots, \varphi_n]_A & \text{(if } \alpha \in A \text{)} \\
\text{id} & \text{(otherwise)}
\end{cases}
\]

\[
(\sigma, (\varphi), i \in \text{Nat})|_A \equiv (\sigma, (\varphi)_i \in \text{Nat})
\]

where $m \in \{i, o\}$. We write $\rho' \ll \rho$ (resp. $\rho' < \theta$) if $\rho' = \rho|_A$ (resp. $\theta' = \theta|_A$) for some $A \subseteq A$ and $\varphi' < \varphi$ if $\varphi' = \varphi|_A$ for some $A \subseteq A$.

C.2 Overview for the proof of Theorem 17

Here we briefly explain how to show that $[P](-, -)$ is a presheaf (Theorem 17). Since Theorem 17, which says that $[P]$ is a presheaf, is an immediate consequence of Proposition 16, the main goal of this section is to sketch the proof of Proposition 16:

Proposition 16. Assume that $\Gamma \vdash_{\alpha} p$, $p$ is terminable and $(\Gamma', \alpha) : (\Gamma, \alpha)$. Then there is a unique (up to $\equiv_0$) linear process that satisfy $q \sqsubseteq p$ and $\Gamma' \vdash_{\alpha} q$.

The proof of Proposition 16 proceeds by induction on the structure of the derivation of $\Gamma \vdash_{\alpha} p$. The non-trivial case is the case of $\nu$-restriction because it is not clear how the type annotated to the $\nu$ binder should be restricted. To handle this case, we use the following lemmas, which says that “how the annotated type should be restricted is determined by how the type environment is restricted”.

Lemma 29. Suppose that $\Gamma \vdash_{\alpha} [\nu(\bar{a}, a)]_{i \in \text{dom}(\theta)}p$ and that $[\nu(\bar{a}, a)]_{i \in \text{dom}(\theta)}p$ is terminable. Then $\text{IV}(\theta) \subseteq \text{IV}(\Gamma) \cup \{\alpha\}$. 
Lemma 30. Let \( (\nu[\bar{a}, \bar{a}_i])_{i \in \text{dom}(\theta)}) p \) be a terminable process typed under \( \Gamma \), i.e. \( \Gamma \vdash_\alpha (\nu[\bar{a}, \bar{a}_i])_{i \in \text{dom}(\theta)}) p \). Suppose that \( (\nu[\bar{a}, \bar{a}_i])_{i \in \text{dom}(\theta)}) q \leq (\nu[\bar{a}, \bar{a}_i])_{i \in \text{dom}(\theta)}) p \) and \( \Gamma' \vdash_\alpha (\nu[\bar{a}, \bar{a}_i])_{i \in \text{dom}(\theta)}) q \), where \( \Gamma' \) satisfies \( \Gamma'(t)(i) \leq \Gamma(t)(i) \) for all term \( t \) and index \( i \). If there is a level \( \beta \) such that \( \beta \in \Gamma'(t)(i) \) but \( \beta \notin \Gamma(t)(i) \), then there is a term \( t \) and an index \( i \) such that \( \beta \in \Gamma(t)(i) \) and \( \beta \notin \Gamma'(t)(i) \).

Instead of giving a detailed proof of these lemmas, we look at an example.

Example 31. Let us consider a well typed linear process

\[
\tau : (0, \text{ch}^2_b[]) \vdash_{\gamma} (\nu[\langle\bar{b}_0, b_0\rangle \rho_b])(\nu[\langle\bar{a}_0, a_0\rangle \rho_a])(\tau_0 \bar{a}_0 \langle\langle b_0\rangle\rangle \mid a_0(\langle\bar{x}_0\rangle) \cdot \bar{x}_0(\langle\rangle) \mid b_0(\langle\rangle))
\]

where \( \rho_b = \text{ch}^2_b[] \) and \( \rho_a = \text{ch}^4_a[(0, \rho_\beta)] \). The following figure shows the way to point a free name (or a constant \( \tau_i \)) whose type contains the level \( \beta \) in \( \text{IF}(\rho_b) \). (In this case we can tell that the type for \( \tau_0 \) contains \( \beta \).

Let us explain what the pointers mean. A pointer points to a name that must be “executed at the same time” with the name placed at the source of the pointer. We start from \( \bar{b}_0 \) because that is the name with type \( \rho_b \). Since \( \bar{b}_0 \) is in an object position of an output via the name \( \bar{a}_0 \) and \( \bar{a}_0 \) is bound, we first look for the name that communicates with \( \bar{a}_0 \), which is \( a_0 \) in this case. Because \( \bar{x}_0 \) is the argument that corresponds to \( b_0 \), the type for \( \bar{x}_0 \) must have the level \( \beta \) for its “outermost level”. So now we have another name \( \bar{x}_0 \) whose type has \( \beta \) as the “outermost level”, and the link from \( \bar{b}_0 \) to \( \bar{x}_0 \) is used to expresses this fact. Now we look for the place where \( \bar{x}_0 \) is actually used, this is expressed by the second link. Since \( \bar{x}_0 \) is guarded by \( a_0 \) we now know that \( a_0 \) must be executed at the same time as \( \bar{x}_0 \). Because \( \bar{a}_0 \) communicates with \( a_0 \), we know that \( \bar{a}_0 \) and \( a_0 \) must be executed simultaneously and thus we have a pointer from \( a_0 \) to \( \bar{a}_0 \). The output \( \bar{a}_0 \) is guarded by \( \tau_0 \), so we know that \( \tau_0 \) also happens at the same time. Because \( \tau_0 \) is a constant we conclude that \( \beta \) appears in the type environment.

Lemma 29 can be proved by formalising the notion of pointer and generalising the above procedure.

Lemma 30 can be proved by showing that \( \leq \) does not create any “dangling pointer”. That is if \( q \leq p \) and linear terms \( t_j, t_i \) appearing in \( p \) are linked by a pointer, then either \( t_j \) and \( t_i \) both appears in \( q \) or \( t_j \) and \( t_i \) do not appear in \( q \). This follows from the definition of \( \leq \) and the way we add pointers. For example, let us consider the case where \( p \) is the linear process depicted above. The only process \( q \) such that \( b_0 \) does not appear in \( q \) and \( q \leq p \) is \( (\nu[])(\nu[])((\perp \mid \perp \mid \perp)) \).

With the above lemmas it is straightforward to prove Proposition 16 by induction on the structure of the derivation of \( \Gamma \vdash_\alpha p \) and Theorem 17 follows as a corollary of this proposition.